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Abstract

Background: Medical ethicsprovidesamora framework for the practice of clinical medicine. Four principles, that is, beneficence,
nonmaleficence, patient autonomy, and justice, form the cornerstones of medical ethics as it is practiced today. Of these 4
principles, patient autonomy holds a pivotal position and often takes precedence in ethical dilemmas that result from conflicts
among the 4 principles. Its importance serves as a constant reminder to the clinician that the “needs of the patient come first.”
With their remarkable ability to process natural language, large language models (LLMs) have recently pervaded nearly every
aspect of human life, including medicine and medical ethics. Reliance on tools such as LLMs, however, poses fundamental
guestionsin medical ethics, where human-like reasoning, emotional intelligence, and an understanding of local context and values
are of utmost importance.

Objective: While emphasizing the central role of the human factor, we undertake a bold venture to establish some confidence
in LLMs, asit pertains to medical ethics by not only evaluating the status quo of foundational LLMs but aso exploring ways to
improve the LLMs by using patient autonomy—based hypothetical cases. Although literature today is certainly lacking in such
ventures, we also believe projects such as ours must be frequently revisited in thefield of LLMs, whichis evolving at a pace that
is both rapid and unprecedented.

Methods: We evaluated 3 foundational LLMs (ChatGPT, LLaMA, and Gemini) on hypothetical cases in patient autonomy.
We used Cohen k to compare LLM responses to the consensus from a physician panel. McNemar test was used during the
improvement phase and to report the final significance of improved agreement of each LLM with physician consensus. P values
lessthan .05 were considered significant. An agreement with k<0 was designated as poor, 0-0.2 asdight, 0.2-0.4 asfair, 0.41-0.6
as moderate, 0.61-0.8 as substantial, and 0.81-1 as amost perfect.

Results: There was dlight to fair agreement between the foundational LLMs and the physician consensus. With iterative
improvement techniques, this agreement evolved to be substantial or higher (Cohen k of 0.73-0.82). The degree of improvement
was statistically significant (P=.006 for ChatGPT, P<.001 for Gemini, and P<.001 for LLaMA).

Conclusions: Although LLMs hold great potential for use in medicine, there needs to be an abundance of caution in using
foundational LLMs in domains such as medical ethics. With adequate human oversight in testing and utilizing established
techniques, LLM responses can be better aligned to human responses, even in the domain of medical ethics.
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Introduction

The American Medical Association defines medical ethics as
a moral framework for the practice of clinical medicine [1].
Proposed by Beauchamp and Childress [2], the 4 principles,
that is, beneficence, nonmaleficence, patient autonomy, and
justice, are often regarded as the cornerstones of medical ethics
as the field is taught and practiced today. Among these 4
principles, patient autonomy holdsa particularly important place
dueto its frequent precedence over the other 3 principles when
an ethical dilemmaarisesdueto conflict among the 4 principles

(3.

Large language models (LLMs) represent a new paradigm in
artificial intelligence with remarkable abilities to process and
generate text in natural language [4]. Foundational LLMs can
perform many different tasks but sometimes lack
domain-specific capabilities [5]. Although the abilities of
foundational LLMs havetranslated into numerous applications
in medical education, research, and practice [6,7], concerns
remain about their accuracy, biases, and potential misuse [8].
A recurrent theme in proposed approaches to address these
concernsistheimportance of human expert participation in the
evaluation and governance of LLMs. This importance of the
human factor, which is also emphasized in this study, has
prompted the devel opment of guidelinesfrom variousgoverning
bodies across continents [9-11].

Thereis anotable scarcity of literature on therole of LLMsin
medical ethics, particularly on ways to improve the reliability
of foundational LLMs on tasks specific to medical ethics. The

comparative evaluation of LLMs in medical ethics is nearly
nonexistent, with only ChatGPT being evaluated to any
considerable extent [12]. Although the body of knowledge,
particularly prompt engineering [13], to elicit improved
responses from LLMsin general is enlarging, the discussion of
these techniques in the context of medical ethicsislacking. We
venture on a bold undertaking to not only evaluate the
foundational LLMs in their ability to analyze cases in patient
autonomy but also explore techniquesto improvethereliability
of LLM responses, thereby attempting to increase trust in the
technology while emphasizing the indispensable role of the
human factor.

Methods

Ethical Consider ations

After obtaining approval from the Mayo Clinic Institutional
Review Board (which al so governsresearch ethics per approval
25-001042), 44 hypothetical casesin patient autonomy requiring
yesor no responseswere composed. No real patient information
was used for this research. The first author adopted these cases
fromtheliterature [14] and from personal and collectiveclinical
experiences, with afocus on capacity to consent, occupational
exposure, confidentiality, informed consent for aminor patient,
patient preferences, treatment refusal, and training needs.

Hypothetical Case

A hypothetical caseis presented in Textbox 1. The LLMs and
the physicians on the panel (described subsequently) were
blinded to the sources of the cases and others' responses.

Textbox 1. Sample hypothetical case. Note that the hypothetical case deals with the capacity to consent and treatment refusal.

Sample hypothetical case

David isa79-year-old male with ahistory of myocardial infarction whose wife, Mary called 911 about David's chest pain. The pain started 30 minutes
ago and is similar to some of his prior episodes which needed admission to a hospital. Upon arrival of the emergency medical services (EMS) team,
David refuses any intervention. David seems distressed from pain but is orientedx3.

Should the EM S team take David to the nearest hospital ?

Threefoundational LLMswere chosen for this study: ChatGPT
version 40 (ChatGPT), LLaMA 3.1 70b BF16 (LLaMA), and
Gemini 1.5 (Gemini). Although the open-source LLaMA was
used locally with Ollama version 0.1.33 (Ollama, Inc), the 2
closed-source models, ChatGPT and Gemini, were accessed
using their respective web interfaces. Where applicable, the
default parameters (eg, temperature of 0.8, top_p of 0.95 for
Ollama) were used. Therewere no concernsfor Health Insurance
Portability and Accountability Act (HIPAA) noncompliance
due to the hypothetical nature of the cases. Five physicians
(P1-P5) with respective board certifications from emergency
medicine, surgery, and radiol ogy comprised the physician panel.

Study Design

Our study wasdesigned in 2 phases (Figure 1): eval uation phase
and improvement phase. The evaluation phase was designed to
compare the responses from foundational LLMs to those from
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the physician panel, while theimprovement phase was designed
to optimize the responses from LLMs to improve agreement
with the physician panel. The LLMs and the physicians on the
panel were blinded to each other’'s responses. Interobserver
agreement among the physicians on the pandl and among the
foundational LLMswas calculated using Fleissk. Cohenk was
used to compare the responses of each LLM with the physician
consensus, which was defined as the magjority response from
the physiciansin the panel. A missing valuefroman LLM was
considered “No” for statistical analysis purposes. For illustration,
pairwise agreements were depicted as a heatmap and listed as
proportions in a tabular format. Python statsmodels (version
0.15.0) was used for statistical testing. An agreement with k<0
was considered to be poor, 0 to 0.2 was considered slight, 0.21
to 0.4 asfair, 0.41to 0.6 asmoderate, 0.61 to 0.8 as substantial,
and 0.81 to 1 as almost perfect. Although we reserved several
prompt engineering techniques to employ during the
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improvement phase, we neverthel ess used some techniques such
as role playing, forcefulness, and chain-of-thought during the
evaluation phase [13].

During the improvement phase, prompt engineering techniques
such as chain-of-thought, N-shot prompting, directiona
stimulus, versioning, rephrase-and-respond, and long context
prompting were used to improve LLM responses [13,15-18].

Mugu et al

The goal of this iterative process was to improve LLMs to
produce responses that were better aligned to the physician
consensus, reducing any statistically significant differences.
The stopping point of the iterative process was determined to
be when no more reduction in the number of differing responses
could be achieved. The degree of improvement was assessed
using McNemar test. A P value less than .05 was considered
significant.

Figure 1. Two-phase design with evaluation phase and improvement phase. The evaluation phase compares the responses of foundational LLMs to
physician panel consensus. The improvement phase is designed to improve the agreement between the LLMs and the physician panel consensus. LLM:

large language model.
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A sample human-model interaction during the evaluation phase
and the improvement phase is provided in Textbox 2. This
hypothetical case dealswith consenting for aminor patient and
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demonstrates human-model interaction during the evaluation
and improvement phases. The use of 2 prompt engineering
techniques, that is, question-refinement and chain-of-thought,
isillustrated with this sample.
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Textbox 2. Sample hypothetical case with human-model interaction during the eval uation and improvement phases. Two prompt engineering techniques,
that is, question-refinement and chain-of-thought, are demonstrated here.

Sampleinteraction with a model demonstrating evaluation and improvement phases

Hypothetical case: Rachel is a9-year-old girl from Virginia. She fell at the school basketball court and was taken to the emergency department by
the teacher. Sheisfound to have an elbow fracture that needs nonemergent surgical fixation. Can the surgeon proceed with the surgery?

I nteraction snippet during the evaluation phase
Gemini’s response

Answer: Yes

Thought Process:

1. The surgeon has a duty to act in the best interest of the patient. In this case, the surgery is necessary to treat the elbow fracture and prevent
complications.

2. Delaying the surgery could lead to worsening of the condition, pain, and potential long-term disability.
3. Therefore, proceeding with the surgery isin the patient's best interest.

I nteraction snippet during theimprovement phase

Refined question (provided by ChatGPT upon human request): Given that Rachel, a 9-year-old girl from Virginia, fell at the school basketball court
and was taken to the emergency department by her teacher, where she was diagnosed with an elbow fracture that requires nonemergent surgica

Gemini’s response
Answer: No

Thought Process:

2. Herlegal guardian, likely her parents, must provide consent.

fixation, does the surgeon have the necessary consent and authority to proceed with the surgery?

1. Rachel isaminor and therefore lacks the capacity to provide informed consent for the surgery.

Results

Of the 44 cases, 6 focused on informed consent, 6 on capacity
to consent, 6 on occupational exposure, 6 on training needs, 7
on treatment refusal, 6 on patient preferences, and 7 on
confidentiality. A sample hypothetical case is presented in
Textbox 1. There was substantial agreement among the
physicians in the panel (k=0.77). There was aso substantial
agreement among the foundational LLMs (k=0.73). There was
slight agreement between the foundational Gemini and the
physician consensus (k=0), dight agreement between the
foundational LLaMA and the physician consensus (k=0.14),
and fair agreement between the foundational ChatGPT and the
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physician consensus (k=0.32). Pairwise agreement is depicted
in Figure 2 as a heatmap for illustration purposes. However,
note that the Improvement phase was designed to improve the
agreement between LLMs and the physician panel consensus
rather than individual physician responses.

At the end of the improvement phase, agreement between all
theimproved LL Msand the physi cian consensus was substantial
or higher (k=0.77, 95% CI 0.59-0.96 for ChatGPT; k=0.73,
95% CI 0.52-0.93 for Gemini; and k=0.82, 95% CI 0.65-0.99
for LLaMA). The degree of improvement for all the LLMswas
statisticaly significant (P=.006 for ChatGPT, P<.001 for
Gemini, and P<.001 for LLaMA). The degree of improvement
islisted in Table 1.
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Figure2. Pairwise agreement heatmap for illustration purposes only. Note the substantial agreement among large language models and among physicians
on the panel (P1-P5) during the evaluation phase (enclosed by red boxes). The improvement phase (discussed later) is however designed to improve
the agreement of large language models with physician consensus, not with individual physician responses.
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Table 1. Proportion of agreement between each large language model and physician consensus before and after improvement. Note that al large

language models underwent improvement that was statistically significant.

Model Before improvement, n After improvement, n Degree of improvement (N=44), n (%) P vaue
ChatGPT 27 39 +12 (27) .006
Gemini 22 38 +16 (36) <.001
LLaMA 26 40 +14 (32) <.001
: . arises dueto conflictsamong the4 principles[3]. It isaconstant
Discussion gthe principles[3]

Principal Findings

Medical ethics provides a mora framework for the practice of
clinical medicine, particularly as it pertains to physician
responsibilities and obligations in the context of
patient-physician interactions [1]. Beauchamp and Childress
[2] are often credited for laying the foundation for this
framework with 4 principles: beneficence, nonmaleficence,
patient autonomy, and justice. Although these principles have
been extensively criticized [19], debated [20], and defended
[21], they neverthel essremain at the center of modern teaching
and practice of medical ethics. The principle of patient autonomy
holds a particularly important place among the four, often taking
precedence over the other 3 principleswhen an ethica dilemma
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reminder to the medical practitioner that “the patient must
remain at the heart of hisor her own individual battle” [22] and
that “the needs of the patient come first” [23].

Despitetheir relativeinfancy, LLMs have revol utionized various
aspects of health care, ranging from medical education to
practice and research [6,7]. LLMshave demonstrated remarkable
accuracy on tasks that were once believed to be germaneto the
rigorously trained human, such as outperforming medical
students, and neurosurgery residents on neurosurgery written
board-like questions [24]. LLMs are nevertheless prone to
limitations, a few of which are particularly concerning in
medicine, such as the fabrication of responses not based on
evidence—a behavior referred to as hallucination [25].
Moreover, reliance on technology such as LLMs poses
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fundamental questions in medical ethics, where human-like
reasoning, emotional intelligence, and an understanding of local
context and values are of utmost importance[26,27]. A recurrent
theme in the proposed approaches to address these concernsis
the importance of human expert participation in evaluation and
governance of LLMs. This importance of the human factor,
which is also emphasized in our study, has prompted the
devel opment of guidelinesfrom various governing bodies across
continents [9-11] and paved the way for effective interaction
such as through prompt engineering [13]. The field of prompt
engineering is rapidly evolving with several successful
approaches already being adopted, including chain-of-thought,
directional stimulus, forcefulness, self-correction and
consistency, role playing, reflection, guiding output with rails,
and long context prompting [13,15-18].

Although literature on the employment of artificial intelligence
in the domain of medical ethicsis sparse, some work warrants
mention. Before the conception of LLMs, Shalowitz et a [28]
proposed a population-based treatment indicator and claimed
its superiority to traditional surrogate decision-making in
treatment decisions made for incapacitated patients [28]. The
population-based treatment indicator was critiqued for
disrespecting patient autonomy by relying on statistical evidence
rather than individual patient preferences [26]. Leveraging the
natural language processing power of LLMs, Earp et a [29]
proposed P4, a personalized patient preference predictor, to
address this specific concern [29]. P4’s claim of superiority is
based on its incorporation of materia from prior patient
treatment decisions, thereby creating a “digital twin” to act on
behalf of the incapacitated patient, when such a need arises.

Our study has perhaps the closest resemblance to the expert
panel evaluation of GPT-4 by Balas et al [27] who created a set
of 8 ethical case vignettes and present to the LLM viaa priori

Mugu et al

prompt template. LLM responses are then evaluated for the
depth of reasoning, ability to consider alternate viewpoints, and
sensitivity to nuances of ethical dilemmas. Although our case
repertoireisconsiderably larger, it isalso arguably smpler since
we do not probe the depth of reasoning. However, the greatest
distinction from their study isin the improvement phase. In the
strictest sense of the study design, their study can be considered
as lacking this phase. By not only evaluating the foundational
LLMsbut a so exploring thewaysto improve their performance
as it pertains to a subset of medical ethics, we venture to
establish some confidence in this promising technology while
reminding the adopters of the importance of the human factor.

Limitations

This study was subject to a few limitations. Although larger
than other similar studies, it still involved a limited set of
guestions covering arelatively small section of medical ethics.
Itispossiblethat LLMscould perform differently with different
clinical scenarios or ethical topics. Although we employed
several types of prompt engineering, other improvement
techniques such as RAG and fine-tuning were not used. Over
time, work will undoubtedly continue to improve the
performance of foundational LLMs in medica ethics;, how
quickly and whether the need for human supervision will ever
be entirely eliminated remains to be seen.

Conclusion

The use of foundational LLMs in domains such as medical
ethics warrants an abundance of caution and intricate
involvement of a human expert. With adequate testing and by
utilizing established techniques such as prompt engineering,
LLM performance can be improved, even in the domain of
medical ethics, where human-like reasoning, emotional
intelligence, and context awareness are crucial.
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