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Abstract

Background: Primary liver cancer, particularly hepatocellular carcinoma (HCC), poses significant clinical challenges due to
late-stage diagnosis, tumor heterogeneity, and rapidly evolving therapeutic strategies. While systematic reviews and meta-analyses
are essential for updating clinical guidelines, their labor-intensive nature limits timely evidence synthesis.

Objective: This study proposes an automated literature screening workflow powered by large language models (LLMs) to
accelerate evidence synthesis for HCC treatment guidelines.

M ethods: We developed a tripartite LLM framework integrating Doubao-1.5-pro-32k, Deepseek-v3, and
DeepSeek-R1-Distill-Qwen-7B to simulate collaborative decision-making for study inclusion and exclusion. The system was
evaluated across 9 reconstructed datasets derived from published HCC meta-analyses, with performance assessed using accuracy,
agreement metrics (x and preva ence-adj usted bias-adjusted k), recall, precision, F;-scores, and computationd efficiency parameters
(processing time and cost).

Results: The framework demonstrated good performance, with a weighted accuracy of 0.96 and substantial agreement
(prevalence-adjusted bias-adjusted k=0.91), achieving high weighted recall (0.90) but modest weighted precision (0.15) and
F,-scores (0.22). Computational efficiency varied across datasets (processing time: 248-5850 s; cost: US $0.14-$3.68 per dataset).

Conclusions: ThisLLM-driven approach shows promise for accel erating evidence synthesisin HCC care by reducing screening
time while maintaining methodological rigor. Key limitationsrelated to clinical context sensitivity and error propagation highlight
the need for reinforcement learning integration and domain-specific fine-tuning. LLM agent architectures with reinforcement
learning offer apractical path for streamlining guideline updates, though further optimization is needed to improve specialization
and reliability in complex clinical settings.

(JMIR Med Inform 2025;13:e76252) doi: 10.2196/76252
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: (HCC) isthe most common, accounting for approximately 80%
Introduction to 90% of liver cancer cases worldwide [2,3]. HCC has a poor
Background prognosis. In generd, the overall 5-year survival ratefor patients

i ) ) ) diagnosed with HCC istypically <20%, which issimilar to that
er mary liver cancer (PLQ) is the sixth most commonly ¢, lung cancer but notably lower than for colon cancer [4-6].
diagnosed cancer and the third leading cause of cancer-related |, agition, the treatment of HCC is highly individualized and
deaths worldwide [1]. Among PLCs, hepatocellular carcinoma complex [7]. In general, for patients with early-stage HCC,
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surgical intervention is a viable option, and they often have a
relatively good prognosis [8]. However, patients with HCC
frequently present at an intermediate or advanced stage, and
surgery alone may not be beneficial. Conversion therapies,
guided by systemic and local therapy approaches, have
demonstrated efficacy in downstaging and potentially resecting
intermediate and advanced HCC, aswell as enhancing outcomes
[9,20Q]. It isevident that HCC is notably more complex to treat
than many other medical conditions, requiring a nuanced
decision-making process guided by evidence-based research
and clinical guidelines.

However, there is often a delay between research publication
and its incorporation into academic discourse, especially with
guidelines based on systematic reviews and meta-analyses. An
example of this lag can be observed in the 2021 guidelines
disseminated by the Society for Immunotherapy of Cancer,
which did not incorporate the outcomes of the HIMALAYA
trial that same year [11,12]. This randomized controlled trial
(RCT) demonstrated that the single tremelimumab regular
interval durvalumab regimen, a combination of a single high
dose of tremelimumab given as a first-line treatment followed
by maintenance treatment with durvalumab, significantly
improved overall survival and congtitutes anew treatment option
[12]. As such, the timely updating of information is of
paramount importance, as it facilitates the refinement of
guidelines and the evolution of treatment plans. Systematic
reviews and meta-analyses represent the highest levels of
evidence in the hierarchy of evidence [13]. They play an
important role in wupdating the guidelines. However,
meta-analysis and systematic reviews are time-consuming
processes, especialy the process of collecting and screening
literature records [14]. To keep guidelines up to date, faster
methods for conducting meta-analyses are essential. Given the
standardized PRISMA (Preferred Reporting Itemsfor Systematic
Reviews and Meta-Analyses) framework, integrating artificial
intelligence (Al) can help automate and improve this process.

Al isadiscipline that allows computers to simulate intelligent
human behavior, enabling machines to emulate human
intelligence and problem-solving abilities[15]. Large language
models (LLMs), built ontransformer architectures, have become
acentral focus in Al research. By predicting the next word in
asequence, LLMslearn statistical patternsin text. Leveraging
the transformer’s self-attention mechanism, they effectively
capture long-range dependencies and contextual meaning [16].
Therefore, LLM can be used to extract structured data from
unstructured texts [17,18]. Previous studies have explored the
automation of the literature screening process in systematic
reviewsand meta-analysesusing asingle LLM with good results
[19,20]. However, previous studies often used a single LLM
without simulating collaboration among models in different
roles[19,20]. Meanwhile, newer model s with more parameters
or reinforcement learning have shown better performance than
earlier approaches.

Objectives
In this study, we propose a literature screening workflow that

leverages 3 distinct language models to automatically analyze
titles and abstracts from multiple databases, aiming to support
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systematic reviews and meta-analyses. We evauate its
effectivenessin simulating real-world screening procedures and
conflict resolution, using datasets from published studies.
Furthermore, weinvestigate the types and causes of model errors
across different datasets and explore the integration of
reinforcement learning to enhance decision-making.

Methods

Overview

The overall process of this study is divided into 3 stages:
application design, validation, and statistical analysis. In the
application design section, amultimodul e system was devel oped
to parse literature entries, interface with the LLM service
provided by the cloud computing platform, and perform
literature entry analysis. Verification involved conducting
simulations and constructing datasets based on meta-analyses
published in high-impact journals, followed by comprehensive
validation through analytic procedures implemented in our
previously developed system. The fina phase involved a
comparative and analytic examination of the results generated
by the system and the definitive inclusion outcomes of the
aforementioned meta-analyses. All programmatic flows were
implemented in Python (version 3.12.3; Python Software
Foundation) and R (version 4.4.1; R Foundation for Statistical
Computing).

Application Design

This study constructed a multimodule system consisting of 3
major parts: literature entry data parsing, duplicateitem removal,
and LLMs analysis. The workflow of the developed system is
shown in Figure 1A. In the literature record parsing part,
automated programs were used to process search results saved
in RIS and NBIB formats, extracting key fields such as titles,
author information, and abstracts into structured data tables.
The deduplication part deployed a process based on certain
fields of the literature entries to remove highly duplicated
entries, as detailed in Multimedia Appendix 1. In the analysis
of LLMs part, the program preset roles and inserted the
population, intervention, comparison, outcome, and study design
(PICOS) guidelinesfor 3 different large model s and embedded
the literature entries that needed to be analyzed into promptsin
batches. Any analysistask performed by the system must contain
at least 1 nonempty element from PICOS. Tasks lacking specific
PICOS elements were flagged by the program as unspecified
and triggered an expanded search scope. Specifically, this
process was divided into 3 parts. The program first assigned
model A as the initial reviewer, which made preliminary
inclusion or exclusion judgments on the inputted literature
entries based on the predefined PICOS criteria, along with the
corresponding reasoning. Subsequently, model B wasdesignated
asthecritic, reviewing the same literature entries and eval uating
model A’'s decisions based on the same PICOS criteria,
providing its own judgments and reasoning. Finally, model C
was assigned therole of arbitrator, reanalyzing those entriesfor
which models A and B had provided conflicting decisions and
making the final determination along with the supporting
reasoning. The role prompts and the hyperparameters used for
these 3 models are provided in Multimedia Appendix 1. In
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addition, a detailed explanation of this system is provided in
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Multimedia Appendix 1.

Figure 1. Schematic workflow of the study. (A) Workflow of the developed system. The system first parsed the fields in the referenced documents,
then used the deduplication function to remove duplicates and parsed a data table. Subsequently, after setting the PICOS objectives of the studiesto be
included, it was sequentially submitted to three large language models for processing in combination with the prompts. (B) Workflow of the validation
process performed for the system. The verification step first relied on existing meta-analyses in highly cited journals, manually identified their PICOS,
and reproduced them according to the methods described in the articles to construct a dataset. Subsequently, the analysis process was carried out using
the system we had developed. HCC: hepatocellular carcinoma; JCR: Journal Citation Reports; LLM: large language model; PICOS: Population,

Intervention, Comparison, Outcome and Study Design.

A
Reference files Literature entries data parsing Literature entries deduplication
: —_— ) . ——*  Rule-based filtering;
from various databases Converting to table (title, abstract, ). Clustering algorithms.
Parsing module Deduplication module
PICOS setting for target inclusion
On the basis of the identification of comresponding
literature for each dataset.
Parsed
data table LLM amalysis —————————* Result
Tmport to preset prompt
Model A: You are a medical research expert.. B fli
Model B: You are a critical reviewer.... Eafries with ctmg optmions
Model C: You are the final arbitrator.. Model A Model B Model C
Primary —+  Double —+  Final Inference model
screening screening judgment
LLMs analysis module
B
Searching published meta-analyses PICOS Formulation of strategy and retrieval
JCR top 5%; formulation Searching PubMed, Scopus, Web of Science, Embase,
HCC treatment relevent... and Cochrane based on each paper; getting reference file.
J
Complete the inclusion entries Analysis result evaluation
Complete the reference that was — s —_— System analysis —>  Accuracy; precision; recall .
actually eventually included but not captured in the database save Temporal and financial expenditures.
Validation the method part of each meta-analysis, (3) downloading NBIB

The validation section includes the preparation of the
verification datasets, system analysis, and data statistics, as
shown in Figure 1B. To construct multiple validation datasets,
we searched for meta-analyses rel ated to the treatment strategies
for PLC. Thefollowinginclusion criteriawere used: (1) studies
published within the past 5 years, (2) meta-analyses of treatment
strategiesfor PLC, (3) studiesthat reported the search platforms
used and described the basic search strategy in thetext, and (4)
studies published in the top 5% of journals indexed in the
Science Citation Index Expanded and compliant with the
PRISMA guidelines. The exclusion criteria included studies
with search strategies that could not be replicated based on the
description in the text, non-English studies, studies without
accessible full texts, and studies that overlapped with or
duplicated other publications.

After determining the meta-analyses to be included, each
meta-analysis was manually reviewed, and the following tasks
were undertaken: (1) identifying the PICOS elements by human
(leave blank if PICOS components cannot be identified), (2)
implementing search strategy to retrieve records according to
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or RIS files from various databases, and (4) deduplicating and
converting NBIB or RISfilesinto datatablesusing the analysis
system to construct the datasets. Theinitial number of candidate
recordsin the datatableswasaligned as closely as possible with
the corresponding numbers in the PRISMA flow diagrams of
the respective meta-analyses. To ensure minima human
intervention in the simulation, any studies that were ultimately
included in the original meta-analyses but were missing from
the search results were not added back to the datasets.

After constructing all the datasets, 3 major language models
were selected based on considerations of research cost and
model performance. These models were Doubao-1.5-pro-32k
from ByteDance (model A), DeepSeek-v3 (model B), and
DeepSeek-R1-Distill-Qwen-7B (modd C), with model C
distinguished as a reasoning-optimized LLM. The technical
specifications for these models are outlined in Table 1. All
datasets were analyzed using the previously described analytic
workflow of our system, using default hyperparameters as
detailed in Multimedia Appendix 1, and the results were
exported in tabular format.
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Table 1. Large language models used in the validation process of the review screening workflow.

Model designa=  Model name Model type Strengths Limitations

tion

Model A Doubao-1.5-pro-32k  Closed; general pur- High performance and multi-  Closed source model with low transparency
pose; MoE? modal capability

Model B DeepSeek-V3 Open; general purpose; Open source, efficient training  Signsof distillation may lead to identity incon-
MoE model sistency or output bias

Mode C DeepSeek-R1-Didtill-  Open; reasoning opti-  Open source, reasoning, small  Relatively weak in long-context or multimodal

Qwen-7B mized

ment

and efficient for local deploy-

tasks

3\oE: mixture of experts.

Statistical Analysis

Theresult tablesfrom each validation set analyzed by the system
were compared with the actual final results (excluding entries
with missing or empty abstracts from the simulated search)
included in their corresponding papers. The accuracy, precision,
recall, F;-score, k, and prevalence-adjusted bias-adjusted «
(PABAK) of theanalysisresultsfor all datasetswere calculated,
where precision and recall were calculated separately based on
exclusion and inclusion as the finad goa. To improve
comparability inimbalanced scenarios, F-3 (aweight harmonic
mean of precision and recall), balanced accuracy, and Matthews
correlation coefficient (MCC) were aso evaluated. The
statistical indicators of the average were reported using the mean
and, where applicable, the standard deviation (SD). The
calculation formulas for the statistical metrics are presented in
Multimedia Appendix 1. To further evaluate the effect of class
imbalance on agreement measures, paired statistical significance
tests were conducted to compare k and PABAK to determine
whether k was systematically depressed under imbalanced class
distributions. Depending on the distribution of the paired
differences, either a paired 2-tailed t test or a Wilcoxon signed
rank test was used at asignificance level of P<.05. In addition,
we evaluated the time and economic costs for the analysis of
each dataset. The time cost was determined by recording the
start and end time stamps from the analysislogsfor each dataset.
Due to hilling latency in cloud computing platforms, the
economic cost was estimated through a simulation program
based on platform pricing and then validated against actual
billing statements. The detailed design of the simulation program
is described in Multimedia Appendix 1.

Results

Overview of Datasets

On the basis of the simulation process in the validation, 9
meta-analyses were ultimately included and used to construct
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the simulated datasets [21-29]. These studies were published
in various prestigious journals, including the British Journal of
Surgery, Liver Cancer, Journal of Hepatology, JAMA Oncology,
and Annals of Qurgery. Published between 2020 and 2025, these
meta-analyses formed the foundation of the dataset and
addressed a diverse range of topics related to PLC treatments,
such as systemic therapies, radiation-based approaches, and
posttransplant outcomes. These studies, conducted across
multiple regions, including the United States, Europe, and Asia,
involved single-center and multicenter collaborations. In
addition, they used diverse data sources (RCTs, observational
cohorts, and individual patient-level data) and applied
meta-analytic methods, including pairwise comparisons, network
meta-analyses, single-arm analyses, and individual patient data
assessments.

In each of the meta-analyses included, 9 datasets were created
to represent the initial records identified during their search
process, as shown in Table 2. The number of initially identified
records in these simulated datasets ranged from 309 to 8733.
These datasets encompassed multiple perspectives on the
treatment of PLC, including adiverse range of candidate study
types, such as RCTs; observational studies (eg, cohort and
case-control designs); systematic reviews; meta-analyses; and
other evidence-based reports sourced from databases such as
PubMed, Cochrane Library, and clinical trial registries. These
datasets al so featured varioustypes of meta-analysesand varying
numbers of initially identified records, reflective of real-world
meta-analysis scenarios where data availability and
completeness can differ widely. Information on these datasets,
including the PICOS criteria corresponding to each
meta-analysis and the search strategies used to construct the
respective datasets, is provided in Multimedia Appendix 1.
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Table 2. Characteristics of meta-analysis studies included in the validation stage.

Dataset name ~ Study title Included records  Published journal Study type
(N, %)

LORC-CHP L aparoscopic versus open resection of hepatocellu-  11/770 (1.4%) British Journal of Meta-analysis of 2 interventions
lar carcinomain patientswith cirrhosis: meta-anal - Surgery based on RCT<S and PSMY stud-
ysis[21] ies

FLSTN-AHE First-line systemic therapies for advanced hepato-  11/5417 (0.20%)  Liver Cancer Network meta-analysis based on
cellular carcinoma: asystematic review and patient- RCTs
level network meta-analysis [22]

TLP-AHf Efficacy and safety of transarterial chemoemboliza-  12/309 (3.9%) Pharmacology & Ther-  Single-intervention, multiple-
tion combined with lenvatinib and PD-1 inhibitor apeutics control meta-analysis based on
inthe treatment of advanced hepatocel lular carcino- cohort studies
ma: a meta-analysis [23]

NCN-UHY Comparative efficacy of novel combination strate-  9/1698 (0.54%) European Journal of Network meta-analysis based on
gies for unresectable hepatocellular carcinoma: a Cancer RCTs
network metanalysis of phase Il trials [24]

ESTN-AHN Efficacy and safety of frontline systemic therapy ~ 15/8733 (0.17%)  JHEP Reports Network meta-analysis based on
for advanced HCC: a network meta-analysis of RCTs
landmark phase I11 trials [25]

PTICI-PTHO' Impact of pre-transplant immune checkpoint in- 21/558 (3.8%) Journal of Hepatology Individual patient data meta-
hibitor use on post-transplant outcomesin HCC: a analysis
systematic review and individual patient data meta-
analysis[26]

SBRT-HMG  Stereotactic body radiation therapy for hepatocellu-  13/897 (1.4%) International Journal  Single-arm meta-analysis based
lar carcinoma: meta-analysis and international of Radiation Oncology on observational studies
stereotactic radiosurgery society practice guidelines - Biology - Physics
[27]

STSN-AHK Systemic therapy and sequencing optionsin ad- 13/3522 (0.37%)  JAMA Oncology Network meta-analysis based on
vanced hepatocellular carcinoma: a systematic re- RCTs
view and network meta-analysis [28]

LRAMC Liver resection versus local ablation therapiesfor  24/6078 (0.39%)  Annals of Surgery Meta-analysis of 2 interventions

hepatocellular carcinomawithin the Milan criteria
asystematic review and meta-analysis [29]

based on RCTs and NRTS™

8N represents the sample size of the corresponding dataset by simulating theretrieval strategy from the corresponding study, followed by system parsing,
deduplication, and removal of entrieswith blank abstractsin our research; nindicates the actual number of final included literature records after excluding
those not retrieved by our simulated search strategy and entries with missing abstracts, based on the final inclusion results from the corresponding study.

b ORC-CH: |aparoscopic versus open resection in cirrhotic hepatocellular carcinoma

°RCT: randomized controlled trial.
dpsm: propensity score matching.

EFL STN-AH: first-line systemic therapy network meta-analysis for advanced hepatocellular carcinoma.

"TLP-AH: transarterial chemoembolization plus lenvatinib plus programmed death receptor 1 inhibitor in advanced hepatocellular carcinoma.
INCN-UH: novel combination network meta-analysis for unresectable hepatocel lular carcinoma.

PESTN-AH: frontline systemic therapy network meta-analysis for advanced hepatocellular carcinoma.

IPTICI-PTHO: pre-transplant immune checkpoint inhibitors impact on post-transplant hepatocellular carcinoma outcomes.

ISBRT-HMG: stereotactic body radiation therapy in hepatocellular carcinoma meta-analysis and guidelines.

KSTSN-AH: systemic treatment sequencing network meta-analysis for advanced hepatocellular carcinoma.

ILRAMC: liver resection versus ablation within Milan criteria
MNRT: nonrandomized trial.

Perfor mance

The system performed well in both inclusion and exclusion
tasks, as shown in Figure 2. Overall, the system correctly
classified 26,735 (95.54%) of 27,982 records across the 9
datasets. When targeting exclusion, the weighted average
precision and recall reached approximately 1.00 (SD < 0.01;
range 0.99-1.00) and 0.96 (SD 0.04; range 0.90-1.00),
respectively. In contrast, when targeting inclusion, the weighted
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average precision was 0.15 (SD 0.13; range 0.05-0.47), while
the weighted recall was 0.90 (SD 0.16; range 0.62-1.00).
F,-scores for included articles were modest, with a weighted
average of 0.22 (SD 0.16; range 0.04-0.58). Detailed inclusion
and exclusion status and more detailed performance metricsare
presented in Tables S1 and S2 in Multimedia Appendix 1.
Furthermore, the paired t test comparing the mean k (0.258)
and themean PABAK (0.873) revealed astatistically significant
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difference (tg=—11.740; P<.001), confirming that class
imbalance biased k downward and justifying the use of PABAK
for a more accurate assessment of consistency. The weighted
mean PABAK value across all datasets was high at 0.91 (range
0.76-0.99), indicating excellent overall consistency of the model
predictions. The calculation results of the significance test of
the difference between x and PABAK are provided in

Pan et d

Multimedia Appendix 1. In addition, the 3 metrics for
imbalanced datasets, F-B, balanced accuracy, and MCC,
demonstrated moderate performance levels. When 3 was set to
2, theweighted average of F-3 was 0.45 (range 0.09-0.68). The
weighted average of balanced accuracy was 0.93 (range
0.81-0.99). The weighted average of MCC was 0.27 (range
0.14-0.58). More detail ed information about imbal ance metrics

isprovided in Table S3 in Multimedia Appendix 1.

Figure 2. Comparative performance of 3 large language model—based analytic systems across 9 benchmark datasets. The metrics include accuracy,
precision, recall, F1-score, k, and prevalence-adjusted bias-adjusted kappa (PABAK). Precision, recall, and F1-score were calculated twice, once with
“included” as the positive class (targeting the correct identification of articles to include) and once with “excluded” as the positive class (targeting the
correct identification of articles to exclude). The system achieved high accuracy across all datasets, with recall and PABAK consistently displaying
relatively high values, especially when focusing on inclusion. FLSTN-AH: first-line systemic therapy network meta-analysisfor advanced hepatocel lular
carcinoma; FSTN-AH: frontline systemic therapy network meta-analysis for advanced hepatocellular carcinoma; LORC-CH: |aparoscopic versus open
resection in cirrhotic hepatocellular carcinoma; LRAMC: liver resection versus ablation within Milan criteria; NCN-UH: novel combination network
meta-analysis for unresectable hepatocellular carcinoma; PTICI-PTHO: pre-transplant immune checkpoint inhibitors impact on post-transplant
hepatocellular carcinoma outcomes, SBRT-HMG: stereotactic body radiation therapy in hepatocellular carcinoma meta-analysis and guidelines,
STSN-AH: systemic treatment sequencing network meta-analysis for advanced hepatocellular carcinoma; TLP-AH: transarterial chemoembolization

plus lenvatinib plus programmed death receptor 1 inhibitor in advanced hepatocellular carcinoma
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In terms of time and economic costs, as this system used
cloud-based LLM calls and processing, most of the time and
monetary costs depended on the processing time and pricing of
the cloud computing platform. On the basis of the processing
capacity and quotation of Volcano Engine (a cloud computing
platform in mainland China), under the default hyperparameter
settings, the system’s expenditure could be considered low, as
shown in Figure 3. Regarding time costs, 19,674.2 seconds
(approximately 5 h and 28 min) were spent anayzing the 9
datasets, with an average of 2186.0 seconds (approximately 36
min; SD 2052.4 seconds) per dataset. In addition, the time
required to analyze each 1000 entries was approximately 703.1
seconds (approximately 12 min). Among these datasets, the
processing time ranged from 248.4 seconds (approximately 4
min [the shortest] observed for transarterial chemoembolization

https://medinform.jmir.org/2025/1/€76252

plus lenvatinib plus programmed death receptor 1 inhibitor in
advanced hepatocellular carcinoma [TLP-AH];12/309, 3.9%)
to 5850.2 seconds (approximately 1 h and 37 min [the longest]
observed for the frontline systemic therapy network
meta-analysis for advanced hepatocellular carcinoma
[FSTN-AH]; 15/8733, 0.17%). Furthermore, the economic costs
were modest, with theanalysis of all datasetstotaling US $11.59,
an average of US $1.29 (SD US $1.25) per dataset, and
approximately US $0.41 per 1000 entries. Among theindividual
datasets, the smallest (TLP-AH) incurred a cost of US $0.14,
whereas the largest (FSTN-AH) incurred a cost of US $3.68.
These fluctuations in time and economic costs underscore the
computational resource implications associated with disparate
dataset characteristics, as further elucidated in Tables $4 and
S5 in Multimedia Appendix 1.
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Figure 3. Comparative analysis of financial and time costs for the system across 9 datasets. (A) Financial costs (in US $) associated with analyzing
each validation dataset using 3 large language models (LLMs): model A (Doubao-1.5-pro-32k), model B (DeepSeek-v3), and model C
(DeepSeek-R1-Distill-Qwen-7B). Each stacked bar represents the total cost per dataset, with segments corresponding to the expenditure for each
individual model. (B) Time costs (in seconds) required by the same 3 LLMs to process each dataset. Stacked segments similarly represent the time
consumed by each model. This figure provides a direct visual comparison of the distribution and overall scale of economic and temporal resources
consumed by each model during the literature screening process across different validation datasets. FLSTN-AH: first-line systemic therapy network
meta-analysis for advanced hepatocellular carcinoma; FSTN-AH: frontline systemic therapy network meta-analysis for advanced hepatocellular
carcinoma; LORC-CH: laparoscopic versus open resection in cirrhotic hepatocellular carcinoma; LRAMC: liver resection versus ablation within Milan
criteriay NCN-UH: novel combination network meta-analysisfor unresectable hepatocel lular carcinoma; PTICI-PTHO: pre-transplant immune checkpoint
inhibitors impact on post-transplant hepatocellular carcinoma outcomes; SBRT-HMG: stereotactic body radiation therapy in hepatocellular carcinoma
meta-analysis and guidelines; STSN-AH: systemic treatment sequencing network meta-analysis for advanced hepatocellular carcinoma; TLP-AH:
transarterial chemoembolization plus lenvatinib plus programmed death receptor 1 inhibitor in advanced hepatocel lular carcinoma.
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Principal Findings

Automation in the literature screening process during
meta-analysis can save scholars significant time and effort.
Targeting inclusion, our system achieved a weighted average
accuracy of 0.96 and aweighted average PABAK value of 0.91.
In addition, the system achieved a weighted average recall of
0.90, with evaluations across multiple datasets showing arecall
value of 1.00. This suggests that our system and approach may
have potential practical use. Furthermore, our system leverages
a program that sends local requests to the LLM’s cloud
computing service, resulting in minimal requirements for
user-side devices. It does not necessitate high-performance
GPUs, and only terminal devices capable of multithreading are
required, which greatly facilitates user deployment. Through
the multithreaded design combined with certain cloud computing
services, the processing duration ranged from approximately
4.1 minutes for the quickest run to approximately 1.6 hoursfor
the most extensive one, thereby saving users time.
Simultaneously, owing to our selection of LLMs that are not
mainstream top-tier ones, the costs remain low. On specific
platforms, the analysis of our most complex dataset incurred
<US $4, substantially expanding practical accessibility for
researchers with limited budgets. Regarding scalability
considerations, the system’s multithreaded architecture can be
enhanced by increasing the number of threadsto achieve greater
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parallelism, thereby reducing processing times for larger
datasets. In addition, expanding batch processing sizes would
optimize LLM invocations, allowing more efficient handling
of high-volume data. Finally, adopting more optimized models
with faster inference could further improve performance and
adaptability, ensuring viability for extensive rea-world
meta-analyses while maintaining modest resource demands.

A cornerstone of our system is the collaborative integration of
multiple LLMs, drawing inspiration from the tripartite
collaborative framework in cognitive science [30]. This design
enables decision sharing among language models through the
transmission of information, alowing subsequent models to
optimize their judgments based on the results of preceding
models. Such an iterative approach not only improves analytic
accuracy but also enhances interpretability, partially mirroring
the collaborative nature of manual meta-analysis. A previous
study [19] has used a single GPT-40 model for similar
classification tasks, achieving an accuracy of 0.91, whereas our
system achieved a weighted average accuracy of 0.96,
outperforming this prior work. Unlike prior studies reliant on
a single model, such as ChatGPT, our system uses 3 distinct
LLMs, which offer performance comparable to GPT-40 at
reduced costs, and an advanced open-source reasoning model
that further lowers deployment expenses [19,20,31].

Presently, there are aready several tools that use Al in a
comparable manner. These include Scispace, Elicit, Consensus,
and Scite, which use literature titles and abstract information
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to leverage LLMs to extract key insights from literature and
integrate them. However, most of these platforms are primarily
designed for conducting literature reviews, and these supporting
systematic review analyses often come with high economic
costs and lack transparency. In addition, platforms such as
DigtillerSR and RobotAnalyst have automated the systematic
review process [32,33]. However, these tools are not currently
strongly integrated with LLMSs. In contrast, our system combines
the strengths of LLMs and programmatic pipelines within its
workflow to support the updating of systematic reviews and
meta-analyses.

Our system has certain limitations. Although our datasets
encompass multiple topics with substantial numbers of records
initially identified, the Sankey diagram, as shown in Table S6
and Figure S1 in Multimedia Appendix 1, revealed that data
flow across datasets exhibits remarkabl e consistency, indicating
limited divergent perspectives generated by the secondary
model. Refinements to model temperature and prompt
engineering may prove beneficial in addressing this limitation
[34,35]. Crucialy, it should not be ignored that our overall
precision and F;-scores are relatively low, as shown in Figure
2. We conducted an in-depth analysis of the cases where
misidentification occurred. First, nonspecialized models and
potentially insufficient training corporamay be responsible for
the initial misclassification of literature entries, as they fail to
accurately grasp the key conceptual features within the texts,
leading to incorrect categorization. For example, we found that
cost-effectiveness analyses derived from RCTs published by
other researchers were incorrectly identified as RCTs
themselves. Providing a detailed description of key conceptsin
the prompt or collaboratively using a chain of knowledge
approach may be a potential solution to improve this aspect
[36]. In addition, the degradation in contextual understanding
under long prompt contexts may limit model performance,
which could be attributed to attention dilution [37]. Reducing
batch size may mitigate this issue. Our selected model,
DeepSeek-V 3, being a distilled version, exhibits limitations in
conceptual transformation and performance [38]. This
phenomenon can be ascribed, at least in part, to the model
collapse problem inherent to LLM [39,40]. Model collapse is
asystematic degradation phenomenon that occursin generative
models during recursive training, which manifestsitself asloss
of output diversity, reduced semantic coherence, and even
logical confusion [40Q]. This problem can be optimized in
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subsequent training of LLMSs, such as through the use of data
specific to the treatment of liver cancer to train or fine-tune,
thereby reducing therisk of overgeneralization or improvements
at the architectural level [41,42]. Moreover, our dataset is
currently focused on HCC treatment. Although we selected
HCC treatment as a complex test case to rigorously evaluate
our system, and the workflow istheoretically generalizable, its
performance on broader oncology topics or other disease
domains remains to be validated.

Architecture construction based on LLM agents and
reinforcement learning (RL) may be amore practical approach
to address potential issues, such as the low recall observed in
this study. Despite the lack of a unified definition, the LLM
agent isdriven by acoreLLM that actsasthe brain, completing
the logical chain through collaboration [43-46]. As illustrated
in Figure 4, our proposed system uses a reasoning model asthe
core foundation, leveraging its complete chain of thought
capabilities. For ambiguous tasks, such as analyzing the “liver
resection versus ablation within Milan criteria’ dataset’s
objectives (comparing efficacy and safety of liver resection
combined with local ablationin early-stage HCC meeting Milan
criteria), the model accepts the request, references the
knowledge base for guidelines, and queries the researcher on
parameters such as publication time range and search platforms.
Upon receiving sufficient input, the core model initiates
planning: it invokes internet tools to iteratively search key
concepts (eg, Milan criteriametrics and local ablation therapies)
until areward threshold ismet, storing resultsin the knowledge
base. It then constructs platform-specific search queries,
directing a literature acquisition tool to retrieve entries
(including titles and abstracts) until the threshold is reached.
Subsequently, a deduplication tool processes multiplatform
entries to yield unique results. The core model then assigns 2
distinct regular models for primary and secondary screening,
referencing the knowledge base, and resolves conflictsto finalize
outcomes. This integration of RL and model specialization
creates an advanced system, akin to OpenAl’s deep research
feature, which eases the step of reviews. Nevertheless, it is
important to note that hallucinations in LLMs are difficult to
avoid, and appropriate human intervention remains crucial [47].
Key challenges include automating document retrieval across
platforms and embedding RL throughout, warranting further
empirical validation.

JMIR Med Inform 2025 | vol. 13 | €76252 | p. 8
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Pan et &

Figure 4. Integrated framework for systematic literature screening using a large language model (LLM) agent and reinforcement learning (RL)
optimization. This diagram illustrates the workflow of a systematic literature screening process driven by an integrated LLM agent. The central agent
uses a chain of thought (CoT) approach as its core reasoning mechanism, supported by automated tools and optimized throughout by RL. The process
starts when the researcher initiates a request, prompting the agent to clarify the analysis scope, including publication timeframe, selected databases, and
key outcome indicators. Following this, the central agent uses internet-based searches to verify essential medical concepts. Subsequently, automated
tools conduct structured literature searches across databases, retrieving and deduplicating entries for a refined set. The central agent directs models for
sequential initial and secondary screenings, then synthesizes results, resolves conflicts, and generates an optimized final output. HCC: hepatocellular
carcinoma; RCT: randomized controlled trial; NRT: nonrandomized trial.

Researcher

1 would like to understand the efficacy and safety of combining liver resection with local ablation therapy
for patients diagnosed with early-stage HCC who meet the Milan criteria.

|
Status: model launch

Reply: please provide the following
information so that [ can better
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the time frame for the search,

the database you expect to use...

Researcher

I 'want to know the literature in the last five vears. Search it on PubMed and Web of Science...
And the literature is included only based on RCT and NRT, and the outcome indicators include OS and RFS.

Status: continue

Tool: internet web search

Tool: deduplicate tool

Tool: model A and model B analyzer
Reading knowledge base

Tool: final result exporter
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Agent Tools

Condlusi LLM wasfeasible in the context of treatment interventions for

onciusons HCC. Our findings demonstrated the feasibility and
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process for systematic reviews and meta-analyses based on  |everaging LLMs for systematic reviews and meta-analyses
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related to treatment interventions in HCC. The proposed
methodol ogy exhibited high recall rates and promising accuracy
metrics, highlighting its capability to reliably identify relevant
literature while reducing both the time and financial resources
required for manua screening. The tripartite collaborative
integration of general-purpose LL M swith areasoning-optimized

Pan et d

throughout the analysis process. We propose refining the current
framework by integrating an agent-based workflow augmented
with RL, which could further enhance analytic precision and
clinica relevance. Subsequent studies are warranted to
empirically validate the effectiveness and feasibility of these
proposed enhancements.

model further enhanced transparency and interpretability
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