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Abstract

Background: Artificial intelligence (AI) has shown exponential growth and advancements, revolutionizing various fields,
including health care. However, domain adaptation remains a significant challenge, as machine learning (ML) models often
need to be applied across different health care settings with varying patient demographics and practices. This issue is
critical for ensuring effective and equitable Al deployment. Cardiovascular diseases (CVDs), the leading cause of global
mortality with 17.9 million annual deaths, encompass conditions like coronary heart disease and hypertension. The increasing
availability of medical data, coupled with Al advancements, offers new opportunities for early detection and intervention in
cardiovascular events, leveraging Al’s capacity to analyze complex datasets and uncover critical patterns.

Objective: This review aims to examine Al methodologies combined with medical data to advance the intelligent monitoring
and detection of CVDs, identifying areas for further research to enhance patient outcomes and support early interventions.

Methods: This review follows the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses)
methodology to ensure a rigorous and transparent literature review process. This structured approach facilitated a comprehen-
sive overview of the current state of research in this field.

Results: Through the methodology used, 64 documents were retrieved, of which 40 documents met the inclusion criteria. The
reviewed papers demonstrate advancements in Al and ML for CVD detection, classification, prediction, diagnosis, and patient
monitoring. Techniques such as ensemble learning, deep neural networks, and feature selection improve prediction accuracy
over traditional methods. ML models predict cardiovascular events and risks, with applications in monitoring via wearable
technology. The integration of Al in health care supports early detection, personalized treatment, and risk assessment, possibly
improving the management of CVDs.

Conclusions: The study concludes that Al and ML techniques can improve the accuracy of CVD classification, prediction,
diagnosis, and monitoring. The integration of multiple data sources and noninvasive methods supports continuous monitoring
and early detection. These advancements help enhance CVD management and patient outcomes, indicating the potential for Al
to offer more precise and cost-effective solutions in health care.
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Introduction

Artificial intelligence (AI) has revolutionized various aspects
of our lives, showing exponential growth and advancements.
The ubiquity of Al and its influence on nearly every facet
of human life, from business and entertainment to technol-
ogy, has not yet been fully realized in the field of medi-
cine [1]. Despite these strides, machine learning (ML) in
health care faces significant challenges, particularly in the
realm of domain adaptation, where the goal is to apply ML
models developed in one context to different but related
health care settings. This is particularly crucial in health
care, where the variability in patient demographics, disease
prevalence, and health care practices across different regions
and populations can affect the performance and reliability
of ML models. Addressing these challenges is essential for
ensuring that Al-driven technologies can be effectively and
equitably applied across diverse health care environments [2].

The increasing availability of medical data, combined with
advancements in Al techniques, creates new opportunities for
developing intelligent systems that can assist health professio-
nals in the early detection and rapid intervention of cardiovas-
cular events [3]. For instance, studies like Elvas et al [4] have
demonstrated the capability of predictive models to anticipate
myocardial ischemia incidents, enabling timely interventions
and improving patient outcomes. One key advantage of
Al in this context is its ability to analyze large volumes
of complex data, uncovering patterns and correlations that
might be missed by analysts [5,6]. This capability could be
especially significant in the context of cardiology, the specific
subject of our study, helping to provide a more comprehen-
sive understanding of a patient’s cardiovascular health.

Cardiovascular diseases (CVDs) remain the leading cause
of mortality worldwide [7]. Globally, CVDs account for
approximately 17.9 million deaths annually, representing 32%
of all global deaths [8]. These conditions encompass a range
of disorders affecting the heart and blood vessels, including
coronary heart disease, rheumatic heart disease, congenital
heart defects, and hypertension. The total number of CVD
deaths and years of life lost are likely to increase as a result
of population growth and aging [9], underscoring the critical
need for effective methods to monitor and diagnose these
conditions early.

The primary objective of this review is to address these
gaps by conducting a comprehensive review of studies
focusing on AI methodologies, in conjunction with medical
data, that contributed to knowledge and progress in the
intelligent monitoring, detection, prediction, and diagnosis
of these kinds of diseases. Specially, this review aims
to examine and synthesize current research on the appli-
cation of Al and ML methodologies in CVD manage-
ment. The study seeks to identify and evaluate various
Al-driven approaches, including deep learning (DL) and
ensemble methods, that have shown promise in improv-
ing the accuracy of CVD classification, risk assessment,
and patient monitoring. Additionally, the review aims to
highlight the potential of these technologies in enabling
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diverse treatment strategies, supporting health care professio-
nals’ decision-making processes, and ultimately enhancing
patient outcomes. By assessing the current state of research,
the review also intends to identify challenges, limitations, and
areas for further investigation to guide future advancements in
Al-driven cardiovascular care.

Despite the comprehensive nature of this review, it is
important to acknowledge certain limitations and challenges
that affected the search process. The review is confined to
papers published between 2020 and 2024, which is a narrow
year range, however, no papers were found outside of that
range using that selected search query. Additionally, the
search was limited to English-language publications, which
may have resulted in the omission of valuable research
published in other languages. One significant challenge is
the variability in study quality across the selected literature.
The rapidly evolving nature of AI and ML techniques in
health care means that methodologies and reporting standards
may vary considerably between studies, potentially affecting
the comparability and generalizability of findings. Addition-
ally, the integration of diverse Al methodologies presents a
challenge in synthesizing results, as different approaches may
have varying levels of interpretability and clinical applica-
bility. The heterogeneity in data sources, sample sizes, and
outcome measures across studies may also complicate the
process of drawing cohesive conclusions. Furthermore, the
field’s fast-paced development means that some cutting-edge
methodologies might be underrepresented in peer-reviewed
literature at the time of this review. These limitations
should be considered when interpreting the findings and
their implications for clinical practice and future research
directions in Al-driven cardiovascular care.

In summary, this literature review highlights the transfor-
mative potential of Al in health care, particularly in the
domain of CVD. It underscored the significant global impact
of CVD and the urgent need for improved methods of
monitoring, detection, and early intervention. The review
aims to explore how AI and ML techniques, when com-
bined with extensive medical data, can advance our approach
to managing cardiovascular health. By examining current
methodologies and their practical implications, there were
identified areas for further research and development. As
health care evolves, incorporating intelligent systems may
improve patient outcomes and support early interventions
[10]. The potential for Al to transform cardiovascular health
care is immense, offering the promise of more accurate
diagnoses, personalized treatment plans, and improved patient
outcomes.

Methods

The PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) methodology assisted the search
by providing an organized structure and clear steps. Orig-
inally developed for medical research, PRISMA provides
evidence-based guidelines to help authors transparently report
their review process, methods, and findings [11].
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This methodology ensures a rigorous literature review,
providing a comprehensive overview of the current state
of research on the use of Al in monitoring and detecting
cardiovascular events in hospital settings.

The research conducted in May 2024 focused on literature
related to the topic in review. The selection process involved
developing a targeted search query, specifying the desired
paper type, keywords, and subject areas. The search query
was as follows:

(“Machine Learning” OR “Data Analysis” OR “Artificial
Intelligence” OR “AI” OR “Data Analytics”) AND (“Cardi-
ovascular events”) AND (“Monitoring systems” OR “Early
Detection” OR “Alert Systems”) AND (“Hospital Data”
OR “Medical Data” OR “Clinical Data” OR “Physiological

Textbox 1. Process of keyword selection
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Data”) AND PUBYEAR>2017 AND PUBYEAR<2025 AND
(LIMIT-TO (SRCTYPE , “”)) AND (LIMIT-TO (SUB-
JAREA , “COMP”) OR LIMIT-TO (SUBJAREA , “ENGI”)
OR LIMIT-TO (SUBJAREA , “MATE”) OR LIMIT-TO
(SUBJAREA , “MATH”)) AND (LIMIT-TO (DOCTYPE ,
“ar”) OR LIMIT-TO (DOCTYPE , “re”))

The search was first applied on Scopus [12], and then,
it was also attempted on the Web of Science website [13].
Textbox 1 illustrates the constructed search query, organ-
ized into sections based on keywords (Concepts, Population,
Context, and Application). Additionally, specific limitations
were defined, including the publication year, document type,
and subject areas. It should be noted that all the papers
obtained through this search query were written in English.

Concepts (7,470,936 documents)
* Machine Learning
* Data Analysis
* Artificial Intelligence
e Al
* Data Analytics
Population (reduced to 23,858 documents)
* Hospital Data
* Medical Data
* Clinical Data
* Physiological Data
Context (reduced to 1601 documents)
* Monitoring systems
* Early Detection
e Alert Systems
Application (reduced to 248 documents)
* Cardiovascular events
Limitations (reduced to 64 documents)
e Date: 2017-2024
* Document Type: Article, Reviews
* Source Type: Journal

e Limited to: Computer Science, Mathematics, Engineering

The data publication year was limited to 2017-2024, because
there were no papers, attending to the other limitations,
outside of that range. This may be caused by the need to
improve the health care system, combined with technologi-
cal advances and available data, causing a lot of interest in
this area, leading researchers to publish papers as a way of
satisfying this need.

The search process yielded a progressive refinement of
results, starting from an initial pool of 7,470,936 documents,
then 1601 documents, culminating in a final selection of 64
relevant papers, after adding the limitations. This significant
reduction reflects the effectiveness of our targeted search
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strategy and filtering process. The final set of 64 documents
represents a focused collection of recent, relevant research in
the application of Al to cardiovascular event monitoring and
detection.

Results

Overview

All the papers that have been selected came from a selection
process detailed in the PRISMA flow diagram (Figure 1).
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Figure 1. PRISMA flow diagram with the state-of-the-art results. PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses.

Identification of studies via databases and registers

The first step in the process included the removal of
duplicated records, and then, a second selection was made
based on the title and abstract, where 21 papers did not meet
the standards. Essentially, all papers that did not focus on
CVDs or events were excluded. After that, the papers that
could not be retrieved were removed. In the final step, after
analyzing the papers in their entirety, a selection was made,
where the papers that were not relevant and that did not meet
the established goal would be eliminated. In practice, it meant
that any paper that did not have ML applications for the
monitoring, detection or diagnosis of cardiovascular events,
and diseases were excluded.

As it is shown in Figure 1, 64 documents were retrieved
initially, but, after the screening, 40 studies were left in
total to include. All the papers selected for this review were
published between 2020 and 2024.

The remaining papers selected for inclusion were then
subjected to a detailed analysis to extract data. Key themes
and concepts were identified through a keyword extraction
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process, allowing for the categorization of papers into
relevant thematic areas. This initial categorization facilitated
the identification of common trends across the literature.
Subsequently, a deeper analysis was conducted, focusing on
the specific methodologies, objectives, results, and conclu-
sions of each study. This in-depth examination enabled
a more nuanced understanding of the research landscape,
allowing for the identification of recurring approaches,
significant findings, and emerging trends in the field of Al
applications for CVD management. The results and discus-
sion chapter were then constructed based on this comprehen-
sive analysis, synthesizing the extracted data to present an
overview of the current state of research in this domain.

Outcome Analysis

Overview

Analyzing the application goals keywords in Table 1, the one
with the biggest representation was “Early Detection” present
in 31 (78%) papers, followed by “Risk Assessment,” present

JMIR Med Inform 2025 | vol. 13 164349 | p. 4
(page number not for citation purposes)


https://medinform.jmir.org/2025/1/e64349

JMIR MEDICAL INFORMATICS

in 14 (35%) of the final papers. On the topics identified in the
remaining 40 studies, there was a clear winner approach, as
shown in Table 1: “Machine Learning” which appeared in 28

Elvas et al

(70%) papers; however, the other techniques referenced were
also related to ML, such as “Classification” and “Predictive
Analysis.”

Table 1. Absolute frequency of the identified application goals and identified techniques within the studies included.

Absolute frequency and percentage (n=40), n (%)

Application goals
Alert Systems

Diagnosis

Monitoring systems

Risk Assessment

Early Detection
Techniques

Data Analytics

AT?

Predictive Analysis

Classification
Machine Learning

2(5)

10 (25)
11(28)
14 (35)
31 (78)

38

9 (23)
19 (48)
24 (60)
28 (70)

4AT: artificial intelligence.

In Figure 2, we present a visual representation of keyword
relationships constructed using Python. Our analysis focused
on the existing relationships between keywords within the
reviewed papers, specifically in the context of AI and
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cardiovascular event detection. The keyword relationships
revealed in this analysis offer insights into current research
trends and potential gaps in the field of Al applications for
cardiovascular health.
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Figure 2. Keyword network. Al: artificial intelligence.

Risk Assessment
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Monitoring systems

n.EI\PT'Edictive Analysis

Diagnosis

Key Findings
Frequent Combination

As expected, the most common keyword combination across
the papers is “Machine Learning” paired with “Early
Detection.” This combination appears 22 times, accounting
for 57.5% of the papers. This strong association underscores
a significant focus on developing predictive models for timely
identification of cardiovascular risks. This trend suggests a
shift toward more proactive health care strategies, where Al
tools could potentially identify subtle indicators of cardiovas-
cular issues before they become clinically apparent.

Ad(ditional Relationships

“Classification” correlates significantly with “Early Detec-
tion” and ‘“Machine Learning.” This could indicate an
emphasis on developing nuanced categorization systems
for cardiovascular conditions, potentially leading to more
personalized treatment approaches.

A weaker relationship between “Predictive Analysis” and
the concepts: “Machine Learning,” “Early Detection,” and
“Classification” is also significant. This weaker but notable
relationship hints at an emerging, more holistic approach to
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Alert Systems

cardiovascular risk assessment. This could involve integrating
diverse data sources and analytical methods for comprehen-
sive, long-term health predictions.

Future Directions

Interestingly, the relative absence of strong connections to
“Alert Systems” or specific CVDs suggests areas where
research might be less developed, presenting opportunities for
future studies.

These insights provide context for understanding the
prevailing themes in the literature but also point to poten-
tial future directions in Al-driven cardiovascular care. They
suggest a trajectory toward more integrated, proactive, and
personalized approaches in clinical practice, where Al tools
could significantly enhance early detection, risk stratification,
and treatment planning in cardiovascular medicine.

We organized the included references based on the specific
topics they address, as outlined in Table 2. Recent years have
witnessed significant growth in ML-based models and other
innovative approaches, as evidenced by our evaluation of the
selected studies.
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Table 2. Papers by topic.
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Topics References Papers (n=40), n (%)
Early Detection [3,14-43] 31 (78)

Risk Assessment [14,16,21,23,24,32,35-37 41 ,43-46] 14(35)

Monitoring Systems [17,24,35,37,39.40.,46-50] 11(28)

Diagnosis [3,14,20,25,26,44 .48 49,51,52] 10(25)

Alert Systems [38,50] 2(5)

Early Detection of CVD
ML Techniques

Recent studies have explored various ML techniques for
classifying CVDs. Rani et al [14], Ghasemieh et al [15],
Prakash and Karthikeyan [26], and Nijaguna et al [48] present
different approaches, each with its own merits:

* Rani et al [14] compared several algorithms, including
Naive Bayes, support vector machine, random forest
(RF), and Adaboost. The RF model achieved the best
results among these.

* Ghasemieh et al [15] introduced a stacking ensemble
learner (SEL) algorithm. In addition to heart-related
diagnoses, SEL can be applied for COVID-19-related
diagnoses.

* Prakash and Karthikeyan [26] used a more complex
Dual Layer Stacking Ensemble (DLSE) classification
method. This ensemble approach helps in leveraging
the strengths of different models to achieve better
performance.

* Nijaguna et al [48] proposed a novel approach using
a Selective Opposition strategy based on artificial
rabbits optimization algorithm. This novel optimization
algorithm is designed to handle the high-dimensional
feature space of electrocardiogram (ECG) signals.

The first two studies [14,15] reported accuracy results in
the range of 86%-88%, while the last two [26,48] demon-
strated improved performance, achieving accuracy scores
above 90%. This progression suggests that more sophistica-
ted ensemble methods and optimization strategies may yield
better classification results for CVD.

Another set of papers highlights the promising applica-
tions of ML for the prediction of CVD. Theerthagiri and
Vidya [21] and Theerthagiri [36] focus on CVD predic-
tion using feature elimination techniques, both achieving
accuracy values of 88%. Singh et al [27] compares sev-
eral traditional ML algorithms for CVD prediction such as
decision trees (DT), k-nearest neighbors (KNN), artificial
neural networks, and Extreme Gradient Boosting (XGBoost).
Among these, XGBoost demonstrated the best performance
with an accuracy of 73%. While this accuracy is lower than
in some other studies, it is worth noting that the comparison
of multiple algorithms provides valuable insights into their
relative strengths in CVD prediction.

In a more innovative approach, Safa et al [37] introdu-
ces a hybrid clustering—based disease assessment model.
This model aims to monitor patients’ cardiac and ana-
tomic conditions, predict diseases and associated risks, and
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use a clustering approach to analyze patient data. The
hybrid clustering—based disease assessment model achieved
impressive results with prediction accuracy of up to 96%
and lower error rates. This high accuracy suggests that
hybrid approaches combining clustering with traditional ML
techniques may offer significant improvements in CVD
prediction.

Several studies focus on predicting and detecting specific
cardiovascular conditions, demonstrating the versatility of
ML in addressing various aspects of heart health.

Nasarian et al [19], Al-Ssulami et al [30], and Selvaraj
et al [33] specifically address coronary artery disease (CAD)
prediction and detection. Selvaraj et al [33] combines ML
and image processing techniques for CAD prediction and
detection. Using three classifiers (RF, gradient boosting tree,
and multilayer perceptron [MLP]), it achieved scores higher
than 95 in precision, recall, and F;-score. Nasarian et al
[19] introduces a Heterogeneous Hybrid Feature Selection
algorithm, combined with the Synthetic Minority Oversam-
pling Technique for data balancing. This approach achieved
an accuracy of 80%. Al-Ssulami et al [30] pair a ML model
with an augmented dataset approach for early CVD predic-
tion. Using a DT classifier, they achieved 99.2% accuracy
with the Cleveland dataset. These exceptionally high accuracy
rates suggest that data augmentation could be a powerful tool
in improving ML model performance for CVD prediction.

Daliri et al [29] explores a heptagonal reinforcement
learning model for predicting sinus and nonsinus arrhythmias.
However, the results indicate that the model’s performance
needs improvement, as the prediction accuracy was subopti-
mal. This highlights the challenges in applying reinforcement
learning to complex medical prediction tasks and suggests
areas for future research.

Itzhak et al [35] proposes a prediction model based on
temporal abstraction and frequent temporal interval relational
sequence patterns to predict acute hypotensive episodes. The
approaches are to continuously predict “when” or “whether”
an acute hypertensive episode will occur. The model’s
performance to each prediction task was:

e “When” prediction: area under the receiver operating
characteristic curve of 0.82, area under precision-recall
curve of 0.07;

* “Whether” prediction: area under the receiver operating
characteristic curve of 0.74, area under precision-recall
curve of 0.71.

These results demonstrate the potential of temporal pattern

analysis in predicting specific cardiovascular events, though
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the variation in performance metrics suggests that further
refinement may be necessary.

DL Techniques

Recent research has explored various DL approaches for
CVD classification and prediction. These studies demonstrate
the potential of advanced DL techniques to significantly
improve accuracy compared to conventional methods.

Dubey et al [28] and Manur et al [44] aim to classify
CVD using different techniques: fuzzy deep convolutional
network (FDCN) and a crow search optimization algo-
rithm (CSOA), integrated with DL techniques, respectively.
Both approaches significantly improve prediction accuracy
compared to conventional classifiers, achieving scores above
95%.

Meanwhile, Nagarajan et al [52] discusses CVD classifi-
cation through feature selection, using a genetic-based crow
search algorithm with deep convolutional neural networks
strategy. It reported an accuracy of 88.78% using all original
features and 95.34% for extracted features, highlighting the
critical role of feature selection and extraction in boosting the
performance of DL models for classification tasks.

Abuhaija et al [41] uses various Al algorithms, such
as MLP, ZeroR, and Naive Bayes, to analyze, classify,
and predict CVD. The MLP with backpropagation model
achieved the highest performance, with an accuracy exceed-
ing 95%. The MLP with backpropagation model proved to be
accurate, rapid, and inexpensive medical decision-making. It
has handled test datasets robustly and efficiently.

Nuryani et al [17] and Ghavidel et al [42] aim to predict
and detect hypertension using convolution neural networks
(CNN) and the need for cardiovascular surgery using deep
neural networks, respectively. The first study achieved an
Fi-score of 98.88, while the second reached a recall of 72%,
which may vary depending on the dataset used.

In contrast, Abbas et al [18] uses both ML and DL
techniques to identify heart abnormalities. The study uses
algorithms such as KNN, RF, XGB, a Machine and Deep
Learning-based Stacked Model, and DT for heart disease
prediction. Among these, the Machine and Deep Learn-
ing-based Stacked Model achieved the highest accuracy, with
a score of 94.14%. By gathering and growing more data,
in this case, DL techniques better handled the prediction
problem and produced better results.

Reviews

Parashar et al [31] explores the current state-of-the-art
application of ML in the detection, categorization, and
prediction of CVD and respiratory diseases. Key findings
include the prevalent use of clinical features such as age,
blood pressure (BP), and cholesterol for CVD prediction,
and the dominance of CNN for feature selection. Challenges
identified include the need for standardized frameworks, data
privacy, and algorithm interpretability.
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In Rani et al [3], researchers conclude that combining
various ML algorithms (such as RF, support vector machine,
XGBoost, AdaBoost, deep neural network or CNN, and
KNN) with expert cardiologist input on feature prioritization
and leveraging unstructured health care data can significantly
enhance the accuracy of heart disease prediction systems.
Collectively, these studies underscore the transformative
potential of AI and ML in improving CVD classification
accuracy.

Diagnosis of CVD

Some papers aim specifically at the diagnosis of these kinds
of diseases. Al-Absi et al [20] presents a DL approach
using the retinal image and dual-energy x-ray absorptiome-
try to diagnose CVD, achieving an accuracy of 78.3% in
distinguishing between patients with CVD and controls. The
findings suggest that integrating retinal images with dual-
energy x-ray absorptiometry data improves the accuracy of
CVD detection, while also highlighting the greater discrimi-
natory power of fat content and bone mineral density over
muscle mass and bone areas for CVD diagnosis. Chen et
al [38] used self-supervised learning to pretrain generalized
laboratory progress model with the aim of detecting CVD,
which significantly improves the classification accuracy
from 0.63 to 0.90. The results reveal that linear and Piece-
wise Cubic Hermite Interpolating Polynomial interpolation
enhances self-supervised learning performance, by expanding
the tolerance for periods of absence. This allows for less
frequent patient returns and examinations, reducing travel and
medical expenses, and suggests that patients can benefit from
diminished frequency of visits and onerous examinations
through sustainable estimation methods.

Also, Kakudi et al [25] explores ML methodologies for
the diagnosis of metabolic syndrome (MetS). The findings
provide valuable insights for researchers and health care
practitioners into current trends and developments, suggesting
that nonclinical methods could serve as early preventive tools
for managing MetS and CVD.

Monitoring Patients

A certain number of publications focus on the use of ECG,
BP, and wearable devices for monitoring cardiovascular
health. giraiy et al [39], Charlton et al [40], and Alugubelli
et al [46] center around the use of wearable technology
for monitoring cardiovascular health. These papers empha-
size the role of wearable technology in providing continu-
ous, noninvasive monitoring of cardiovascular parameters,
contributing to early detection and management of heart
conditions. Lyon et al [22] provides a literature review that
describe the clinical applications and main ML methods
currently used for ECG analysis, and Agham and Chaskar
[49] provides a perspective of ML approaches using cuffless
BP for the generation of predictive models for continuous BP
measurement. Pires et al [50] also aims to develop innovative
solutions to empower patients with CVD, by providing them
with personalized plans for treatment and increasing their
ability for self-monitoring.

JMIR Med Inform 2025 | vol. 13 164349 | p. 8
(page number not for citation purposes)


https://medinform.jmir.org/2025/1/e64349

JMIR MEDICAL INFORMATICS

Varma et al [47] aimed to evaluate the current status of
mobile health (mHealth) technologies, including Al-driven
tools, in the monitoring and management of heart rhythm
disorders. The paper reviewed various mHealth modali-
ties, such as wearable devices, smartphone-based ECG,
and photoplethysmography, and discussed their potential
in detecting atrial fibrillation and other arrhythmias. The
authors highlighted the role of predictive analytics in
improving clinical decision-making and patient self-manage-
ment. Despite the promising applications, the study noted
several challenges, including data validation, integration into
clinical practice, and cybersecurity concerns. The statement
concluded that while mHealth holds significant potential
for enhancing CVD management, particularly in arrhythmia
detection, further research is needed to overcome operational
barriers and optimize its integration into health care systems.

Risk Assessment

The papers presented in this paragraph collectively empha-
size the application of advanced ML and Al techniques to
improve CVD risk assessment and prediction. Faizal et al
[16] and Jamthikar et al [45] highlight the superior perform-
ance of Al-based predictive models compared to traditional
methods like the Global Registry of Acute Cardiac Events
and thrombolysis in myocardial infarction, with Al frame-
works incorporating noninvasive data for enhanced accuracy.
Groccia et al [23] demonstrates the effectiveness of cost-
sensitive models in predicting cardiovascular deterioration
in patients with chronic heart failure, stressing the clinical
importance of early detection. This last system achieved
sensitivity scores of 65% and specificity scores of 55%.
Similarly, Bostani et al [32] introduces a novel method
combining reinforcement learning and MLPs for early risk
detection in athletes, achieving an Fi-measure of 87.4% and
a geometric mean of 89.6%. Navarrete et al [43] confirms
that RF models perform well in predicting mortality risk in
older adults, suggesting practical applications in health care
settings. Gunasekaran et al [34] presents an Internet of Health
care Things—integrated model that improves accuracy in CVD
prediction, enhancing performance and data security. The
presented model achieved an impressive accuracy of 97%.
These findings collectively underscore the potential of Al and
ML in transforming CVD risk prediction and management,
providing more accurate, early, and cost-effective solutions.

Baek and Arzani [24] and Kadem et al [51] empha-
size the transformative potential of integrating hemody-
namic modeling, medical imaging, and ML in understanding
cardiovascular anomalies and managing abdominal aortic
aneurysms. Both highlight the importance of personalized
medicine and data-driven approaches, particularly through
physics-based ML models, in improving diagnostic accuracy
and risk assessment. They address the need for extensive
multisite and multimodal patient studies to validate these
tools’ benefits, accuracy, and safety. As computational power
and data availability increase, these technologies are expected
to enhance patient outcomes and reduce health care costs
related to CVDs.
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Discussion

Principal Findings

The literature review reveals significant advancements in
the use of ML and DL techniques for the classification,
prediction, and diagnosis of CVD and events. Techniques
such as DLSE, FDCN, and CSOA have demonstrated high
accuracy, surpassing 95%. Feature selection and elimina-
tion methods like Selective Opposition strategy based on
artificial rabbits optimization, genetic-based crow search
algorithm, and recursive feature elimination (RFE)-based
gradient boosting further enhance prediction accuracy.

Some of the studies aim to predict the detection of
CVD while others specify their ML algorithms to predict
and manage specific conditions such as CAD, arrhythmia,
hypertension, MetS, and abdominal aortic aneurysms.

Various studies highlight the importance of integrat-
ing multiple data sources and expert input to improve
model performance. Wearable technologies and noninvasive
methods are emphasized for continuous monitoring and
early detection, showing promise in reducing health care
costs and patient burden. Additionally, the application of
Al in predicting emergency readmissions and the need for
cardiovascular surgery underscores its potential to improve
patient outcomes. Challenges identified include the need
for standardized frameworks, data privacy, and algorithm
interpretability.

Multimedia Appendix 1 provides a summary of the various
Al methodologies and datasets used in CVD monitoring
and prediction. The advantages of ensemble techniques like
the SEL and the DLSE method lie in their ability to com-
bine multiple models for improved accuracy, as evidenced
by results ranging from 88% to over 95% accuracy. How-
ever, their complexity and interpretability present signifi-
cant challenges that could hinder their adoption in clinical
settings. Similarly, techniques like RFE and gradient boosting
highlight the importance of feature selection in enhancing
model precision, but the imbalanced nature of datasets used
in some studies, such as the Nasarian CAD dataset, introdu-
ces limitations in the generalizability of results. The current
literature often focuses on performance metrics like accuracy,
precision, and Fi-score, without offering a robust analysis
of the practical limitations of these systems, such as computa-
tional cost, scalability, or real-world clinical applicability.

The most frequently used datasets across the reviewed
literature include the Cleveland Heart Disease dataset and
the Cardiovascular Disease dataset. Some studies leverage
datasets from Kaggle, which offer larger, publicly available
cardiovascular data that span a variety of CVD conditions.
These datasets are valuable for training more generalizable
models, but they often demonstrate class imbalances, as seen
in studies using RFE and gradient boosting.

Overall, these findings collectively underscore the
potential of Al and ML in enhancing CVD risk assessment,
prediction, and management. The application of advanced
methodologies such as ensemble learning and optimization
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strategies offers more accurate and early detection solutions,
as evidenced by performance improvements across various
datasets. However, the limitations in dataset diversity, model
interpretability, and scalability highlight the ongoing need
for more comprehensive real-world validations. Additionally,
integrating discussions on the specific advantages, disad-
vantages, and performance measures of existing systems
will further strengthen the understanding of their practical
applications. Future research should focus on overcoming
these challenges to develop more robust, cost-effective, and
generalizable Al-driven solutions for cardiovascular health
care.

Future Work

The future research prospects, across the studies referenced,
suggest promising opportunities for integrating advanced
technologies to improve CVD management. Combining
multiomics data (genomics, proteomics, etc) with Al and
Internet of Things could potentially enhance precision in
disease detection, decision-making, and personalized care.
Developing hybrid ML models using real-time and large
datasets might improve heart disease prediction. Computa-
tional techniques for ECG analysis show the potential to
uncover new biomarkers and enhance patient risk stratifica-
tion. Wearable devices and remote monitoring systems could
transform patient care by providing continuous, real-time
health data. Addressing challenges such as data quality,
standardization, and regulatory approval will be necessary
to advance these innovations. Additionally, incorporating
nonclinical models, evaluating diverse datasets, and leverag-
ing advanced computational resources may be beneficial for
developing effective and scalable solutions.

Conclusions

This literature review underscores the transformative potential
of Al and ML in revolutionizing cardiovascular health care.
Advanced Al-driven methodologies, including DLSE, FDCN,
and CSOA, have demonstrated remarkable improvements in
the detection, prediction, and management of CVD.

The integration of diverse data sources with these
sophisticated algorithms enhances diagnostic accuracy,
supports personalized treatment strategies, and enables early
intervention efforts. Furthermore, the application of Al in
wearable technologies shows great promise for continuous,
noninvasive health monitoring, potentially improving patient
outcomes while reducing health care costs.

Elvas et al

These advancements represent a significant shift toward
more proactive and personalized patient care, offering health
care professionals powerful tools to support their decision-
making processes. The high accuracy demonstrated by Al
models in CVD classification and prediction suggests a future
where cardiovascular events can be anticipated and prevented
with greater precision.

However, the widespread adoption of Al in health care
faces several challenges. These include the standardization
of frameworks and protocols, ensuring robust data privacy
and security measures, enhancing the interpretability and
explainability of AI algorithms, validating AI models across
diverse patient populations, and addressing ethical considera-
tions in Al-driven health care.

Overcoming these obstacles could be crucial to realizing
the full potential of Al-driven technologies in transforming
cardiovascular care. Future research should focus on: (1)
refining and optimizing AI models for improved accuracy and
reliability; (2) integrating real-time data streams to enhance
the applicability of AI in clinical settings; (3) conducting
large-scale, multicenter studies to validate Al efficacy across
different health care systems and patient demographics; (4)
developing guidelines and best practices for the ethical
implementation of Al in health care; and (5) exploring the
synergies between Al and other emerging technologies to
create more comprehensive health care solutions.

By addressing these challenges and pursuing these
research directions, AI and ML have the potential to
revolutionize cardiovascular health care on a global scale.
The promise of more accurate, timely, and cost-effective
solutions could significantly benefit both patients and health
care providers, ultimately leading to improved cardiovascular
health outcomes.

As we move forward, it is essential to maintain a balance
between technological innovation and ethical considerations,
ensuring that the advancements in Al-driven cardiovascular
care are accessible, equitable, and centered on improving
patient well-being. The integration of these technologies into
clinical practice represents a significant step toward more
proactive, personalized, and efficient cardiovascular care,
aiming to improve global health outcomes.
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