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Abstract

Background: Inpatient falls are a substantial concern for health care providers and are associated with negative outcomes for
patients. Automated detection of falls using machine learning (ML) algorithms may aid in improving patient safety and reducing
the occurrence of falls.

Objective: This study aims to develop and evaluate an ML algorithm for inpatient fall detection using multidisciplinary progress
record notes and a pretrained Bidirectional Encoder Representation from Transformers (BERT) language model.

Methods: A cohort of 4323 adult patients admitted to 3 acute care hospitals in Calgary, Alberta, Canada from 2016 to 2021
were randomly sampled. Trained reviewers determined falls from patient charts, which were linked to electronic medical records
and administrative data. The BERT-based language model was pretrained on clinical notes, and a fall detection algorithm was
developed based on a neural network binary classification architecture.

Results: To address various use scenarios, we developed 3 different Alberta hospital notes-specific BERT models: a high
sensitivity model (sensitivity 97.7, IQR 87.7-99.9), a high positive predictive value model (positive predictive value 85.7, IQR
57.2-98.2), and the high F1-score model (F1=64.4). Our proposed method outperformed 3 classical ML algorithms and an
International Classification of Diseases code–based algorithm for fall detection, showing its potential for improved performance
in diverse clinical settings.

Conclusions: The developed algorithm provides an automated and accurate method for inpatient fall detection using
multidisciplinary progress record notes and a pretrained BERT language model. This method could be implemented in clinical
practice to improve patient safety and reduce the occurrence of falls in hospitals.

(JMIR Med Inform 2024;12:e48995) doi: 10.2196/48995
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Introduction

Background
Inpatient falls detrimentally impact patients, leading to extended
hospital stays and distress among families and caregivers [1-5].
Studies reflect a varying incidence rate of such falls, with
250,000 annually in England and Wales alone [1], and evidence
showing 7.5% of patients experience at least 1 fall during
hospitalization [2]. Acute care hospitals also report a range of
1 to 9 falls per 1000 bed days, underscoring the pervasive nature
of this problem [4]. Patients who fall may experience injuries
that increase the risk of comorbidity or even disability [6,7].
They may also experience psychological effects such as anxiety,
depression, or loss of confidence, which can affect their recovery
and quality of life [8].

Manual chart review is regarded as one of the most common
methods to identify inpatient falls [9]. This process involves
the thorough examination of patient medical records to gather
relevant information on the details of falls. Existing strategies
include the Harvard Medical Practice Study [10] and the Global
Trigger Tool [11]. Alternative methodologies, such as Patient
Safety Indicators, based on International Classification of
Diseases (ICD) codes, are used to identify adverse events (AEs),
leveraging systematized health care data for detection [12-14].
However, these methodologies, while widely used, present
challenges due to the time-consuming nature of ICD coding
and manual chart reviews, potentially causing delays in
recording and detecting AEs [15,16].

Free text data in electronic medical records (EMRs) offer rich,
up-to-date insights into patients’health status, medications, and
various narrative content. Despite its wealth of information, the
unstructured nature of this data necessitates chart reviews, a
labor-intensive process, to identify inpatient falls [17]. There
has been an increasing interest in recent years in applying natural
language processing (NLP) techniques to electronic clinical
notes to automate disease identification and create clinical
support decision systems [18-24].

Previous NLP studies in the detection of patient fall including
rule-based algorithms [25,26] and machine learning (ML)
methods [27-30] have been explored, but they often struggle
with the variety and complexity of clinical language.

The deep learning model Bidirectional Encoder Representation
from Transformers (BERT) [31] can effectively address these
challenges. It uses transformer architecture to understand text
contextually, handling linguistic complexity, abbreviations, and
data gaps, thereby augmenting text understanding from EMR
[20]. The use of transformer-based methods to understand EMR
text data has emerged as a promising new trend in automatic
clinical text analysis [32].

Objectives
In this study, we intend to pretrain an existing model,
BioClinical BERT [33], with free text data from Alberta hospital
EMRs to develop an Alberta hospital notes-specific BERT
model (AHN-BERT). The pretrained language model would
serve as a feature extraction layer in a neural network to identify
inpatient falls. We hypothesize that fine-tuning BERT on local

hospital data will enable more accurate fall detection compared
with generic models. Additionally, we expect AHN-BERT will
outperform conventional rule-based and ML approaches, as
well as ICD code methods, in detecting falls from unstructured
EMR notes in near real time. By evaluating AHN-BERT against
current techniques, we hope to demonstrate the value of transfer
learning with BERT for improved efficiency and generalizability
in surfacing patient safety events from clinical text. Ultimately,
our goal is to advance the detection of inpatient falls, allowing
for more detailed and accurate patient safety interventions. An
improved fall detection system could potentially enable health
care providers to swiftly implement preventive measures,
reducing the incidence and severity of falls. Additionally,
through the facilitation of access and analysis of fall-related
data, our system could become an invaluable resource for
researchers investigating fall prevention and associated subjects.

Methods

Overview
In our methodology, we emphasized a detailed and transparent
approach, covering all aspects from data collection to model
validation. This comprehensive process, reflecting best practices
in research reporting [34], ensures clarity and precision in our
multivariable prediction model, providing an in-depth
understanding of its performance and applicability.

Source of Data
Our study is a retrospective analysis. We used a stratified
random sample of adult patients admitted to acute care hospitals
in Calgary, Alberta. We linked the extracted EMR data to
Sunrise Clinical Manager (SCM) records and ICD-coded
discharge abstract database (DAD) using an established
mechanism [35]. Both tables are stored and managed by the
Oracle database.

The chart reviewer team consists of 6 registered nurses with 1
to 10 years of experience using SCM for clinical care. The
nurses followed a training procedure, and 1 trained nurse became
the project lead for quality assurance. The training involved
learning the condition definitions and practicing reviewing each
chart systematically. Reviewers examined the entire record for
specified conditions and consulted each other with questions.
In the process of training and quality assurance, we tested
interrater reliability using Conger, Fleiss, and Light κ methods,
with 2 nurses reviewing the same set of 10 charts for consensus
on AEs. Where agreement was poor (κ<0.60), retraining
occurred until high agreement (κ>0.80) was achieved [36].
Reviewers then proceeded independently with REDCap tool
(Vanderbilt University).

The chart review data served as the reference standard to develop
and evaluate our fall detection model. We focused on
multidisciplinary progress records (MPRs) for fall detection,
as chart review data showed most falls (115/155, 73.7%) were
documented in MPRs by nursing staff. We created supervised
data sets for the classification task to identify optimal fall
detection timing, including 1-day (fall day MRPs notes), 2-day
(fall day + day after), 3-day (fall day + 2 days after), and full
hospitalization MRPs. All supervised data sets were labeled to
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indicate whether notes were associated with inpatient falls. For
the training of our model, we used both cases (falls) and controls
(nonfalls) at a ratio of 1:29. This was done to ensure the model
was exposed to a balanced representation of both scenarios. Our
test set mirrored the real-world data distribution to enable an
accurate evaluation of model performance. In addition, we
constructed an unsupervised corpus specifically for language
model pretraining. This corpus comprises free-text note data
and does not rely on any predetermined labels or annotations.

Participants
At the time of the study, a total of 4393 charts were reviewed,
among which we identified a total of 155 records as falls and
4238 records as no falls. The study included only the first
admission of each patient, even if they had multiple
hospitalizations within the study period. We exclusively focused
on adults 18 to 100 years of age, thereby excluding minors and
centenarians. Furthermore, if a patient had multiple fall
incidents, only the most recent record was considered, although
no such cases were identified during the study. The temporal
framework for the study encompassed a decade, from 2010 to
2020. Exclusion criteria were also clearly defined: patients
without unstructured note data or those who could not be linked
using our established data linkage mechanism were omitted
from the study.

Missing Data and Data Cleaning
Our study implemented rigorous data cleaning to ensure data
integrity. After conducting a conflict review and excluding
records with inconsistencies in fall status documentation (17
records checked for both falls and no falls), failed data linkage
(1 record), temporal conflicts between fall and admission dates
(5 records), and missing MPR documentations (47 records), the
final clean data set totaled 4323 records (142 falls and 4181 no
falls).

Outcome and Variables
The desired outcome of our proposed framework is to predict
whether a patient’s daily progress note contains hints about
inpatient falls. The input to our model is each patient’s n-day
note. We use a BERT model to represent the textual data in
numerical format, also known as contextualized word
embeddings.

The input text is represented by 768-dimensional feature vectors,
which can be considered as 768 variables. However, due to the
distributed representation of neural language models, each
variable does not represent a single word. Instead, individual
variables preserve contextual information segments for each
word, constituting meaningful vector representations of the
entire input text.

On a related note, we have also collected and analyzed several
demographic and clinical variables for our patient cohort from

DAD database. Although not directly used in our predictive
modeling, these variables furnish invaluable insights into the
characteristics of our study population and contribute to the
overall richness of our research data. These include age at the
time of admission, sex, the incidence of intensive care unit visits
during the hospital stays, the length of the hospital stays, and
the hospital’s geographical location. The latter was particularly
focused on 3 acute care hospitals based in Calgary, Alberta:
hospitals “A,” “B,” and “C.” These variables help us understand
the context in which the patient notes were written and may
influence the interpretation of the model’s results.

Sample Size
We included all patient data that has been reviewed by the
reviewer team and filtered out from the inclusion-exclusion
criteria.

Model Development
To conform to the BERT input length limit, MPR notes
exceeding 400 tokens were programmatically split into segments
under 400 words, preserving contextual information. All notes
underwent preprocessing including removal of extraneous
headers, signatures, whitespaces, and escape characters using
regular expressions, and duplicate sentences were eliminated.

Our model architecture comprises 2 key components, an Alberta
hospital note-specific BERT model for contextual feature
extraction from clinical text, which we term AHN-BERT, and
a feedforward neural network classifier to detect falls from the
extracted features (as Figure 1).

AHN-BERT was initialized with weights from BioClinical
BERT and further pretrained on our corpus of unsupervised
hospital notes to adapt to local clinical terminology and language
patterns. To prevent bias from overly lengthy documents, notes
were filtered to be between 50 and 5000 tokens prior to
pretraining. AHN-BERT was pretrained using a masked
language modeling technique on 15% of randomly selected
input tokens, enabling learning of contextual representations of
clinical text without explicit labels. For feature extraction,
AHN-BERT processes up to 3 concatenated note segments
under 400 tokens. The resulting “[CLS]” vectors summarizing
the semantic content of each segment are aggregated via
concatenation to represent the full note’s contextual information
[37].

A feedforward neural network is used as the classifier, taking
the concatenated features as input. The network comprises fully
connected layers to map the features into class probabilities for
fall detection. Dropout regularization is implemented in the
classifier to prevent overfitting to the training data. Sigmoid
activation in the output layer provides posterior probabilities
for the binary fall classification task.
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Figure 1. Proposed model architecture. AHN-BERT: Alberta hospital notes-specific BERT; BERT: Bidirectional Encoder Representation from
Transformers; MPR: multidisciplinary progress record.

Model Assessment
First, to determine the optimal timeframe for note selection that
best represents inpatient falls, we compared model performance
using 1-day, 2-day, 3-day, and complete patient note data sets.
Since the exact time lapse between an inpatient fall and
corresponding documentation is variable, we evaluated these
distinct time intervals in a data-driven approach to identify the
optimal period for note selection. We used the same model
architecture and pretrained AHN-BERT for all data sets,
comparing training and validation loss convergence and
evaluation metrics to assess performance.

Second, we tuned the classification probability threshold to
balance model sensitivity and precision. The threshold denotes
the cutoff for determining class membership based on predicted
probabilities. By optimizing the threshold, we controlled the
tradeoff between correctly identifying true positives and
avoiding false positives. We developed three distinct models
by threshold tuning for different purposes: (1) a high-sensitivity
model that maximizes sensitivity by optimizing the threshold,
(2) a high positive predictive value (PPV) model that maximizes
PPV through threshold optimization, and (3) a high F1-score
model that balances sensitivity and PPV by optimizing the
threshold, serving as a general-purpose model.

Third, we conducted a comparative evaluation between our
top-performing neural network model and several other
approaches, including 2 alternative BERT-based models, 3
conventional ML models, and an ICD-code–based algorithm.
The 2 additional BERT-based models used original pretrained
BERT and BioClinical BERT as feature extractors. For the 3

conventional ML models (support vector machine, logistic
regression, and decision tree classifiers), we used bag-of-words
features and term frequency-inverse document frequency
weighting. These models were trained and compared on the
1-day MPRs data set. The ICD-code algorithm was applied to
the same patient cohort but relied on administrative diagnosis
codes rather than clinical notes. It aimed to demonstrate the
efficacy of standard diagnostic codes for identifying falls
compared with our neural network model. Falls were identified
by the presence of ICD-10 codes W00-W20 when not listed as
the primary diagnosis.

Statistical Analysis
The characteristics of the patients included in the study were
thoroughly evaluated. These characteristics encompassed age,
sex, the incidence of intensive care unit visits, the length of their
hospital stay, and their originating hospitals. We summarized
categorical variables as frequencies and percentages, while
continuous variables were expressed as medians and IQRs. The

χ2 test was used for categorical variables to determine statistical
differences, while the Wilcoxon rank-sum test was used for
continuous variables. A P value threshold of 5% or lower was
set to denote statistical significance.

To evaluate our ML model, we calculated several statistical
metrics such as sensitivity, specificity, PPV, negative predictive
value, accuracy, and F1-score.

Computational Environment
Our study harnessed a high-performance computing
environment, primarily driven by an NVIDIA GeForce RTX
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3080 GPU with 16GB of memory, vital for pretraining and
fine-tuning our language model. The statistical analysis and
experiment leveraged Python 3.8, and libraries such as NumPy
[38], Scikit-learn [39], Pandas [40], and PyTorch [41] for tasks
like data processing and modeling.

Ethics Approval
This study was approved by the Conjoint Health Research Ethics
Board at the University of Calgary (REB21-0416). Patient
consent was waived as part of the ethics board review process.

Results

Participants
Our final study cohort contains 4323 individuals, with 142
(3.28%) patients identified by chart reviewers as having falls
recorded in their medical charts during their hospital stay. The
remaining 4181 (96.7%) did not fall. All patients were
successfully linked to the SCM and DAD by unique
identification number and admission date. Table 1 presents the
descriptive statistics in general. Multimedia Appendix 1 further
stratifies Table 1 into respective hospitals (Multimedia Appendix
1).

Table 1. Descriptive statistics of the study cohort.

P valuecNo fall (n=4181)bConfirmed fall (n=142)aTotal (n=4323)

<00161.0 (47.5-74.5)71.0 (59.6-82.4)62.0 (48.5-75.5)Age, median (IQRsd)

.772096 (50.1)73 (51.4)2169 (50.2)Sex (male), n (%)

<.001144 (3.4)19 (13.4)163 (3.8)ICUe visit, n (%)

<.0013.0 (0.5-5.5)12.0 (1.5-22.5)3.0 (0.5-5.5)Length of hospital stay (days), median (IQRs)

.04Hospitals, n (%)f

3444 (82.4)104 (73.2)3548 (82.1)Hospital “A”

617 (14.8)34 (23.9)651 (15.1)Hospital “B”

120 (2.8)4 (2.9)124 (2.8)Hospital “C”

aA term used in the study to refer to patients who fell during their hospital stay and were confirmed to have fallen through medical records or other
documentation.
bA term used in the study to refer to patients who did not fall during their hospital stay.
cA measure indicating the statistical significance (P<.05) of the observed difference between groups.
dA measure of statistical dispersion representing the difference between the 75th and 25th percentiles of a data set.
eICU: intensive care unit.
fThree different hospitals were included in the study: hospitals A, B, and C.

Model and Framework Assessment
First, to determine the optimal timeframe, we compared 1-day,
2-day, 3-day, and complete note data sets using the same model
architecture and AHN-BERT pretrained embeddings. We trained
each model for 200 epochs, with the primary goal of comparing
their overall performance on the test sets. Evaluating
performance metrics and training convergence, the 1-day data
set was most effective and efficient, achieving 93.0% sensitivity
and 83.0% specificity.

Second, we optimized the classification threshold to balance
sensitivity and precision. These models maximize sensitivity,
PPV, and F1-score respectively. As results are shown in Table
2, our proposed architecture with AHN-BERT achieved overall
the highest metrics among the comparison.

Third, the comparative assessment showed our approach
outperformed 2 alternative BERT models, 3 classical ML models
(support vector machine, logistic regression, and decision tree),
and an ICD-code algorithm. The BERT models used original
BERT and BioClinical BERT embeddings, while the ML models

used bag-of-words and term frequency-inverse document
frequency on the 1-day data set. The ICD method relied on
administrative codes rather than text. Our neural network model
demonstrated superior inpatient fall detection across different
methods and data sources.

Our high sensitivity model exhibited 97.7% sensitivity, enabling
near-perfect capture of relevant notes, along with 82.3%
accuracy, but a low 26.8% F1-score. The high PPV model
achieved 97.5% accuracy, 85.7 % PPV, and 27.9 % sensitivity.
The high F1-model balanced 66.7% sensitivity and 60.5% PPV
to optimize 64.4% F1-score and 97.7% accuracy. In comparison,
the ICD-based method had 27.9% sensitivity, while traditional
classifiers achieved 51.2%-76.7% sensitivities and 8.3-15.8
PPVs.

The result of the probability-based threshold adjustment in
accordance with PPV, sensitivity, and F1-score is shown in
Figure 2. By adjusting the classification threshold, we can
control the trade-off between sensitivity and precision (as Figure
3).
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Table 2. Performance of proposed deep learning models, classical machine learning methods, and International Classification of Diseases–based
algorithms on fall identification with 1-day data set.

F1-scorec

(%)

Accuracy (%),
(95% CI)

NPVb (%), (95% CI)PPVa (%), (95% CI)Specificity (%), (95%
CI)

Sensitivity (%), (95%
CI)

Category and model
name

BERTd-based models

26.882.3 (80.1-84.4)99.9 (99.3-100.0)15.6 (14.0-17.3)81.8 (79.6-83.9)97.7 (87.7-99.9)AHN-BERTe

(high sensitivity)

42.197.5(96.5-98.2)97.6 (96.6-98.4)85.7 (57.2-98.2)99.8 (99.4-100.0)27.9 (15.3-43.7)AHN-BERT
(high PPV)

63.497.7 (96.7-98.4)98.7 (97.8-99.2)60.5 (44.4-75.0)99.0 (98.2-99.5)66.7 (49.8-80.9)AHN-BERT
(high F1)

12.162.0 (59.3-64.6)98.8 (97.9-99.4)6.6 (5.6-7.7)61.4 (58.6-64.1)79.1 (64.0-9 0.0)BERT-uncased

14.170.0 (67.4-72.5)98.8 (97.9-99.3)7.8 (6.5-9.3)69.8 (67.2-72.4)74.4 (58.8-86.5)BioClinical
BERT

Classical machine learning classifier

25.084.7 (82.6-86.6)99.1 (98.4-99.5)14.9 (12.5-17.8)85.0 (82.9-86.9)76.7 (61.4-88.2)Support vector
machine

26.086.0 (83.9-87.8)99.0 (98.3-99.4)15.8 (13.0-19.0)86.4 (84.3-88.2)74.4 (58.8-86.5)Logistic regres-
sion

31.092.4 (90.9-93.8)98.3 (97.3-98.9)22.2 (14.5-31.7)93.9 (92.4-95.1)51.2 (35.5-66.7)Decision tree

Rule-based classifier

15.990.2 (88.5-91.8)97.4 (96.9-97.8)11.1 (6.9-17.3)92.3 (90.7-93.8)27.9 (15.3-43.7)ICD 10f

aPPV: positive predictive value. The proportion of true positive results among all positive results.
bNPV: negative predictive value. The proportion of true negative results among all negative results.
cF1-score: a measure of a model’s accuracy that considers both sensitivity and PPV.
dBERT: Bidirectional Encoder Representations from Transformers.
eAHN-BERT: Alberta hospital notes-specific BERT.
fICD 10: International Classification of Diseases, 10th Revision.

Figure 2. Performance metrics at varying thresholds: PPV, sensitivity, and F1-score. PPV: positive predictive value.
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Figure 3. Percision-recall curve. PPV: positive predictive value.

Discussion

Principal Results
In our study, we illustrate how a BERT-based model
substantially outperforms the ICD-based algorithm in fall
detection within the hospital setting. This superiority stems from
the model’s ability to process EMR text data in real time,
enabling rapid identification of falls. In contrast, ICD codes are
assigned retrospectively, leading to delays in fall detection and
intervention. Using BERT’s advanced NLP facilitates accurate,
efficient, and generalizable analysis of clinical notes for
surveillance applications.

Specifically, our proposed AHN-BERT model surpasses generic
BERT, conventional ML, and ICD-codes. Fine-tuning BERT
on local hospital notes better captures local domain-specific
language and context, boosting performance. Additionally,
combining high-sensitivity and high-PPV models enables
optimized 2-stage fall detection by adjusting decision thresholds
to balance false positives and negatives. This provides flexibility
for different use cases and challenging tasks.

Furthermore, our study provides valuable insights into the
optimal time frame for defining falls empirically. This
comparison sheds light on the potential benefits of using a
finer-grained time interval, which could improve the
generalizability and applicability of the model across different
populations and settings. Understanding the optimal period for
detecting fall incidents can guide the development and
implementation of targeted public health interventions. Health
surveillance data can be used to evaluate the effectiveness of

these interventions and inform future strategies for fall
prevention and management. By determining the most suitable
time interval for defining fall incidents, health surveillance
systems can better allocate resources to areas with a higher risk
of falls. This may result in more efficient and effective public
health efforts, improving health outcomes for at-risk populations.

Applications
Our models leverage unstructured EMR data to accurately detect
inpatient falls, enabling health care systems to enact tailored
prevention measures and reduce fall-associated injuries. The
automation of extensive clinical documentation review
accelerates health care surveillance and quality improvement
processes.

Regarding research applications, our algorithms can extract
comprehensive fall data from EMR text to support developing
evidence-based interventions.

The proposed framework has broad applicability beyond fall
detection for tasks like diagnosis prediction, medication
adherence monitoring, and adverse drug event identification.
This adaptability improves health care outcomes, patient safety,
and quality of care.

Strength and Limitations
In our research, the AHN-BERT model has shown remarkable
superiority over traditional ICD-based algorithms in fall
detection within hospital environments. This enhanced
performance is primarily attributed to the model’s proficiency
in processing and understanding the nuances of EMRs text data.
Unlike ICD codes, which can sometimes result in undercoding
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or loss of information, the nursing notes processed by our model
are more closely aligned with the actual circumstances of
inpatient falls. The ability of AHN-BERT to immediately and
accurately process this data is a substantial advancement,
ensuring that fall detection is not only more precise but also
more reflective of the true clinical scenario. Additionally, the
combination of high-sensitivity and high-PPV models in our
2-stage fall detection system allows for adjustable decision
thresholds, thus balancing false positives and negatives and
providing flexibility across different scenarios.

However, the model faces challenges in balancing high
sensitivity with a high PPV due to the imbalanced nature of
clinical data. The rarity of AEs like falls leads to a higher rate
of false positives, as seen in our data set with a significant
imbalance ratio. Our test data set, characterized by a significant
29:1 imbalance, aligns more closely with real-world clinical
scenarios than balanced data sets used in some prior studies
[27], which, while yielding promising results, may not fully
represent practical conditions. This intentional choice ensures
that our model’s performance is tested under conditions typical
of rare events like falls, thereby enhancing its relevance and
utility in actual clinical settings.

Second, the effectiveness of our models depends on the quality
and comprehensiveness of documentation. If fall events or
associated risk factors are not well documented, our model, like
any data-driven model, may have difficulty detecting them. This
underscores the importance of careful, detailed clinical
documentation to enhance the effectiveness of monitoring
applications. In addition, our study also assumes a certain level
of linguistic and terminological consistency within the EMR

data. Variations in documentation styles across different health
care providers could potentially impact the model’s
performance, suggesting that future models should incorporate
strategies, for example, pretraining the ML, to mitigate such
discrepancies. Last, the differentiation between a history of falls
and inpatient falls presents a challenge, as it could potentially
lead to false positive predictions if falls that occurred prior to
hospitalization are documented in the notes. Although the BERT
model’s contextual understanding can partially alleviate this
issue, we acknowledge that more improvements are needed. As
part of our future work, we aim to further refine our model to
better handle such complexities.

Conclusions
This study developed and evaluated BERT-based NLP models
for the automated detection of falls from electronic clinical
notes. The developed models provided a more accurate and
timely way to detect falls than traditional ML and
ICD-codes–based methods. Moreover, we provided a masked
language model technique to pretrain a pre-existing BERT
model using clinical text data gathered from various health care
facilities in Calgary, Alberta, creating a more local
institution-specific and effective AHN-BERT model. By using
self-supervised language modeling strategies, we can bypass
steps that were regarded as vital in standard ML methods, such
as the necessity for thorough text preprocessing, complex feature
engineering, and a considerable amount of labeled data. In
addition, by exploring the optimal period for fall incident
detection and selecting 1-day notes for our final architecture,
our model contributes to enhanced patient safety and care with
less noise.

Acknowledgments
YX and CAE received research support funding from Canadian Institutes of Health Research through grant number DC0190GP.
GW was supported by the Canadian Institutes of Health Research postdoctoral fellowship, O’Brien Institute for Public Health
Postdoctoral Scholarship, Cumming School of Medicine Postdoctoral Scholarship at the University of Calgary, and the Network
of Alberta Health Economists Postdoctoral Fellowship at the University of Alberta.

Authors' Contributions
YX, CAE, HQ, GW, and CC were responsible for the study planning, conceptualization, and coordination. SL, EAM, and GW
managed data retrieval, data linkage, and data quality assurance. The design and development of the neural network architecture
were carried out by CC and YX. CC conducted clinical note preprocessing, analysis, and model evaluation. The reference standard
development and chart review study design was executed by YX, CAE, NS, DAS, and GW. SL and CC drafted the manuscript
and GW drafted the Methods (Study Cohort and Data Sources). GW, JP, DAS, EAM, CAE, NS, and YX participated in discussions
and provided comments on the manuscript. All authors contributed to the revision and approved the final version of the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Descriptive statistics for the study cohort from each hospital.
[DOCX File , 19 KB-Multimedia Appendix 1]

References

1. Morris R, O'Riordan S. Prevention of falls in hospital. Clin Med (Lond). 2017;17(4):360-362. [FREE Full text] [doi:
10.7861/clinmedicine.17-4-360] [Medline: 28765417]

JMIR Med Inform 2024 | vol. 12 | e48995 | p. 8https://medinform.jmir.org/2024/1/e48995
(page number not for citation purposes)

Cheligeer et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v12i1e48995_app1.docx&filename=0d4355f0c3491d3232fd65d97296ff4e.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e48995_app1.docx&filename=0d4355f0c3491d3232fd65d97296ff4e.docx
https://europepmc.org/abstract/MED/28765417
http://dx.doi.org/10.7861/clinmedicine.17-4-360
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28765417&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


2. Schwendimann R, Bühler H, De Geest S, Milisen K. Characteristics of hospital inpatient falls across clinical departments.
Gerontology. 2008;54(6):342-348. [doi: 10.1159/000129954] [Medline: 18460867]

3. Zeneli A, Montalti S, Masciangelo I, Manieri G, Golinucci M, Nanni O, et al. Fall predictors in hospitalized patients living
with cancer: a case-control study. Support Care Cancer. 2022;30(10):7835-7843. [doi: 10.1007/s00520-022-07208-x]
[Medline: 35705752]

4. Oliver D, Healey F, Haines TP. Preventing falls and fall-related injuries in hospitals. Clin Geriatr Med. 2010;26(4):645-692.
[doi: 10.1016/j.cger.2010.06.005] [Medline: 20934615]

5. Morello RT, Barker AL, Watts JJ, Haines T, Zavarsek SS, Hill KD, et al. The extra resource burden of in-hospital falls: a
cost of falls study. Med J Aust. 2015;203(9):367. [doi: 10.5694/mja15.00296] [Medline: 26510807]

6. Miake-Lye IM, Hempel S, Ganz DA, Shekelle PG. Inpatient fall prevention programs as a patient safety strategy: a systematic
review. Ann Intern Med. 2013;158(5 Pt 2):390-396. [FREE Full text] [doi: 10.7326/0003-4819-158-5-201303051-00005]
[Medline: 23460095]

7. King B, Pecanac K, Krupp A, Liebzeit D, Mahoney J. Impact of fall prevention on nurses and care of fall risk patients.
Gerontologist. 2018;58(2):331-340. [FREE Full text] [doi: 10.1093/geront/gnw156] [Medline: 28011591]

8. Rubenstein LZ. Falls in older people: epidemiology, risk factors and strategies for prevention. Age Ageing. 2006;35(Suppl
2):ii37-ii41. [FREE Full text] [doi: 10.1093/ageing/afl084] [Medline: 16926202]

9. Murff HJ, Patel VL, Hripcsak G, Bates DW. Detecting adverse events for patient safety research: a review of current
methodologies. J Biomed Inform. 2003;36(1-2):131-143. [FREE Full text] [doi: 10.1016/j.jbi.2003.08.003] [Medline:
14552854]

10. Brennan TA, Leape LL, Laird NM, Hebert L, Localio AR, Lawthers AG, et al. Incidence of adverse events and negligence
in hospitalized patients. Results of the Harvard Medical Practice Study I. N Engl J Med. Feb 07, 1991;324(6):370-376.
[doi: 10.1056/NEJM199102073240604] [Medline: 1987460]

11. Griffin FA, Resar RK. IHI Innovation Series white paper. IHI Global Trigger Tool for Measuring Adverse Events (Second
Edition). Cambridge, MA. Institute for Healthcare Improvement; 2009. URL: https://www.ihi.org/ [accessed 2023-03-15]

12. Southern DA, Burnand B, Droesler SE, Flemons W, Forster AJ, Gurevich Y, et al. Deriving ICD-10 codes for patient safety
indicators for large-scale surveillance using administrative hospital data. Med Care. 2017;55(3):252-260. [doi:
10.1097/MLR.0000000000000649] [Medline: 27635599]

13. Menendez ME, Ring D, Jawa A. Inpatient falls after shoulder arthroplasty. J Shoulder Elbow Surg. 2017;26(1):14-19. [doi:
10.1016/j.jse.2016.06.008] [Medline: 27522341]

14. Memtsoudis SG, Danninger T, Rasul R, Poeran J, Gerner P, Stundner O, et al. Inpatient falls after total knee arthroplasty:
the role of anesthesia type and peripheral nerve blocks. Anesthesiology. 2014;120(3):551-563. [FREE Full text] [doi:
10.1097/ALN.0000000000000120] [Medline: 24534855]

15. Schroll JB, Maund E, Gøtzsche PC. Challenges in coding adverse events in clinical trials: a systematic review. PLoS One.
2012;7(7):e41174. [FREE Full text] [doi: 10.1371/journal.pone.0041174] [Medline: 22911755]

16. Golder S, Loke YK, Wright K, Norman G. Reporting of adverse events in published and unpublished studies of health care
interventions: a systematic review. PLoS Med. 2016;13(9):e1002127. [FREE Full text] [doi: 10.1371/journal.pmed.1002127]
[Medline: 27649528]

17. Sun W, Cai Z, Li Y, Liu F, Fang S, Wang G. Data processing and text mining technologies on electronic medical records:
a review. J Healthc Eng. 2018;2018:4302425. [FREE Full text] [doi: 10.1155/2018/4302425] [Medline: 29849998]

18. Liao KP, Cai T, Savova GK, Murphy SN, Karlson EW, Ananthakrishnan AN, et al. Development of phenotype algorithms
using electronic medical records and incorporating natural language processing. BMJ. 2015;350:h1885. [FREE Full text]
[doi: 10.1136/bmj.h1885] [Medline: 25911572]

19. Chen T, Dredze M, Weiner JP, Hernandez L, Kimura J, Kharrazi H. Extraction of geriatric syndromes from electronic
health record clinical notes: assessment of statistical natural language processing methods. JMIR Med Inform.
2019;7(1):e13039. [FREE Full text] [doi: 10.2196/13039] [Medline: 30862607]

20. Mahajan D, Poddar A, Liang JJ, Lin Y, Prager JM, Suryanarayanan P, et al. Identification of semantically similar sentences
in clinical notes: iterative intermediate training using multi-task learning. JMIR Med Inform. 2020;8(11):e22508. [FREE
Full text] [doi: 10.2196/22508] [Medline: 33245284]

21. Arnaud É, Elbattah M, Gignon M, Dequen G. Learning embeddings from free-text triage notes using pretrained transformer
models. Presented at: Proceedings of the 15th International Joint Conference on Biomedical Engineering Systems and
Technologies—Volume 5 HEALTHINF: Scale-IT-up; February 9-11, 2022, 2022;835-841; Vienna, Austria. [doi:
10.5220/0011012800003123]

22. Locke S, Bashall A, Al-Adely S, Moore J, Wilson A, Kitchen GB. Natural language processing in medicine: a review.
Trends Anaesth Crit Care. 2021;38:4-9. [doi: 10.1016/j.tacc.2021.02.007]

23. Yan H, Rahgozar A, Sethuram C, Karunananthan S, Archibald D, Bradley L, et al. Natural language processing to identify
digital learning tools in postgraduate family medicine: protocol for a scoping review. JMIR Res Protoc. 2022;11(5):e34575.
[FREE Full text] [doi: 10.2196/34575] [Medline: 35499861]

JMIR Med Inform 2024 | vol. 12 | e48995 | p. 9https://medinform.jmir.org/2024/1/e48995
(page number not for citation purposes)

Cheligeer et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1159/000129954
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18460867&dopt=Abstract
http://dx.doi.org/10.1007/s00520-022-07208-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35705752&dopt=Abstract
http://dx.doi.org/10.1016/j.cger.2010.06.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20934615&dopt=Abstract
http://dx.doi.org/10.5694/mja15.00296
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26510807&dopt=Abstract
https://www.acpjournals.org/doi/abs/10.7326/0003-4819-158-5-201303051-00005?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.7326/0003-4819-158-5-201303051-00005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23460095&dopt=Abstract
https://europepmc.org/abstract/MED/28011591
http://dx.doi.org/10.1093/geront/gnw156
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28011591&dopt=Abstract
https://academic.oup.com/ageing/article/35/suppl_2/ii37/15775?login=false
http://dx.doi.org/10.1093/ageing/afl084
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16926202&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532046403000686
http://dx.doi.org/10.1016/j.jbi.2003.08.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=14552854&dopt=Abstract
http://dx.doi.org/10.1056/NEJM199102073240604
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1987460&dopt=Abstract
https://www.ihi.org/
http://dx.doi.org/10.1097/MLR.0000000000000649
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27635599&dopt=Abstract
http://dx.doi.org/10.1016/j.jse.2016.06.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27522341&dopt=Abstract
https://pubs.asahq.org/anesthesiology/article-lookup/doi/10.1097/ALN.0000000000000120
http://dx.doi.org/10.1097/ALN.0000000000000120
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24534855&dopt=Abstract
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0041174
http://dx.doi.org/10.1371/journal.pone.0041174
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22911755&dopt=Abstract
https://journals.plos.org/plosmedicine/article?id=10.1371/journal.pmed.1002127
http://dx.doi.org/10.1371/journal.pmed.1002127
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27649528&dopt=Abstract
https://www.hindawi.com/journals/jhe/2018/4302425/
http://dx.doi.org/10.1155/2018/4302425
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29849998&dopt=Abstract
https://europepmc.org/abstract/MED/25911572
http://dx.doi.org/10.1136/bmj.h1885
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25911572&dopt=Abstract
https://medinform.jmir.org/2019/1/e13039/
http://dx.doi.org/10.2196/13039
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30862607&dopt=Abstract
https://medinform.jmir.org/2020/11/e22508/
https://medinform.jmir.org/2020/11/e22508/
http://dx.doi.org/10.2196/22508
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33245284&dopt=Abstract
http://dx.doi.org/10.5220/0011012800003123
http://dx.doi.org/10.1016/j.tacc.2021.02.007
https://www.researchprotocols.org/2022/5/e34575/
http://dx.doi.org/10.2196/34575
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35499861&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


24. Gaviria-Valencia S, Murphy SP, Kaggal VC, McBane Ii RD, Rooke TW, Chaudhry R, et al. Near real-time natural language
processing for the extraction of abdominal aortic aneurysm diagnoses from radiology reports: algorithm development and
validation study. JMIR Med Inform. 2023;11:e40964. [FREE Full text] [doi: 10.2196/40964] [Medline: 36826984]

25. Dolci E, Schärer B, Grossmann N, Musy SN, Zúñiga F, Bachnick S, et al. Automated fall detection algorithm with global
trigger tool, incident reports, manual chart review, and patient-reported falls: algorithm development and validation with
a retrospective diagnostic accuracy study. J Med Internet Res. 2020;22(9):e19516. [FREE Full text] [doi: 10.2196/19516]
[Medline: 32955445]

26. Toyabe SI. Detecting inpatient falls by using natural language processing of electronic medical records. BMC Health Serv
Res. 2012;12:448. [FREE Full text] [doi: 10.1186/1472-6963-12-448] [Medline: 23217016]

27. Fu S, Thorsteinsdottir B, Zhang X, Lopes GS, Pagali SR, LeBrasseur NK, et al. A hybrid model to identify fall occurrence
from electronic health records. Int J Med Inform. 2022;162:104736. [FREE Full text] [doi: 10.1016/j.ijmedinf.2022.104736]
[Medline: 35316697]

28. Jung H, Park HA, Hwang H. Improving prediction of fall risk using electronic health record data with various types and
sources at multiple times. Comput Inform Nurs. 2020;38(3):157-164. [doi: 10.1097/CIN.0000000000000561] [Medline:
31498252]

29. Nakatani H, Nakao M, Uchiyama H, Toyoshiba H, Ochiai C. Predicting inpatient falls using natural language processing
of nursing records obtained from Japanese electronic medical records: case-control study. JMIR Med Inform.
2020;8(4):e16970. [FREE Full text] [doi: 10.2196/16970] [Medline: 32319959]

30. Thapa R, Garikipati A, Shokouhi S, Hurtado M, Barnes G, Hoffman J, et al. Predicting falls in long-term care facilities:
machine learning study. JMIR Aging. 2022;5(2):e35373. [FREE Full text] [doi: 10.2196/35373] [Medline: 35363146]

31. Devlin J, Chang MW, Lee K, Toutanova K. BERT: pre-training of deep bidirectional transformers for language understanding.
Presented at: 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human
Language Technologies (NAACL HLT 2019), Vol 1; June 2-7, 2019, 2019;4171-4186; Minneapolis, Minnesota.

32. Li J, Zhang X, Zhou X. ALBERT-based self-ensemble model with semisupervised learning and data augmentation for
clinical semantic textual similarity calculation: algorithm validation study. JMIR Med Inform. 2021;9(1):e23086. [FREE
Full text] [doi: 10.2196/23086] [Medline: 33480858]

33. Alsentzer E, Murphy J, Boag W, Weng WH, Jindi D, Naumann T, et al. Publicly available clinical BERT embeddings. In:
Proceedings of the 2nd Clinical Natural Language Processing Workshop. Association for Computational Linguistics;
Presented at: The 2nd Clinical Natural Language Processing Workshop; June 2019, 2019;72-78; Minneapolis, Minnesota,
USA. [doi: 10.18653/v1/W19-1909]

34. Collins GS, Reitsma JB, Altman DG, Moons KGM. Transparent reporting of a multivariable prediction model for Individual
Prognosis Or Diagnosis (TRIPOD). Ann Intern Med. 2015;162(10):735-736. [FREE Full text] [doi: 10.7326/L15-5093-2]
[Medline: 25984857]

35. Lee S, Xu Y, Apos Souza AGD, Martin EA, Doktorchik C, Zhang Z, et al. Unlocking the potential of electronic health
records for health research. Int J Popul Data Sci. 2020;5(1):1123. [FREE Full text] [doi: 10.23889/ijpds.v5i1.1123] [Medline:
32935049]

36. Eastwood CA, Southern DA, Khair S, Doktorchik C, Cullen D, Ghali WA, et al. Field testing a new ICD coding system:
methods and early experiences with ICD-11 beta version 2018. BMC Res Notes. 2022;15(1):343. [FREE Full text] [doi:
10.1186/s13104-022-06238-2] [Medline: 36348430]

37. Qiao Y, Xiong C, Liu Z, Liu Z. Understanding the behaviors of BERT in ranking. arXiv. :1-4. Preprint posted online on
April 16, 2019. [FREE Full text] [doi: 10.1090/mbk/121/79]

38. Harris CR, Millman KJ, van der Walt SJ, Gommers R, Virtanen P, Cournapeau D, et al. Array programming with NumPy.
Nature. 2020;585(7825):357-362. [FREE Full text] [doi: 10.1038/s41586-020-2649-2] [Medline: 32939066]

39. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, et al. Scikit-learn: machine learning in Python. J
Mach Learn Res. 2011;12(85):2825-2830. [FREE Full text]

40. McKinney W. Data structures for statistical computing in Python. Presented at: Proceedings of the 9th Python in Science
Conference (SciPy 2010); June 28-30, 2010, 2010; Austin, TX. [doi: 10.25080/majora-92bf1922-00a]

41. Paszke A, Gross S, Massa F, Lerer A, Bradbury J, Chanan G, et al. PyTorch: an imperative style, high-performance deep
learning library. Advances in Neural Information Processing Systems. 2019;32:1-12. [FREE Full text]

Abbreviations
AE: adverse event
AHN-BERT: Alberta hospital notes-specific BERT
BERT: Bidirectional Encoder Representation from Transformers
DAD: discharge abstract database
EMR: electronic medical record
ICD: International Classification of Diseases
ML: machine learning

JMIR Med Inform 2024 | vol. 12 | e48995 | p. 10https://medinform.jmir.org/2024/1/e48995
(page number not for citation purposes)

Cheligeer et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://medinform.jmir.org/2023//e40964/
http://dx.doi.org/10.2196/40964
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36826984&dopt=Abstract
https://www.jmir.org/2020/9/e19516/
http://dx.doi.org/10.2196/19516
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32955445&dopt=Abstract
https://bmchealthservres.biomedcentral.com/articles/10.1186/1472-6963-12-448
http://dx.doi.org/10.1186/1472-6963-12-448
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23217016&dopt=Abstract
https://europepmc.org/abstract/MED/35316697
http://dx.doi.org/10.1016/j.ijmedinf.2022.104736
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35316697&dopt=Abstract
http://dx.doi.org/10.1097/CIN.0000000000000561
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31498252&dopt=Abstract
https://medinform.jmir.org/2020/4/e16970/
http://dx.doi.org/10.2196/16970
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32319959&dopt=Abstract
https://aging.jmir.org/2022/2/e35373/
http://dx.doi.org/10.2196/35373
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35363146&dopt=Abstract
https://medinform.jmir.org/2021/1/e23086/
https://medinform.jmir.org/2021/1/e23086/
http://dx.doi.org/10.2196/23086
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33480858&dopt=Abstract
http://dx.doi.org/10.18653/v1/W19-1909
https://www.acpjournals.org/doi/full/10.7326/M14-0697?journalCode=aim
http://dx.doi.org/10.7326/L15-5093-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25984857&dopt=Abstract
https://europepmc.org/abstract/MED/32935049
http://dx.doi.org/10.23889/ijpds.v5i1.1123
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32935049&dopt=Abstract
https://bmcresnotes.biomedcentral.com/articles/10.1186/s13104-022-06238-2
http://dx.doi.org/10.1186/s13104-022-06238-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36348430&dopt=Abstract
https://arxiv.org/abs/1904.07531
http://dx.doi.org/10.1090/mbk/121/79
https://europepmc.org/abstract/MED/32939066
http://dx.doi.org/10.1038/s41586-020-2649-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32939066&dopt=Abstract
https://www.jmlr.org/papers/v12/pedregosa11a.html
http://dx.doi.org/10.25080/majora-92bf1922-00a
https://proceedings.neurips.cc/paper_files/paper/2019/file/bdbca288fee7f92f2bfa9f7012727740-Paper.pdf
http://www.w3.org/Style/XSL
http://www.renderx.com/


MPR: multidisciplinary progress record
NLP: natural language processing
PPV: positive predictive value
SCM: Sunrise Clinical Manager

Edited by C Lovis; submitted 15.05.23; peer-reviewed by S Musy, M Elbattah; comments to author 05.07.23; revised version received
24.07.23; accepted 23.12.23; published 30.01.24

Please cite as:
Cheligeer C, Wu G, Lee S, Pan J, Southern DA, Martin EA, Sapiro N, Eastwood CA, Quan H, Xu Y
BERT-Based Neural Network for Inpatient Fall Detection From Electronic Medical Records: Retrospective Cohort Study
JMIR Med Inform 2024;12:e48995
URL: https://medinform.jmir.org/2024/1/e48995
doi: 10.2196/48995
PMID: 38289643

©Cheligeer Cheligeer, Guosong Wu, Seungwon Lee, Jie Pan, Danielle A Southern, Elliot A Martin, Natalie Sapiro, Cathy A
Eastwood, Hude Quan, Yuan Xu. Originally published in JMIR Medical Informatics (https://medinform.jmir.org), 30.01.2024.
This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information,
a link to the original publication on https://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2024 | vol. 12 | e48995 | p. 11https://medinform.jmir.org/2024/1/e48995
(page number not for citation purposes)

Cheligeer et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://medinform.jmir.org/2024/1/e48995
http://dx.doi.org/10.2196/48995
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38289643&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

