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Abstract

Background: Electronic health records (EHRs) have an enormous potential to advance medical research and practice through
easily accessible and interpretable EHR-derived databases. Attainability of this potential is limited by issues with data quality
(DQ) and performance assessment.

Objective: This review aims to streamline the current best practices on EHR DQ and performance assessments as a replicable
standard for researchers in the field.

Methods: PubMed was systematically searched for original research articles assessing EHR DQ and performance from inception
until May 7, 2023.

Results: Our search yielded 26 original research articles. Most articles had 1 or more significant limitations, including incomplete
or inconsistent reporting (n=6, 30%), poor replicability (n=5, 25%), and limited generalizability of results (n=5, 25%). Completeness
(n=21, 81%), conformance (n=18, 69%), and plausibility (n=16, 62%) were the most cited indicators of DQ, while correctness
or accuracy (n=14, 54%) was most cited for data performance, with context-specific supplementation by recency (n=7, 27%),
fairness (n=6, 23%), stability (n=4, 15%), and shareability (n=2, 8%) assessments. Artificial intelligence–based techniques,
including natural language data extraction, data imputation, and fairness algorithms, were demonstrated to play a rising role in
improving both dataset quality and performance.

Conclusions: This review highlights the need for incentivizing DQ and performance assessments and their standardization. The
results suggest the usefulness of artificial intelligence–based techniques for enhancing DQ and performance to unlock the full
potential of EHRs to improve medical research and practice.

(JMIR Med Inform 2024;12:e58130)   doi:10.2196/58130

KEYWORDS

electronic health record; EHR; record; data quality; data performance; clinical informatics; performance; data science; synthesis;
review methods; review methodology; search; scoping

Introduction

The adoption of electronic health records (EHRs) optimistically
promises easily searchable databases as an accessible means
for prospective and retrospective research applications [1]. EHRs
often fall short of these promises due to limited local data and
poor data quality (DQ) [2,3]. To overcome these limitations,
several institutions have harmonized databases and model
ontologies, including PCORnet (The National Patient-Centered
Clinical Research Network), All of Us, MIRACUM (Medical
Informatics in Research and Care in University Medicine), and

the EHDEN Project [4-7]. These programs strive to offer
high-quality data for research purposes [2]. However, EHR DQ
remains highly variable, with some studies showing
completeness in EHR parameter values ranging from 60% to
100% [8,9]. Similar inconsistencies present a significant
limitation to the generalizability and applicability of lessons
learned across these datasets for broader medical and research
purposes.

Multiple initiatives have aimed to measure and improve EHR
data [10,11]. Early efforts in DQ assessment (DQA)
demonstrated inconsistent reporting and a need for universal
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terminology standards in DQA efforts [11]. In response, attempts
at a standardized ontology for DQA have been developed, such
as through the efforts of the International Consortium for Health
Outcomes Measurement, 3×3 DQA guidelines, and the
terminologies proposed by Kahn et al [12] and Wang et al
[8,12-15]. More recently, artificial intelligence (AI) and natural
language processing techniques have automated quality
initiatives, including data assessment and augmentation [16,17].
Nonetheless, these techniques introduce their own set of quality
requirements, including fairness metrics, handling intolerable
or lost data, and mitigating data drift [18]. Measuring the result
of these techniques’ application in real-world clinical contexts
has given rise to another field that has become crucial for EHR
improvement, namely, data performance assessment (DPA)
[19].

In this review, we critically evaluate peer-reviewed literature
on the intersection of DQA and DPA applications, as well as
trends in their automation [10-13,20-22]. The purpose of this
scoping review was to combine the 3 to formulate a more clear
road map for evaluating EHR datasets for medical research and
practice.

Methods

Overview
This scoping literature review was conducted according to the
2018 PRISMA-ScR (Preferred Reporting Items for Systematic

Reviews and Meta-Analyses extension for Scoping Reviews),
whose checklist is shown in Checklist 1 [23].

Literature Search
A search was performed for all full-text research articles
published in English in PubMed from inception to May 7, 2023.
A list of the exact search terms is included in Multimedia
Appendix 1.

Article Selection
Four investigators (JB, RS, TRB, and YPP) reviewed the
selected studies during the title and abstract screening. Further
4 investigators (ML, RS, TOB, and YPP) conducted the full-text
review and final extraction of articles. Title or abstract screening,
full-text review, and final extraction were based on the
consensus opinion between 2 independent reviewers. Conflicts
were resolved by a third reviewer. Article management and
calculations of interrater reliability and Cohen κ were performed
using Covidence systematic review software (Veritas Health
Innovation).

Inclusion Criteria
Titles and abstracts were screened to include original research
articles assessing the DQ and performance of all or part of a
hospital’s EHR system. We looked for studies reporting on 1
or more aspects of DQ (the assessment of EHR data without
consideration of follow-up actions) and data performance (the
assessment of EHR data applications) as defined (Table 1).
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Table . Data quality and performance indicator definitions, mitigation strategies, and references.

Relevant studiesMitigation strategiesDefinition

Data quality

[2-6,8,9,24-37]Automated data extraction; data
imputation

The absence of data points, without
reference to data type or plausibility
[12]

    Completeness (or, conversely,
missingness)

[2-6,8,14,24-27,29-33,36,38]Preemptively enforced data format
standardization

The compliance of data with expect-
ed formatting, relational, or absolute
definitions [12]

    Conformance

[4-6,8,14,25,27,28,30-33,35,37-39]Periodic realignment with logic rule
sets or objective truth standards;
thresholding

The possibility that a value is true
given the context of other variables
or temporal sequences (ie, patient
date of birth must precede date of
treatment or diagnosis) [12]

    Plausibility

[8]Two-level encounter or visit data
structure

The lack of duplicate data among
other patient records [8]

    Uniqueness

Data performance

[2,7-9,14,23,24,28]Periodic validation against internal
and external gold standards

Whether patient records are free
from errors or inconsistencies when
the information provided in them is
true [10,13]

    Correctness or accuracy

[2,4,9,27,32,34,36]Enforcing predetermined hard and
soft rule sets for timeline of data
entry

Whether data were entered into the

EHRa within a clinically relevant
time frame and is representative of
the patient state at a given time of
interest [10,13]

    Currency or recency

[3,19,22,24,27,35]Periodic review against a predeter-
mined internal gold standard or bias
criterion

The degree to which data collection,
augmentation, and application are
free from unwarranted over- or un-
derrepresentation of individual data
elements or characteristics

    Fairness (or, conversely, bias)

[4,8,19,31]Periodic measurement of data drift
against a baseline standard of data
distribution

Whether temporally dependent
variables change according to prede-
fined expectations [10,12]

    Stability (or, conversely, temporal
variability)

[2,3]Preemptively enforced data standard-
ization

Whether data can be shared directly,
easily, and with no information loss
[3]

    Shareability

[24]Timely identification of critical data
quality issues

The percent of patient records with
tolerable (eg, inaccurate, inconsis-
tent, and outdated information) ver-
sus intolerable (eg, missing required
information) data quality problems
[24]

    Robustness

aEHR: electronic health record.

Data Quality

Conformance
Conformance refers to the compliance of data with expected
formatting, relational, or absolute definitions [12].

Plausibility
Plausibility refers to the possibility that a value is true given
the context of other variables or temporal sequences (ie, the
patient’s date of birth must precede the date of treatment or
diagnosis) [12].

Uniqueness
Uniqueness refers to the lack of duplicated records [8].

Completeness (or Conversely, Missingness)
With regard to completeness, missingness is the absence of
requested data points, without reference to conformance or
plausibility as defined [12].

Data Performance

Correctness or Accuracy
Correctness or accuracy refers to whether patient records are
free from errors or inconsistencies when the information
provided in them is true [10,13].
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Currency or Recency
Currency or recency refers to whether data were entered into
the EHR within a clinically relevant time frame and are
representative of the patient state at a given time of interest
[10,13].

Fairness (or Conversely, Bias)
With regard to bias, fairness refers to the degree to which data
collection, augmentation, and application are free from
unwarranted over- or underrepresentation of individual data
elements or characteristics.

Stability (or Conversely, Temporal Variability)
With regard to stability, temporal variability refers to whether
temporally dependent variables change according to predefined
expectations [10,12].

Shareability
Shareability refers to whether data can be shared directly, easily,
and with no information loss [3].

Robustness
Robustness refers to the percent of patient records with tolerable
(eg, inaccurate, inconsistent, and outdated information) versus
intolerable (eg, missing required information) DQ problems
[24].

We additionally included studies reporting on data imputation
methods, defined as techniques used to fill in missing values in
an EHR, such as through statistical approximation and the
application of AI.

Exclusion Criteria
We excluded tangential analyses of DQ in articles focused
primarily on clinical outcomes. As such, studies discussing data
cleaning as part of quantifying clinical outcomes were excluded
from our analysis. Proposals or study protocols with no results
were also excluded during the screening process.

Article Quality Assessment
Full-text articles were additionally scored as having or missing
the criteria for (1) data integrity: comprehensiveness for each
main outcome, including attrition and exclusions from the
analysis and reasons for them; (2) method clarity: a clear

description of DQA data sources, analysis steps, and criteria;
(3) outcome clarity: outcomes reporting in plain language, in
their entirety, and without evidence for selective reporting; and
(4) generalizability: applicability of DQ techniques described
in the article to other clinical settings.

Results

Article Characteristics
The flow diagram for article selection is shown in Figure 1. A
total of 154 records were identified using the search terms
defined in Multimedia Appendix 1 using the PubMed library.
After the removal of 31 duplicates and the 72 articles identified
as irrelevant, 51 studies proceeded to full-text review. Full-text
review excluded a further 25 articles owing to reasons listed in
Figure 1, leaving a final total of 26 original research studies
[2-6,8,9,14,19,22,24-39]. The Cohen κ between the different
pairs of reviewers ranged from 0.28 to 0.54 during the screening
process and from 0.54 to 1.00 during the full-text review.

Study characteristics are shown in Table 2 and Multimedia
Appendix 2. Exactly half of the identified articles targeted
general EHR DQ analysis [4-6,19,22,27-32,38,39], while the
other half focused on a particular specialty or diagnosis (Table
2) [2,3,8,9,14,24-26,33-37]. The latter included primary care
(n=3, 12%) [35-37], cardiovascular disease (n=3, 12%)
[8,33,34], anesthesia or pain medicine (n=2, 8%) [14,26],
intensive care units (n=2, 8%) [3,25], and pediatrics [24],
oncology [2], and infectious disease (n=1 each, 4%) [9].

Article quality assessment conducted as part of our review
process identified 14 (54%) of the articles
[2-6,8,9,19,22,24-36,38,39] had at least 1 common study design
or reporting limitation, with 5 of the articles having more than
1 [14,24,33,36,38]. Among these, 6 (30% of all errors) articles
did not clearly state their methods [3,27,28,33,36,39], 5 (25%)
had incomplete data [24,29,33,36,38], 5 were not generalizable
to other settings [4,24-26,33], and 4 did not clearly state their
outcomes (Table 2) [31,34,38,39].

Commonly referenced DQ and performance indicators are
summarized in Table 3. Respective definitions, mitigation
strategies, and references are listed in Table 1.
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Figure 1. PRISMA 2020 flow diagram detailing study selection and reasons for exclusion for all articles considered for this scoping review. PRISMA:
Preferred Reporting Items for Systematic Reviews and Meta-Analyses.
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Table . Frequency of clinical specialties among all papers and study limitations among all limitations identified by reviewers in this analysis.

Values, n (%)Setting

Specialty

2 (8)ICUa

2 (8)Anesthesia or pain med

13 (50)General

3 (12)Cardiovascular

1 (4)Infectious disease

1 (4)Oncology

0 (0)Pain medicine

1 (4)Pediatrics

3 (12)Primary care

Limitations

5 (25)Incomplete data

6 (30)Methods not clearly stated

4 (20)Outcomes not clearly stated

5 (25)Not generalizable to other settings

aICU: intensive care unit.

Table . Elements of data quality and performance commonly referenced by papers included in this review.

Values, n (%)Data Quality and Performance Element

Data quality

21 (81)Completeness

18 (69)Conformance

16 (62)Plausibility

1 (4)Uniqueness

Data performance

14 (54)Correctness or accuracy

7 (27)Currency

6 (23)Fairness or bias

4 (15)Stability

2 (8)Shareability

1 (4)Robustness

Data Quality Assessment

Completeness
Completeness was the most cited element of DQ analysis, with
references in 21 (81%) of all articles [2-6,8,9,24-37].
Importantly, 19 (73%) studies integrated data from multiple
clinical sites [2,4-6,9,19,22,24,26,30-39], which was associated
with issues in data collection and missingness “across
organizational structure, regulation, and data sourcing” [31].
Clinical domains reported to be prone to low data completeness
included patient demographics, with Estiri et al [29] highlighting
the issue for records of patient ethnicity and Thuraisingam et
al [35] for mortality records (eg, missing year of death), and

medication management, with Thuraisingam et al [35]
highlighting the issue for dosage, strength, or frequency of
prescriptions and Kiogou et al [34] for missing dates or reasons
for discontinuation of medications.

To combat data missingness, Lee et al [22] used natural language
processing algorithms to automatically extract data from patient
records, while further 5 studies made use of data imputation
techniques. Among the latter, 2 articles generated synthetic data,
while another 3 supplemented datasets through information
from external datasets. Fu et al [3] generated synthetic data by
modeling providers’assessments of EHR data based on different
information sources according to their individual characteristics
(eg, tendency to ascertain delirium status based on Confusion
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Assessment Method vs prior International Statistical
Classification of Diseases coding or nursing flow sheet
documentation), while Zhang et al [19] used a generative
adversarial network (GAN) trained on real longitudinal EHR
data to create single synthetic EHR episodes (eg, outpatient or
inpatient visit). Meanwhile, Lee et al [33] supplemented existing
EHR records on heart failure by aggregating data from
open-source datasets of heart failure biomarkers (including the
Database of Genotypes and Phenotypes and the Biologic
Specimen and Data Repository Information Coordinating
Center) and using literature guidelines to create a standard set
of cardiovascular outcome measures, while Curtis et al [2]
supplemented missing EHR mortality records with data from
US Social Security Death Index and the National Death Index,
and Mang et al [30] used a manually generated stand-alone
synthetic dataset to test the development of a new software tool
for DQ assessment.

Conformance
Conformance was the second most cited element of DQA, with
references in 18 (69%) articles [2-6,8,14,24-27,29-33,36,38].
Similar to completeness, DQ checks on conformance were
performed automatically across most studies. Mitigation
strategies included enforcing strict formatting rules at the time
of data entry, for example, by using International Statistical
Classification of Diseases codes to define the cause of death or
a diagnosis of delirium [2,3].

Plausibility
Plausibility was the third most cited element of DQA with
r e f e r e n c e s  i n  1 6  ( 6 2 % )  a r t i c l e s
[4-6,8,14,25,27,28,30-33,35,37-39]. Clinical domains prone to
issues with plausibility included patient baseline physical
characteristics, medication, and laboratory records. Estiri et al
[29] and Wang et al [39] reported significant rates of plausibility
issues for baseline physical characteristics, with higher error
rates for records of patient height as compared to weight, likely
due to the multiple flow sheet fields for height, including
“estimated,” “reported,” and “measured,” which are generally
averaged or selectively dropped. Pharmacologic data were prone
to issues with plausibility due to timeliness (eg, antiretroviral
therapy was dispensed before or more than 30 days after the
visit date [9]) or discrepancies between diagnoses and drugs
(eg, nonsteroidal anti-inflammatory drug prescription on the
date of gastroduodenal ulcer diagnosis [6]). Finally, laboratory
results were also prone to issues with plausibility due to value
ranges, units, timing (eg, laboratory time was at an invalid time
of day or in the future), and discrepancies between diagnoses
and laboratory records (eg, drug was documented as present but
there was no laboratory record) or drug prescriptions and
laboratory records (eg, metformin was prescribed prior to a
documented hemoglobin A1c laboratory result, or warfarin was
prescribed without a follow-up international normalized ratio
laboratory result) [6]. Notably, this may reflect poorly integrated
health care systems where laboratories are being drawn at
disparate institutions.

A total of 18 (69%) studies used logic statements to assess
plausibility [2,4-6,8,9,14,24,27,28,31-38], including rules to
determine temporal plausibility (eg, laboratories drawn at an

invalid time of day [eg, 10:65 AM] [6], extubation occurring
prior to intubation [14], or death date occurring before birth
date [32]), diagnostic or procedural plausibility (eg, a procedure
marked as an outpatient when it is only performed on an
inpatient basis [38] or an obstetric diagnosis given for a
biologically male patient [6,9,38]), alignment with external
standards or expectations (eg, laboratory result absent for
diagnosis or drug [6] or demographic alignment of medication
name and dose with expected value ranges [34]), and others. A
total of 11 (42%) studies used thresholding to identify data of
low or questionable quality [4,6,8,9,14,19,28,32,35,37,39],
including clinical and physiological value ranges (eg, BMI

between 12 and 90 kg/m2 [35] or fraction of inspired oxygen
between 10% and 100% [14]) and logical thresholds (eg,
recorded date of arrival prior to the date of data collection
initiation [8] or difference of >730 days when comparing age
in years and date of birth fields [9]).

Uniqueness
Finally, 1 (4%) study reported on data uniqueness. Aerts et al
[8] measured the frequency of patient record duplications (ie,
when patient records were erroneously copied during data
merging or reprocessing). To reduce the rate of record
duplications, the researchers in the study suggest a 2-level data
structure, with more general patient data being recorded at the
encounter level (which can include multiple visits during a
single clinical episode) and diagnosis or procedure-specific data
at the level of the particular visit.

Data Performance Assessment

Correctness or Accuracy
Correctness or accuracy was the most cited element in data
performance analysis, with references in 14 (54%) of all articles
[2,8,9,14,19,25,26,32-37,39]. The metric was evaluated via
manual review in 8 (57%) out of the 14 articles that reported
the measure [2,8,14,25,26,34,36,39]. A total of 5 (36%) articles
evaluated it in comparison to an external standard, including
national registries [2,35], EHR case definitions based on billing
codes [36], and literature guidelines with high research use [33],
or, in the case of a newly proposed AI technique for synthetic
data augmentation, comparison to a previously published GAN
model performance [19]. A further 3 (21%) assessed correctness
or accuracy against an internal standard by calculating the
proportion of records satisfying internally predetermined rule
sets [9,32,37]. Of note, Curtis et al [2] and Terry et al [36] used
both manual review and comparison to an external gold standard
for validation.

Currency or Recency
Recency was the second most cited data performance element,
with references in 7 (27%) articles [2,4,9,27,32,34,36]. Among
these, 5 (71%) studies evaluated the metric according to
internally predetermined hard rule sets (eg, whether a patient
who is obese had a weight recording within 1 year of the
previous data point or whether data were entered into the EHR
within 3 days of the clinical encounter [9,32,36]) or soft rule
sets (eg, whether the data were entered into the EHR within a
subjectively determined clinically actionable time limit [4,34]),
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while 2 (29%) used external standards, including national
registries and guidelines [2,27].

Fairness or Bias
The third most cited data performance element was fairness or
bias, with references in 6 (23%) articles [3,19,22,24,27,35].
Among these, Lee et al [22], Thuraisingam et al [35], Tian et
al [27], and García-de-León-Chocano et al [24] assessed fairness
by manual review, while Fu et al [3] and Zhang et al [19] did
so through automated review against a predetermined internal
gold standard (ie, distribution of data characteristics within a
real EHR dataset) or data bias criterion (ie, critic model
measuring Jensen-Shannon divergence between real and
synthetic data over time), respectively.

Stability
Data stability was the fourth most cited performance element,
referenced in 4 (15%) articles [4,8,19,31]. All 4 articles that
measured data stability did so via temporal statistical analyses
of data drift according to a predetermined internal baseline
standard of data distribution [8,9,32,37].

Shareability
Shareability was referenced in 2 (8%) articles from our analysis
[2,3]. Both studies measured the performance metric by way of
manual review in a pre- and posttest analysis of data
standardization [2,3].

Robustness
Finally, García-de-León-Chocano et al [24] reported on
information robustness by way of statistical estimation of critical
(eg, missing or null required values) versus noncritical (all other)
DQ issues that may obstruct subsequent data applications and
performance measures.

Interventions for Improving DQ and Performance
Three articles included in our analysis reported effective
interventions to improve DQ and performance [4,9,37]. In terms
of DQ, Walker et al [37] reported an increase in compliance,
with 155 completeness and plausibility data checks from 53%
to 100% across 6 clinical sites after 3 rounds of DQA. In terms
of DQ and performance, Puttkamer et al [9] reported both higher
data completeness and recency following a continuous data
reporting and feedback system implementation. Finally, Engel
et al [4] reported increased shareability (concept success rate,
ie, whether data partners converted information from their
individual EHRs to the shared database)—an increase from 90%
to 98.5%—and a notable reduction in the percentage of sites
with over 3 DQ errors—a reduction from 67% to 35%—across
50+ clinical sites over 2 years.

Discussion

Principal Contributions and Comparison With Prior
Work
This scoping review provides an overview of the most common
and successful means of EHR DQ and performance analysis.
The review adds to a growing body of literature on the subject,
most recently supplemented by a systematic review by Lewis
et al [40]. To our knowledge, ours is the first review of

specialty-specific applications of DQ alongside performance
assessments. We identified and analyzed a total of 26 original
research articles recently published on the topic. The results
serve to characterize the most common medical fields making
use of such assessments, the methodologies they use for
conducting them, and areas for specialty-specific, as well as
generalizable, future improvement. Finally, the discussion
proposes a set of 6 unique and practical recommendations for
minimizing modifiable DQ and performance issues arising
during data extraction and mapping.

Article Characteristics
Our review noted a paucity of DQ assessments within clinical
specialties, where expert domain knowledge plays a key role
in identifying logic inconsistencies. Half of all identified articles
concerned general EHR data assessments, while the other half
focused on medical fields such as primary care, cardiovascular
diseases, or intensive care unit or anesthesia, with the notable
absence of psychiatry, emergency medicine, and any of the
surgical specialties. This points to a lack of peer-reviewed
research and underuse of DQ and performance strategies across
a wide spectrum of the medical field. There is a wide knowledge
gap between how data are entered and acted upon clinically and
how they appear in silico. Therefore, more efforts need to be
directed toward supporting EHR data assessment initiatives in
these specialties, with close collaboration between clinical users
and data scientists.

More than half of the articles included in this scoping review
had common limitations, including using or reporting incomplete
data, methods, and outcomes. Among the articles scoring high
for incomplete data, the chief issues include data attrition during
extraction [24,29] and unclear or missing reporting [33,36,38],
pointing to a need for higher information interoperability and
reporting standards, such as those put forth by Kahn et al [12].
These standards recommend using a harmonized and inclusive
framework for the reporting of DQ assessments, including
standardized definitions for completeness, conformance,
plausibility, and other measures as discussed previously.

Similar issues were observed with methods reporting, with
several articles underreporting steps in their data extraction or
analysis, thereby limiting the replicability and generalizability
of their findings [3,27,28,33]. Unclear reporting or
underreporting was a substantial issue for outcomes as well,
with low-scoring articles reporting only partial or too high-level
results suggesting selective reporting bias [14,31,34,38]. To
align with the standards set forth by articles scoring high in
reporting quality, we recommend stating all data sourcing,
methods, and results according to predetermined definitions of
DQ or performance (see above) in enough detail such that they
would be easily replicated by researchers at an unrelated
institution.

A final article quality pitfall concerned articles that were too
specific to a particular health system or clinical context. The
chief issues among original research articles that in house scored
“low” in our generalizability assessment concerned their
overreliance on internal DQ checks or measures that could only
be implemented within their specific institutional EHR
[4,24-26,33]. To increase generalizability, we recommend
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relying on external DQ standards such as societal guidelines,
previously published measures, or open-source databases, to
the extent possible before resorting to the development of new
in-house tools that impose limitations to generalizability outside
the local clinical context [8,12-15].

Data Quality Assessment
The marked drop-off between the use of completeness,
conformance, and plausibility versus other indicators (Table 3)
demonstrates that the field has settled on these measures as the
main components of EHR DQ analysis. Taking this into
consideration, we recommend measuring all 3 for a general
assessment of clinical DQ. Of note, there is a significant drop-off
between 81% (n=21) of studies reporting on completeness versus
69% (n=18) on conformance and 62% (n=16) on plausibility,
which indicates an opportunity for limited but quick DQ
“checks” using completeness measures only. More specialized
analyses may require further reporting, including uniqueness
in the event of data merger with the possibility of duplicate
results. These may be particularly important in the case of EHR
DQ assessments following information reconciliation from the
merger of multiple data sources, including patient demographics
or baseline physical characteristics and laboratory or
pharmacological data, which were shown to be particularly
prone to errors in DQ.

Our review additionally demonstrates that issues with data
completeness, conformance, and plausibility may be at least
partially addressed with data imputation methods. While
previously these methods were either too limited in scope
(completeness only), crude (eg, augmenting missing data with
the mean of the entire dataset or a value’s k-nearest neighbor),
or computationally expensive (eg, individual values calculated
via regression models based on predetermined sets of correlated
features), our review suggests that these tasks are being
increasingly automated. Specifically, data attrition contributing
to missingness and conformity at the extraction stage may be
minimized with AI data extractor algorithms, such as the one
described by Lee et al [22]. In cases where further extraction is
no longer feasible, the dataset may be augmented by (1) using
large language models for extracting structured data available
in other formats (eg, laboratory values recorded in the text of
media files from outside patient records); (2) incorporating or
cross-referencing data from well-established outside data
repositories (eg, the US Social Security Death Index for
mortality records [2] or the Database of Genotypes and
Phenotypes and the Biologic Specimen for biomarkers of heart
failure and other conditions [33]); or (3) generating synthetic
data, for example, by modeling providers’behaviors with respect
to different information types or sources [3] and by using GANs
to create synthetic care episodes based on longitudinal EHR
observations [19].

Data Performance Assessment
Correctness or accuracy was by far the most reported measure
among the data performance indicators examined in our review.
While certainly integral to assessing a dataset’s usability and
potential for downstream clinical or research impact, correctness
alone is insufficient to guarantee the success of said applications.
A technically “correct” dataset may still be practically limited

if it is outdated, biased, inconsistent, or entirely idiosyncratic.
We, therefore, recommend that future data assessments consider
including additional measures of recency, fairness, stability,
and shareability, respectively, among their core set of
performance indicators as they each contribute a unique measure
of a dataset’s applicability. Importantly, our review noted
considerable heterogeneity in the definitions used for these
additional measures (eg, by defining data recency in terms of
whether the information was logged into the EHR within a set
time or whether it represents a patient’s state at a given time
period [Table 1] [10,13]), suggesting that further efforts are
needed to harmonize outcome definitions in the field of data
performance analysis in particular. Nonetheless, the
predominance of internal standard comparisons for measuring
recency and stability in our review demonstrates that these
indicators may be essential for individualized EHR DPAs and
should, therefore, be considered on a case-by-case basis (eg, in
epidemiology where the timing and consistency of reporting
can be of essential importance, or quality improvement
initiatives where a researcher might want to compare pre- vs
postintervention results). Likewise, shareability ought to be
considered in the case of assessing dataset performance for
interoperability purposes (eg, with data integrations, sharing,
and reporting).

As discussed previously, data fairness assessments can and
should be considered for monitoring overall EHR bias, as well
as the bias inherent to any data imputation methods as discussed
above. Our review points to the fact that this is a rapidly
developing field, with fairness assessments to date mostly
requiring manual review against national guidelines or disease
registries, or, in the case of synthetic data, real EHR datasets
[41-43]. Nonetheless, such gold standards are not always readily
available (eg, What is the standard distribution of age or race
in the real world?), so tech-savvy researchers have more recently
resorted to detecting fairness during the validation of machine
learning models or algorithms instead of the data itself [41-43].
Several research articles from our analysis proposed ways of
automating the process. Fu et al [3] present a straightforward
way of measuring the agreement of AI-generated synthetic data
against a gold standard dataset. Zhang et al [19] suggest that
while such straightforward analysis may be valuable, it is
insufficient to measure true fairness, and they go on to propose
a method of measuring bias via Jansen-Shannon divergence,
which can be calculated for comparisons of real-world and
synthetic data. The latter article also suggests a way of
preventing synthetic data drift through condition regularization
(ie, minimizing contrastive loss by regularizing the synthetic
dataset against a real dataset distribution) and fuzzying (ie,
adding controlled noise to broaden the dataset distribution before
the AI training phase). To our knowledge, this is the most
recently proposed technique for fairness assessment in the field.
More research is needed to validate and augment the technique.
Whether through Jansen-Shannon divergence or alternative
methods, we recommend that all future data assessment projects
measure and report model performance and fairness for sensitive
groups.

Finally, Garcia-a-de-Leon-Chocano et al [24] propose a way of
calculating data robustness. The calculation draws on comparing
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tolerable versus nontolerable issues with DQ, which may be
particularly important prior to using the information. We highly
suggest that DQ assessments conduct a robustness calculation
immediately before calculating data performance measures for
downstream applications, which will allow for timely

intervention in the case of significant issues with data
completeness, conformity, or plausibility that merit additional
data collection, review, or imputation steps as discussed above.
The above findings and recommendations are summarized in
Table 4.

Table . Recommendations for future EHRa data quality and performance assessments.

RecommendationIssue

Article characteristics

Incentivize (eg, through quality improvement initiatives and grants) more
EHR data assessments, particularly in psychiatry, emergency medicine,
and surgical specialties

    Paucity of specialty-focused EHR data assessments

Use standardized frameworks for measuring and reporting data quality
and performance assessments (eg, Table 1)

    Incomplete reporting

Describe DQAb methods in enough details such that they could be repli-
cated by a research team at a different institution

    Poor replicability

Use already available data quality tools and standards (eg, DQA Guidelines
proposed by Weiskopf et al [21]) before developing proprietary method-
ologies

    Limited generalizability

DQA

Analyze completeness, conformance, and plausibility at every DQA
(completeness only may be applicable for quick data quality checks)

    Inconsistent methodologies

Use available AI-based data extraction algorithms (eg, Lee et al [22]), and
augment data using external and synthetic datasets (eg, Zhang et al [19])

    Data missingness and nonconformity

Data performance assessment

Augment correctness or accuracy measurement with recency, fairness,
stability, and shareability performance metrics

    Inconsistent methodologies

Automate data fairness assessments by measuring agreement of AI-extract-
ed data against an gold standard dataset (eg, manually extracted data) and
preventing drift via condition fuzzying and regularization (eg, Zhang et
al [19])

    EHR data bias

Calculate dataset robustness prior to detailed data quality and performance
analysis (eg, as described by García-de-León-Chocano et al [24])

    Timeliness of analysis

aEHR: electronic health record.
bDQA: data quality assessment.

Further Recommendations
Based on the review and our team’s experience with DQ
improvement initiatives, we recommend that administrators
minimize modifiable DQ and performance issues arising during
extraction by first using Internet of Things devices (eg, “smart”
patient beds and infusion pumps) that directly upload
measurements or settings to the EHR instead of requiring manual
data entry. Second, the EHR’s interface should be anchored to
a predefined data workflow and ontological structure agreed
upon in collaboration with clinical and data administrators (eg,
encounters start at the time of patient check-in instead of when
a physician first sees the patient, and all encounter times are
recorded in 1 location using standard units). Finally, the
plausibility of automatically entered data should be periodically
validated such that corrections can be made when necessary
(eg, a minute-by-minute electrocardiogram plausibility check
that can detect if an electrocardiography lead falls off a patient’s
chest and needs to be replaced to record accurate measurements).
Wherever possible, a reference data format (eg,

electrocardiogram voltage between 0.5 and 5 mV) for the
validation should be provided.

To minimize modifiable issues arising during data mapping,
we furthermore recommend first establishing rules for how to
treat (1) “missing,” (2) “modified,” or (3) “overlapping” data,
such as whether (1) fields with no value should be regarded as
data points or artifacts; (2) data points that have been
subsequently modified should be updated or retained; and (3)
one data source should take precedence over another in case of
duplicate records (eg, weight recordings measured by weighing
scale should supersede those measured by a hospital bed).
Finally, standards for parent-child encounters should be
instituted (eg, if a postoperative outpatient clinic visit should
be assigned as a unique encounter or as a child encounter of the
parent surgery visit).

The provenance of outside facility records, which can be used
to identify potential issues with externally collected data, should
also be maintained (eg, keeping records of where and when
outside laboratory measures were taken in order to identify
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potential issues with more or less accurate laboratory
techniques).

Limitations
While this scoping review provides valuable insight into the
existing literature on EHR DQ analytics, it has several
limitations. Foremost, it is important to acknowledge the limited
sample size of 154 articles using our original search criteria,
and consequently also the limited number of 26 original research
articles which were included in our final analysis after full-text
review. Among these articles, there was significant heterogeneity
in settings and outcomes of interest, which may limit the validity
of direct comparisons between the studies, as well as the
generalizability of our findings. The review was furthermore
restricted to articles available in the PubMed library, which may
introduce a potential publication bias, as well as to articles
available only in English, which may introduce a language bias
to our study selection and subsequent analysis. Finally, while
the review focused on EHR DQ and performance assessments,
it did not include adjacent areas that may have a pronounced
impact on clinical data recording and use such as EHR
implementation or use. Future research should consider broader

inclusion criteria and explore additional dimensions of EHR
DQ to provide a more comprehensive understanding of this
important topic.

Conclusions
The findings of this scoping review highlight the importance
of EHR DQ analysis in ensuring the accuracy and reliability of
clinical data. Our review identified a need for specialty-specific
data assessment initiatives, particularly in the fields of
psychiatry, emergency medicine, and surgery. We additionally
identified a need for standardizing DQ reporting to enhance the
replicability and generalizability of outcomes in the field. Based
on our review of the existing literature, we recommend
analyzing DQ in terms of completeness, conformance, and
plausibility; data performance in terms of correctness; and use
case–specific metrics such as recency, fairness, stability, and
shareability. Notably, our review demonstrated several examples
of DQ improvement with the use of AI-enhanced data extraction
and supplementation techniques. Future efforts in augmenting
DQ through AI should make use of data fairness assessments
to prevent the introduction of synthetic data bias.
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Abstract

Background: Electronic medical records (EMRs) contain large amounts of detailed clinical information. Using medical record
review to identify conditions within large quantities of EMRs can be time-consuming and inefficient. EMR-based phenotyping
using machine learning and natural language processing algorithms is a continually developing area of study that holds potential
for numerous mental health disorders.

Objective: This review evaluates the current state of EMR-based case identification for depression and provides guidance on
using current algorithms and constructing new ones.

Methods: A scoping review of EMR-based algorithms for phenotyping depression was completed. This research encompassed
studies published from January 2000 to May 2023. The search involved 3 databases: Embase, MEDLINE, and APA PsycInfo.
This was carried out using selected keywords that fell into 3 categories: terms connected with EMRs, terms connected to case
identification, and terms pertaining to depression. This study adhered to the PRISMA-ScR (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses extension for Scoping Reviews) guidelines.

Results: A total of 20 papers were assessed and summarized in the review. Most of these studies were undertaken in the United
States, accounting for 75% (15/20). The United Kingdom and Spain followed this, accounting for 15% (3/20) and 10% (2/20) of
the studies, respectively. Both data-driven and clinical rule-based methodologies were identified. The development of EMR-based
phenotypes and algorithms indicates the data accessibility permitted by each health system, which led to varying performance
levels among different algorithms.

Conclusions: Better use of structured and unstructured EMR components through techniques such as machine learning and
natural language processing has the potential to improve depression phenotyping. However, more validation must be carried out
to have confidence in depression case identification algorithms in general.

(JMIR Med Inform 2024;12:e49781)   doi:10.2196/49781

KEYWORDS

electronic medical records; EMR phenotyping; depression; algorithms; health services research; precision public health; inpatient;
clinical information; phenotyping; data accessibility; scoping review; disparity; development; phenotype; PRISMA-ScR; Preferred
Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews

Introduction

Background
Depression is a significant factor contributing to the global
burden of disease. It contributes significantly to the cost of
health care services, with depression treatment services costing
an average of CAD $550 (US $406.12) per patient in Alberta,
Canada, in the 2007/2008 fiscal year [1]. Depression also carries
a significantly higher mortality rate [2]. Surveillance of
depression in the population is necessary to understand the needs
of patients and allocate limited resources where they are most
needed. This surveillance will ultimately allow health care

professionals to make more targeted decisions when
implementing population-level interventions.

Electronic medical records (EMRs) are a digitized collection
of patient records documented by medical professionals. They
contain various types of patient information, including test
results, demographic data, and information about medication
orders, recorded in structured data fields and free-text data, such
as discharge summaries and nurses’ notes [3-5]. EMRs were
designed to aid individual patient care but are increasingly used
for other purposes, such as research and gathering data for
precision public health efforts, as they are compiled in large
data warehouses [6-9]. An area that will be instrumental in
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applying EMRs to public health is case phenotyping, which is
developing case definitions to identify positive cases of a
disorder in EMR data.

Accurate case identification in EMRs is an area where more
research needs to be conducted. This is especially true for case
identification of psychiatric disorders. Previous reviews of
phenotyping algorithms for psychiatric disorders only considered
primary care databases as their setting [10,11]. However, these
are very different from inpatient EMR systems. For one, hospital
inpatients are more likely to identify errors and omissions than
patients in outpatient care or primary care [12]. EMR data have
been used in research for psychiatric patients in various specific
inpatient use cases, including assessing patient safety events in
psychiatric inpatient units [13]. Research has also shown that
hospitals with electronic psychiatric EMRs had lower
readmission rates for psychiatric patients compared to hospitals
without electronic records. Similarly, hospitals where psychiatric
records were accessible to nonpsychiatric physicians had lower
14- and 30-day readmission rates [14]. In 2015, patients with a
mental health diagnosis made up over 11% of hospital
separations and 25% of hospital days [15]. Accurate case
identification for inpatient stays for this at-risk population can
help to identify what treatments have been most successful more
efficiently than traditional research methods and could work in
personalizing care for a more successful treatment plan.

Objectives
This study aims to provide an overview of existing algorithms
for depression case identification in inpatient EMRs. It examines
the performance of the algorithms and how they were
constructed to provide guidance to those wishing to use an
existing algorithm or to construct new ones.

Methods

Identifying Relevant Literature
This review followed the methodology outlined in the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
2018 statement [16]. First, we used the ICD-9-CM (International
Classification of Diseases, Ninth Revision, Clinical
Modification) codes for depression provided by Elixhauser et
al [17] to identify relevant terms, then developed a Boolean
algorithm using these terms, as well as terms related to EMRs
and terms related to case identification (Multimedia Appendix
1). Finally, we searched the following 3 databases: Embase
(1974 to May 2023), Ovid MEDLINE (1946 to May 2023), and
APA PsycInfo (1806 to May 2023) for peer-reviewed papers
and exported the results of the search to a reference manager
program (Zotero; Corporation for Digital Scholarship and Roy
Rosenzweig Center for History and New Media).

Selecting Studies
Identified papers were screened in 2 stages. First, titles and
abstracts were screened by 2 reviewers working independently
to determine whether they met our established eligibility criteria.
Papers were included if they were retrieved by the Boolean

search and presented a case definition, involved depression and
EMRs, were published between January 2000 and May 2023,
and were written in English. We excluded papers that only used
administrative databases, as this study focused on case
phenotyping using EMR data. Next, full papers were reviewed
for all abstracts that both reviewers identified as eligible. This
review was carried out by 2 reviewers working independently.
To be included, studies had to use EMRs for phenotyping and
use inpatient data, and the case definition developed had to be
for depression. The inpatient data source requirement was added
because of differences in coding standards between primary
care and inpatient settings. Disagreements at either screening
stage were resolved by consensus, and if necessary, a third
reviewer was consulted. We searched the references of all
included papers for additional eligible papers, which we then
screened using the same criteria. The search was designed to
include all papers that used an algorithm phenotyping for
depression with an EMR. The 2 most common methods were
natural language processing (NLP) and machine learning, which
were included but were not limited to. The search terms used
to identify this category were not specific to a type of algorithm
or method of case identification, as the purpose was to include
a broad range of variations in phenotypic methodology
(Multimedia Appendix 1).

Extracting Data
We adapted an existing data extraction form (Multimedia
Appendix 2, Lee et al [18]) to collect the results of our review.
Data were extracted by 1 reviewer and then confirmed by a
second reviewer. Components we extracted included study
characteristics (country, year, and inpatient or outpatient setting),
the specific data source and details of the data, and the validation
methodology (eg, medical record review), as well as detailed
descriptions of the phenotype developed, the methods used, and
the purpose for the case definition. We recorded the performance
of the developed algorithms as reported in each study. We
recorded the elements of EMRs used, whether other databases
or diagnostic codes were used, and whether AI techniques
(machine learning and NLP) were used as binary variables.
Finally, based on this study’s primary objective, we classified
each study into 1 of 3 categories (algorithm development,
outcome analysis, and comorbidity analysis).

Results

Paper Screening
The database search returned a total of 854 papers. After 257
duplicates were removed, 597 abstracts remained. Then, 522
abstracts were excluded in the title and abstract screening,
leaving 75 papers for full-paper review. Of these, 20 papers
could not be retrieved, and 36 were excluded based on the
exclusion criteria. The 19 remaining papers met all eligibility
criteria and were included in the review. Further, 1 additional
paper was identified for inclusion from the references of the
included papers, resulting in 20 papers for the review [6,19-37].
The PRISMA flow diagram illustrating these steps is shown in
Figure 1.
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Figure 1. PRISMA flow diagram. EMR: electronic medical record; PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses.

Characterizing the Identified Literature
Of the 20 studies we identified, the majority occurred in the
United States (15/20, 75%). The remaining studies were from
the United Kingdom (3/20, 15%) and Spain (2/20, 10%). All
the studies were published in 2005 or later.

Most studies looked at inpatient and outpatient data (16/20,
80%), while fewer focused solely on inpatient data (4/20, 20%).
A few studies (4/20, 20%) linked EMR data to administrative
databases. These studies used structured fields of EMRs and

diagnostic codes found in administrative databases. They
occurred in 3 countries (United States, United Kingdom, and
Spain) and were all published in 2020 or later. Another 3 studies
(3/20, 15%) linked EMRs to genomic data (the Partners
HealthCare Biobank, United States; the Michigan Genomics
Initiative, United States; and the pediatric biorepository database
of the Center for Applied Genomics at the Children’s Hospital
of Philadelphia, United States). This linkage was conducted in
an epidemiological analysis study to find genetic associations
between conditions. These characteristics are shown in Table
1.
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Table . Characteristics of included papers.

Additional data sources usedEMRa settingCountryPaper reference

Genomic dataInpatient and outpatientUnited StatesDashti et al [19]

NoneInpatient and outpatientUnited StatesDorr et al [20]

NoneInpatient and outpatientUnited StatesEdgcomb et al [21]

NoneInpatient and outpatientUnited StatesEstiri et al [22]

Genomic dataInpatient and outpatientUnited StatesFang et al [23]

NoneInpatient and outpatientUnited KingdomFernandes et al [24]

NoneInpatient and outpatientUnited StatesGoulet et al [25]

Administrative dataInpatient and outpatientUnited StatesHong et al [26]

NoneInpatient and outpatientUnited StatesIngram et al [27]

Administrative dataInpatient and outpatientUnited KingdomKhapre et al [28]

Administrative dataInpatient and outpatientSpainMar et al [29]

NoneInpatient and outpatientUnited KingdomMason et al [30]

NoneInpatient and outpatientSpainMayer et al [31]

NoneInpatientUnited StatesMcCoy et al [32]

NoneInpatientUnited StatesParthipan et al [33]

NoneInpatient and outpatientUnited StatesPerlis et al [6]

Genomic dataInpatientUnited StatesSlaby et al [34]

NoneInpatient and outpatientUnited StatesTvaryanas et al [35]

Administrative dataInpatient and outpatientUnited StatesYusufov et al [36]

NoneInpatientUnited StatesZhou et al [37]

aEMR: electronic medical record.

Most of the identified studies (18/20, 90%) used diagnostic
codes in their case definition for depression. The most common
codes used were ICD-9 (International Classification of Diseases,
Ninth Revision), followed by ICD-10 (International
Classification of Diseases, Tenth Revision). In many studies,
the diagnostic code case definitions were combined with
structured data elements, such as patient demographics (sex,
age, etc), laboratory results, medications, and procedures. For
example, procedures were coded with Current Procedural
Terminology codes and other types of classifications. Structured
EMR data were used in 13/20 studies (65%). Fewer studies
(8/20, 40%) incorporated unstructured data elements, such as
clinical notes. To analyze these elements, some studies used

standardized vocabularies, such as the Unified Medical
Language System, to develop lists of keywords. Most studies
using unstructured data used NLP techniques to analyze the
free-text data in unstructured EMR fields (7/20, 35%). NLP is
commonly used on free-text medical data to transform the data
into a structured format that can be processed using statistical
techniques and machine learning. A quarter of the identified
studies (5/20, 25%) used machine learning to develop
phenotyping algorithms. Machine learning models included
logistic regression, random forest, and propositional rule
learners. Table 2 contains details about the algorithms defined
in each study.
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Table . Summary of algorithms.

AUCePPVdSpecificitySensitivityValidation
methodolo-
gy

NLPc?MLb?EMR – un-
structured?

EMRa –
structured?

Diagnostic
codes?

Paper refer-
ence

—0.90—f0.81Medical
record re-
view

YesYesYesYesNoDashti et al
[19]

————Not speci-
fied

NoNoNoYesYesDorr et al
[20]

————Not speci-
fied

NoNoNoNoYesEdgcomb
et al [21]

————Not speci-
fied

NoNoNoNoYesEstiri et al
[22]

————Not speci-
fied

NoNoNoYesYesFang et al
[23]

————Not speci-
fied

NoNoNoYesYesFernandes
et al [24]

——0.900.45Medical
record re-
view

NoNoNoNoYesGoulet et al
[25]

0.83———Medical
record re-
view

NoYesNoYesYesHong et al

[26]g

————Convergent
validity

NoNoNoYesYesIngram et
al [27]

————Not speci-
fied

YesNoYesYesYesKhapre et
al [28]

0.80———Medical
record re-
view

NoYesYesYesYesMar et al
[29]

————Not speci-
fied

NoNoNoNoYesMason et al
[30]

————Not speci-
fied

NoNoNoYesYesMayer et al
[31]

————Not speci-
fied

NoNoNoNoYesMcCoy et
al [32]

————Medical
record re-
view

YesNoYesYesYesParthipan
et al [33]

0.870.780.950.39Medical
record

review

NoNoYesYesYesPerlis et al
[6]

—0.95——Medical
record

review

YesNoYesYesYesSlaby et al
[34]

————Not speci-
fied

NoNoNoNoYesTvaryanas
et al [35]

——0.950.85Medical
record

review

YesNoYesYesYesYusufov et
al [36]

——0.920.87Medical
record

review

YesYesYesNoNoZhou et al
[37]

aEMR: electronic medical record.
bML: machine learning.
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cNLP: natural language processing.
dPPV: positive predictive value.
eAUC: area under the receiver operating characteristic curve.
fNot available.
gArea under the precision-recall curve and F₁-score were only available for Hong et al [26]. The best algorithm in that paper had an area under the
precision-recall curve of 0.90 and an F₁-score of 0.81.

Only 9 studies (45%) conducted a medical record review to
produce a reference standard to which to compare phenotyping
results. Since most of the identified studies (14/20, 70%) were
conducted with a larger goal of which phenotyping depression
was a small part, many did not provide much information on
the methods of their phenotyping. Most studies did not report
any metrics measuring the diagnostic accuracy of developed
phenotyping algorithms; only 8 studies (40%) reported at least
one performance metric. The 6 metrics reported were sensitivity,
specificity, positive predictive value (PPV), area under the
receiver operating characteristic curve, area under the
precision-recall curve, and F₁-score. No studies reported
negative predictive value. These metrics are displayed in Table
2.

We classified each study into 1 of 3 general purposes: algorithm
development, comorbidity analysis, and outcome analysis. A
small percentage of the identified studies (6/20, 30%) were
conducted for algorithm development. These studies did not
look at applications of the phenotyping algorithms developed;
instead, they focused on phenotyping methods and algorithm
performance. The rest of the studies used a case definition for
depression as a step toward a larger goal. For 9 of these studies
(9/20, 45%), this goal was outcome analysis or analyzing the
effect of depression on patient outcomes, such as mortality,
suicide attempts, and psychotherapy receipt. For the remaining
studies (5/20, 25%), the goal was comorbidity analysis,
examining the prevalence of depression as a comorbidity of
other conditions. The comorbidities studied included HIV,
hepatitis C, and cancer. Outcome analysis studies have become
more prevalent in recent years. Further, 6 were published
between 2020 and 2022, up from 3 between 2000 and 2019. In
addition, algorithms used for depression phenotyping in EMRs
have become more prevalent since 2017.

Discussion

Principal Results
In this review, we found 20 papers describing phenotyping
algorithms for depression in inpatient EMR data. Most of these
algorithms were case definitions using diagnostic codes,
specifically ICD-9. This reflects that ICD (International
Classification of Diseases) codes are commonly used for billing
purposes in the United States and are the most frequently used
diagnostic codes in EMRs worldwide [38]. ICD-coded data are
thus widely available, making them a practical choice when
developing a case definition. However, case definitions using
diagnostic codes achieved worse sensitivity than algorithms
that only used other fields of EMRs. Many algorithms also used
structured EMR data [6,19,20,23,24,26-29,31,33,34,36], but
fewer used unstructured data [6,19,28,29,33,34,36,37]. NLP
and machine learning techniques were used by a minority of
algorithms (NLP [19,28,33,34,36,37] and machine learning

[19,26,29,37]). These types of machine learning applications
are relatively new and are receiving much attention from
researchers [39]. The algorithms that used machine learning
performed well on all the metrics they reported (sensitivity
0.81‐0.87, specificity 0.82, PPV 0.90, and area under the
receiver operating characteristic curve 0.80‐0.83). This
suggests that the information in free-text EMR data is valuable
for developing accurate phenotyping algorithms. It also supports
the effectiveness of machine learning techniques for phenotyping
of depression. This is likely an area that will be explored further
in future research.

Many of the papers we found did not include a medical record
review. If algorithms are not validated against a reference
standard such as a medical record review, their accuracy remains
unknown. Most papers also did not report metrics measuring
the validity of the algorithms developed. This limits the potential
of these algorithms for application in precision health care.
Conducting validation studies on the algorithms presented in
these papers would make them more rigorous. Of the papers
that did report metrics, few reported sensitivity, specificity, and
PPV together. This could result in skewed interpretations of
phenotype performance, as a high sensitivity may come at the
cost of a low PPV (or vice versa) for instance.

Based on the validity reported in these papers, an EMR appears
promising as a phenotyping tool for depression; however, few
studies have reported metrics of diagnostic accuracy of EMR
algorithms, especially comprehensive metrics to fully assess
performance. Future validation studies conducted on existing
case definitions would be valuable in establishing their validity
and bringing these types of phenotyping algorithms to the
attention of medical professionals and public health analysts.
Machine learning and NLP are small but growing areas within
phenotyping research. More work could be carried out using
these techniques on the unstructured fields in EMRs, alone or
in combination with other fields. Finally, as most of the studies
we found were performed in the United States on US EMR data,
it is to be determined how generalizable the identified case
definitions are to data recorded in other jurisdictions. Both the
standards of care and the methods of reporting diagnoses vary
widely between health care systems, which could result in an
algorithm only being valid in the region in which it was
developed. There is a need for further research validating
existing case definitions across health care regions or creating
new case definitions specific to the EMR systems of other
countries.

Limitations
Some relevant papers may have been missed, as we only
searched 3 databases. It is also possible that our search terms
were not sufficiently broad to return every pertinent paper. We
also only considered peer-reviewed papers, not gray literature.
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However, we developed our search strategy in consultation with
librarians and experts in the field with experience performing
scoping reviews. For these reasons, we believe our search was
sufficient to find papers for the review.

Conclusions
We examined current algorithms for phenotyping depression
in inpatient EMRs. This is an area in which more research needs
to be performed. It is difficult to accurately identify cases of
depression in EMR data because depression is inconsistently
coded, as there is some subjectivity in its diagnosis. Diagnostic
codes are primarily used in the algorithms we found, but
machine learning on free-text data has recently achieved
promising results. Most of the algorithms were developed in

the United States; how well they will perform on data from
other jurisdictions is yet to be known. In addition, many
identified algorithms have yet to be validated against a reference
standard, or their performance was not reported. To be useful
for public health research, case definitions must be validated;
this is an area in which future work is needed. From this study,
we conclude that EMRs have the potential to provide valuable
insight into the indicators of depression, as well as its
prevalence, common comorbidities, and associated outcomes.
Future research into applying machine learning and NLP
techniques on unstructured EMR data and studies to ascertain
the validity and generalizability of existing phenotyping
algorithms will be valuable in establishing EMR-based case
phenotyping as a reliable tool in precision public health.
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Abstract

Background: Some research has already reported the diagnostic value of artificial intelligence (AI) in different endoscopy
outcomes. However, the evidence is confusing and of varying quality.

Objective: This review aimed to comprehensively evaluate the credibility of the evidence of AI’s diagnostic accuracy in
endoscopy.

Methods: Before the study began, the protocol was registered on PROSPERO (CRD42023483073). First, 2 researchers searched
PubMed, Web of Science, Embase, and Cochrane Library using comprehensive search terms. Then, researchers screened the
articles and extracted information. We used A Measurement Tool to Assess Systematic Reviews 2 (AMSTAR2) to evaluate the
quality of the articles. When there were multiple studies aiming at the same result, we chose the study with higher-quality
evaluations for further analysis. To ensure the reliability of the conclusions, we recalculated each outcome. Finally, the Grading
of Recommendations, Assessment, Development, and Evaluation (GRADE) was used to evaluate the credibility of the outcomes.

Results: A total of 21 studies were included for analysis. Through AMSTAR2, it was found that 8 research methodologies were
of moderate quality, while other studies were regarded as having low or critically low quality. The sensitivity and specificity of
17 different outcomes were analyzed. There were 4 studies on esophagus, 4 studies on stomach, and 4 studies on colorectal
regions. Two studies were associated with capsule endoscopy, two were related to laryngoscopy, and one was related to ultrasonic
endoscopy. In terms of sensitivity, gastroesophageal reflux disease had the highest accuracy rate, reaching 97%, while the invasion
depth of colon neoplasia, with 71%, had the lowest accuracy rate. On the other hand, the specificity of colorectal cancer was the
highest, reaching 98%, while the gastrointestinal stromal tumor, with only 80%, had the lowest specificity. The GRADE evaluation
suggested that the reliability of most outcomes was low or very low.

Conclusions: AI proved valuabe in endoscopic diagnoses, especially in esophageal and colorectal diseases. These findings
provide a theoretical basis for developing and evaluating AI-assisted systems, which are aimed at assisting endoscopists in carrying
out examinations, leading to improved patient health outcomes. However, further high-quality research is needed in the future
to fully validate AI’s effectiveness.

(JMIR Med Inform 2024;12:e56361)   doi:10.2196/56361
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Introduction

Gastrointestinal diseases impose a serious burden on health care
systems worldwide. The data show that gastrointestinal diseases
cause millions of deaths worldwide every year [1]. Endoscopy,
as an efficient and convenient method, can effectively diagnose
various gastrointestinal diseases [2]. Endoscopic intervention
can also effectively treat early gastrointestinal cancers [3].

In recent years, with the rise of artificial intelligence (AI),
numerous studies have been conducted to explore its application
in the field of endoscopy, aiming to assist medical professionals
in lesion identification and endoscopy quality control [4,5].

At present, some meta-analyses have reported the diagnostic
value of AI in endoscopy [6-9]. Although AI has high sensitivity
and specificity in identifying lesions in some studies, due to
merger heterogeneity and sample size variations, the reliability
of merger analysis outcomes needs further discussion [10-12].

In this study, an umbrella review methodology was used to
elucidate current research directions and identify potential future
research ideas by evaluating existing meta-analyses on AI in
endoscopy. The meta-analyses of current studies were screened
and extracted, and the quality of outcomes was assessed.
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Methods

Registration
The protocol was registered on PROSPERO
(CRD42023483073) before the study began. PROSPERO is an
open access database of systematic reviews. Registration before
the start of the study effectively reduced selective reporting
[13,14]. This umbrella review followed the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
guidelines. The details can be seen in Checklist 1.

Search Strategy
Two researchers searched PubMed, Web of Science, Embase,
and Cochrane Library with a comprehensive search strategy up
to November 2023. In addition, we searched “Google Scholar”
to identify gray literature and searched for references of eligible
articles. Two researchers independently screened the titles and
abstracts and reviewed the full texts to identify eligible studies.
Any discrepancies were resolved through consultation with a
third researcher until a consensus was reached. The search
strategy details are available in Table S1 in Multimedia
Appendix 1.

Inclusion and Exclusion Criteria
The inclusion criteria were as follows: (1) studies evaluating
the diagnostic value of AI in endoscopy; (2) studies that
provided at least one outcome data—sensitivity or specificity;
(3) articles that had meta-analyses and were conducted by
systematic methods; and (4) articles published in English.

We excluded studies that met the following criteria: (1)
experiments not on humans, (2) unavailable full text, (3)
duplicate studies, and (4) studies lacking critical information.

Data Extraction
Two researchers independently extracted data. The third
researcher would extract data if there were any discrepancies.
The following basic information was included: the first author,
year of publication, country, kind of endoscopy, detection,
followed guidelines, registered number, number of included
studies in the meta-analyses, outcomes, included study types in
the meta-analyses, and tools for assessing the risk of the Bias.
Then, we collected outcome information, including sensitivity,
specificity, positive likelihood ratio, negative likelihood ratio,
diagnostic odds ratio, and area under the curve. We searched
for missed information in primary studies if necessary.

Evaluation of Article Quality
Two reviewers independently evaluated the quality of the
articles using A Measurement Tool to Assess Systematic
Reviews 2 (AMSTAR2). AMSTAR is a tool for evaluating the
systematic reviews of randomized trials [15,16]. In 2015,
researchers introduced AMSTAR2, which expanded the
application scope of AMSTAR to include the evaluation of
systematic reviews of nonrandomized trials [17]. AMSTAR2
consists of a 16-item questionnaire prompting reviewers to
respond with “yes,” “partly yes,” or “no” to each item. We
viewed 2 “partly yes” answers as 1 “yes.” In total, 7 items were
considered important. If all the items were in conformity or

only 1 unimportant item was out of conformity, the study was
evaluated as having high quality. If more than 1 unimportant
item did not fit, the study was rated as having moderate quality.
If 1 important item did not conform, the study was rated as
having low quality; the study was regarded as having critically
low quality if more than 1 important item did not conform.

Data Analysis
We collected the outcome indicators of applying AI technology
in different scenarios. This study evaluated the application of
AI diagnostic techniques in different endoscopes. Considering
that there are several studies analyzing the same issues, if there
were multiple meta-analyses, we selected high-quality studies
according to the AMSTAR2 criteria. If the quality of different
studies was consistent, we chose the latest published study
among them. After that, the most recent meta-analysis was
collected and performed again to ensure that the most recent
results were obtained. To make the results more reliable, we
chose a more conservative method. Moreover, we used the
random effect model to ensure the reliability of the result.

We calculated the effect quantity and 95% CI of each
meta-analysis. In each meta-analysis, the P value of the Cochran

Q test and the I2 metric were used to evaluate the heterogeneity
caused by the threshold effect. The Deek test was used to test
publication bias. We used forest figures to show the diagnostic
value of AI in endoscopy. We also used the bar accumulation
charts to show the conformity of the included articles. In this
study, we used R (version 4.3.2; R Foundation for Statistical
Computing) for calculation. If the P value was more than .05,
we considered that there was no statistically significant
difference.

Grading of the Evidence
Using the Grading of Recommendations, Assessment,
Development, and Evaluation (GRADE) principle, 2 reviewers
evaluated the credibility of evidence independently. GRADE
proposes 5 factors for downgrading certainty in the evidence
(the risk of bias, inconsistency, indirectness, imprecision, and
publication bias) and 2 factors for upgrading certainty in the
evidence (large effect and dose-response). These factors were
used to evaluate outcomes as being of high, moderate, low, or
very low quality. The body of evidence for diagnostic test
accuracy studies begins with high quality. There was no
guidance on the up factors in the diagnostic test accuracy study;
we only downgraded the evidence using the 5 downgrading
factors. For the comparative study, we defined its initial
reliability according to the results of AMSTAR2 and then
adjusted it according to the above factors.

Results

Study Selection
We initially identified 3230 studies through the database and
208 studies through manual retrieval. After eliminating
duplicates, we had 3013 studies. Then, the researchers
eliminated 2897 studies that did not meet the criteria based on
their titles and abstracts. After reading the full text of 116
studies, 80 irrelevant studies and 15 studies without
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meta-analyses were excluded, and finally, 21 studies were
included for statistical analysis and evaluation. These included
10 studies pertaining to upper gastrointestinal
endoscopy[9,18-26], 5 studies focusing on colonoscopy [27-31],

and 4 studies on capsule endoscopy [32-35]. Additionally, there
was 1 study about endoscopic ultrasound (EUS) and 1 study
about laryngoscopy [36,37]. Detail can be seen in Figure 1.

Figure 1. Search strategy and study screening.

Included Study Characteristics
A total of 10 studies reported the diagnostic value of AI
technoloyg in upper gastrointestinal endoscopy. These studies
encompassed various original research papers, ranging from 7
to 39 studies per investigation. These studies analyzed the
diagnostic value of AI in various diseases, including esophageal
and gastric neoplasia, Barrett esophagus, and Helicobacter
pylori infection. In terms of research strategies, 9 research
reports followed PRISMA guidelines, and 5 studies were

registered on PROSPERO. With regard to evaluating bias, 8
studies used Quality Assessment of Diagnostic Accuracy Studies
2 (QUADAS-2), 1 study used QUADAS, and 1 study was not
evaluated. QUADAS evaluates the diagnostic accuracy of the
research system, including patient selection, index test, reference
standard, flow, and timing. In 2011, researchers developed
QUADAS-2 for better evaluation [38]. All studies were included
in observational studies for diagnostic evaluation.
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A total of 5 research studies on the diagnostic value of AI in
colonoscopy were included. Among them, 1 study focused on
ulcerative colitis, one focused on colon polyps and tumors, one
used Prediction Model Risk of Bias Assessment Tool
(PROBAST) to evaluate bias, 3 used QUADRAS-2, and one
was not evaluated.

Of the remaining 6 included studies, 4 studies reported the value
of AI in capsule endoscopy for diagnosing bleeding and ulcers;

2 studies reported AI’s diagnostic value of laryngoscopes in
examining normal or diseased throat structures and in EUS for
diagnosing gastrointestinal stromal tumors separately; 5 studies
were conducted according to the PRISMA guidelines; and 3
studies were registered in advance. All 6 studies were included
in the observational study, and 5 of them used QUADRAS-2.
The details can be seen in Table 1 and Table S2 in Multimedia
Appendix 1.
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Table . Basic information of included studies.

Followed guide-
lines

Included studies, nAimKind of endoscopyCountryYearStudy

PRISMAa12Detection of Barrett
esophagus

Upper endoscopyAustralia2022Tan et al [24]

PRISMA7Detection of esoph-
agus cancer

Upper endoscopyChina2022Ma et al [22]

PRISMA8Detection of Heli-
cobacter pylori in-
fection

Upper endoscopyKorea2020Bang et al [32]

PRISMA8Detection of chron-
ic atrophic gastritis

Upper endoscopyChina2022Shi et al [23]

PRISMA14Detection of Barrett
esophagus and can-
cer

Upper endoscopySouth Africa2023Guidozzi et al [20]

PRISMA12Detection of ulcera-
tive colitis

ColonoscopyAmerica2023Jahagirdar et al
[29]

NRb24Detection of col-
orectal polyp and
cancer

ColonoscopyIran2023Keshtkar et al [30]

PRISMA39Detection of ulcers,
polyps, celiac dis-

Wireless capsule
Endoscopy

Korea2022Bang et al [32]

ease, bleeding, and
hookworm

PRISMA19Detection of ulcers,
polyps, celiac dis-

Wireless capsule
Endoscopy

Israel2020Soffer et al [35]

ease, bleeding, and
hookworm

PRISMA8Detection of gas-
trointestinal stro-
mal tumor

Endoscopic ultra-
sonography

America2023Gomes et al [36]

PRISMA11Detection of lesions
in the larynx

Laryngeal en-
doscopy

Poland2022Zurek et al [37]

PRISMA10Prediction of inva-
sion depth of col-

ColonoscopyChina2023Bai et al [27]

orectal cancer or
neoplasms

PRISMA16Detection of ero-
sion/ulcer, gastroin-

Wireless capsule
endoscopy

China2021Qin et al [34]

testinal bleeding,
and polyps/cancer

NR9Detection of gas-
trointestinal ulcers

Wireless capsule
endoscopy

America2021Mohan et al [33]

PRISMA13Detection of
diminutive colorec-
tal polyps

ColonoscopyKorea2021Bang et al [28]

PRISMA18Detection of col-
orectal polyp and
cancer

ColonoscopyChina2020Lui et al [31]

PRISMA23Detection of gastric
and esophageal

Upper endoscopyChina2020Lui et al [21]

neoplastic lesions
and Helicobacter
pylori

NR19Detection of Barrett
neoplasia

Upper endoscopyItaly2021Visaggi et al [9]
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Followed guide-
lines

Included studies, nAimKind of endoscopyCountryYearStudy

PRISMA16Detection of
esophageal cancer
and neoplasm

Upper endoscopyChina2021Zhang et al [26]

PRISMA17Detection of gastric
cancer and predic-
tion invasion depth

Upper endoscopyChina2022Xie et al [25]

PRISMA12Detection of early
gastric cancer

Upper endoscopyChina2022Chen et al [19]

aPRISMA: Preferred Reporting Items for Systematic reviews and Meta-Analyses.
bNR: not reported.

Methodological Quality of Included Studies
In all the included studies, methodological quality ranged from
very low to moderate. Results show that the methodology was
rated as moderate for 6 studies, low for 2 studies, and very
critically low for the remaining 13 studies. Among the articles
about upper endoscopy, it was found that 5 studies exhibited a
moderate level of methodological quality. In comparison, 2
studies were deemed to have low quality, and 3 studies had
were very low quality. The critical problems were the need for
advanced registration and an incomplete retrieval strategy. The
noncritical problem was that the original literature funding had
not been reported. Besides, studies of moderate methodological
quality were conducted on both the stomach and esophagus of
the upper gastrointestinal tract. Three studies on colonoscopy
were of moderate quality, 2 were of low quality, and the
remaining 8 were of very low quality. The main problems were
the meta-merging method and the evaluation of publication
bias.

Regarding the application of AI in capsule endoscopy, 1 study
was of moderate quality, and the other 3 had critically low
quality. In addition, the research on applying EUS to identify
gastrointestinal stromal tumors and laryngoscope to identify
normal and pathological structures of the throat had critically
low quality. The details can be seen in Table S3 and Table S4
in Multimedia Appendix 1.

Meta-Analyses
There were 4 outcomes for the esophagus. The sensitivity was
0.89 (95% CI 0.84-0.93) for esophageal neoplasia, 0.95 (95%
CI 0.91-0.98) for esophageal squamous cell carcinoma, 0.94
(95% CI 0.67-0.99) for abnormal intrapapillary loops, and 0.97
(95% CI 0.67-1.00) for gastroesophageal reflux disease. Their
specificity was 0.86 (95% CI 0.83-0.93) for esophageal
neoplasia, 0.92 (95% CI 0.82-0.97) for esophageal squamous

cell carcinoma, 0.94 (95% CI 0.84-0.98) for abnormal
intrapapillary loops, and 0.97 (95% CI 0.75-1.00) for
gastroesophageal reflux disease. The sensitivity of gastric cancer
and chronic atrophic gastritis was 0.89 (95% CI 0.85-0.93) and
0.94 (95% CI 0.88-0.97), respectively. At the same time, their
specificity was 0.93 (95% CI 0.88-0.97) and 0.96 (95% CI
0.88-0.98), respectively. The sensitivity and specificity of
judging the invasion depth of gastric cancer were 0.82 (95% CI
0.78-0.85) and 0.90 (95% CI 0.82-0.95), respectively. The
sensitivity and specificity of Helicobacter pylori infection were
0.87 (95% CI 0.72-0.94) and 0.86 (95% CI 0.72-0.96).

In colonoscopy, the sensitivity and specificity of colon polyps
were 0.93 (95% CI 0.91-0.95) and 0.87 (95% CI 0.76-0.93),
respectively. The sensitivity and specificity of colon neoplasia
were 0.94 (95% CI 0.85-0.98) and 0.98 (95% CI 0.94-0.99),
respectively. The sensitivity and specificity of ulcerative colitis
were 0.83 (95% CI 0.78-0.87) and 0.92 (95% CI 0.89-0.95),
respectively. For invasion depth of colon neoplasia, the
sensitivity and specificity were 0.71 (95% CI 0.58-0.81) and
0.95 (95% CI 0.91-0.97), respectively.

For wireless capsule endoscopy, we got 2 results. The sensitivity
and specificity of the diagnosis of gastrointestinal ulcer were
0.93 (95% CI 0.89-0.95) and 0.92 (95% CI 0.89-0.95),
respectively. The sensitivity and specificity of the diagnosis of
gastrointestinal bleeding were 0.96 (95% CI 0.94-0.97) and 0.97
(95% CI 0.95-0.99), respectively. The sensitivity and specificity
of EUS in diagnosing gastrointestinal stromal tumors were 0.92
(95 % CI 0.89-0.95) and 0.80 (95 % CI 0.75-0.85), respectively.
The sensitivity of healthy and diseased tissues in AI-identified
laryngoscope was 0.91 (95 % CI 0.83-0.98) and 0.91 (95 % CI
0.86-0.96), respectively, and the specificity was 0.97 (95 % CI
0.96-0.99) and 0.95 (95 % CI 0.90-0.99), respectively. The
details can be seen in Figure 2 and Table 2.
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Figure 2. Diagnostic value of artificial intelligence in different endoscopic outcomes.
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Table . Outcomes of artificial intelligence in endoscopy diagnosis.

ModelAUCd (95%
CI)

DORc (95%
CI)

NLRb (95%
CI)

PLRa (95%
CI)

Specificity
(95% CI)

Sensitivity
(95% CI)

DetectionStudy

RandomNR0.90 (0.87-
0.93)

NRNRe0.84 (0.80-
0.88)

0.90 (0.87-
0.93)

Early Barrett
esophagus

Tan et al [24]

NR0.95fNR0.11 (0.06-
0.21)

9.8 (3.8-24.8)0.91 (0.79-
0.96)

0.90 (0.82-
0.94)

Early
esophageal
cancer

Ma et al et al
[22]

NR0.92 (0.90-
0.94)

40 (15‐112)0.15 (0.07-
0.34)

6.2 (3.8-10.1)0.86 (0.72-
0.96)

0.87 (0.72-
0.94)

Helicobacter
pylori Infec-
tion

Bang et al [18]

RandomNRNRNRNR0.80 (0.63-
0.90)

0.91 (0.84-
0.95)

Esophageal
squamous cell
carcinoma

Guidozzi et
al[20]

NRNRNRNRNR0.87 (0.82-
0.91)

0.91 (0.87-
0.94)

Esophageal
adenocarcino-
ma

Guidozzi et al
[20]

NR0.98 (0.96-
0.99)

320.19 (128.5-
797.84)

0.07 (0.04-
0.13)

21.58 (7.91-
58.85)

0.96 (0.88-
0.98)

0.94 (0.88-
0.97)

Chronic at-
rophic gastritis

Shi et al [23]

NR0.92 (0.88-
0.94)

NRNRNR0.92 (0.89-
0.95)

0.83 (0.78-
0.87)

Ulcerative col-
itis

Jahagirdar et
al [29]

NR0.97 (0.96-
0.99)

162 (59.44-5)0.09 (0.05-
0.16)

14.5 (8.4-25.2)0.94 (0.89-
0.96)

0.92 (0.85-
0.96)

Colorectal
polyp

Keshtkar et al
[30]

NR0.99 (0.98-
1.00)

677 (108-
4240)

0.06 (0.02-
0.16)

41.2 (13.7-
124.2)

0.98 (0.94-
0.99)

0.94 (0.85-
0.98)

Colorectal
cancer

Keshtkar et al
[30]

NR0.97 (0.95-
0.98)

138 (79-243)NRNR0.92 (0.89-
0.94)

0.93 (0.89-
0.95)

Gastrointesti-
nal ulcer

Bang et al [32]

NR0.99 (0.98-
0.99)

888 (343-
2303)

NRNR0.97 (0.95-
0.99)

0.96 (0.94-
0.97)

Gastrointesti-
nal hemor-
rhage

Bang et al [32]

RandomNRNRNRNR0.94 (0.90-
0.96)

0.95 (0.89-
0.98)

Mucosal ul-
cers

Soffer et al
[35]

RandomNRNRNRNR0.99 (0.97-
0.99)

0.98 (0.96-
0.99)

BleedingSoffer et al
[35]

NR0.949f71.74 (22.43-
229.46)

0.09 (0.14-
0.18)

4.26 (2.7-6.7)0.80 (0.75-
0.85)

0.92 (0.89-
0.95)

Gastrointesti-
nal stromal tu-
mors

Gomes et al
[36]

Random0.945fNRNRNR0.97 (0.96-
0.99)

0.91 (0.83-
0.98)

Healthy laryn-
geal tissue

Zurek et al
[37]

Random0.924fNRNRNR0.95 (0.90-
0.99)

0.91 (0.86-
0.96)

Benign and
malignant le-
sions

Zurek et al
[37]

NR0.93 (0.90-
0.95)

NRNRNR0.95 (0.91-
0.97)

0.71 (0.58-
0.81)

Invasion depth
of early col-
orectal cancer

Bai et al [27]

NR0.99 (0.98-
1.00)

893 (103-
5834)

0.04 (0.02-
0.09)

36.8 (12.3-
110.1)

0.97 (0.93-
0.99)

0.96 (0.91-
0.98)

Erosion or ul-
cers

Qin et al [34]

NR1.00 (0.99-
1.00)

10,291 (1539-
68,791)

0.03 (0.01-
0.08)

289.4 (80.3-
1043.0)

1.00 (0.99-
1.00)

0.97 (0.93-
0.99)

Gastrointesti-
nal bleeding

Qin et al [34]

NR0.99 (0.98-
1.00)

1291 (60-27-
808)

0.03 (0.01-
0.21)

42.7 (11.3-
161.8)

0.98 (0.92-
0.99)

0.97 (0.82-
0.99)

Polyps and
cancer

Qin et al [34]

NR95.4 (94.3-
96.3)

NRNRNR0.96 (0.95-
0.97)

0.96 (0.94-
0.97)

Gastrointesti-
nal ulcers or
hemorrhage

Mohan et al
[33]
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ModelAUCd (95%
CI)

DORc (95%
CI)

NLRb (95%
CI)

PLRa (95%
CI)

Specificity
(95% CI)

Sensitivity
(95% CI)

DetectionStudy

NR0.96 (0.93-
0.97)

87 (38-201)0.08 (0.06-
0.11)

7.1 (3.8-13.3)0.87 (0.76-
0.93)

0.93 (0.91-
0.95)

Colorectal
polyps

Bang et al [28]

Random0.96 (0.95-
0.98)

NRNRNR0.90 (0.85-
0.93)

0.92 (0.89-
0.95)

Colorectal
polyps

Lui et al [31]

NR0.96 (0.94-
0.99)

NRNRNR0.88 (0.78-
0.95)

0.92 (0.88-
0.95)

Neoplastic le-
sions in the
stomach

Lui et al [21]

NR0.96 (0.93-
0.99)

NRNRNR0.90 (0.86-
0.95)

0.88 (0.83-
0.92)

Barrett esopha-
gus

Lui et al [21]

NR0.88 (0.82-
0.96)

NRNRNR0.92 (0.67-
0.99)

0.76 (0.48-
0.93)

Neoplastic le-
sions in squa-
mous esopha-
gus

Lui et al [21]

NR0.92 (0.88-
0.97)

NRNRNR0.90 (0.79-
0.96)

0.84 (0.71-
0.93)

Helicobacter
pylori status

Lui et al [21]

Random0.90 (0.85-
0.94)

50.53 (24.74-
103.22)

0.13 (0.20-
0.08)

6.50 (1.59-
2.15)

0.86 (0.83-
0.93)

0.89 (0.84-
0.93)

Barrett neopla-
sia

Visaggi et al
[9]

Random0.97 (0.92-
0.98)

258.36 (44.18-
1510.7)

0.05 (0.11-
0.02)

12.65 (1.61-
3.51)

0.92 (0.82-
0.97)

0.95 (0.91-
0.98)

Esophageal
squamous cell
carcinoma

Visaggi et al
[9]

Random0.98 (0.86-
0.99)

225.83 (11.05-
4613.93)

0.07 (0.39-
0.01)

14.75 (1.46-
3.70)

0.94 (0.84-
0.98)

0.94 (0.67-
0.99)

Abnormal in-
trapapillary
capillary loops

Visaggi et al
[9]

Random0.99 (0.80-
0.99)

1159.6 (6.12-
219711.69)

0.03 (0.44-
0.00)

38.26 (0.98-
6.22)

0.97 (0.75-
1.00)

0.97 (0.67-
1.00)

Gastroe-
sophageal re-
flux disease

Visaggi et al
[9]

Random0.97 (0.95-
0.98)

98.88 (39.45-
247.87)

0.06 (0.04-
0.10)

6.40 (3.38-
12.11)

0.85 (0.73-
0.92)

0.94 (0.92-
0.96)

Esophageal
neoplasms

Zhang et al
[26]

Random0.94 (0.91-
0.98)

NR0.11 (0.07-
0.17)

13.4 (7.3-25.5)0.93 (0.88-
0.97)

0.89 (0.85-
0.93)

Gastric cancerXie et al [25]

Random0.90 (0.87-
0.93)

NR0.20 (0.16-
0.26)

8.4 (4.2-16.8)0.90 (0.82-
0.95)

0.82 (0.78-
0.85)

Invasion depth
of gastric can-
cer

Xie et al [25]

NR0.94fNRNRNR0.90 (0.84-
0.93)

0.86 (0.75-
0.92)

Gastric cancerChen et al [19]

aPLR: positive likelihood ratio.
bNLR: negative likelihood ratio.
cDOR: diagnostic odds ratio.
dAUC: area under the curve.
eNR: not reported.
f95% CIs were not reported.

Grading of Evidence
We evaluated the reliability of each outcome through GRADE.
Results showed that the quality was evaluated as very low for
44.1% of the outcomes and low for 55.9% of the outcomes. Our
research found that the sensitivity and specificity of Barrett
neoplasia, esophageal squamous cell carcinoma, Helicobacter
pylori infection, chronological gastritis, colorectal polyp,
gastrointestinal ulcer, and gastrointestinal hemorrhage had low
credibility. The other outcomes had very low credibility.
Generally speaking, the primary defects were indirectness and
imprecision. These problems were caused by the different AI

models and training methods used in the original literature, and
there were also differences in the selection of recognition
samples. Endoscopists in different regions used different
samples and chose different AI algorithms to train and test the
models, making the synthesized results less credible. Detail can
be seen in Table S4 in Multimedia Appendix 1.

Discussion

Principal Findings
In this study, we conducted a systematic review of the current
use of AI in endoscopic diagnosis, assessing the quality of
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research and meta-analyses conducted in this field. AI has been
studied and applied in upper gastrointestinal endoscopy,
colorectal endoscopy, capsule endoscopy, and laryngoscopy.
The meta-analysis results showed that AI has high sensitivity
and specificity for these types of endoscopy. However, the
overall evidence level of the outcomes was low.

In previous studies, AI could effectively assist in sedation and
training in the operation process of upper digestive tract
examination [39,40]. The earliest research we examined was
conducted in 2007, when computers were trained to identify
esophageal cancer [41]. At that time, the research only
distinguished malignant and nonmalignant esophageal tissues
in vitro.

With the rise of AI and the continuous upgrading of training
methods, the application of AI in gastrointestinal endoscopy,
including esophageal cancer, gastric cancer, and Helicobacter
pylori infection, has been widely studied. In addition to the
ordinary white light examination, computer-aided systems have
shown a certain diagnostic value in stained and magnifying
endoscopic imaging [42,43]. Moreover, some studies have found
that trained models have research value in diagnosing gastric
cancer’s infiltration depth [44].

A study in 2022 compared the diagnostic value of
computer-aided systems and professional endoscopists in gastric
cancer images through retrospective data and found no
significant difference in the diagnostic rate between the two
groups [45]. This shows that AI aid is not inferior to
endoscopists in image diagnosis. Wu conducted a single-center
randomized controlled trial and found that the missed diagnosis
rate of gastric adenoma could be significantly reduced using AI
[46]. Multi-center randomized controlled studies are still needed
for further analysis in the future.

AI has been widely studied in colorectal endoscopy. A
meta-analysis showed that AI could effectively improve
adenoma detection rate [7]. However, another meta-analysis
based on real-world research reached the opposite conclusion
[47]. The findings of our study proposed that AI has a noticeable
effect in identifying intestinal lesions. However, many problems
still need to be effectively addressed, particularly in terms of
clinical implementation and practical translation.

In November 2023, the team at West China Hospital led a
12-center study with more than 10,000 patients [48]. This
randomized controlled trial compared the relationship between
AI-assisted and routine examinations in the missed diagnosis
rate of esophageal lesions. The results showed that AI could
not significantly improve the missed diagnosis rate of
esophageal lesions. Many teams are constantly developing,

improving and trying to use AI models in clinics. As mentioned
above, although AI has been shown to have a significant effect
in many studies, there has been an increase in research regarding
the failure of AI to significantly improve the effectiveness of
endoscopy in the clinical situation. In the application process,
we found that the recognition threshold of AI greatly affected
its application value. We are explored the possiblity of
classifying patients according to some baseline information or
endoscopic mucosal background images and then continuously
optimized the AI recognition threshold according to the risk
stratification of different patients. This approach aimed to
achieve individualized endoscopic examinations and improve
overall identification accuracy [49-51].

Moreover, the economic impact of a large-scale rollout of AI
systems in clinical work on patients and health care institutions
must be further studied. In addition, the differences in validation
sets make it difficult to truly achieve accurate side-by-side
comparisons when evaluating the capabilities of different AI
models, which may lead to biased results. We believe it would
be beneficial to produce an open platform that includes test data
sets from different parts and different lesions of the
gastrointestinal tract so that researchers can test the effectiveness
of AI recognition in the future.

This study has several strengths. According to our preliminary
understanding, the umbrella evaluation of using AI in
endoscopic applications must be revised. To a certain extent,
we have filled this blank. Second, we conducted a strict analysis
and discussion following the PRISMA guidelines. Third, two
researchers conducted all analyses, and the results were reliable.

There are also some limitations to this study. First, various
computer-aid models have certain heterogeneity, and this could
not be avoided in the analysis. Therefore, our results are a
general summary of the current technology. Second, we could
not gather the data of some unpublished studies. Third, the
limited number of studies made it difficult to do further
subgroup analyses. Fourth, we only included studies reported
in English, which might have introduced some biases to our
study.

Conclusions
This study found that AI has high diagnostic value in endoscopy.
These findings provide a theoretical basis for the development
and evaluation of AI-assisted systems, aimed at assisting
endoscopists in conducting examinations, thereby improving
patient health outcomes. However, it is worth noting that there
is no convincing high-quality evidence in the existing research
and further research is needed in the future.
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Abstract

Background: With the increasing availability of data, computing resources, and easier-to-use software libraries, machine
learning (ML) is increasingly used in disease detection and prediction, including for Parkinson disease (PD). Despite the large
number of studies published every year, very few ML systems have been adopted for real-world use. In particular, a lack of
external validity may result in poor performance of these systems in clinical practice. Additional methodological issues in ML
design and reporting can also hinder clinical adoption, even for applications that would benefit from such data-driven systems.

Objective: To sample the current ML practices in PD applications, we conducted a systematic review of studies published in
2020 and 2021 that used ML models to diagnose PD or track PD progression.

Methods: We conducted a systematic literature review in accordance with PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) guidelines in PubMed between January 2020 and April 2021, using the following exact string:
“Parkinson’s” AND (“ML” OR “prediction” OR “classification” OR “detection” or “artificial intelligence” OR “AI”). The search
resulted in 1085 publications. After a search query and review, we found 113 publications that used ML for the classification or
regression-based prediction of PD or PD-related symptoms.

Results: Only 65.5% (74/113) of studies used a holdout test set to avoid potentially inflated accuracies, and approximately half
(25/46, 54%) of the studies without a holdout test set did not state this as a potential concern. Surprisingly, 38.9% (44/113) of
studies did not report on how or if models were tuned, and an additional 27.4% (31/113) used ad hoc model tuning, which is
generally frowned upon in ML model optimization. Only 15% (17/113) of studies performed direct comparisons of results with
other models, severely limiting the interpretation of results.

Conclusions: This review highlights the notable limitations of current ML systems and techniques that may contribute to a gap
between reported performance in research and the real-life applicability of ML models aiming to detect and predict diseases such
as PD.

(JMIR Med Inform 2024;12:e50117)   doi:10.2196/50117

KEYWORDS

Parkinson disease; machine learning; systematic review; deep learning; clinical adoption; validation techniques; PRISMA;
Preferred Reporting Items for Systematic Reviews and Meta-Analyses

Introduction

Parkinson disease (PD) is a progressive neurodegenerative
disease that results in a loss of motor function with muscle
weakness, tremors, and rigidity. Secondary symptoms include
speech difficulties, sleep disorders, and cognitive changes.
Research suggests that pathophysiological symptoms can be
used to detect PD before the onset of the motor features [1]. For
these reasons, multiple clinical assessments and analyses are
required to diagnose PD and allow for early detection. However,
clinical diagnosis of PD is an error-prone process [2]. A UK
autopsy study found that the misdiagnosis rate of PD is 24%

[3]. Early detection is especially important for PD since early
neuroprotective treatment slows down the progression of the
disease and lessens the symptoms, which improves the patient’s
quality of life [4]. From diagnosis to treatment, each case of PD
is unique [5,6]. Precision medicine using machine learning (ML)
has the potential to better use the varied data of individuals.
Therefore, ML-based solutions can play an important role in
PD diagnosis [7,8].

Here, ML refers to the branch of artificial intelligence that uses
computational methods to perform a specific task without being
explicitly programmed, by learning from previous examples of
data and making predictions about new data [9]. ML includes
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a broad range of standard learning algorithms, such as decision
trees, support vector machines, and linear or logistic regression,
as well as the subfield of deep learning that uses sophisticated,
biologically inspired learning algorithms called neural networks.
Generally, supervised algorithms learn from labeled data (eg,
classification or regression), whereas unsupervised algorithms
learn from hidden patterns in the unlabeled data (eg, clustering).

In the medical field, ML is becoming an increasingly central
technique. For example, ML-based prediction models are being
developed to detect early signs of diseases, improve
decision-making processes, and track rehabilitation efficacy.
Fueled by advances in data-recording technology, the increasing
availability of patient data, and more accessible databases and
code libraries, these models can generate more accurate insights
about patients from large, existing health data sets. Contreras
and Vehi [10] showed that within a decade, the number of
articles proposing artificial intelligence models in diabetes
research grew by 500%. Despite the large number of promising
studies reported in the literature, the adoption of ML models in
real-life clinical practice is low [11]. A wide range of ML
models have been proposed for the automatic detection of PD
[12]. Searching with only 1 query related to ML and PD results
in over 1000 publications in 1 year alone. Despite the rising
popularity of ML in PD research, models are rarely deployed
in the field due to their irreproducibility and are limited for
research purposes [13]. Although there may be many
explanations, one possibility is a disconnect between the models
developed in research and real-life implementation.

In contrast to previous systematic reviews that primarily
explored data types and model variations, the emphasis of this
review lies in the critical context of model validation approaches
to provide a comprehensive understanding of the strengths and
limitations of ML models in the PD field. Previous reviews
emphasized data types; for instance, Ramdhani et al [14]
reviewed sensor-based ML algorithms for PD predictions, and
Mei et al [15] provided a comprehensive overview of outcomes
associated with the type and source of data for 209 studies that
applied ML models for PD diagnosis. Mei et al [15] also noted
concerns about insufficient descriptions of methods, results,
and validation techniques. We focused on the critical evaluation
of validation techniques that are instrumental for the clinical
integration of ML.

In this review, we examined a cross-section of recent ML
prediction models related to PD detection and progression. Our
goal was to summarize the different ML practices in PD research
and identify areas for improvement related to model design,
training, validation, tuning, and evaluation. Implementing best
ML practices would help researchers develop PD prediction
models that are more reproducible and generalizable, which in
turn would improve their impact on the entire landscape of
patient care and outcomes.

Methods

Search Strategy
We conducted a systematic literature review in accordance with
PRISMA (Preferred Reporting Items for Systematic Reviews

and Meta-Analyses; Checklist 1) guidelines in PubMed between
January 2020 and April 2021, using the following exact string:
“Parkinson’s” AND (“ML” OR “prediction” OR “classification”
OR “detection” or “artificial intelligence” OR “AI”). The search
resulted in 1085 publications.

Inclusion and Exclusion
Inclusion criteria were studies (1) on ML applied for predicting
PD, PD subscores or PD severity, and PD symptoms; (2)
published between January 2020 and April 2021; (3) written in
English; and (4) with an available title and abstract.

Questionnaire Design
We designed a customized questionnaire to easily parse the
literature and extract characteristics of the different ML
approaches. Textbox 1 summarizes the model details extracted
from the questionnaire, and the exact questionnaire is provided
in Multimedia Appendix 1. This questionnaire was not intended
to extract exhaustive details about these models, but rather to
target specific concepts that seem to be inconsistently reported
in the PD modeling literature. Our rationale for each question,
and how they were designed specifically for PD, is provided
below.

PD is a progressive neurological disorder, and symptoms can
vary widely for each individual. To categorize PD progression
and assess patient status, clinicians use standardized metrics
such as the Unified Parkinson’s Disease Rating Scale [16] and
Hoehn and Yahr (H&Y) scores [17]. The first question is related
to clearly defining the research objectives or target outcomes
of a particular study. The challenge of classifying PD versus
non-PD may depend on symptom severity, which can be more
readily assessed when severity metrics are available. In certain
stages of PD, symptoms can be controlled or lessened through
careful medication regimens, such as levodopa. This
medication’s on and off periods are essential components for
clinicians and researchers to consider. On and off episodes can
create a substantially different effect on symptoms [18,19], and
these symptoms are being used in ML algorithms to classify or
assess PD. For example, Jahanshahi et al [20] investigated the
levodopa medication’s effect on PD probabilistic classification
learning and demonstrated that learning is associated with the
patient with PD being in an on or off state. Warmerdam et al
[21] showed that the patient’s state relative to dopaminergic
medication correlated with the arm-swing task during PD
walking. PD characteristics are important while researching
PD, and the application of the models might play different roles
depending on the data. As a result, the questions regarding the
severity and medication state of patients can play a crucial role.
In addition, class imbalance, cross-validation techniques, and
hyperparameter tuning are critical concepts in ML. Class
imbalance can lead to biased models or misinterpretation of
results. Cross-validation and hyperparameter tuning allow
systematic exploring of models and are essential for assessing
models’ generalization performance. Lastly, comparing model
performance to benchmark data can be valuable for research
goals, but this process is not always applicable or possible.
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Textbox 1. Model details obtained during data extraction (n=113).

1. What have the authors classified using machine learning?

2. Was there any information about the participants being on or off medication prior to the experiment?

3. Of the study participants, how many were (1) individuals with Parkinson disease, (2) controls, and (3) individuals with other diseases?

4. Did the study mention the distribution of the Unified Parkinson’s Disease Rating Scale and Hoehn and Yahr scores?

5. What class imbalance mitigation techniques did the authors perform?

6. How did the authors split or cross-validate the data set while training the model? If cross-validation was applied, which particular strategies were
applied?

7. If applicable, have the authors made the reader aware of the potential overinflated performance results (eg, the model overfitting the training
data)? If so, how?

8. How was the hyperparameter tuning done?

9. Did the authors analyze and discuss the models’ errors or misclassifications?

10. How did they compare their model to other modeling approaches by themselves or other authors, directly or indirectly?

11. Did the authors use multiple evaluation metrics to measure the performance of the model(s)?

Data Extraction
Two authors assessed the inclusion criteria of 1085 studies based
on the title and abstract. During the initial manual screening of
the title and abstract, 155 studies that met the initial inclusion
criteria were identified. A total of 42 studies were excluded
after assessing the full text for eligibility. These authors also
extracted data from the studies using the questionnaire described
above. Ultimately, 113 studies and the corresponding
questionnaire responses were rechecked independently by both
reviewers, and disagreements were resolved through discussion
to reach a consensus. Questionnaire data from each study are
provided in in Multimedia Appendix 2.

For the multiple-choice and checkbox questions (ie, questions
1, 7, 8, 9, 10, 11, 13, 14, and 15), we counted the number of
times each response occurred in the results.

Results

First, we provide a general overview of the study characteristics
in each publication. Then, we examine specific results evaluating
the ML modeling practices using the following categories: PD
characteristics, class imbalance, data set splitting, overfitting,
hyperparameter tuning, and model comparisons.

General Overview of Studies

Methods Applied
The most prevalent ML classification algorithms were support
vector machines (53/113, 46.9%), boosting ensemble learning
(48/113, 42.5%; eg, gradient boosting, extreme gradient
boosting, and random forest), naive Bayes (4/113, 3.5%),
decision tree (13/113, 11.5%), and k-nearest neighbor (22/113,
19.5%). In regression models, the most prevalent methods
included multiple linear or logistic regression (32/113, 28.3%),
regression trees, k-means clustering, and Bayesian regression
(3/113, 2.6%). Deep learning methods included convolutional
neural networks (10/113, 8.8%), variants of recurrent neural
networks (4/113, 3.5%; eg, long short-term memory [LSTM]

and bidirectional-LSTM), and fully connected neural networks
(22/113, 19.5%).

Data Modalities and Sources
More than half of the studies (65/113, 57.5%) used data
collected by the authors, whereas 38.9% (44/113) used a public
data set and 3.6% (4/113) used a mixture of public and private
data sets. The most common data modalities were magnetic
resonance imaging, single-photon emission computerized
tomography imaging, voice recordings or features, gait
movements, handwriting movements, surveys, and cerebrospinal
fluid features.

ML Modeling Practices

PD Prediction Target
We categorized the studies based on 5 ML outcomes for PD
models: PD versus non-PD classification, PD severity
prediction, PD versus non-PD versus other diseases
classification, PD symptoms quantification, and PD progression
prediction. A total of 10 studies fell into more than 1 category;
among them, 8 (80%) studies examined both PD versus non-PD
classification and PD severity regression, and 2 (20%) studies
examined PD versus non-PD classification and PD symptoms
quantification.

1. PD versus non-PD classification (59/113, 52.2%): studies
that proposed ML methods to distinguish between
individuals with PD from controls without PD

2. PD severity prediction (30/113, 26.5%): studies that
proposed ML methods to predict the stages of Unified
Parkinson’s Disease Rating Scale scores or H&Y scores of
PD

3. PD versus non-PD versus other diseases classification
(24/113, 21.2%): studies that proposed ML methods to
distinguish between PD, non-PD, and other diseases (eg,
Alzheimer disease)

4. PD symptoms quantification (9/113, 8%): studies that
proposed ML methods to distinguish between PD symptoms
(eg, tremor and bradykinesia) from no symptoms or non-PD
symptoms
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5. PD progression prediction (1/113, 0.9%): studies that
proposed ML methods to predict PD progression

PD versus non-PD classification and PD versus non-PD versus
other diseases classification have target settings that are binary
variable predictions, as these targets are mostly for predicting
the presence or absence of PD. PD severity prediction can be
categorical (multilabel classification) or continuous (regression),
such as predicting the H&Y score. PD symptoms quantification
can also be categorical, such as predicting the presence of resting
tremors, rigidity, and bradykinesia, or continuous, such as
predicting the degree of tremor intensity. PD progression
prediction measures the changes in overall disease severity at
multiple time points. We found that most studies (107/113,
94.6%) indicated PD severity. However, fewer than half (53/113,
46.9%) of the studies reported the patient medication status
directly, with 38.9% (44/113) using public data sets.

Class Imbalance
Class imbalance occurs when 1 training class contains
significantly fewer samples than another class. In this case, the
learners tend to focus on the better performance of the majority
group, making it difficult to interpret the evaluation metrics,
such as accuracy, for groups with less representation. Prediction
models can be significantly affected by the imbalance problem.
ML models can be highly unstable with different imbalance
ratios [22]. On predicting PD versus non-PD classification,
performance can suffer significantly from an imbalanced data
set and generate impaired results [23]. Class imbalance can
impact model external validity, and either mitigating or at least
reporting the potential concerns in the interpretability of
outcomes due to imbalances would help the reader interpret the
model’s power for predicting each class.

There are multiple ways to handle a class imbalance in the
training phase, such as using resampling techniques or weighted
evaluation metrics. Resampling creates a more balanced training

data set, such as by oversampling the minority class or
undersampling the majority class [24,25]. Moreover, there are
alternative evaluation metrics, for example, balanced accuracy
and F-measure, but these improvements on the standard
evaluation metrics are also affected by class imbalance [26].
We observed that among the studies that attempted to mitigate
class imbalance, many of them adopted under- or oversampling
methods and then applied class weights to the evaluation
metrics. Other techniques were data augmentation and grouping
data to use the same ratio of minority and majority classes. In
the case of extreme class imbalance, Megahed et al [27] were
not able to mitigate overfitting. Overall, there is no perfect
solution to tackle this critical issue in ML; however, recognizing
that the problem exists and investigating appropriate mitigation
strategies should be standard practice. Our results found at least
moderate class imbalance in more than two-thirds (77/113,
68.1%) of the studies, and only 18% (5/27), 31% (5/16), 27%
(8/30), and 25% (1/4) of studies for the PD versus non-PD
classification, PD versus non-PD versus other diseases
classification, PD severity prediction, and PD symptoms
quantification and progression prediction target categories
applied strategies to mitigate the effects of class imbalance,
respectively. In Figure 1, we illustrate the number of studies
with more than 30% class imbalance and how many of them
applied imbalance mitigation strategies.

In some cases, authors applied class imbalance strategies but
found no significant improvement in their model performance.
Reporting these cases still provides valuable perspectives. For
instance, van den Goorbergh et al [28] illustrated that correcting
for imbalance resulted in the model exhibiting strong
miscalibration and did not improve the model’s capability to
distinguish between patients and controls. A total of 4 studies
compared results when using imbalanced data compared to
imbalance-mitigated data. Details of these studies are provided
in Table 1.
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Figure 1. Number of studies with more than 30% class imbalance and the percentage of studies that applied the class imbalance strategies, separated
by PD prediction target. In the PD versus non-PD classification, PD versus non-PD versus other diseases classification, PD severity prediction, and
PD symptoms quantification and progression prediction categories, 46% (27/59), 67% (16/24), 100% (30/30), and 40% (4/10) had class imbalance, but
only 8% (5/59), 21% (8/30), 27% (8/30), and 10% (1/10) applied mitigation strategies, respectively. PD: Parkinson disease.
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Table . Comparison between imbalanced data versus imbalance mitigation strategies.

ConclusionTechniquesParticipant distributionStudies

524 patients with PDa and 43 pa-
tients with essential tremor

Moon et al [29] •• F1-score improvedSMOTEb

93 patients with idiopathic PD and

73 controls; 10 patients with H&Yc

3; 28 patients with H&Y 2.5; and
55 patients with H&Y 2

Veeraragavan et al [30] •• Test accuracy improvedSMOTE

388 patients with idiopathic PD and
323 controls

Falchetti et al [31] •• Without any sampling, the
combination of oversampling
and undersampling methods is
comparable

Oversampling
• Undersampling
• Combination of oversampling

and undersampling

115 patients with PD and 152 con-
trols

Jeancolas et al [32] •• Performed better for free
speech task

Data augmentation

• No consistent improvement in
the sentence repetition task

aPD: Parkinson disease.
bSMOTE: synthetic minority oversampling technique.
cH&Y: Hoehn and Yahr.

Data Set Splitting
It is universally acknowledged that ML models can perform
arbitrarily well on data that were used to create the model—that
is, the training data set. This is why standard procedure in
training models uses separate data sets to try different model
variations and select the better variants. The confusion that
sometimes occurs is when these separate data sets are used to
select from a large number of model variants (validation set) or
only used for the evaluation of selected variants (test set). The
distinction in these 2 use cases of separate data is sometimes
not clear and depends on the number of model variants tested.
Critically, with modern ML practice, many model variants are
often tested on provided data, which readily leads to overfitting
on both the original training data and validation set used for
evaluation. A separate holdout test set would be needed to

properly evaluate model performance [33]. A single split can
be error prone in estimating performance [34]. It is critical to
have a holdout test set to provide better performance estimation.
Additionally, cross-validation is a technique largely used to
estimate and compare model performance or to optimize the
hyperparameters [35]. Cross-validation divides the data into
folds and iterates on these folds to test and train the models
using different partitions of the data set. We found that 78.8%
(89/113) of the studies used cross-validation; however, 5.3%
(6/113) of the studies either did not mention the details of the
validation procedure or did not do any splitting. A total of 9.7%
(11/113) of the studies split the data set into only 2 sets, but it
was not clear if the separate set was a validation set or a test
set. Only 19.5% (22/113) of the studies applied cross-validation
without a holdout test set (Table 2 and Figure S1 in Multimedia
Appendix 3).

Table . Distribution of studies according to data set splitting techniques.

Studies (n=113), n (%)Data set splitting techniques

6 (5.3)Not mentioned

11 (9.7)Split into 2 sets (training, test, or validation sets)

22 (19.5)Only cross-validation

7 (6.2)Split into 3 sets

67 (59.3)Cross-validation and holdout test set

Cross-Validation
There are multiple types of cross-validation techniques. In k-fold
cross-validation, the data set is divided into k equal folds
randomly, and the model is trained and evaluated k times. Each
time, the model is trained using k–1 folds and evaluated in the
remaining fold. When the observations are independent and
identically distributed, k-fold cross-validation works well. When
the data are not identically distributed, k-fold cross-validation
makes the model prone to overfitting and not generalize well

[36]. For instance, multiple data samples from the same patient
should generally not be present in both training and testing data
sets. Subject-wise cross-validation separates folds according to
the subject. Although Saeb et al [37] concluded that subject-wise
methods are more clinically relevant compared to record-wise
methods, Little et al [38] argued that subject-wise methods
might not be the best in all use cases. However, Westerhuis et
al [39] demonstrated that cross-validation can be overoptimistic
and suggested that it is good practice to include a separate test
set at the end to properly evaluate a model. To reduce bias in
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model evaluation, nested cross-validation is another technique
that involves 2 cross-validation loops [40]. The outer loop
generates k-folds and iterates through them, so each fold is
eventually used as a holdout test fold for a model developed
using the remaining data. The inner loop uses a similar k-fold
procedure to create a holdout validation fold that is used to
select the best model during model tuning. Nested
cross-validation is a more robust way to evaluate models than
k-fold cross-validation alone, since using all available data to
select the model architecture can lead to biased, overfitted results

[40]. However, nested cross-validation is more computationally
intensive, and these models can be difficult to interpret or
implement (since they actually result in k-best models, so
performance is usually averaged over all k-best models). In our
analysis, we found that the most common cross-validation
technique is k-fold cross-validation (68/113, 60.2%), whereas
only 4.4% (5/113) of the studies adopted nested cross-validation
(Table 3 and Figure S2 in Multimedia Appendix 3). Of the 113
studies, 20 (17.7%) adopted 2 types of cross-validation
techniques, and 5 (4.4%) adopted 3 types of techniques.

Table . Distribution of studies that adopted cross-validation techniques.

Studies (n=113), n (%)Cross-validation techniques

68 (60.2)k-fold cross-validation

25 (22.1)Leave-p-out cross-validation

21 (18.6)Stratified or subject-wise cross-validation

5 (4.4)Nested cross-validation

24 (21.2)No cross-validation

Overfitting
We selected publications that did not evaluate their models with
a holdout test set and then we analyzed if they mentioned that
the proposed models could possibly be overfitting. Models can
be overfitted for multiple reasons, such as an imbalanced data
set or the lack of proper model selection and validation
technique. Even with cross-validation, if a separate holdout set
is not used, then the results can be inflated. Rao et al [41]
demonstrated that leave-one-out cross-validation can achieve
100% sensitivity, but performance on a holdout test set can be
significantly lower. Cross-validation alone is not sufficient
model validation when the dimensionality of the data is high
[41]. However, there are multiple ways to address or prevent
overfitting, such as the examples provided by Ying [42]. Making
the reader aware of overfitting concerns in the interpretability
of results should be standard practice. Therefore, we searched
to see if the authors mentioned that their model can suffer from
overfitting. For this analysis, we excluded studies that applied
the cross-validation technique with a holdout test set. We found
that just over 54% (25/46) of the studies that likely suffer from
overfitting did not mention it as a concern. Although 45%
(21/46) of studies mentioned overfitting as a potential limitation,
many of them did not have any detailed discussion about this.

Hyperparameters
While training a model, hyperparameters are selected to define
the architecture of the model. These hyperparameters are often
tuned so that the model gives the best performance. A common
method of finding the best hyperparameters is by defining a
range of parameters to test, then applying a grid search or
random search on the fixed search space, and finally selecting
parameters to minimize the model error [43]. These methods
can be extremely computationally expensive and
time-consuming depending on data complexity and available
computation power [44]. Regardless of the method applied, it
is considered good practice to make clear statements about the
tuning process of hyperparameters to improve reproducibility
[45]. This practice ensures parameters are properly selected and
models are ready for direct comparison. Our results
demonstrated that 38.9% (44/113) of studies did not report on
hyperparameter tuning (Table 4 and Figure S3 in Multimedia
Appendix 3). Of these, 2 adopted least absolute shrinkage and
selection operator logistic regression, and 3 used a variant of
logistic regression or linear regression, which typically have
few or no hyperparameters to adjust.

Table . Distribution of studies according to hyperparameter tuning methods.

Studies (n=113), n (%)Hyperparameter tuning methods

44 (38.9)Not reported

31 (27.4)Ad hoc

1 (0.9)Random search

27 (23.9)Grid search

10 (8.8)Others

For many other models, there are inherently only a few
hyperparameters that are usually adjusted; for instance, the
major hyperparameter for the neighbor model is the number of

neighbors, k. On the other hand, more complex models such as
convolutional neural networks and LSTM require thorough
tuning to achieve meaningful performance. Regardless of the
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number of hyperparameters in a model, proper tuning would
likely still contribute to achieving optimal performance. The
choice of hyperparameters will impact model generalization,
so it is worthwhile to examine changes in performance with
different settings [46].

Model Comparison
In research domains that require complex deep learning models
to achieve state-of-the-art performance, such as computer vision
and natural language processing, it has become a regular practice
to compare models with numeric benchmark data sets to
contextualize their proposed model and provide insight into the

model’s relative performance to peers. Although such rigorous
benchmarking and comparison is not possible given the
heterogeneous data sets in PD research, it is important to
contextualize a model’s performance relative to other models,
strategies, and data sets. We found that 66.4% (75/113) of
studies compared results from multiple alternative models in
their work, and 15% (17/113) of studies compared their results
with previously published models. However, 18.6% (21/113)
of studies only reported their single model performance and
made no comparison to any other models or benchmarks (Table
5 and Figure S4 in Multimedia Appendix 3).

Table . Distribution of studies according to model comparison methods; 18.6% (21/113) of studies did not compare their model results to any alternative
models or previously published models or benchmarks.

Studies (n=113), n (%)Model comparison methods

75 (66.4)Compared with their own multiple models

4 (3.5)Compared with previous models or benchmarks

13 (11.5)Compared with previous models and their own multiple models

21 (18.6)No comparisons

Discussion

Principal Findings
In summary, we have comprehensively reviewed the general
practices of ML research applied to PD in a recent cross-section
of publications. We have identified several important areas of
improvement for model building to reduce the disparity between
in-the-lab research and real-world clinical applications.
Standardizing the model reporting techniques and implementing
best ML practices would increase the acceptability and reliability
of these models to improve patient evaluation and care [47].

For the interoperability and usability of the models, clinicians
need detailed information about the patients included in the
model’s training data, such as their medication state and PD
progression stage. This information determines the predictive
validity of a model to new patients and settings. We found that
94.7% (107/113) of the studies explained the PD severity of
their patients, whereas only 46.9% (53/113) of studies reported
the medication state of the patients. To incorporate data-driven
algorithms in real life, the description of medication is
significantly relevant to PD [48,49]. The overall representation
of demographic samples in the training set should be accounted
for as well. Our results show that 68.1% (77/113) of the studies
had a class imbalance greater than 30% difference in their data
set, and less than one-third (from 5/27, 18% to 5/16, 31%) of
the studies addressed imbalance as a potential issue or
considered its impact on the model results.

Another major finding is the lack of a standard reporting
framework for a model’s hyperparameter search and tuning.
Hyperparameter tuning has a major impact on the model
configuration and, by extension, its performance [50]. For
example, Wong et al [51] demonstrated that a model using tuned
(grid-searched) hyperparameters outperformed a model using
default hyperparameters. Addressing hyperparameters is also
essential for reproducibility, including a report on the final

model configuration and how the authors made the decision.
Although this is a considerably important aspect of ML model
reporting, our study showed that 44 (38.9%) of the 113 studies
did not report the hyperparameter tuning approach. Of these, 5
studies adopted logistic regression or linear regression.
Traditional regression models are not expected to undergo
significant hyperparameter tuning; however, variants that
involve hyperparameters would likely still benefit from tuning.
Consistent reporting of hyperparameter tuning practices will
enhance the robustness and reliability of these models.

Moreover, to provide context to the results of model
performance, comparisons of different models or with previously
published models give a general idea of the quality of the
proposed models. We found that 18.6% (21/113) of the studies
only reported their proposed models; on the contrary, the
reporting standard of proposed models in the computer vision
and natural language processing fields is extensive. For instance,
Wang et al [52] and Liu et al [53] proposed methods for visual
recognition, and they reported large-scale experiment results
with different data sets and compared their results with more
than 10 previously proposed methods. Similarly, in natural
language processing, to propose a task such as emotion cause
extraction, Xia and Ding [54] compared around 8 methods with
different evaluation metrics. These are a few cases to
demonstrate that such comparisons are widely executed in the
computer vision and natural language processing communities
to propose a method. This systematic practice of comparison
with previously published approaches results in reproducibility.
Unfortunately, we found that only 15% (17/113) of the studies
compared with previously proposed methods. However, in the
medical field, due to the challenges of data availability, proper
comparisons might not be possible.

There are several factors in ML and deep learning research that
can create misleading results. One major factor is proper model
validation, particularly in how the training and test data are
separated. We found that 5.3% (6/113) of studies either did not
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provide the details about data set splitting or did not do any
splitting, and 15.9% (18/113) of studies performed static
training, validation, and test set separation, which provides
limited stability of scores. Cross-validation is a more stable
validation method conducted while training the model and
reduces the risk of overfitting [55]. The majority (89/113,
78.8%) of studies adopted some form of cross-validation, and
the most common cross-validation technique adopted was k-fold
(68/113, 60.2%). Nevertheless, the use case of different
validation techniques depends on the data set and is problem
specific. As powerful as cross-validation is in creating reliable
models, applying simple cross-validation does not guarantee
that the model is not overfitted [41]. For the studies that did not
evaluate their results with a holdout test set in a cross-validation
manner, we extracted information from their discussion sections.
To be precise, we checked if they made their reader aware of
how the study results might be overfitting. We found that 46%
(21/46) of the studies that are potentially reporting overfitted
scores did not mention this concern. The developed models
should be reported with their limitations for transparency to
allow for further improvement and real-world adoption.

In this systematic review, we sampled 113 recent studies on PD
to summarize the standard ML practices and addressed broader
concerns on reporting strategies. It is challenging for authors
to always implement the best practices considering the practical
realities of health care data, including limited sample sizes,
noisy data, medical data privacy, etc. However, whenever

possible, authors should consider these reporting practices,
especially to acknowledge limitations in their data, model
design, and performance. This will help to determine reasonable
use cases for these models or to identify areas of improvement
before they are ready for clinical translation. These
considerations can also extend to other health care applications
of ML.

Conclusion
Despite the increasing number of studies, our results demonstrate
there are still many opportunities for improvement in reporting
and implementing ML for applications in PD detection and
progression. Studies should report detailed, standardized patient
characteristics; use robust validation techniques to ensure the
model’s reliability; and justify choices of evaluation as well as
hyperparameters. We found that 75% (58/77) of the studies
sampled from 2020 to 2021 did not address class imbalance,
and one-third (44/113, 38.9%) of studies did not report
hyperparameter tuning. Reporting is the first step to
understanding the usability and interpretation of models. By
shifting the focus to the critical evaluation of these methods,
we aim to improve the reporting and review of ML to strengthen
the connection between research and real-world clinical
applications. Ideally, the processes can be standardized, and
clinical measurements can be leveraged more effectively for
prediction models to improve the real-world impact on
individuals with PD or other health conditions.
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Abstract

Background: Ventilator-associated pneumonia (VAP) is a serious complication of mechanical ventilation therapy that affects
patients’ treatments and prognoses. Owing to its excellent data mining capabilities, artificial intelligence (AI) has been increasingly
used to predict VAP.

Objective: This paper reviews VAP prediction models that are based on AI, providing a reference for the early identification
of high-risk groups in future clinical practice.

Methods: A scoping review was conducted in accordance with the PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews) guidelines. The Wanfang database, the Chinese Biomedical Literature
Database, Cochrane Library, Web of Science, PubMed, MEDLINE, and Embase were searched to identify relevant articles. Study
selection and data extraction were independently conducted by 2 reviewers. The data extracted from the included studies were
synthesized narratively.

Results: Of the 137 publications retrieved, 11 were included in this scoping review. The included studies reported the use of
AI for predicting VAP. All 11 studies predicted VAP occurrence, and studies on VAP prognosis were excluded. Further, these
studies used text data, and none of them involved imaging data. Public databases were the primary sources of data for model
building (studies: 6/11, 55%), and 5 studies had sample sizes of <1000. Machine learning was the primary algorithm for studying
the VAP prediction models. However, deep learning and large language models were not used to construct VAP prediction
models. The random forest model was the most commonly used model (studies: 5/11, 45%). All studies only performed internal
validations, and none of them addressed how to implement and apply the final model in real-life clinical settings.

Conclusions: This review presents an overview of studies that used AI to predict and diagnose VAP. AI models have better
predictive performance than traditional methods and are expected to provide indispensable tools for VAP risk prediction in the
future. However, the current research is in the model construction and validation stage, and the implementation of and guidance
for clinical VAP prediction require further research.

(JMIR Med Inform 2024;12:e57026)   doi:10.2196/57026

KEYWORDS

artificial intelligence; machine learning; ventilator-associated pneumonia; prediction; scoping; PRISMA; Preferred Reporting
Items for Systematic Reviews and Meta-Analyses

Introduction

Background
Ventilator-associated pneumonia (VAP) is a pulmonary
infectious disease that occurs in patients who receive mechanical
ventilation for more than 48 hours and is primarily caused by
pathogens that are present in the hospital environment. VAP is
one of the most common complications in patients who undergo
invasive mechanical ventilation. The incidence of VAP among
patients who undergo mechanical ventilation ranges from 5%
to 40%, depending on the setting and diagnostic criteria. The
estimated attributable mortality rate of VAP is approximately
10%, with higher mortality rates among surgical intensive care

unit (ICU) patients and those with moderate severity scores at
admission [1]. VAP seriously affects the treatments and
prognoses of patients, resulting in prolonged hospital stays,
increased medical costs, and increased mortality rates. The early
identification of groups at high risk for VAP is important for
reducing VAP incidence and mortality [2].

Artificial intelligence (AI) can contribute to significant
developments in the medical field. With the popularity of
electronic health records, advancements in hardware computing
power, and the development of big data, AI has become the
optimal tool [3]. Among predictive models, AI models perform
better than traditional models in various ways [4]. Data mining
of patient cases via AI technology is conducted to create tools
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that can predict groups at high risk for VAP to help medical
staff initiate preventive interventions early, which is critical for
reducing VAP incidence and mortality. Therefore, we aimed to
explore the application of AI technology in predicting VAP and
report our findings to provide a reference for the future
development of VAP prevention.

Research Problem and Objective
Many studies have been conducted on the application of AI to
VAP prediction. However, there is a lack of integrated evidence
describing the AI techniques and model features that have been
used in existing research. Therefore, this review aims to explore
the characteristics of AI models for VAP prediction to assist
the scientific community in advancing research within this field
by identifying gaps and planning for the future.

Methods

Overview
We conducted a scoping review of studies that used AI to predict
and diagnose VAP. For a transparent review, the guidelines of
the PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
[5] were followed.

Search Strategy
The following seven literature databases were searched for this
study: the Wanfang database, the Chinese Biomedical Literature
Database, Cochrane Library, Web of Science, PubMed,
MEDLINE, and Embase. Databases were searched by using
terms related to the target technology, population, and outcomes
of interest. The search queries used for each database are listed
in Table 1. In addition to searching the databases, backward
citation screening was performed on the included studies to
identify additional relevant studies. The search was conducted
from January 12 to January 16, 2024.
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Table . Search terms used to find studies.

Search termsHits, nDatabase

(“Ventilator-associated pneumonia” OR “venti-
lator-associated pneumonia” OR “ventilator-

3Wanfang database

associated pneumonia”) AND (“Prediction” OR
“predictive models” OR “risk prediction” OR
“assessment” OR “risk assessment tools”) AND
(“Artificial intelligence” OR “machine learning”
OR “artificial learning” OR “deep learning”
OR “Bayesian learning” OR “neural networks”
OR “support vector machines” OR “statistical
learning” OR “decision trees” OR “random
forests”) (in Chinese)

(“Ventilator-associated pneumonia” OR “venti-
lator-associated pneumonia” OR “ventilator-

1Chinese Biomedical Literature Database

associated pneumonia”) AND (“Prediction” OR
“predictive models” OR “risk prediction” OR
“assessment” OR “risk assessment tools”) AND
(“Artificial intelligence” OR “machine learning”
OR “artificial learning” OR “deep learning”
OR “Bayesian learning” OR “neural networks”
OR “support vector machines” OR “statistical
learning” OR “decision trees” OR “random
forests”) (in Chinese)

(“vap” OR “Pneumonia Ventilator-Associated”
OR “Ventilator-Associated Pneumonia”) AND

10Cochrane Library

(“Prediction” OR “prediction model” OR “risk
prediction” OR “assessment” OR” risk assess-
ment” OR “assessment tool”) AND (“artificial
intelligence” OR “machine learning” OR “Arti-
ficial Learning” OR “deep learning” OR
“Bayesian Learning” OR “Neural Network” OR
“Support vector machine” OR “Statistical
Learning” OR “Decision tree*” OR “Random
Forest”)

(“vap” OR “Pneumonia Ventilator-Associated”
OR “Ventilator-Associated Pneumonia”) AND

29Web of Science

(“Prediction” OR “prediction model” OR “risk
prediction” OR “assessment” OR” risk assess-
ment” OR “assessment tool”) AND (“artificial
intelligence” OR “machine learning” OR “Arti-
ficial Learning” OR “deep learning” OR
“Bayesian Learning” OR “Neural Network” OR
“Support vector machine” OR “Statistical
Learning” OR “Decision tree*” OR “Random
Forest”)

(“vap” OR “Pneumonia Ventilator-Associated”
OR “Ventilator-Associated Pneumonia”) AND

45PubMed

(“Prediction” OR “prediction model” OR “risk
prediction” OR “assessment” OR” risk assess-
ment” OR “assessment tool”) AND (“artificial
intelligence” OR “machine learning” OR “Arti-
ficial Learning” OR “deep learning” OR
“Bayesian Learning” OR “Neural Network” OR
“Support vector machine” OR “Statistical
Learning” OR “Decision tree*” OR “Random
Forest”)
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Search termsHits, nDatabase

(“vap” OR “Pneumonia Ventilator-Associated”
OR “Ventilator-Associated Pneumonia”) AND
(“Prediction” OR “prediction model” OR “risk
prediction” OR “assessment” OR” risk assess-
ment” OR “assessment tool”) AND (“artificial
intelligence” OR “machine learning” OR “Arti-
ficial Learning” OR “deep learning” OR
“Bayesian Learning” OR “Neural Network” OR
“Support vector machine” OR “Statistical
Learning” OR “Decision tree*” OR “Random
Forest”)

21MEDLINE

(“vap” OR “Pneumonia Ventilator-Associated”
OR “Ventilator-Associated Pneumonia”) AND
(“Prediction” OR “prediction model” OR “risk
prediction” OR “assessment” OR” risk assess-
ment” OR “assessment tool”) AND (“artificial
intelligence” OR “machine learning” OR “Arti-
ficial Learning” OR “deep learning” OR
“Bayesian Learning” OR “Neural Network” OR
“Support vector machine” OR “Statistical
Learning” OR “Decision tree*” OR “Random
Forest”)

28Embase

Eligibility Criteria
This review included studies on AI technology for VAP
diagnosis and risk prediction. However, this review excluded
literature reviews and other articles that only summarized AI
approaches to VAP analysis and studies that were based solely
on clinical trials and experimental studies. We included only
journal articles and conference papers and excluded case reports,
reviews, white papers, conference abstracts, editorials, and gray
literature. Studies that used non-AI techniques to predict VAP
were excluded. Moreover, this review considered only studies
that were written in English and Chinese and were published
between the date of the establishment of the repository and
January 2024. There were no constraints with regard to the study
settings, study designs, study outcomes, publication months, or
publication countries.

Study Selection
The screening process was performed by 2 researchers. First,
we imported document titles into EndNote (Clarivate) software
to eliminate duplicates. As per the inclusion criteria, irrelevant
articles were further excluded by reading the titles and abstracts.
Subsequently, the full texts were read to determine the final
included articles. Any objections during screening were
discussed with a third investigator.

Data Extraction and Synthesis
Two reviewers independently extracted the data from the
included literature and discussed them with a third reviewer in

cases of any objections. The extracted information included the
authors; year of publication; study design; country; sample
source; study population; sample size; positive outcomes; tool
type; construction method; main evaluation content; model
presentation form; verification method; and indicators related
to reliability, validity, and predictive power.

Narrative synthesis was used to analyze the extracted data. The
results included in this study were categorized as technical
characteristics of the included studies (eg, AI models and
algorithms used), AI model data (eg, data sources), and
predictive performance indices.

Ethical Considerations
This study did not require ethical approval because we did not
study any human or animal subjects and did not collect any
personal information or sensitive data.

Results

Search Results
As shown in Figure 1, 137 studies were retrieved from the
search, and 59 were duplicates. A total of 78 study titles and
abstracts were screened, and 66 were excluded. Figure 1 presents
the reasons for exclusion. Because the full text of 1 study could
not be found, 11 studies were screened for eligibility; all of
them met the criteria and were included in this review.
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Figure 1. Flow diagram of the review process and the identification of studies via databases. VAP: ventilator-associated pneumonia.

Characteristics of Included Studies
All included studies (11/11, 100%) were published in
peer-reviewed journals. The studies were published between
2007 and 2023 (Table 1), with most (3/11, 27%) published in
2023. The included studies were from 4 countries but were
predominantly from the United States (5/11, 45%), followed
by China (4/11, 36%). In addition, ICU patients were the most
frequently studied population (studies: 6/11, 55%), 2 studies

involved neurosurgical ICU patients, 1 study involved patients
with traumatic brain injury, 1 study involved pediatric ICU
patients, and 1 study involved older patients (age≥65 y). Public
databases were the most common sources of samples (studies:
6/11, 55%), with 4 studies using the MIMIC-III (Medical
Information Mart for Intensive Care III) data set. The detailed
characteristics of the included studies are summarized in Table
2.
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Table . Characteristics of the included studies (N=11).

Study populationSample sourceCountryStudy designPublication typeAuthor, year

Medical ICUa and neu-
rosurgical ICU patients

Recruit volunteersNetherlandsProspective cohort
study

Journal articleSchurink et al [6], 2007

PICUb patientsElectronic medical
records

FranceRetrospective cohort
study

Journal articleRambaud et al [7],
2023

ICU patientsNTDBc data set 6.2United StatesRetrospective cohort
study

Journal articlePearl and Bar-Or [8],
2012

ICU patientsRecruit volunteersChinaProspective case-con-
trol study

Journal articleChen et al [9], 2020

ICU patientsMIMIC-IIId data setChinaRetrospective cohort
study

Journal articleLiang et al [10], 2022

ICU patientsMIMIC-III data setUnited StatesRetrospective cohort
study

Preprint articleFaucher et al [11],
2022

Neurosurgical ICU pa-
tients

Recruit volunteersChinaProspective case-con-
trol study

Journal articleLiao et al [12], 2019

Patients with traumatic
brain injury

Electronic medical
records

United StatesRetrospective cohort
study

Journal articleAbujaber et al [13],
2021

ICU patientsMIMIC-III data setUnited StatesRetrospective cohort
study

Journal articleGiang et al [14], 2021

ICU patientsPhilips eRIe data setUnited StatesRetrospective case-
control study

Journal articleSamadani et al [15],
2023

Older patients (aged
≥65 y)

MIMIC-III data setChinaRetrospective cohort
study

Journal articleMingwei et al [16],
2023

aICU: intensive care unit.
bPICU: pediatric intensive care unit.
cNTDB: National Trauma Data Bank.
dMIMIC-III: Medical Information Mart for Intensive Care III.
eeRI: eICU Research Institute.

AI Technical Characteristics of Included Studies
All 11 included studies used only machine learning algorithms,
and none of them involved deep learning algorithms or large
language models. The random forest model was the most
commonly used model (studies: 5/11, 45%), followed by the
XGBoost (extreme gradient boost) model (studies: 4/11, 36%)

and neural networks (studies: 3/11, 27%). Only 4 studies
mentioned the programming languages for model building
(Python: 3/11, 27%; R: 1/11, 9%). Further, 3 studies used
model-building software to develop predictive models (ie,
Hugin, Tiberius, and SPSS Modeler 18.2). Further details are
presented in Table 3.
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Table . Basic characteristics, predictors, and performance of artificial intelligence models for ventilator-associated pneumonia prediction (studies:
N=11).

Prediction per-
formance

Verification
method

ApplicationPredictorsPositive out-
come, n

Sample size, nDevelopment
methodology

ModelAuthor

AUCh: 0.846
(95% CI

Not reported—gBody tempera-
ture: <36.5 °C
or >38.5 °C;

157872HuginBDSSaSchurink et al
[6]

0.794-0.899);
ICUb daily sensitivity:
sputum score: 0.79; specifici-
none=+0, ty: 0.79; posi-
rarely=+1, tive predictive
moderate=+2, value: 0.87;
severe=+3; negative pre-
sputum score: dictive value:

0.66>14; sputum
color: yellow
or green;

PaO2
c/FiO2

d:
≤205 mm Hg
or decrease of
>35 mm Hg
from the previ-
ous day; use
of ac-
etaminophen,
nonsteroidal
anti-inflamma-
tory drugs, or
steroid an-
tipyretics;
chest x-ray
showing local-
ized or diffuse
infiltration of
the lungs;

WBCe count:

<4×109/L or

>11×109/L;

MVf time: >48
h
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Prediction per-
formance

Verification
method

ApplicationPredictorsPositive out-
come, n

Sample size, nDevelopment
methodology

ModelAuthor

AUC: 0.82
(95% CI 0.71-
0.93); sensitiv-
ity: 0.797;
specificity:
0.727; positive
predictive val-
ue: 0.09; nega-
tive predictive
rate: 0.99; ac-
curacy: 0.795

k-fold cross-
validation

—Body weight
(kg); WBC
count (per

mm3); neu-
trophil count

(per mm3);
PaO2 (mm
Hg); FiO2

(%); PEEPj

(cmH2O);

PIPk

(cmH2O);

MAwPl

(cmH2O); res-
piratory rate
(respirations
per min); tidal
volume (mL);
subjective vol-
ume of respira-
tory secretions
(0, +, ++, and
+++); lung dy-
namic compli-
ance calculat-
ed by the oxy-
genation index
and oxygen
saturation in-
dex (in baro-
metric mode:
tidal vol-
ume/[PIP –
PEEP]; in vol-
umetric mode:
tidal vol-
ume/[peak
pressure –

PEEP]); PIMm

2 score;

PELOD-2n

score

77827RIRFiRambaud et al
[7]

Gini coeffi-
cient: 0.80435

Not reported—ICU length of
stay; trauma

score (ISSp);
no ventilation;
gender; sys-
tolic blood
pressure: <40
mm Hg; age:
≤16 y; respira-
tory rate: <10
respirations
per minute;
respiratory
rate: >29 respi-
rations per
minute; full
model; age:
>55 y

598,0661,438,035TiberiusANNoPearl and Bar-
Or [8]
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Prediction per-
formance

Verification
method

ApplicationPredictorsPositive out-
come, n

Sample size, nDevelopment
methodology

ModelAuthor

Best mod-
el—AUC:
0.94 (95% CI
0.74-1.00); ac-
curacy: 0.77
(95% CI 0.46-
0.95); sensitiv-
ity: 0.71;
specificity:
0.83; positive
predictive val-
ue: 0.93; nega-
tive predictive
rate: 0.71

Not reported—Electronic
nose sensor
data

2659PythonKNNq, NBMr,

DTs, NNt,

SVMu, and

RFv

Chen et al [9]

AUC: mean
0.84 (SD
0.02); sensitiv-
ity: mean 0.74
(SD 0.03);
specificity:
mean 0.71
(SD 0.01)

Not reported—Internal inten-
sive care (con-
trol: other in-
tensive care);
emergency ad-
mission; hyper-
tension; liver
failure;
PaO2/FiO2;

APACHEw III
score; tempera-
ture; respirato-
ry rate; A-

aDO2
x/PaO2;

urinary output;
blood sodium;
bilirubin;

GCSy; SO-

FAz; pul-
monary func-
tion; coagula-
tion function;
liver function;
cardiovascular
disease; cen-
tral nervous
system dis-
ease; aspira-
tion admis-
sion; trauma
admission

21210,431PythonRFLiang et al
[10]
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Prediction per-
formance

Verification
method

ApplicationPredictorsPositive out-
come, n

Sample size, nDevelopment
methodology

ModelAuthor

Best model
(fEBM)—AUC:
0.893

Not reported—WBC first;
WBC mean;
MV hours
(value); WBC
median; WBC
last; GCS last;
WBC max;
WBC min;
GCS median;
GCS mean;
GCS max; Re-

spRatead first;

Dias ABPae

max; blood
(count) × MV
hours (value);
MV hours
(value) ×
WBC last;
MV hours
(value) ×
WBC first;
weight; weight
× MV hours
(value);

SpO2
af first;

MV hours
(value) ×
WBC median

47018,671—LRaa,

fEBMab, and

XGBoostac

Faucher et al
[11]

ENN—accura-
cy: mean
0.9479 (SD
0.0135); sensi-
tivity: mean
0.9714 (SD
0.0131); posi-
tive predictive
value: mean
0.9288 (SD
0.0306); AUC:
mean 0.9842
(SD 0.0058).
SVM—accura-
cy: mean
0.8686 (SD
0.0422); sensi-
tivity: mean
0.9250 (SD
0.0423); posi-
tive predictive
value: mean
0.8639 (SD
0.0276); AUC:
mean 0.9410
(SD 0.0301)

Not reported—Electronic
nose sensor
data

1212—ENNag and
SVM

Liao et al [12]
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Prediction per-
formance

Verification
method

ApplicationPredictorsPositive out-
come, n

Sample size, nDevelopment
methodology

ModelAuthor

Accuracy:
0.835; AUC:
0.805; preci-
sion: 0.71;
negative pre-
dicted value:
0.86; sensitivi-
ty: 0.43; speci-
ficity: 0.95;
F-score: 0.54

Not reported—Time to emer-
gency depart-
ment; blood
transfusion;

ISSp; pneu-
mothorax; co-
morbidity

169772SPSS Modeler
18.2

DTAbujaber et al
[13]

Best mod-
el—AUC:
0.854

Not reported—MV hours; bi-
otics indicator;
sputum indica-
tor; sputum
count;
GCS_LAST;
Platelets_MIN;
Platelets_MAX;
Platelets_AV-
ERAGE;
blood culture
count;
Temp_FIRST;
GCS_AVER-
AGE;
Platelets_FIRST;
GCS_MAX;
Platelets_ME-
DIAN;
WBC_LAST

5246126—LR, MLPah,
RF, and XG-
Boost

Giang et al
[14]

AUC: 0.76;

AUPRCal:
0.75

Hold-out
cross-valida-
tion

—Body tempera-
ture; FiO2;
age; MV
times; total

CO2
ai; chlo-

ride; SpO2;
heart rate; res-
piratory rate;
gender; Pa-

CO2
aj; creati-

nine; BUNak;
mean blood
pressure;
hematocrit

681114,923—XGBoostSamadani et al
[15]
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Prediction per-
formance

Verification
method

ApplicationPredictorsPositive out-
come, n

Sample size, nDevelopment
methodology

ModelAuthor

Best models:
Light-
GBM—AUC:
0.85 (95% CI
0.82-0.88); ac-
curacy: 0.77;
precision:
0.80; recall:
0.72; specifici-
ty: 0.82; F1:
0.75. XG-
Boost—AUC:
0.84 (95% CI
0.81-0.87); ac-
curacy: 0.76;
precision:
0.78; recall:
0.73; specifici-
ty: 0.79;
F1:0.75

10-fold cross-
validation

—SOFA; maxi-
mum WBC
count; maxi-
mum respirato-
ry rate; maxi-
mum base re-
maining; age;
maximum cre-
atinine; mini-
mum PaCO2;
minimum oxy-
genation in-
dex; diabetes;
ICU admis-
sion, paraple-
gia, gender,

COPDan

3361523PythonLR, RF, XG-
Boost, and

LightGBMam

Mingwei et al
[16]

aBDSS: Bayesian decision support system.
bICU: intensive care unit.
cPaO2: partial pressure of oxygen.
dFiO2: fraction of inspired oxygen.
eWBC: white blood cell.
fMV: mechanical ventilation.
gNot applicable.
hAUC: area under the curve.
iIRF: imbalanced random forest model.
jPEEP: positive end-expiratory pressure.
kPIP: peak inspiratory pressure.
lMAwP: mean airway pressure.
mPIM: pediatric index of mortality.
nPELOD-2: Pediatric Logistic Organ Dysfunction-2.
oANN: artificial neural network.
pISS: Injury Severity Score.
qKNN: k-nearest neighbor.
rNBM: naive Bayes model.
sDT: decision tree.
tNN: neural network.
uSVM: support vector machine.
vRF: random forest.
wAPACHE: Acute Physiology and Chronic Health Evaluation.
xA-aDO2: alveolar-arterial oxygen difference.
yGCS: Glasgow Coma Scale.
zSOFA: Sequential Organ Failure Assessment.
aaLR: logistic regression.
abfEBM: full feature explainable boosting machine.
acXGBoost: extreme gradient boost.
adRespRate: respiratory rate of the ventilator.
aeDias ABP: diastolic blood pressure.
afSpO2: peripheral blood oxygen saturation.
agENN: ensemble neural network.
ahMLP: multilayer perceptron.
aiCO2: carbon dioxide.
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ajPaCO2: carbon dioxide partial pressure.
akBUN: blood urea nitrogen.
alAUPRC: area under the precision-recall curve.
amLightGBM: light gradient boosting machine.
anCOPD: chronic obstructive pulmonary disease.

Different types of data were used in the included studies,
including laboratory data (eg, white blood cell count, neutrophil
count, and bilirubin level), clinical data (including temperature,
sputum volume, and ventilator parameters), and demographic
data (eg, age, weight, and sex). Of note, 2 studies used sensor
data to build predictive models, and the remaining 9 studies
used clinical data. In addition, 67% (6/9) of these studies used
laboratory data, with white blood cell count being the most
commonly used laboratory data (studies: 4/9, 44%), followed
by neutrophil count (studies: 1/9, 11%), bilirubin level (studies:
1/9, 11%), and blood urea nitrogen level (studies: 1/9, 11%).
Demographic data were used in 56% (5/9) of the studies; age
was used as a predictor in 4 studies, and weight and age were
both included in only 1 study.

In terms of data set size, of the 11 studies, 6 (55%) had sample
sizes of >1000; however, with regard to the data from the
electronic nose sensors that were used in 2 studies, multiple
sensors were placed on the electronic nose, and each sensor
collected data more than once. Therefore, the actual sample
sizes for these two studies were 1888 [9] and 3360 [12].
Nevertheless, because the data were collected by the same
electronic nose sensor and came from the same patient, we did
not include these two studies in the number of studies with
sample sizes of >1000. Further, 3 studies used data sets with
<1000 samples, and 4 studies had data sets with >10,000
samples. The AI performance index was mentioned in all 11
studies. The area under the curve (AUC) was the most
commonly used predictive performance index (studies: 10/11,
90%), followed by sensitivity (studies: 6/11, 55%) and
specificity (studies: 6/11, 55%). The AUC values, which were
reported in 10 studies, averaged to 0.86 (SD 0.07) and ranged
from 0.76 to 0.98. The sensitivity, which was reported in 6
studies, averaged to 0.74 (SD 0.18) and ranged from 0.43 to
0.97. The specificity, which was reported in 6 studies, averaged
to 0.80 (SD 0.09) and ranged from 0.71 to 0.95. Additionally,
5 studies reported accuracy (mean 0.82, SD 0.07, range
0.77-0.95).

Discussion

Principal Findings
In this review, we explored AI techniques for the prediction of
VAP. Of the 11 included studies, 9 (82%) were published in
the past 5 years, and the number of studies has increased
annually with the evolution of AI technology (1 in 2019, 1 in
2020, 2 in 2021, 2 in 2022, and 3 in 2023). Most (9/11, 82%)
of the AI-based prediction model studies were published in the
United States (5/11, 45%) and China (4/11, 36%). To explore
the application of AI in predicting VAP, the results were divided
into 3 categories, and each of them classified the included
studies from a different perspective.

The first category included the technical characteristics of the
studies. All studies used only machine learning algorithms, with
the random forest model being the most commonly used model
(studies: 5/11, 45%), followed by neural networks (studies:
4/11, 36%) and the XGBoost model (studies: 4/11, 36%). The
second category focused on AI model data, in which we
explored the data types, data sources, and data set sizes.
Different types of data, including laboratory, clinical, and
demographic data, were used in the included studies. In terms
of data set size, apart from 2 studies that used electronic noses,
6 (55%) had sample sizes of >1000. Public databases were the
most common sources of data (studies: 6/11, 55%). The third
category focused on the predictive performance of AI models,
including studies that used different performance validation
indices, such as the AUC, accuracy, sensitivity, and specificity.

Implications for Practice and Research
This review highlights the most common AI models that have
been used to predict VAP. Based on our findings, AI models
can predict VAP by using various data types. In our review, no
studies that used deep learning and large language models were
found. A possible reason for this is that chest computed
tomography data are not available in most public databases, and
in clinical practice, patients who do not exhibit pneumonia
symptoms do not undergo chest computed tomography
examinations; therefore, such data are not available for research.
The random forest and XGBoost models are the most frequently
used machine learning–based VAP prediction models, probably
because ensemble learning models exhibit better prediction
performance and robustness when dealing with multiple types
of data compared to other models [17].

Based on the data sources of the prediction models, the use of
more data types for comprehensive predictions may be the main
focus of future research. Current research may be constrained
to using structured data, owing to the limitations of algorithms
and data collection workloads, while electronic health records
contain unstructured clinical text, such as admission records
and progress notes. Furthermore, much data remain to be mined.
Tsai et al [18] found that information extracted from
unstructured clinical text could make predictive models more
comprehensive and improve their predictive performance. In
addition to unstructured clinical text, lung radiography and
computed tomography can be used to predict the occurrence of
pneumonia.

In terms of predictive tools, natural language processing and
deep learning may be the direction of future research, and the
development of large language models, such as ChatGPT, that
are based on natural language processing is sufficient to prove
the ability of natural language processing algorithms to process
unstructured clinical text [19]. Traditional machine learning
algorithms are not competent in the image recognition domain,
while deep learning algorithms can analyze and process clinical
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imaging data effectively. Lee et al [20] found that deep
learning–based predictive models that used preoperative imaging
data from patients could effectively predict the occurrence of
postoperative pneumonia; however, no studies have used deep
learning algorithms to construct VAP prediction models.

Of further note, the studies reviewed herein rarely mentioned
nurse-related data, and it has been suggested that nursing is
important for VAP prevention [21,22]. The potential of various
data types in predicting VAP should be explored in future
studies. Additionally, none of the studies included in this review
considered the application of the final model. The deployment
of feasible predictive models in clinical settings needs to be
explored.

Strengths
This review discusses all of the AI techniques and study
populations that have been used to date to predict VAP, with
no major restrictions on paper status, research environment, and
geographic location. In addition, the characteristics of each AI
model and the data sets that were used to build the models were
discussed in depth.

Based on our findings, Frondelius et al [4,23] explored
diagnostic and prognostic models for VAP and performed a
meta-analysis of the performance of machine learning–based
predictive models for VAP. However, to the best of our
knowledge, ours is the first review of all AI VAP prediction
models that have been explored thus far, filling research gaps

to improve understanding of prediction techniques rather than
focusing solely on the final predictive performance of models.
Moreover, in the literature search, we did not place any
limitations on types of technology and included all branches of
AI to gain insight into the research on different AI technologies
for VAP prediction.

Finally, study selection and data extraction were performed
independently by 2 evaluators to ensure minimal bias.

Limitations
This review has certain limitations. Reviews, conference
abstracts, case reports, white papers, proposals, editorials, and
gray literature were excluded to reduce the complexity of the
results. We also included Chinese databases in our search but
did not explore articles in languages other than English or
Chinese, which might have reduced the comprehensiveness of
our study.

Conclusions
This paper reviews the application of AI technology in VAP
prediction and provides new evidence on the role of AI
technology. We believe that the findings will help researchers
better understand the application of AI technology in VAP
prediction and provide a reference for future research on VAP
prediction models. Lastly, we believe that advances in AI
technology will provide further possibilities for predicting VAP
and that interdisciplinary developments will improve the health
care industry.
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Abstract

Background: Semantic interoperability facilitates the exchange of and access to health data that are being documented in
electronic health records (EHRs) with various semantic features. The main goals of semantic interoperability development entail
patient data availability and use in diverse EHRs without a loss of meaning. Internationally, current initiatives aim to enhance
semantic development of EHR data and, consequently, the availability of patient data. Interoperability between health information
systems is among the core goals of the European Health Data Space regulation proposal and the World Health Organization’s
Global Strategy on Digital Health 2020-2025.

Objective: To achieve integrated health data ecosystems, stakeholders need to overcome challenges of implementing semantic
interoperability elements. To research the available scientific evidence on semantic interoperability development, we defined the
following research questions: What are the key elements of and approaches for building semantic interoperability integrated in
EHRs? What kinds of goals are driving the development? and What kinds of clinical benefits are perceived following this
development?

Methods: Our research questions focused on key aspects and approaches for semantic interoperability and on possible clinical
and semantic benefits of these choices in the context of EHRs. Therefore, we performed a systematic literature review in PubMed
by defining our study framework based on previous research.

Results: Our analysis consisted of 14 studies where data models, ontologies, terminologies, classifications, and standards were
applied for building interoperability. All articles reported clinical benefits of the selected approach to enhancing semantic
interoperability. We identified 3 main categories: increasing the availability of data for clinicians (n=6, 43%), increasing the
quality of care (n=4, 29%), and enhancing clinical data use and reuse for varied purposes (n=4, 29%). Regarding semantic
development goals, data harmonization and developing semantic interoperability between different EHRs was the largest category
(n=8, 57%). Enhancing health data quality through standardization (n=5, 36%) and developing EHR-integrated tools based on
interoperable data (n=1, 7%) were the other identified categories. The results were closely coupled with the need to build usable
and computable data out of heterogeneous medical information that is accessible through various EHRs and databases (eg,
registers).

Conclusions: When heading toward semantic harmonization of clinical data, more experiences and analyses are needed to
assess how applicable the chosen solutions are for semantic interoperability of health care data. Instead of promoting a single
approach, semantic interoperability should be assessed through several levels of semantic requirements A dual model or multimodel
approach is possibly usable to address different semantic interoperability issues during development. The objectives of semantic
interoperability are to be achieved in diffuse and disconnected clinical care environments. Therefore, approaches for enhancing
clinical data availability should be well prepared, thought out, and justified to meet economically sustainable and long-term
outcomes.

(JMIR Med Inform 2024;12:e53535)   doi:10.2196/53535
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electronic health record; health records; EHR; EHRs; semantic; health care data; semantic interoperability; interoperability;
standardize; standardized; standardization; cross-border data exchange; systematic review; synthesis; syntheses; review methods;
review methodology; search; searches; searching; systematic; data exchange; information sharing; ontology; ontologies; terminology;
terminologies; standard; standards; classification; PRISMA; data sharing; Preferred Reporting Items for Systematic Reviews and
Meta-Analyses
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Introduction

Over the past 2 decades, there has been growing interest in
digital technologies and eHealth integration into national health
care systems to promote health [1]. The World Health
Organization (WHO) has launched the Global Strategy on
Digital Health 2020-2025 [2]. To implement digital health
strategy objectives, a toolkit was set up to help countries to
integrate eHealth into their health care systems [3]. The
objectives of the WHO strategy include standards for
interoperability. Another current large-scale international
initiative is the European Health Data Space (EHDS) regulation
proposal. EHDS is a health-specific ecosystem comprised of
rules, common standards and practices, infrastructures, and a
governance framework. It supports the use of health data for
better health care delivery, research, innovation, and policy
making. Moreover, it aims at empowering patients through
increased digital access to and control of their personal health
data [3-6].

Interoperability ensures health data availability and use. It is
the ability of different organizations and professionals to interact
and share information according to standards of data transfer
and common protocols that support data exchange [4-8]. In
clinical context, interoperable electronic health records (EHRs)
help health care practitioners gather, store, and communicate
essential health information reliably and securely across care
settings. This aims to guarantee coordinated and patient-centered
care while creating many efficiencies in the delivery of health
care [9]. EHRs use health-related information pertinent to an
individual patient, whereas registries are mainly focused on
population management and are designed to obtain information
on predefined health outcomes data and data for public health
surveillance, for example. Although technological possibilities
for using various types of data grow, new demands are placed
on data quality and usability and, consequently, on
interoperability [5,10,11].

Moreover, semantic interoperability enhances the unambiguous
representation of clinical concepts, supported by the use of
international standard reference systems and ontologies. Since
there are different types of health information, such as data from
EHRs, patient registries, genomics data, and data from health
applications, the development of international data
standardization, common guidelines, and recommendations are
needed [4-8]. Without applying appropriate semantic standards,
such as domain-relevant terminologies, interoperability will be
limited. This may diminish the availability and potential value
of data. The various parties involved have to address the
importance of shared digital health standards and especially
semantic interoperability features [12-15]. In the clinical context,
interoperability is required to enhance the quality, efficiency,
and effectiveness of the health care system by providing
information in the appropriate format whenever and wherever
it is needed by eliminating unnecessary replication [16].

Therefore, our study aims to provide readers with up-to-date
information about the different types of approaches to resolve
semantic interoperability in EHRs specifically and to summarize
the benefits of these choices. We aimed to research the topic
with an emphasis on patient data availability and use. Our
research questions were as follows: What are the key elements
of and approaches for building semantic interoperability
integrated in EHRs? What kinds of goals are driving the
development? and What kinds of clinical benefits are perceived
following this development?

Methods

Methodological Framework
With our research questions as a starting point, we set out to
perform a systematic literature review of semantic
interoperability. Regarding different layers of interoperability,
legal interoperability ensures overcoming potential barriers for
data exchange. Interoperability agreements are made binding
via international- or national-level legislation and via bilateral
and multilateral agreements. Organizational interoperability
defines, for example, business goals and processes. Semantic
interoperability ensures that the precise meaning of exchanged
information is understandable by any other application. It
enables systems to combine received information with other
information resources and process it in a meaningful manner.
Technical interoperability covers various issues of linking
computer systems and services, such as open interfaces, data
integration, data presentation and exchange, accessibility, and
security services [6,7].

For the study design, we first defined our core concepts to refine
the literature search strategy. The scope of the review was
semantic interoperability, that is, organizational, legal, and
technical interoperability were excluded [7]. Semantic
interoperability was apprehended based on the European
Interoperability Framework (EIF) that provides a common set
of principles and guidance for the design and development of
interoperable digital services. In the EIF, semantic
interoperability covers both semantic and syntactic aspects. The
semantic aspect refers to the meaning of data elements and their
relationships, whereas the syntactic aspect refers to the format
of the information to be exchanged. With semantic
interoperability, it is ensured that data can be shared in such a
way that the meaning of data does not change [7,15,17,18].
There are also other models for analyzing interoperability layers
[18]. For example, in comparison to the European approach [7],
the Healthcare Information and Management Systems Society
defines 4 levels of interoperability for health care technology:
foundational, structural, semantic, and organizational [19,20].
Since the EIF is a well-established and largely applied
framework [6], we chose the EIF definitions to primarily guide
our review framework, as illustrated in Figure 1. Our review
deals with semantic interoperability, which is highlighted in
gray in the figure. Thus, we did not analyze, for example,
standards that are related to processes or information quality.
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Figure 1. Our framework for defining semantic interoperability elements for conducting the literature search and guiding our study design. ATC:
Anatomical Therapeutic Chemical; CDA: Clinical Document Architecture; EHR: electronic health record; EMR: electronic medical record; FHIR: Fast
Health Interoperability Resources; HL7: Health Level 7; ICD-10: International Classification of Diseases, Tenth Revision; ICD-11: International
Classification of Diseases, 11th Revision; LOINC: Logical Observation Identifiers Names and Codes; RIM: reference information model; SNOMED
CT: Systematized Nomenclature of Medicine Clinical Terminology.

As shown in Figure 1, processing, storing, and exchanging
health care data in EHRs and between EHRs or other clinical
applications is, for example, governed and regulated at the legal
layer. To continue, processes and workflows regarding
information exchange are arranged at the organizational
interoperability layer and resolved in the technical layer, for
example, according to the principles of data protection and
information security. To illustrate the point, for example, the
EHDS proposal suggests that compliance with essential
requirements on interoperability and data security may be
demonstrated by the manufacturers of EHR systems through

the implementation of common specifications. To that end,
implementation can be grounded on common specifications,
such as data sets, coding systems, technical specifications,
standards, and profiles for data exchange, as well as
requirements and principles related to security, confidentiality,
integrity, patient safety, and he protection of personal data and
so on [6].

The semantic interoperability layer in Figure 1 covers various
approaches to resolve interoperability issues, such as more
established international or domain-specific health care
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classifications, clinical terminologies, and ontologies and
applications of international standards for EHRs. In Figure 1,
we provided some examples to illustrate various semantic
aspects, but this is not an exhaustive list. Similarly, for other
interoperability levels, real-world examples were given. Based
on the EIF, semantic interoperability also covers syntactic
features, such as data format and, for example, structured data
content. We identified these key features of semantic
interoperability based on previous research [8,16-19,21]. In our
framework, a data model is a generic concept that describes
various applications of data models from a reference information
model (RIM) to a clinical information model. Data models
define structures and semantics for storing, exchanging,
querying, and processing health care data. Clinical information
models can be implemented in an EHR, for example, as
archetypes and templates, whereas RIMs refer to
standards-based approaches to enable health care documentation
and messages, such as the Health Level 7 (HL7) RIM or the
International Organization for Standards’ EN/ISO 13606
standard for EHR communication [19,22]. When designing

EHRs, for semantic interoperability, a dual-level method can
be applied to represent both information and knowledge levels
of interoperability requirements, properties, and structures for
data. This approach is used, for example, for representing the
dual levels of knowledge by an archetype model and information
structures by the chosen RIM [16,21,22].

Study Design
In the design of the review, we applied the Cochrane review
protocol [23] to ensure the scientific reliability and validity of
our review (Checklist 1). The search strategy (see Textbox 1)
was defined based on the framework for semantic
interoperability presented in Figure 1. We performed the search
in the PubMed database in December 2022. To conduct a
systematic literature review, PubMed is regarded as a
comprehensive database [24]. Therefore, no further data searches
were performed. We documented the search so that it can be
reproduced (see Textbox 1). The search resulted in 131 unique
articles. One article was removed because it did not include an
abstract, and 1 was removed because it was not in English. In
total, the authors screened 129 articles.

Textbox 1. Search strategy and filters used.

• Search terms: (((((EHR) OR (EMR)) OR (“Electronic Health Record”)) OR (“Electronic Medical Record”)) AND (((((“Semantic interoperability”)
OR ((“data model”) AND (“Semantic interoperability”))) OR ((((“classification”) OR (ontology)) OR (terminology)) AND (“Semantic
interoperability”))) OR (((“data content”) OR (“data format”)) AND (“Semantic interoperability”))) OR ((“Semantic interoperability”) AND
(standard)))

• Filters used: abstract, full text, and English

The research team first screened all the remaining articles by
title and abstract from January to March 2023. After the first
test reading, the researchers discussed the inclusion and
exclusion criteria and coherence of the understanding.
Researchers were blinded and performed the analysis
independently based on the inclusion and exclusion criteria and
then compared the results. Selecting the same alternative created
a match. Choosing a different alternative or failing to recognize
the category at all was considered a nonmatch. In data-model
cases, discussion was needed for alignment, but no complex
situations developed. During the first screening, after discussion
by the research team, 71 articles were excluded from the review
for the following four reasons: (1) EHR was not a key factor
but a contextual factor in the original research setting; (2) the
original research did not focus on semantic interoperability but
on another level of interoperability; (3) the original study did
not entail practical implementation goals, but the focus was
predominantly theoretical or methodological; and (4) the original
research was not a research article but, for example, a poster.
The remaining 58 articles were sought for retrieval. For 4
articles, the full text was not available. To evaluate eligibility,
full texts of the 54 remaining articles were read by the research
team. At this point, 17 articles were excluded because the
original research was out of scope, that is, semantic
interoperability was not developed with practical goals for
advancing the availability and use of interoperable patient data.
In addition, 15 articles were excluded as the semantic
interoperability case did not involve EHR use or development,
3 articles were excluded due to the absence of semantic
interoperability altogether, and 5 more were excluded because

they were not research articles. After agreeing upon the final
exclusion within our research team, 14 articles were analyzed
for semantic interoperability in EHRs. Our final inclusion
criteria were grounded on our research questions: the research
article should explore an EHR use or development case with
the focus on semantic interoperability of clinical data.
Preferably, the case would document the stage of interoperability
development or use, expected or realized clinical benefits,
semantic development goals, and aspects of interoperability to
be implemented, as well as the method of application.

The extraction and documentation of the information from the
research articles was informed by our research questions, the
review framework (Figure 1), and by previous research
literature. At this stage, previous reviews [16-19,21] were
especially used in compiling our study framework (see Figure
1). Based on our framework, the documentation of the review
analysis included elements of interoperability already identified
in the search strategy. Consequently, it was necessary to
investigate which documented elements are typically examined
in research and with what methods they are applied in EHRs
[8,16-18]. Moreover, we deemed it important to document how
semantic interoperability is described in the clinical use context,
consisting of various EHRs, clinical applications, registers, and
other data resources. Lastly, the information documentation had
to include not only the semantic implementation, use goals, or
intended benefits but also practical goals or benefits in the
clinical use context (see Figure 2). We defined and agreed upon
the information documentation categories within our research
team to conduct a well-grounded analysis for the review.
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Figure 2. Flowchart of article identification, screening, and final inclusion. EHR: electronic health record.

Results

Contextual Results
We identified 14 articles describing semantic interoperability
in EHRs, published between 2011 and 2022, as shown in
Multimedia Appendix 1 [24-37]. The results revealed
predominantly European advances in the study topic. Most
(n=11, 79%) of the research cases were affiliated with different
types of institutions in the European Union member states or
in European Economic Area countries. One of the publications
was coproduced by authors from Columbia and Germany, and
the authors of another article represented organizations from
the United States, South Korea, China, and Egypt. We decided
not to limit the included studies to a certain geographical area

but to analyze any potential use case for enabling the
interoperability of EHRs.

Two of the reported research cases focused on patients with
heart failure [24,30], 1 focused on patients with neurosurgical
tumors [28], 2 focused on patients in cancer care [33,37], and
1 focused on patients with type 1 diabetes [31]. Other clinical
use domains described were a prehospital unit at the site of an
incident or during transfer to the emergency department and a
hospital emergency care unit where prehospital patient
documentation must be reassessed. A primary care–related case
documented experimental laboratory test results of a population
of 230,000 patients. Examples of older adult medication care
and multiprofessional health care were part of our sample. Two
articles described multipurpose clinical use of physician’s notes
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and tertiary care data. One article concerned the domain of
clinical research using data from different EHR systems, and
another described semantic aspects for retrieval of medication,
laboratory test, and diagnosis-related data.

Although all studies concerned data from the EHRs, some
studies included more detailed descriptions on data sources.
Heart failure summaries containing clinical situation data and
diagnoses (severity and certainty), as well as heart failure
summaries covering clinical situations and symptoms data (a
symptom’s presence, absence, and severity), were represented
in the sample. One study regarded clinical history, observations,
and findings during tumor control. One study focused on
histories of patients with diabetes and diabetes care plans (eg,
insulin regimen, diet, and exercise plans) and patients’
self-monitoring of vital signs, and 1 study used self-monitoring
data on daily activities, side effects, and patient-reported
outcomes. One article reported results around diagnosis and
laboratory data; 1 article reported on medication, laboratory,
and diagnosis data; and another article reported on neurosurgical
imaging and laboratory data, although the starting point in the
paper was diagnosis and medication data. The remaining 4
studies generally applied prehospital patient case data,
emergency care–related EHR data, laboratory data, and
diagnosis data.

Interoperability Results
In our sample, data were transferred and shared between
different EHRs and clinical applications with no loss of data or
changes in their meaning (Multimedia Appendix 2 [24-37]).
Half (7/14, 50%) of the studies were aimed at developing
semantic interoperability between different EHRs or within
different EHR modules, such as a medication module in 1 EHR
system. One case concentrated specifically on an EHR and a
clinical application. Two articles reported results about the
interoperability between EHRs and personal health records.
Interoperability with the laboratory system and the EHR was
the focus of study in 2 cases. Two studies reported advances in
interoperability development between EHR and clinical research
resources or a clinical registry. Regarding the state of
development, the largest number of studies were categorized
as “in development” (n=5, 36%) and “in use” (n=6, 43%). Two
articles reported results regarding the testing phase, and the
remaining study was in an implementation stage.

All articles reported clinical benefits of the selected approach
to enhancing semantic interoperability. We identified 3 main
categories of clinical benefits within the articles: increasing the
availability of data for clinicians (n=6, 43%), increasing the
quality of care (n=4, 29%), and enhancing clinical data use and
reuse for varied purposes (n=4, 29%). The first category
describes use cases where patient care would benefit from better
availability of data. This was to be achieved by enhancing
interoperable data and its transfer from clinical applications (eg,
a laboratory system) to a central EHR and between EHRs to
increase accessible data for making informed clinical decisions.
These advances were in implementation to enhance the quality
and effectiveness of care. Moreover, developing better access
to health data and providing homogeneous access to
heterogeneous data sets may facilitate resource effectiveness;

patient management; and overall, the optimization of data for
different purposes. The second category included benefits for
the quality of care. The category had largely been implemented
in EHRs already. Benefits entail better resource effectiveness
and optimization of patient care planning and monitoring and
better patient management, as well as the continuity of care
based on interoperable and accessible health data that facilitates
informed decision-making by clinicians. One of these cases
documented improved patient safety based on interoperable
health data across EHRs. The third category, enhancing clinical
data use and reuse, included 2 use cases where data were used
across EHRs. One use case described data transfer between an
EHR and a national oncology registry, where interoperability
enhanced data integration and redesign of the systems in use.
The other 2 cases documented the evidence of data use, where
better availability of data provided a means for developing new
EHR integrated tools, such as clinical alerts, dynamic patient
lists, and clinical follow-up dashboards. In summary, semantic
development goals emphasized better access to data regardless
of underlying standards and data structures or EHRs in use. The
underlying assumption is that with better access to data, it is
possible to facilitate better communication between
professionals and the continuity of care.

In our analysis, semantic development goals were divided in 3
categories. All of these were closely coupled with the need to
build usable and available data based on heterogeneous medical
information that is accessible through various EHRs and
databases, such as registers. Data harmonization and developing
semantic interoperability between different EHRs or between
EHRs and clinical application was the largest category (n=8,
57%). Enhancing health data quality through standardization
(n=5, 36%) and developing EHR-integrated tools based on
interoperable data (n=1, 7%) were the other identified categories.
Semantic development goals were described as harmonizing
data or otherwise processing semantically equivalent data across
different medical domains and among different clinical data
sources including EHRs and applications, thus facilitating
clinicians’ availability of health data. One case included the
formalization of data with a semantic converter to increase the
interoperability of data. In 2 research cases, the main semantic
development goals concentrated on advancing the
interoperability of EHR data and patient-generated data or sensor
data to monitor the situation of patients who are chronically ill.
Regarding data standardization, 1 research case reported
increasing data quality as the semantic interoperability
development goal. Standardized data content decreased
information overload of clinicians. Through data standardization,
it was possible to increase conceptualization and, thus, access
to data within an EHR regardless of the underlying standards
and data structures, by providing a semantic standardized layer
to facilitate clinicians’ data use, or by otherwise ensuring
complete and coherent information with no errors due to the
loss of meaning or context. One of these research cases
documented improvements for system-level efficiency for EHR
functions and integrated tools based on advances of semantic
interoperability.

Features of semantic interoperability were described in all 14
articles. Most (9/14, 64%) of the analyzed cases incorporated
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1 or more semantic aspects. In more detail, the aspects of
semantic interoperability were described as follows: ontologies
were the chosen aspect in 3 research cases, terminologies in 6
cases, classifications in 4 cases, various clinical documentation
standards in 8 cases, and different data models in 10 cases. In
this categorization, data model refers to various semantic model
layers, namely, the use of various types of data models that
include, for example, data content specifications, RIMs, and
clinical information models depending on the development
context. A dual model was discussed in 2 of the cases for the
application of data models.

Closely related to the aspects of interoperability, several
interoperability standard solutions were named. Named ontology
solutions included a top-domain ontology for the life sciences
(BioTopLite) in 2 cases, a HL7 Fast Health Interoperability
Resources (FHIR) and semantic sensor network–based type 1
diabetes ontology for type 1 diabetes data, and a system of
several ontologies to be used for building EHR interoperability.
Systematized Nomenclature of Medicine Clinical Terminology
was the common terminology application in 7 cases, whereas
classification systems were applied in more heterogeneous ways.
The following international classifications were named:
International Classification of Diseases, Tenth Revision;
International Classification of Diseases, Ninth Revision, Clinical
Modification; The Anatomical Therapeutic Chemical
Classification System; and Logical Observation Identifiers
Names and Codes. One article documented national
classification use. Applied health care–specific standards
included the open standard specification in health informatics
(openEHR; n=6), Digital Imaging and Communications in
Medicine (n=1), HL7 FHIR (n=5), and the HL7 Clinical
Document Architecture (n=2). Regarding data models or
reference information models, several types were applied for
distinct use environments. These included the Observational
Medical Outcomes Partnership common data model, an
EHR-specific data component model, the i2b2 common data
model for data warehouse development, the HL7 FHIR RIM,
and the EN/ISO 13606 standard–based model. Moreover, 1 case
reported using openEHR as a data model reference.

The method for applying an interoperability framework or
approach is related to the overall design of the data use purposes
and the needs driving the semantic development. The chosen
methodology for semantic development was based on ontology
development or the application of an ontology framework in 4
research cases, data model–based development in 5 cases,
archetype development in 1 case, and clinical data warehouse
development to enhance access and processing of data in 1 case.
In data model–based approaches, use cases document a method’s
capability in separating different semantic levels of
development, that is, system level, application level, clinical
user interface level, or patient information level. The reusability
of data model–based semantic approaches and related methods
were assessed for resource savings in time and cost in
development projects and, thus, to justify the choice of the
approach. For example, clinical knowledge model–based
development may allow recycling archetypes that further
promote semantic interoperability.

Discussion

Principal Findings
Our results are related to the main goals of semantic
interoperability development, such as enabling patient data use
regardless of which EHR the data originated from and by which
terminologies, classifications, or other semantic features they
are supported [16-19,21]. Regarding key elements of semantic
interoperability, of the documented terminologies, Systematized
Nomenclature of Medicine Clinical Terminology seemed to
prevail as the dominant choice for clinical terminology [24-30].
For international classifications that are typically integrated into
EHRs, a selection of well-established classifications was
documented [25,26,31,32]. Likewise, several health care specific
standards [24-26,28,31,33], ontologies [21,24,32,33], and data
models [25,27,28,30-36] were presented, albeit in a relatively
small sample in this study. One possible factor affecting the
selection of interoperability features such as international
standards may be open availability and the level of cost of the
standard-specific resources and their deployment. Consequently,
shared implementation experiences and recommendations from
previous projects or from collaboration in international
communities may promote and facilitate decision-making
concerning future implementations.

Our review illustrates several approaches for building sematic
interoperability. For ontologies and data models, based on the
review, several layers may be deployed to address semantic
interoperability development needs. For ontologies, deploying
a system of ontologies seeks to bridge, for example,
domain-specific ontologies and application-specific ontologies.
In our sample, a case with a data model–based development
approach enhanced the communication of clinical information
with the application. The application was used by the patients
in self-monitoring, and the EHR served as a clinical data
repository to avoid the loss of meaningful information. In
general, when applying data model–based approaches, a dual
model or multimodel approach may be needed to address
different semantic interoperability issues during
development—from the clinician as an EHR user to the system
transaction level.

Our review highlights several clinical benefits of semantic
interoperability. Primarily semantic interoperability fulfills the
need to support the implementation of applications that enhance
the continuity of care and ensure access to safe and high-quality
health care. The reported clinical benefits of developing
semantic interoperability reflect well common international
goals [2,3,5]. The results in our sample show that an evident
goal driving the development in these studies is the following
assumption: through increased access to patient information,
better quality and outcomes in care can be achieved
[24,26,27,33,37]. Better communication based on easily
accessible data across EHRs is facilitated not only between
clinicians but also between professionals and patients [28,34,35].
Further advances are related to efficiency and subsequent
economic factors, for example, reducing the clinicians’workload
for documenting and evaluating extensive patient data, to avoid
information overload and support multiprofessional care
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[26,31-33,35]. In addition, interoperable patient data provide
opportunities for a wide range of EHR-related clinical
development, for example, regarding decision-making support,
other EHR integrated tools, clinical research, or other types of
secondary use [25,28-31,33,36]. Essentially, the interoperability
cases in our review demonstrated a well-documented selection
of development goals in EHRs, including considerations of
patient-generated, self-monitoring data and related
interoperability features.

Finally, when reflecting on the goal-related semantic
interoperability results, there is evidently not one universal
approach available to tackle all interoperability-related needs
and challenges. One reason for this is that interoperability is to
be achieved in diffuse and disconnected clinical care settings
and in registry data use across borders. However, regulations
and international recommendations can support the choosing
of common tools and standards for building interoperability for
patient data generated in various EHRs and clinical applications.
This may be the strongest selling point for evolving international
frameworks, such as the EHDS regulation proposal. If adopted,
unified toolkits of the most crucial means can be achieved for
building international eHealth interoperability. Through these
mechanisms, common solutions and standards can be agreed
upon to remedy existing inconsistencies and avoid possible
future imparities that hinder the realization of the common goals.
It is noteworthy that all member states have steps to take to
meet the international requirements with a country-specific road
map to achieve the common goal [3,5]. Moreover, it would
require cooperation to align on which level of interoperability
should be reached when the operating environment consists of
a diverse set of clinical practices and related data needs, such
as between public and private care or between primary and
specialized care. Additionally, it may be worthwhile to consider
whether instead of promoting a single approach, semantic
interoperability requirements should be assessed through several
levels of semantic requirements, such as standards, data models,
classifications, and terminologies. Moreover, developing the
necessary skills and increasing capabilities is an essential
component of this development.

Specifically, regarding European development, one of the main
goals is to support the use of health data for better health care
delivery and better research. The comprehensive and timely
availability of EHR data is known to improve the quality of
care and patient safety [26,38]. Concurrently, the lack of not
only technical or organizational but also semantic
interoperability has been recognized as one of the barriers for
the cross-border exchange of health data [2-8]. Therefore,
commonly recognized interoperability approaches and standards
for the harmonization of semantic interoperability are needed.

Limitations
Our goal was to ensure that we did not overlook any important
studies and to minimize any potential biases by conducting a
thorough and comprehensive search of the available literature.
However, it is worth noting that our search was limited to a
single database, PubMed. Nevertheless, recent literature suggests
that PubMed can serve as a primary search tool. It possesses

the necessary capabilities for systematic reviews, including the
ability to formulate and interpret queries accurately, as well as
ensuring search reproducibility. It is important to acknowledge
that even a well-performing system such as PubMed might not
always yield the desired results in different scenarios [23]. Our
data set was limited by a small sample size of 14 articles.
Therefore, findings can only be regarded as descriptive in nature.
Relatively large heterogeneity in study environments and
selected research approaches limit us from drawing strong
conclusions. Despite these limitations, this review demonstrates
potentially feasible approaches for promoting semantic
interoperability toward harmonized approaches. Additional
real-world studies accounting for semantic interoperability are
needed to reinforce understanding of the most promising,
scalable examples such as international reference models (eg,
HL7 RIM). Moreover, it was challenging to determine the
“development status” category for certain studies. This was due
to varying levels of details in the study reports, where some of
the studies provided a wealth of detail, whereas some were more
restricted in their scope.

Suggestions for Future Research
Future research directions are 2-fold from the current
development perspective. First, evidence-based
recommendations on semantic interoperability features, for
example, data models and terminologies, are needed. Initially,
the applicability of international data models and standards such
as HL7 V2 might be evaluated. Second, more experiences of
interoperability development should be reported in the
peer-reviewed research literature to contribute evidence around
successful and not so successful experiences instead of leaning
solely on individual expert opinions. Presumably, due to the
evolving implementation status of semantic interoperability
cases illustrated in the research literature, systematic
research–based evaluation of benefits and outcomes is still
scarce.

Conclusions
We conclude that based on our review, the research literature
highlights valuable aspects in promoting semantic
interoperability in terms of the efficiency and feasibility of
solutions integrated in EHRs and possibly for enhancing care.
However, when heading toward semantic harmonization, more
data, pilot experiences, and analyses are needed to assess how
applicable the chosen specific solutions are for the
standardization and semantic interoperability of patient data.
Instead of promoting a single approach, semantic interoperability
could be assessed through several levels of semantic approaches.
A dual model or multimodel approach is usable to address
different semantic interoperability issues during
development—from the clinician as an EHR user to the system
transaction level. Since interoperability is being implemented
in complex and disconnected clinical care environments, choices
should be well prepared and justified to meet sustainable and
long-term outcomes. From that point of view, it is possible to
outline future directions in selecting semantic interoperability
approaches for the realization of the international patient
data–related goals.
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Abstract

Background: Hypoxia is an important risk factor and indicator for the declining health of inpatients. Predicting future hypoxic
events using machine learning is a prospective area of study to facilitate time-critical interventions to counter patient health
deterioration.

Objective: This systematic review aims to summarize and compare previous efforts to predict hypoxic events in the hospital
setting using machine learning with respect to their methodology, predictive performance, and assessed population.

Methods: A systematic literature search was performed using Web of Science, Ovid with Embase and MEDLINE, and Google
Scholar. Studies that investigated hypoxia or hypoxemia of hospitalized patients using machine learning models were considered.
Risk of bias was assessed using the Prediction Model Risk of Bias Assessment Tool.

Results: After screening, a total of 12 papers were eligible for analysis, from which 32 models were extracted. The included
studies showed a variety of population, methodology, and outcome definition. Comparability was further limited due to unclear
or high risk of bias for most studies (10/12, 83%). The overall predictive performance ranged from moderate to high. Based on
classification metrics, deep learning models performed similar to or outperformed conventional machine learning models within
the same studies. Models using only prior peripheral oxygen saturation as a clinical variable showed better performance than
models based on multiple variables, with most of these studies (2/3, 67%) using a long short-term memory algorithm.

Conclusions: Machine learning models provide the potential to accurately predict the occurrence of hypoxic events based on
retrospective data. The heterogeneity of the studies and limited generalizability of their results highlight the need for further
validation studies to assess their predictive performance.

Trial Registration: PROSPERO CRD42023381710; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=381710

(JMIR Med Inform 2024;12:e50642)   doi:10.2196/50642

KEYWORDS

artificial intelligence; machine learning; hypoxia; hypoxemia; anoxia; hypoxic; deterioration; oxygen; prediction; systematic
review; review methods; review methodology; systematic; hospital; predict; prediction; predictive

Introduction

A key factor in risk assessment for sequelae and mortality in
hospitalized patients is hypoxia. It describes the decreased
availability of oxygen in specific body regions (tissue hypoxia)
or in the body as a whole (general hypoxia) [1-3]. To prevent
general hypoxia and to detect deterioration quickly, hypoxemia
monitoring is commonly performed using pulse oximetry as a
continuous and noninvasive assessment, especially in the
intensive care unit (ICU) and operating room (OR) [4].
Hypoxemia is defined as an abnormally low level of blood
oxygen. In addition to pulse oximetry, it can be assessed through
an arterial blood gas analysis or imaging techniques, which can

additionally serve as reliable indicators of subsequent tissue
damage [3]. A multinational, multicenter study including 117
ICUs found a hypoxemia prevalence of more than 50% among
all ICU patients [5]. The severity of hypoxemia was shown to
be a direct risk factor for mortality in patients with hypoxemia.
Being able to validly assess the individual risk of future
hypoxemic and ultimately hypoxic events is therefore highly
relevant.

To determine the risk or stage of a disease, artificial intelligence
(AI) has been increasingly introduced into clinical routine in
recent years to exploit underlying causal mechanisms that may
not be accessible to humans. As a prime example, machine
learning (ML) as a discipline of AI is being successfully used
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for cancer tissue classification in medical imaging [6,7]. ML is
also already being applied for prognostic purposes, for example,
in the examination of patient characteristics to identify an
increased risk of deterioration tendencies such as atrial
fibrillation and of developing sequelae of diabetes mellitus or
hereditary diseases [8-10].

Efforts to date of using ML to predict hypoxic events are being
conducted in a variety of settings and demonstrate diverse
approaches and methodologies. Studies differ significantly in
terms of the patient population assessed, definition of prediction
outcome, features used to predict hypoxia, and ML algorithms
used, thus increasing the difficulty to generalize the conclusions
of individual studies. It is therefore challenging to compare and
evaluate these studies comprehensively.

This review aimed to provide a systematic and structured
overview of the existing approaches to predict hypoxic events
in the hospital setting. Our specific objectives were to
summarize the different populations, model details, and
prediction performance to capture the current state of available
models; identify gaps and limitations; highlight promising
approaches and methodologies; and provide guidance for future
research in this area.

Methods

Protocol
This review was reported in accordance with the PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) statement (Checklist 1) [11]. The protocol was
registered in the International Prospective Register of Systematic
Reviews (PROSPERO) prior to data extraction (reference
CRD42023381710).

Search Strategy
Relevant literature was searched for using Ovid with Embase
and MEDLINE, Web of Science, and Google Scholar. Although
the prior 2 databases were searched via their web query
interface, Google Scholar was searched using the software
Publish or Perish, as it allows for more complex queries [12].

Publications on the topic of hypoxia prediction using ML were
searched by creating 2 sets of search terms, with the first set
addressing hypoxia (including hypoxemia) and the second set
addressing ML. With the identified search engines, the
intersection of these 2 groups was then searched for, adjusting
the syntax according to the search logic of the respective search
engine. If Medical Subject Headings or thesaurus entries were
available, the selected terms were included in the search logic
accordingly. For the searches using Ovid and Web of Science,
the search results were filtered to only include studies that did
not use wearables for data collection and that were published
in the English and German languages. Those filters were not
applicable for the search of Google Scholar using Publish or
Perish.

The selection and deduplication process was performed using
Covidence (Veritas Health Innovation Ltd), with undetected
duplicates removed by hand [13]. The search results of all
databases were included, and duplicates were removed. The

abstracts of the remaining results were independently screened
by 2 reviewers. Results that met the selection criteria were
reviewed in their entirety for the assessment of eligibility by 2
reviewers. In addition, references of the included studies were
also screened for studies that meet the inclusion criteria and
were subsequently included where appropriate. The search
strategy was developed by 1 team member and reviewed by
another with expertise in conducting systematic reviews. The
detailed search strategy can be found in Multimedia Appendix
1.

Selection Criteria
Primary outcomes were model features, definition of the
prediction end point, and predictive performance. Studies
developing ML models to predict hypoxia or hypoxemia in
continuously monitored human inpatients were included. Both
studies of patients who were mechanically ventilated and
spontaneously breathing were included. Hypoxia could be a
main outcome or an auxiliary goal.

Studies that assessed hypoxia only in specific tissues were
excluded, as this review addresses the prediction of general
hypoxia as an important indicator of critical illness for risk
stratification and early detection of patients at risk of acute
health deterioration. Additionally, studies focusing on a
population <18 years of age were not included, since the distinct
etiologies, risk factors, and clinical presentations of hypoxia in
pediatric patients may limit the generalizability of the findings
to the population of adult inpatients.

The definition of the end point of hypoxia prediction (eg,
specific oximetry thresholds or time frames of prediction) was
left unspecified due to the expected heterogeneity in the
approaches. The patient population of the included studies was
not limited to a specific hospital setting or ward.

Data Extraction and Risk of Bias
Data extracted included the data source; sample size and setting;
model variables; prediction end point and time frame; type of
model; and the predictive performance of each model, usually
expressed as classification measures such as sensitivity,
specificity, positive predictive value (PPV), negative predictive
value (NPV), or area under the receiver operating characteristics
(AUROC). Missing values of performance measures and
summary data influenced the risk-of-bias assessment.

A qualitative synthesis of the included studies was conducted.
For this purpose, an overview of all studies was provided in a
narrative summary by categorizing them into subgroups based
on the population, model features, model types, and setting. For
each study, the model with the highest performance according
to performance metrics was selected to summarize AUROC,
sensitivity, specificity, PPV, and NPV as the most reported
performance measures. In the case of studies that examined
multiple prediction outcomes, the outcome definition that is the
most similar to those of the other studies was chosen for
reporting. For studies reporting 1 performance value per patient,
a mean value was calculated for each measure. Because of the
heterogeneous study designs and characteristics of the data used,
as well as missing summary data of model performances,
conducting a meta-analysis was not feasible.
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To assess the risk of bias, quality, and applicability of the studies
included, Prediction Model Risk of Bias Assessment Tool
(PROBAST) was used [14]. This tool is specifically designed
to investigate the quality of prediction models and has become
increasingly prevalent in systematic reviews in recent years.
Assessment outcomes were evaluated based on 4
segments—participants, predictors, outcome, and analysis—and
were determined by a comprehensive questionnaire. Risk of
bias was rated as high, low, or unclear. If 1 domain suggested
a high risk of bias, the overall risk of bias for that study was
considered high. The assessment was conducted by a single
researcher, with a second researcher reviewing the process
independently.

Results

Literature Search
The initial search retrieved a total of 3734 studies (Figure 1).
After removing a total of 700 duplicates, title and abstract
screening identified the full texts of 31 studies for the assessment
of eligibility. Of these, 19 studies were excluded due to not
being a full study (n=6), not assessing a hypoxia outcome (n=4),
not using machine learning (n=3), inability to obtain the full
text (n=2), having an outpatient setting (n=2), having a pediatric
patient population (n=1), and being in the Chinese language
(n=1). The remaining 12 studies were included in the review.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.
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Study Characteristics

Overview
Table 1 presents the characteristics of all included studies and
gives an overview of the best-performing model in each study,
divided into conventional ML and deep learning models for

studies including both. The studies were conducted in the United
States [15-22], China [23,24], Germany [25], and the United
Arab Emirates [26]. Half (6/12, 50%) of them were published
after 2020 [15,16,19,21,22,26]. In 3 (25%) of the 12 studies,
the prediction of hypoxia was a side or auxiliary goal [17,19,21],
whereas it was the main study aim for the other studies.
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Table . Study characteristics of the reviewed studies (n=12). The model with the highest performance in each study is reported. For studies using both
conventional machine learning and deep learning models, each best-performing model is reported. For studies examining multiple prediction outcomes,
the outcome definition that is the most similar to those of other studies was chosen for reporting. For studies reporting 1 performance value per patient,
a mean value was calculated.

External validationPerformanceModelPrediction end
point

Clinical variables,
n

Sample size nReference

YesSpO2
a <92% within

the next 5 and 30

12435Annapragada et al
[15] (2021)

•• PPVc: 0.94LSTMb

• Sensitivity:
0.80min (occurrence

• Specificity:
0.99

and magnitude of
hypoxemic events)

YesSaO2
d <93% within

the next 5 min

2157,171Chen et al [16]
(2021)

•• AUROCf:
0.89

GBTe

NoSpO2 ≤89% within
the next 20 and 60
s

1119ElMoaqet et al [17]
(2014)

•• AUROC: 0.93Ling

NoSpO2 ≤92% within
the next 5 min

157,173Erion et al [18]
(2017)

•• LSTM AU-
ROC: 0.87

LSTM
• GBT

• GBT AU-
ROC: 0.86

NoSpO2 <90% for any
duration during the

3308Geng et al [23]
(2018)

•• AUROC: 0.76LRh

endoscopic proce-
dure

NoSpO2 <90% for any
duration during the

3220Geng et al [24]
(2019)

•• AUROC: 0.80ANNi

endoscopy proce-
dure

YesSpO2 <91% and
<96% after algo-

2639,630Lam et al [19]
(2022)

•• XGB AU-
ROC: 0.64

XGBj

• RNNk
• RNN AU-

ROC: 0.64
rithm evaluation
and any time dur-
ing hospitalization

NoSpO2 ≤92% initial
status and within
the next 5 min

>6536,232Lundberg et al [20]
(2018)

•• AUROC: 0.90GBMl

YesPaO2
m/FiO2

n ≤150
at any time during
ventilation

317,818Ren et al [21]
(2022)

•• NN AUROC:
0.83

NNo

• LR
• LR AUROC:

0.81

NoPresence and sever-
ity of temporary

17, RFp and NN
used subsets of 6
and 7

620Sippl et al [25]
(2017)

•• NN sensitivi-
ty: 0.74

NN
• RF

oxygen desatura-
tion during anesthe-

• NN specifici-
ty: 0.93

sia induction and • RF sensitivity:
0.35intubation based on

expert annotations • RF specifici-
ty: 0.99

NoMarkers of sys-
temic oxygenation:

2D and 3D diagnos-
tic images of the
chest

605Statsenko et al [26]
(2022)

•• MAEw: mean
7.941% (SD
4.131%)

CNNv

functional (HRq,

BRr, SBPs, and

DBPt) and biochem-
ical findings (SpO2,
serum potassium

level, and AGu)
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External validationPerformanceModelPrediction end
point

Clinical variables,
n

Sample size nReference

No• AUROC:
0.792

• RFPaO2 <60 mm Hg
after extubating

2914,777Xia et al [22]
(2022)

aSpO2: peripheral oxygen saturation.
bLSTM: long short-term memory.
cPPV: positive predictive value.
dSaO2: arterial oxygen saturation.
eGBT: gradient boosted tree.
fAUROC: area under the receiver operating characteristics.
gLin: linear regression.
hLR: logistic regression.
iANN: artificial neural network.
jXGB: extreme gradient boosting.
kRNN: recurrent neural network.
lGBM: gradient boosting machine.
mPaO2: partial pressure of oxygen.
nFiO2: fraction of inspired oxygen.
oNN: neural network.
pRF: random forest.
qHR: heart rate.
rBR: breath rate.
sSBP: systolic blood pressure.
tDBP: diastolic blood pressure.
uAG: anion gap.
vCNN: convolutional neural network.
wMAE: mean averaged error to the range of values.

Data Sources and Population
Most studies (9/12, 75%) analyzed a large sample size of 500
or more patients [15,16,18-22,25,26]. Data from the publicly
available databases Medical Information Mart for Intensive
Care and eICU Collaborative Research Database were used in
4 of the studies [15,16,21,22], whereas 3 studies relied on data
collected via an anesthesia information management system
(AIMS) [16,18,20]. AIMSs are widely adopted hardware and
software solutions that are integrated into a hospital’s electronic
health record system and are used to manage and document a
patient’s perioperative measurements [27,28]. The studies were
set in the OR (n=5) [16,18,20,23,24], the ICU (n=3) [15,21,22],
and mixed or general care units (n=4) [17,19,25,26]. Of the 12

studies analyzed, 10 (83%) did not include patients with
COVID-19 [16-25], whereas the remaining 2 (17%) studies
either were performed only on patients who tested positive for
COVID-19 or were externally validated on a COVID-19 cohort
[15,26].

ML Model Specifics
Figure 2 [15-26] gives an overview of the models and the
number of variables used in each study. Exclusively
conventional ML algorithms were applied in 5 of the identified
studies [16,17,20,22,23], whereas 7 studies included deep
learning algorithms [15,18,19,21,24-26]. Models based on
logistic regression were used most often (n=4) [18,21-23],
followed by artificial neural networks (n=3) [21,24,25].
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Figure 2. Machine learning (ML) methods used by each study. ML methods (upper half) in gray: conventional ML; ML methods in black: deep learning.
Studies are sorted by the number of clinical variables used. Studies in blue: 1 clinical variable; studies in green: 2-5 clinical variables; studies in yellow
to red: >5 clinical variables. ANN: artificial neural network; Autoreg: autoregressive model; CNN: convolutional neural network; DTW: dynamic time
warping; GBM: gradient boosting machine; GBT: gradient boosted tree; kNN: k-nearest neighbor; Lin: linear regression; LR: logistic regression; LSTM:
long short-term memory; RF: random forest; RNN: recurrent neural network; SVM: support vector machine; XGB: extreme gradient boosting.

The number of clinical variables included ranged from 1 to over
65 different variables. The prediction of hypoxic events was
based solely on prior peripheral oxygen saturation (SpO2) values
in 3 studies [15,17,18], whereas 4 studies used 2 or 3 clinical
variables as input [21,23,24,26]. The remaining 5 studies relied
on at least 6 variables [16,19,20,22,25]. The most frequently
used variable sources were oximetry measurements (9/12, 75%)
[15-22,25] and static patient characteristics such as age (5/12,
42%) [16,19,20,23,25]. Additionally, a single study relied on
diagnostic images of the chest to make predictions [26].

The prediction end point was defined by a threshold of SpO2

between 89% and 92% for most of the studies (7/12, 58%)
[15,17-20,23,24]. Thresholds of the partial pressure of oxygen,
the arterial oxygen saturation, or the ratio of partial pressure of
oxygen to the fraction of inspired oxygen were used in 3 other
studies [16,21,22]. The remaining 2 studies assessed the
presence and severity of hypoxia as defined by expert
annotations and predicted functional markers of hypoxia,
respectively [25,26]. Defined time frames for prediction included
the length of a certain procedure [21,23-25], any time after
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extubating [22], and a set time window of 5 to 30 minutes
[15-18,20].

Performance
Most of the 12 studies reported sensitivity (n=9, 75%),
specificity (n=8, 67%), or AUROC (n=9, 75%) as classification
measures. Other performance indicators were PPV, NPV, area
under the precision-recall curve, accuracy, and F1-score. The

most frequently reported performance measures of the
best-performing model in each study are summarized in a heat
map (Figure 3 [15-26]). The reported performance measures of
1 study were based on 10 individual patients since the focus of
the study was to propose a performance metric and therefore
have limited informative value [17]. One other study only
reported the proportion of the mean averaged error to the range
of values [26].

Figure 3. Heat map of performance measures, sorted by AUROC. The performance of the best-performing model in each study is presented. In the
case of studies that examined multiple prediction outcomes, the outcome definition that is the most similar to the other studies was chosen for reporting.
For studies stating 1 performance value per patient, the metrics represent the mean value. For 3 of the included studies, hypoxia prediction was not the
main study aim [17,19,21]. The reported performance measures of 1 study were based on 10 individual patients and therefore have limited informative
value. One study only reported the proportion of the mean averaged error to the range of values. AUROC: area under the receiver operating characteristics;
NPV: negative predictive value; PPV: positive predictive value.
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Of the 9 studies reporting AUROC, 8 (89%) showed a value
higher than 0.75 [16-18,20-24]. This included 3 studies that
showed a significant trade-off between sensitivity and specificity
[17,21,24]. The overall performance was moderate or high with
respect to classification metrics, both in studies performing the
prediction task as the main study aim and in studies predicting
hypoxia as a side or auxiliary goal. In studies drawing a
comparison to anesthesiologist decisions, the prediction models
alone or anesthesiologists using those models outperformed
anesthesiologists without access to the model [18,20].

Deep learning and conventional ML are not directly comparable
as they are not being applied on the same data set and the
performance metrics are not consistently reported. However, in
all studies comparing the 2 approaches, deep learning models
showed similar or better performance than conventional ML
models considering classification metrics [18,19,21,25].
Additionally, models only using prior SpO2 data as a variable
tended to outperform models using more clinical variables
[15,17,18]. Two (67%) of the 3 studies only using prior SpO2

data applied a long short-term memory (LSTM) algorithm, 1
of which was able to predict the detailed trend of the SpO2

waveform [15,18]. Multitask learning for the prediction of
related end points was implemented in 1 study, showing
improved performance with an increasing number of tasks [19].
Approaches for providing explainability of their prediction
outcome were presented in 2 studies, with 1 offering a real-time
prediction tool displaying the contributing factors of an
individual patient’s hypoxemia risk within the next 5 minutes
[16,20].

Risk-of-Bias Assessment
PROBAST was used to assess the risk of bias and applicability
of each study. In the case of external validation, the assessment
for that validation was performed separately. An overview of
the overall and segment ratings of all 12 studies analyzed are
shown in Figure 4. The overall risk of bias was rated as high or
unclear for most of the studies (10/12, 83%) [16-21,23-26].
Unclear or high risk of bias ratings were mainly due to missing
details of the procedure as well as unclear or unfitting timing
of predictors or outcomes. External validation was only
performed in 4 of the studies [15,16,19,21], whereas the other
8 studies relied on internal validation, primarily using random
split samples and cross-validation [17,18,20,22-26].
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Figure 4. Risk-of-bias assessment for all studies (n=12) based on 4 segments. The graph shows the number of studies with low, high, and unclear risk
of bias by the author’s assessment using PROBAST (Prediction Model Risk of Bias Assessment Tool).

Discussion

Principal Findings
In this systematic review, we identified and summarized 12
studies predicting hypoxic events or markers for hypoxia. The
approaches proved to be highly diverse both in their assessment
and definition of a hypoxic outcome as well as in the variables
and model types used. Therefore, the comparability between
studies was limited by the high variability of approaches, such
as the variety of settings involving different influences on blood
oxygen saturation (eg, sedation during surgery).

The data used to develop the models were primarily obtained
from publicly available databases or directly from hospitals’
AIMSs or electronic health record systems. Settings for the
prediction included the OR, ICU, and general care units. The
implemented ML models were based on both conventional ML
and deep learning methods and assessed prediction end points
defined as a threshold for blood oxygen measurements for most
studies. Clinical variables used included patient characteristics,
vital signs, and laboratory data. Blood oxygen data were the
most applied model variables for hypoxia prediction.

The overall predictive performance of the presented models
was moderate or high across the various settings. Deep learning
approaches showed similar or better performance than
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conventional ML approaches within the same studies. Models
predicting hypoxia solely based on prior oximetry data tended
to outperform models using more variables as inputs, with most
of these studies using an LSTM algorithm.

The demonstrated trade-off between sensitivity and specificity
of model performance highlights that it may be difficult to
achieve both at the same time, especially when predicting
medical events. This is a major caveat that holds true for a broad
variety of diagnostic tests in medicine, such as D-dimers in
investigating venous thromboembolism [29]. High specificity
but low sensitivity, as demonstrated by 2 of the models, might,
for example, result from missing relevant variables or an
insufficient number of outcome events due to small sample
sizes. An algorithm with high specificity may help to reduce
unnecessary interventions, potentially leading to cost savings
and minimizing patient inconvenience. However, in practice,
an algorithm with that trade-off does not reliably detect patients
with hypoxia who require immediate attention and may therefore
be more appropriate as a decision support tool rather than a
stand-alone diagnostic tool.

High sensitivity but low specificity on the other hand can, for
example, be caused by the inclusion of variables that are highly
associated with the presence of hypoxia but are not specific to
hypoxia alone, or by the model being too sensitive and thus
detecting subtle changes in nonhypoxic cases that are incorrectly
classified as hypoxic. Practically, such a model could result in
overalerting, disqualifying it for clinical application.

The informational value of many of the studies presented was
limited due to a lack of external validation. In addition, more
precise classification performance metrics were often not
provided, thus not allowing for a meta-analysis. Unclear ratings
were mostly due to missing information, particularly in the
analysis segment. Comparability between studies was limited
by the high variability of approaches, such as the variety of
settings involving different influences on blood oxygen
saturation (eg, sedation during surgery).

Applicability and Future Opportunities
The successful prediction of hypoxic events within a time frame
of 5 or even 30 minutes into the future demonstrates the ability
to provide sufficient lead time for crucial treatment
interventions. Hence, these results suggest the potential of
developing a helpful prediction tool, applicable in clinical
practice, which complements the assessment of nurses and
clinicians. Such a tool could be extended by a presentation and
visualization of individual factors influencing the predicted
outcome of hypoxia, as demonstrated by Lundberg et al [20].
The approach to make the model more understandable is useful
both for more nuanced therapy strategies and for the general
usability and acceptance of an ML tool for the prediction of
hypoxia in the clinical setting.

While models with many features might have higher accuracy
and might be able to capture more detailed and complex
relationships between the features and the outcome of hypoxia,
they also come with a higher complexity for use and are prone

to overfitting [30]. Given the intended use of a predictive
algorithm for making timely decisions that have immediate
impact on the health status of patients, complex models with
excessive features could impede their implementation in clinical
practice. Additionally, utility might be reduced by patients
missing 1 or more of these features. Therefore, the prediction
results of LSTM models based only on previous SpO2 values
provide a foundation for further development and refinement
of models using only a few, readily available, and noninvasive
respiratory variables.

The results of Lam et al [19] suggest that multitask learning
may contribute to higher predictive performance on related
respiratory outcomes. Therefore, an approach for parallel
prediction of several relevant intensive care parameters could
provide a basis for further exploration. Opportunities for
combined prediction include predictive models for the necessity
of changes in ventilation, in airway pressure, or for increased
risk of ventilation failure [31-33]. The prediction of hypoxia
could also be embedded in a more general early warning score
for related outcomes, for which ML mechanisms are already
being applied [19,34-36]. In addition, the development of ML
prediction models in a clinical context should include
consideration of recent advances for the prediction of other
unrelated health parameters and outcomes to avoid a complex
system of different prediction systems, thus limiting the
applicability and acceptability of these efforts. Forthcoming
studies in this area should strive to accurately report performance
details of their models, as well as to consistently define the end
point of the prediction, to allow comparison with other
approaches.

Limitations
This review focused on studies predicting hypoxic or hypoxemic
events and therefore did not include studies predicting related
outcomes (eg, blood oxygen saturation) without stating that aim
of prediction. The comparability of predictive performance
among the included studies was limited due to substantial
differences in methodology, variables, and end point definition,
precluding a meta-analysis from being conducted. An additional
challenge arose from the fact that some studies, while including
hypoxia predictions, did so as an auxiliary objective and not as
their primary focus. Therefore, we focused on a qualitative
summary and on demonstrating the variety of approaches taken.
The generalizability of the results presented might be further
restricted by the countries of origin being limited to the United
States, Europe, and Asia.

Conclusion
Despite the large methodological variance of the studies
presented, this review shows promising approaches for the
prediction of hypoxia status, a factor that is highly informative
for changes to a patient’s state of health. Future studies must
aim to improve the external validation of the predictive
performance and, thus, verify the generalizability of the results
to additional data sets. The applicability of validated predictive
models for hypoxia risk should be proven by prospective studies
in clinical practice.
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PPV: positive predictive value
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
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Abstract

Background: Diabetes mellitus prevalence is increasing among adults and children around the world. Diabetes care is complex;
examining the diet, type of medication, diabetes recognition, and willingness to use self-management tools are just a few of the
challenges faced by diabetes clinicians who should make decisions about them. Making the appropriate decisions will reduce the
cost of treatment, decrease the mortality rate of diabetes, and improve the life quality of patients with diabetes. Effective
decision-making is within the realm of multicriteria decision-making (MCDM) techniques.

Objective: The central objective of this study is to evaluate the effectiveness and applicability of MCDM methods and then
introduce a novel categorization framework for their use in this field.

Methods: The literature search was focused on publications from 2003 to 2023. Finally, by applying the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses) method, 63 articles were selected and examined.

Results: The findings reveal that the use of MCDM methods in diabetes research can be categorized into 6 distinct groups: the
selection of diabetes medications (19 publications), diabetes diagnosis (12 publications), meal recommendations (8 publications),
diabetes management (14 publications), diabetes complication (7 publications), and estimation of diabetes prevalence (3
publications).

Conclusions: Our review showed a significant portion of the MCDM literature on diabetes. The research highlights the benefits
of using MCDM techniques, which are practical and effective for a variety of diabetes challenges.

(JMIR Med Inform 2024;12:e47701)   doi:10.2196/47701

KEYWORDS

analytical hierarchy process; diabetes management; diabetes recognition; glucose management; multi-criteria decision making;
technique for order of preference by similarity to ideal solution; decision support; diabetes; diabetic; glucose; blood sugar; review
methodology; systematic review; decision making; self-management; digital health tool

Introduction

Overview
Diabetes mellitus is a chronic disease that is characterized by
impaired insulin production and action [1]. According to the
etiopathology of diabetes, the 3 most common clinical categories

are distinguished: type 1 diabetes, type 2 diabetes (T2D), and
gestational diabetes mellitus [2,3]. In recent decades, diabetes
prevalence has increased in both adults and children around the
world. By 2035, there will be an estimated 592 million people
worldwide with diabetes [4]. By 2040, this number is expected
to rise to 642 million [5], and by 2045, there will be 783.2
million cases of diabetes worldwide [2]. According to the global
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2021 findings of the International Diabetes Federation (IDF),
537 million adults are living with diabetes, and 3 in 4 of them
reside in low- and middle-income countries. In 2021, a total of
6.7 million people died of diabetes, equating to 1 death every
5 seconds. The expenditure on diabetes-related health care is at
least US $966 billion, and it has increased up to 316% over the
last 15 years [2].

Diabetes is a chronic condition requiring continuous medical
care and patient education to prevent severe complications and
long-term risks. Managing diabetes involves addressing various
aspects of the patient’s health, including blood glucose
monitoring, monitoring and managing carbohydrate intake,
regular engagement in physical activity, and medication
management. By understanding the disease’s nuances and
recognizing when it might become severe, people can take steps
to protect their well-being. Thus, faster diagnosis of diabetes
and its potential complications is crucial for both patients and
health care providers [6]. General practitioners faced a
significant problem when diagnosing diabetes, partly because
patients displayed a wide range of signs and symptoms. This
complex clinical environment confused general practitioners
and changed the diagnostic procedure into a multiobjective
health care decision-making challenge [7].

In addition to making informed decisions about the patient's
health, endocrinologists and general practitioners should
carefully assess various factors, including lifestyle choices,
dietary habits, daily physical activity levels, insulin
requirements, and the patient’s willingness to embrace
self-management technologies such as insulin pumps or pens,
smart bracelets, continuous glucose monitoring, and mobile
apps [8]. This comprehensive evaluation enables them to select
the most appropriate treatment options. As an illustration, when
it comes to managing hyperglycemia in patients with T2D, there
is a diverse array of treatment options available. Currently,
approximately 30 medications belonging to 9 distinct therapeutic
categories have received approval for use, with ongoing research

and development efforts yielding additional drugs and novel
drug categories [9]. Due to the variety of options and guidelines
from organizations such as the American Diabetes Association
(ADA) [10], doctors often customize prescriptions using
different doses and combinations for effective diabetes
management [9]. The available medications vary in efficacy,
safety, dosage, side effects, and cost. A lack of comparative
information across these factors often leaves patients and
physicians unable to make well-informed decisions [11]. The
selection of diabetes medication presents itself as a
multiobjective problem within the realm of health care
decision-making [9].

Medical decision support could play a pivotal role in enhancing
health care decision-making as it integrates pertinent, organized
clinical knowledge and patient data into health-related decisions
and processes [12]. Multiple stakeholders, including patients,
health care providers, and those involved in patient care, can
receive a mix of general clinical insights, patient-specific data,
or both. Therefore, a quantitative approach that combines
treatment benefits and drawbacks with individual preferences
to effectively guide medical decisions could be multicriteria
decision-making (MCDM) [13]. MCDM or multicriteria
decision analysis (MCDA) is a valuable subdiscipline of
operations research, particularly beneficial when dealing with
multiple objectives, such as treatment-related outcomes, in
benefit-risk analysis [14,15]. A typical MCDM problem consists
of 4 key phases: option formulation, criteria selection, criteria
weighting, and the decision-making process [16].

Objective
By considering the abovementioned factors, the primary aim
of this research is to assess the use and practicality of MCDM
methods in the context of diabetes. Our goal is to examine the
various ways in which MCDM techniques have been used to
study diabetes and present an innovative categorization of their
applications in this field. Figure 1 demonstrates the graphical
abstract of the paper.

Figure 1. Graphical abstract of the paper. MCDM: multicriteria decision-making.
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Methods

Search Strategies
A query was carried out on PubMed, Elsevier, Embase,
MEDLINE, Scopus, MBC, Springer, IEEE, MDPI, Taylor and
Francis Online, and Google Scholar based on published articles.
The keywords for our paper were extracted from Medical
Subject Headings (MeSH). The keywords “diabetes” and
“glucose” were combined with MCDM techniques terms such
as TOPSIS, AHP, and multi-criteria-decision-making using the
Boolean operator AND/OR. The specific query searched was:
((diabetes OR glucose) AND (AHP OR TOPSIS OR MCDM
OR multi-criteria-decision-making)).

Inclusion and Exclusion Criteria
We initially eliminated any duplicate articles from various
sources after receiving the results of an initial collection of
relevant articles and then manually inspected the remaining
articles to assess them under the inclusion criteria. The inclusion
criteria were any English papers published between 2003 and
2023. Research, review, conference, and case report articles
with an abstract or full text were taken into account.
Non-English articles and other research forms, such as letters
to editors and brief messages, were excluded. Out of almost
2210 articles, only 63 were found and chosen based on keywords
and all of our criteria. The article selection process was based
on PRISMA (Preferred Reporting Items for Systematic Review
and Meta-Analyses; Figure 2) [17].

Figure 2. PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analyses) flowchart.

Results

Overview
Based on Figure 2, after removing duplicates and examining
according to the inclusion and exclusion criteria, 63 publications
were included in the final evaluation. Based on our investigation
to reveal the frequency of publications in databases, it became
clear that most of the publications were indexed in Google
Scholar, with 60 publications; PubMed, with 17 publications;
and Springer and IEEE, with 8 and 7 publications, respectively.

We initially provided a concise overview of MCDM and its
techniques, followed by the presentation of our research findings
gathered from reviewing publications.

MCDM Techniques Overview
Since so many choices in our modern lives depend on a
multitude of factors, the decision can be made by giving various
criteria varying weights, which is done by expert groups.
Determining the structure and explicitly evaluating several
criteria is crucial. Therefore, constructing and resolving
multicriteria planning and decision-making challenges is referred
to as MCDM. As a result, MCDM is composed of a set of

numerous criteria, a set of alternatives, and some sort of
comparison between them [18-20].

No alternative optimizes all criteria uniformly in multicriteria
optimization assignments. Any solution to the multicriteria task
that enhances a specific criterion can be examined, but the task
must ultimately have a preferred option. The decision maker
must provide more details to select the best decision. Throughout
its brief history of about 50 years, MCDM has been an
interesting study topic [20]. There are 2 categories of MCDM
approaches: multiattribute decision-making (MADM) and
multiobjective decision-making (MODM) [19,20].

In order to find the optimal answer, decision makers in MADM
choose to categorize, rank, or prioritize a limited number of
choices. Pairwise comparison, outranking, and distance-based
approaches are the 3 basic methods used in MADM. Pairwise
comparison involves evaluating and contrasting the weights of
several criteria using a base scale. Analytic hierarchy process
(AHP) and analytical network process (ANP) are frequently
used in pairwise comparison [21]. Outranking approaches offer
a variety of options and determine whether one option has any
sort of dominance over the others [22]; instances of outranking
techniques include Elimination Et Choix Traduisant la Realité
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(ELECTRE) and preference ranking organization method for
enrichment of evaluations (PROMETHEE) [21]. The solution
with the shortest distance to the ideal point is considered the
best according to distance-based techniques, which measure the
distance a solution is from the ideal point. The technique for
order of preference by similarity to ideal solution (TOPSIS)
and ViseKriterijumska Optimizacija I Kompromisno Resenje

(VIKOR) are 2 popular distance-based methodologies [21].
Unlike MADM, MODM handles situations where there are
many decision makers and an infinite number of possibilities.
All of these MCDM methods are presented in Figure 3. The
most efficient MCDM techniques are introduced in the following
sections.

Figure 3. Hierarchical structures of MCDM methods. AHP: analytic hierarchy process; ANP: analytical network process; ELECTRE: Elimination Et
Choix Traduisant la Realité; GA: genetic algorithm; GP: goal programming; MADM: multiattribute decision-making; MCDM: multicriteria
decision-making; MODM: multiobjective decision-making; PROMETHEE: preference ranking organization method for enrichment of evaluations;
TOPSIS: technique for order of preference by similarity to ideal solution; VIKOR: ViseKriterijumska Optimizacija I Kompromisno Resenje.

AHP Method
Saaty [23] was the first to introduce the AHP. As shown in
Figure 4, AHP includes the decision’s objective at the top, the
criteria and subcriteria in the middle, and the collection of

alternatives at the bottom [7]. The key benefits of AHP are its
scalability and ease of usage. AHP can be applied using Excel
(Microsoft) or web-based tools such as Transparent Choice,
SpiceLogic, Decerns MCDA, MATLAB (MathWorks), R (R
Core Team), and Super Decisions.
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Figure 4. Hierarchical structure of analytic hierarchy process.

TOPSIS Method
As shown in Figure 5, TOPSIS is a distance-based technique
that Hwang and Yoon [24] proposed in 1981. The TOPSIS
technique makes it easy to define the positive and negative ideal
solutions by presuming that each criterion tends to
monotonically increase or reduce use. A Euclidean distance
approach is suggested to assess how closely the alternatives
resemble the ideal solution. The preferred order of the

alternatives will be determined by a series of comparisons of
their relative distances. The general principle behind this
approach is that the optimal option should be closest to the ideal
solution and the farthest distance from the negative ideal
solution. In the ideal solution, the ideal solution has the best
attribute values, maximizes the benefit criteria, and minimizes
the cost criteria. In the negative ideal solution, the negative
solution has the worst attribute values, maximizes the cost
criteria, and minimizes the benefit criteria [19,21].

Figure 5. TOPSIS method. TOPSIS: technique for order of preference by similarity to ideal solution.

ANP Method
Due to the inability of AHP to produce an adequate rating with
a limited number of possibilities, the majority of organizations

do not use it often. Therefore, Saaty [25] suggested ANP as a
continuation of AHP. Decision makers are capable of making
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decisions in difficult situations, according to ANP's capability
[21].

Weighting Methods
One of the crucial phases of MCDM problems is determining
the weights of the criterion [26]. Several weighing techniques
can be divided into the following groups: (1) subjective
weighting method: AHP, Weighted Sum Model (WSM) [27],
and Weighted Product Model (WPM) [27]; (2) objective
weighting method: Entropy method [28] and Criteria Importance
Through Intercriteria Correlation (CRITIC) [28]; and (3)
integrated method: step-wise weigh assessment ratio analysis
(SWARA) [29] and Weighted Aggregated Sum Product
Assessment (WASPAS) [28].

Following a thorough analysis of all of the MCDM publications
in the field of diabetes research during a 2-decade period, it was

evident that, starting in 2016, the number of publications in this
area has been steadily rising, reaching 10 in 2022.

Then, a new classification of the applications of MCDM
approaches in diabetes was proposed: (1) selection of diabetes
medication, (2) diagnosis of diabetes, (3) meal recommendation
for diabetes, (4) diabetes management, (5) diabetes
complication, and (6) estimation of diabetes prevalence.

Selection of Diabetes Medication
Table 1 shows that approximately 30% (n=19/63) of the
publications focused on using MCDM techniques to determine
the optimal diabetes medication among various options. Notably,
AHP and fuzzy AHP, with 6 and 4 mentions, respectively, were
the most frequently used methods.
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Table 1. Diabetes medication publications.

ResultsObjectiveMethodsReference

Sitagliptin, sulfonylureas, and pioglitazoneSelect oral T2Db medicationsAHPaMaruthur et al
[14]

Metformin should be used as the first-line medication,
followed by sulfonylurea, glucagon-like peptide-1 recep-
tor agonist, dipeptidyl peptidase-4 inhibitor, and insulin

Choose the pharmacological treatment
for T2D

SWARAc method, ratio anal-
ysis, and the FMULTIMOO-

RAd method

Eghbali-Zarch et
al [29]

Proposed a model to help endocrinologist to choose the
best medicine

Determine the final ranking of the medi-
cations

WASPASe, entropy, and

CRITICf

Eghbali-Zarch et
al [28]

CDSSh can assist young doctors and nonspecialty
physicians with medication prescriptions

Ranking of diabetes medicinesTOPSISgZhang et al [30]

AHP will aid, support, and enhance the ability of deci-
sion makers to make evidence-based informed decisions
consistent with their values and preferences

Select oral T2D medicationsAHPMaruthur et al
[31]

Fuzzy AHP model can better handle the ambiguity of
decision makers

Classification of diabetic medicationsFuzzy AHP and AHPNag and Helal
[32]

AGIi, DPP4j, METk, Glinide, SUl, and TZDmChoose pharmaceuticalsEntropyChen et al [33]

Modifying one's lifestyle, taking metformin, and receiv-
ing insulin injections

Combine different clinical, economic,
and medical decision-making elements

AHP and ANPnWang et al [34]

Five DPP4 inhibitors was valuableAssess medicine for diabetesMCDAoBao et al [35]

Proposed a decision support systemConsidered the best oral antidiabeticFuzzy AHPOnar and Ibil
[36]

The new medication was acceptableExamine the Mudan GranulesMCDAZhang et al [37]

Potential antidiabetic effectEvaluate strains of the efficacy of the

LABp with possible antidiabetic capabil-
ities

AHPCai et al [38]

Giving the high peace of treatment to the most affected
people

Choose the best course of therapyFuzzy PROMETHEEqSekar et al [39]

Proposed a modelEvaluate patients’ preferences for vari-
ous T2D treatment parameters

AHP and BWSrMühlbacher et al
[40]

Number of therapy sessions (per day) was the most im-
portant factor

Identify and choose the most efficient
thermal massage treatment session

Fuzzy AHPMahat and Ah-
mad [41]

The mathematical model of exercise rehabilitation pro-
gram for patients with diabetes was established

Determine the weights of the various
physiological factors

Fuzzy AHPPan et al [42]

Developed a new formula-based PFSst and evaluated
its feasibility by applying the model on selecting the
T2D pharmacological therapy

Select T2D medication treatmentCOPRASsRani et al [43]

Metformin, pioglitazone, sitagliptin, and glimepiride
were ranked first, second, third, and fourth, respectively

Developed a mathematical decision-
making model that prioritizes the avail-
able diabetes medication based on crite-
ria

AHPBalubaid and
Basheikh [44]

For oral antidiabetes-treated patient groups and insulin-

treated patient groups, HbA1cu level, delay of insulin

Examine the key patient-related decision
criteria involved in the medicinal treat-
ment of T2D

AHP and BWSMühlbacher et al
[45]

therapy, and occurrence of hypoglycemia were ranked
first, second, and third, respectively

aAHP: analytic hierarchy process.
bT2D: type 2 diabetes.
cSWARA: step-wise weigh assessment ratio analysis.
dFMULTIMOORA: full multiplicative form.
eWASPAS: Weighted Aggregated Sum Product Assessment.
fCRITIC: Criteria Importance Through Intercriteria Correlation.
gTOPSIS: technique for order of preference by similarity to ideal solution.
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hCDSS: clinical decision support system.
iAGI: α-glucosidase.
jDDP4: dipeptidyl peptidase-4.
kMET: meglitinide.
lSU: sulfonylureas.
mTZD: thiazolidinedione.
nANP: analytical network process.
oMCDA: multicriteria decision analysis.
pLAB: lactic acid bacteria.
qPROMETHEE: preference ranking organization method for enrichment of evaluations.
rBWS: best–worst-scaling.
sCOPRAS: Complex Proportional Assessment.
tPFS: Pythagorean Fuzzy Set.
uHbA1c: hemoglobin A1c.

Diagnosis of Diabetes
Table 2 displays that roughly 19% (12/63) of the publications
centered on the application of MCDM techniques for aiding

general practitioners and endocrinologists in diagnosing
diabetes. Among these, AHP and TOPSIS were the most
commonly cited methods, with 4 and 3 mentions, respectively.
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Table 2. Diabetes diagnosis publications.

ResultsRisk factorsObjectiveMethodsReference

Female patients were more likely to
develop diabetes

Age, weight, height, BMI, systolic

and diastolic BPb, urine creatinine,

albuminuria, and ACRc

Investigate the prevalence of dia-
betes among women and men

TOPSISaZulqarnain et al [6]

FAHPe model is an excellent tool for
diagnosing medical disorders based
on many criteria

Weakness, obesity, delayed healing,
alopecia, muscle stiffness, polydipsia,
polyuria, visual blurring, sudden
weight loss, and itching

Predict diabetes risksFuzzy

AHPd
Abdulkareem et al
[7]

N/AgA history of GDM or impaired glu-
cose tolerance in previous pregnan-
cies and a history of macrosomia in
the infant

Identify the most significant risk

factors for GDMf
AHPAbbasi et al [46]

Proposed a framework to recognize
the symptoms of disease

Age, pregnancies, glucose, blood
pressure, skin thickness, insulin, BMI,
and diabetes pedigree function

Identify the symptoms of diabetesFuzzy
TOPSIS

Yas et al [47]

DIBARk, a knowledge-based expert
system

FBSi index, PRFj, BMI, diet, age, BP,
gender, family history, and smoking
status

Determine the likelihood of devel-

oping T2Dh
AHPAmin-Naseri and

Neshat [48]

Created a new, systematically inter-

pretable FRBSl framework

N/ADiagnosis of diabetesFuzzy
AHP

El-Sappagh et al
[49]

Recognized top 3 most important risk
factors: heredity, obesity, and physi-
cal inactivity

Heredity, sex, ethnicity, age, impaired
glucose tolerance, gestational dia-
betes, and so forth

Diagnosis of diabetesAHPBaha et al [50]

Combined MCDMn with machine-
learning techniques to find the best
forecasting model

N/AForecast diabetesEDASmSharma and Sharma
[51]

Combined WPM method with ma-
chine learning to select the best model

N/AForecast diabetesWPMoMalapane et al [52]

Blindness, obesity, and inactivity
were the risk factors with greatest
impact

Blood glucose, BP, blood cholesterol,
obesity, blindness, physical inactivity

Identification of the most impor-
tant T2D risk factors in the Pima
Indian database

TOPSISFelix et al [53]

Propose a model for predicting dia-
betes among women

N/AForecast diabetes in womenAHPSankar and Jeyaraj
[54]

Proposed a new algorithm which re-
moved the multicollinearity among
criteria

N/ASolve the problem of multi-
collinearity between criteria in di-
abetes diagnosis

TOPSISBondor and
Mureşan [55]

aTOPSIS: technique for order of preference by similarity to ideal solution.
bBP: blood pressure.
cACR: albumin creatinine ratio.
dAHP: analytic hierarchy process.
eFAHP: fuzzy analytic hierarchy process.
fGDM: gestational diabetes mellitus.
gN/A: not applicable.
hT2D: type 2 diabetes.
iFBS: fasting blood sugar.
jPRF: physical risk factors.
kDIBAR: Created Diabetes Risk Assessment.
lFRBS: fuzzy rule-based systems.
mEDAS: evaluation based on distance for average solution.
nMCDM: multicriteria decision-making.
oWPM: Weighted Product Model.

JMIR Med Inform 2024 | vol. 12 | e47701 | p.110https://medinform.jmir.org/2024/1/e47701
(page number not for citation purposes)

Aldaghi & MuzikJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Meal Recommendation for Diabetes
According to Table 3, a total of 8 (13%) out of 63 publications
focused on using MCDM techniques to assist people with

diabetes in making the healthiest food choices from their food
options, considering factors such as fat content, carbohydrate
content, and calorie count. Among these, AHP was mentioned
most frequently, with 6 instances.

Table 3. Meal recommendation publications.

ResultsCriteriaObjectiveMethodsReference

Ben & Jerry’s Butter Pecan was enriched with all
4 criteria

Sugar, cholesterol, di-
etary fiber, and proteins

Recommend a particular ice cream for
patients with diabetes

AHPaGaikwad et al
[56]

Solid food was selected as the bestCalories, body fat,
healthy carbs, and di-
etary needs

Find out the best diet for a patient with
diabetes among 3 alternatives: solid
food, liquid food, and fluid food

AHPSharawat and
Dubey [57]

N/AN/AbDesigned a new yogurt product for pa-
tients with diabetes

Fuzzy AHPSantoso et al
[58]

Proposed an affordable and culturally appropriate
meals that would provide all the nutrition needed
for a diabetic while still being mindful of calories
and carbs

N/AProposed a personalized meal-planning
strategy

AHPZadeh et al
[59]

Selected a type of ice cream that satisfies all crite-
ria

Sugar, cholesterol,
carbs, fat, protein, and
dietary fiber

Recommended shakes and ice cream for
patients with diabetes

AHP and

TOPSISc
Gulint and
Kadam [60]

Selected a type of ice cream that satisfies all crite-
ria

Sugar, calories, choles-
terol, and proteins

Recommendation of a particular ice
cream

ANPdGaikwad et al
[61]

Proposed a model combination of AHP-GAe and

AHP-CIf to recommend an ice cream to patients
with diabetes

N/ARecommendation of a particular ice
cream

AHPGaikwad et al
[62]

Patient having a high sugar level of 262 mg/dl can
consume an ice cream lower sugar like Breyers
butter almond, also patient with low sugar level
of 77 mg/dl can consume high sugar ice cream
like Breyers

Sugar, protein, choles-
terol, and dietary fiber

Recommendation of a particular ice
cream

AHPGaikwad et al
[63]

aAHP: analytic hierarchy process.
bN/A: not applicable.
cTOPSIS: technique for order of preference by similarity to ideal solution.
dANP: analytical network process.
eAHP-CI: analytic hierarchy process–cohort intelligence.
fAHP-GA: analytic hierarchy process–genetic algorithm.

Diabetes Management
Based on Table 4, additional applications of MCDM techniques,
particularly AHP methods, in diabetes management (14/63,
22%) encompass tasks such as identifying ideal locations for

diabetes clinics, allocating resources for diabetes care, assessing
the current diabetes applications, and constructing models to
prioritize criteria that bolster the safety of the insulin supply
chain.
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Table 4. Diabetes management publications.

ResultsMethodReference

Assess current mHealthd applications for T2De, including Glucose Buddy, mySugr, Diabetes: M, Blood
Glucose Tracker, and OneTouch Reveal

TOPSISa, VIKORb,

PROMETHEE IIc

Gupta et al
[64]

Assess the influence of social support on T2DMh self-managementANPf and CRITICgWang et al
[65]

Created and used the SCPj assessment methodology for Indian diabetes clinicAHPiMishra et al
[66]

Developed a customized service quality assessment model for diabetes careAHPMishra [67]

Proposed 3 alternatives for the placement of a diabetes clinic using the SLPk methodFuzzy TOPSISMishra [68]

Improving the treatment compliance of patients with diabetesAHPByun et al
[69]

Calculate the amount of funding allocated to diabetes preventive initiatives across the United States
to reduce the weighted sum of diabetes prevalence and outcomes caused by improper health expenditure

New multicriterion, robust
weighted-sum methodology

Mehrotra and
Kim [70]

Create a model that can prioritize and pick the optimal criterion for optimizing insulin safetyAHP and TOPSISHaji et al [71]

Described a clinical decision support system that enhance dynamic decision-makingAHPSuka et al [72]

Selected the best tool for screening and managing T2DAHPFico et al [73]

Assess the relative significance of 4 frequently used diabetes quality indicators: measuring HbA1cl,

measuring LDLm, performing a dilated eye examination, and performing a foot examination

AHPLong and Cen-
tor [74]

Proposed a concept of chronic care management, which could increase effectiveness and reduce the
cost of health care provided to patients with T2D

TOPSISGajdoš et al
[75]

Assess the usability of mHealth applications to monitor T2D by developing 2 hybrid decision-making
methods

CODAS-FAHPn and MOO-

RA-FAHPo

Gupta et al
[76]

Recommended a Delphi-AHP framework to establish agreement in creating a decision-making algorithm
for evaluating the balance of benefits and risks associated with the use of complementary and alternative
medicine for diabetes

Delphi-AHPChang et al
[77]

aTOPSIS: technique for order of preference by similarity to ideal solution.
bVIKOR: ViseKriterijumska Optimizacija I Kompromisno Resenje.
cPROMETHEE II: preference ranking organization method for enrichment of evaluation II.
dmHealth: mobile health.
eT2D: type 2 diabetes.
fANP: analytical network process.
gCRITIC: Criteria Importance Through Intercriteria Correlation
hT2DM: type 2 diabetes mellitus.
iAHP: analytic hierarchy process.
jSCP: Supply Chain Partnership.
kSLP: Systematic Layout Planning.
lHbA1c: hemoglobin A1c.
mLDL: low-density lipoprotein.
nCODAS-FAHP: combine distance-based assessment-fuzzy AHP.
oMOORA-FAHP: multiobjective optimization on the basis of ratio analysis-fuzzy AHP.

Diabetes Complication
T2D is a significant global public health issue, characterized
by 2 categories of harm: macrovascular (involving large arteries)
and microvascular (involving small blood vessels).
Macrovascular disease such as strokes and microvascular

diseases such as retinopathy, nephropathy, and neuropathy [7].
MCDM techniques, especially TOPSIS, as shown in Table 5,
are used to assist endocrinologists and general practitioners in
analyzing the severity of these complications, forecasting their
likelihood of occurrence, and pinpointing the risk factors for
them (n=7).
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Table 5. Diabetes complication diagnosis publications.

ResultsComplicationsCriteriaObjectiveMethodsReference

Cardiovascular disease was
the most important complica-
tion in the problem

Neuropathy, diabetic
retinopathy, cardiovascu-
lar disease, kidney dis-
ease, foot ulcer, and am-
putation

High cholesterol, high BPb,
obesity, physical inactivity,
smoking, family history, age,
and sex

Analyzed the severity
caused by diabetes

Fuzzy TOP-

SISa
Ebrahimi and
Ahmadi [78]

Proposed a new hybrid algo-
rithm that calculate the sever-
ity of damage caused by dia-
betes

Cardiovascular disease,
diabetic ketoacidosis,
lower extremity complica-
tions, and lower extremi-
ty amputation

Ischemic heart disease, heart
failure, heart stroke, ketoacido-
sis, diabetic ulcer, neuropathy,
and lower extremely amputa-
tion

Assessed the severity
of difficulties caused
by diabetes

MCDMcAhmadi and
Ebrahimi [79]

Rank the risk factors of mi-

croalbuminuria and eGFRd to
evaluate the risk factor for

CKDe

Diabetic kidneyUrinary albumin per creatinine
ratio and glomerular filtration

Identification of the
risk factors in kidney
disease

TOPSISBondor et al
[80]

According to TOPSIS, Ad-
aboost model ranks at the best
model to detect DR

DRCriteria of TOPSIS model:

AUCg, accuracy, precision, F1-

score, recall, TPRh, FNRi,

FPRj, TNRk, and time

Detection of DRf

through machine
learning and TOPSIS
models

TOPSIS and
entropy

Ahmed et al
[81]

Identification of diabetic kid-
ney disease risk factors

Diabetic kidneySerum adiponectin, triglyc-
erides, SBP, duration of dia-
betes and age, Malondialde-

hyde, and HDLm-cholesterol

Rank risk factors of
diabetic kidney dis-
ease

VIKORlBondor et al
[82]

The model showed the appli-
cability and impact of mental
health in patients with dia-
betes

Mental healthBMI, SBP, DBPo, age, height,
exercise

Determine the impact
of mental health in
patients with diabetes

Fuzzy AHPn

and Fuzzy
TOPSIS

Alassery et al
[83]

Selection of shoe lasts for
footwear design to help re-
lieve the pain associated with
diabetic neuropathy and foot
ulcers

Diabetic neuropathy and
foot ulcers

N/ApRelieve the pain in
patients with diabetes

AHPWang et al [84]

aTOPSIS: technique for order of preference by similarity to ideal solution.
bBP: blood pressure.
cMCDM: multicriteria decision-making.
dGFR: estimated glomerular filtration rate.
eCKD: chronic kidney disease.
fDR: diabetic retinopathy.
gAUC: area under the curve.
hTPR: true positive rate.
iFNR: false negative rate.
jFPR: false positive rate.
kTNR: true negative rate.
lVIKOR: ViseKriterijumska Optimizacija I Kompromisno Resenje.
mHDL: high-density lipoprotein.
nAHP: analytic hierarchy process.
oDBP: diastolic blood pressure.
pN/A: not applicable.

Discussion

Principal Findings
Given the multitude of choices involved in selecting diabetes
medication, meal planning, nutrient intake, diabetes management
apps, and speedy diagnosis, endocrinologists, general

practitioners, and individuals with diabetes, along with their
caregivers, need guidance to make informed decisions. MCDM
is a quantitative approach that effectively integrates treatment
benefits and drawbacks, as well as individual preferences, to
facilitate sound medical decision-making in these complex
situations. Consequently, we embarked on an evaluation of the
effectiveness of MCDM methods in the context of diabetes.
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Based on a notable upward trend in publications within the
realm of using MCDM methods in diabetes research over the
last 2 decades, this underscores the growing interest among
researchers in applying MCDM methods to address
diabetes-related challenges. Furthermore, the majority of these
publications (n=19) focus on diabetes treatment selection
[14,28-45]. Diabetes management (n=14), diagnosis of diabetes
(n=12), meal recommendation (n=8), diabetes complications
(n=7), and global estimation (n=3) are in the later ranks. This
outcome highlights the efficacy of using MCDM methods in
the process of choosing diabetes medications.

All MCDM methods in diabetes are classified into 13 groups.
AHP is ranked first, having been used in 25 articles. AHP is
designed to help individuals and groups make complex decisions
by breaking them into a hierarchical structure, comparing and
weighting criteria and alternatives, and deriving a rational choice
based on these comparisons [7,85,24]. AHP can be applied to
diabetes issues and decision-making in several ways including
treatment selection [14,31,32,34,36,38-42,44,45], diabetes
diagnosis [46,48-50,54], dietary planning [56-60,62,63], diabetes
management [66,67,69,71-74,77], complication diagnosis [84],
and estimating diabetes prevalence [4,5]. TOPSIS and fuzzy
AHP with 9 and 8 publications are in the next ranks,
respectively.

As observed, 6 distinct weighting algorithms were recognized,
with the Entropy approach ranking highest. The final component
in our proposed classification pertains to estimating diabetes
prevalence. In a 2013 study, researchers used logistic regression
and AHP techniques to produce smoothed age-specific
occurrence estimates for adults aged 20 to 79 years. These
estimates were then used to calculate population projections for
the years 2013 and 2035, foreseeing an increase in the number
of individuals with diabetes to 592 million by 2035 [4]. In
another investigation conducted by the IDF in 2015, AHP and
logistic regression methods were used to estimate that there
were 415 million people (ranging from 340 million to 536
million) with diabetes. Projections indicate that this figure is

expected to reach 642 million (ranging from 521 million to 829
million) by 2040 [5].

Conclusions
One of the most serious health problems of the 21st century,
whose prevalence is rapidly increasing, is diabetes mellitus.
Almost all areas of diabetes research have seen significant
progress to date, particularly in the areas of medication selection,
meal selection, diabetes management applications, use of
continuous glucose monitoring, and closed-loop system. The
advancement of technology has expanded the scope of
decision-making responsibilities for general practitioners in the
initial stages of patient care. Determining the most optimal
choice among numerous options falls within the domain of
MCDM.

In this research, for the first time, we reviewed the majority of
MCDM papers for diabetes and considered 2 important issues
in the field of diabetes: examining the usability of MCDM
techniques in diabetes and proposing a new classification of
applications of MCDM methods in diabetes. Our study
highlights that the use of MCDM techniques extends beyond
the realm of diabetes medication selection. These methods hold
promise for diverse applications, spanning meal planning,
diabetes diagnosis, and addressing diabetes-related challenges.
This includes tasks such as selecting optimal diabetes
management applications from a wide range of options,
identifying ideal locations for diabetes clinics, and efficiently
allocating resources for diabetes care. Moreover, the analysis
reveals that AHP is the preferred and widely embraced strategy
and approach, primarily owing to its straightforward structure
and user-friendliness. We firmly believe that the adoption of
MCDM approaches offers advantages to a broad spectrum of
stakeholders, including patients with diabetes, endocrinologists,
general practitioners, caregivers, and health care policy makers.
These techniques have the potential to serve as valuable tools
for general practitioners, assisting in quicker diabetes diagnosis
and more accurate medication selection, ultimately reducing
patient costs and lifestyle concerns.
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Abstract

Background: Health care has not reached the full potential of the secondary use of health data because of—among other
issues—concerns about the quality of the data being used. The shift toward digital health has led to an increase in the volume of
health data. However, this increase in quantity has not been matched by a proportional improvement in the quality of health data.

Objective: This review aims to offer a comprehensive overview of the existing frameworks for data quality dimensions and
assessment methods for the secondary use of health data. In addition, it aims to consolidate the results into a unified framework.

Methods: A review of reviews was conducted including reviews describing frameworks of data quality dimensions and their
assessment methods, specifically from a secondary use perspective. Reviews were excluded if they were not related to the health
care ecosystem, lacked relevant information related to our research objective, and were published in languages other than English.

Results: A total of 22 reviews were included, comprising 22 frameworks, with 23 different terms for dimensions, and 62
definitions of dimensions. All dimensions were mapped toward the data quality framework of the European Institute for Innovation
through Health Data. In total, 8 reviews mentioned 38 different assessment methods, pertaining to 31 definitions of the dimensions.

Conclusions: The findings in this review revealed a lack of consensus in the literature regarding the terminology, definitions,
and assessment methods for data quality dimensions. This creates ambiguity and difficulties in developing specific assessment
methods. This study goes a step further by assigning all observed definitions to a consolidated framework of 9 data quality
dimensions.

(JMIR Med Inform 2024;12:e51560)   doi:10.2196/51560

KEYWORDS

data quality; data quality dimensions; data quality assessment; secondary use; data quality framework; fit for purpose

Introduction

To face the multiple challenges within our health care system,
the secondary use of health data holds multiple advantages: it
could increase patient safety, provide insights into
person-centered care, and foster innovation and clinical research.

To maximize these benefits, the health care ecosystem is
investing rapidly in primary sources, such as electronic health
records (EHRs) and personalized health monitoring, as well as
in secondary sources, such as health registries, health
information systems, and digital health technologies, to
effectively manage illnesses and health risks and improve health
care outcomes [1]. These investments have led to large volumes
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of complex real-world data. However, health care is not
obtaining the full potential of the secondary use of health data
[2,3] because of—among other issues—concerns about the
quality of the data being used [4,5]. Errors in the collection of
health data are common. Studies have reported that at least half
of EHR notes may contain an error leading to low-quality data
[6-11]. The transition to digital health has produced more health
data but not to the same extent as an increase in the quality of
health data [12]. This will impede the potentially positive impact
of digitalization on patient safety [13], patient care [14],
decision-making [15], and clinical research [16].

The literature is replete with various definitions of data quality.
One of the most used definitions for data quality comes from
Juran et al [17], who defined data quality as “data that are fit
for use in their intended operational, decision-making, planning,
and strategic roles.” According to the International Organization
for Standardization (ISO) definition, quality is “the capacity of
an ensemble of intrinsic characteristics to satisfy requirements”
(ISO 9000-2015). DAMA International (The Global Data
Management Community: a leading international association
involving both business and technical data management
professionals) adapts this definition to a data context: “data
quality is the degree to which the data dimensions meet
requirements.” These definitions emphasize the subjectivity
and context dependency of data quality [18]. Owing to this “fit
for purpose” principle, the quality of data may be adequate when
used for one specific task but not for another.

For example, when health data collected for primary use setting,
such as blood pressure, are reused for different purposes, the
adequacy of their quality can vary. For managing hypertension,
the data’s accuracy and completeness may be considered
adequate. However, if the same data are reused for research,
for example, in a clinical trial evaluating the effectiveness of
an antihypertensive, more precise and standardized
measurements methods are needed. From the perspective of
secondary use, data are of sufficient quality when they serve
the needs of the specific goals of the reuser [4].

To ensure that the data are of high quality, they must meet some
fundamental measurable characteristics (eg, data must be
complete, correct, and up to date). These characteristics are
called data quality dimensions, and several authors have
attempted to formulate a complex multidimensional framework
of data quality. Kahn et al [19] developed a data quality
framework containing conformance, completeness, and
plausibility as the main data quality dimensions. This framework
was the result of 2 stakeholder meetings in which data quality
terms and definitions were grouped into an overall conceptual

framework. The i~HD (European Institute for Innovation
through Health Data) prioritized 9 data quality dimensions as
most important to assess the quality of health data [20]. These
dimensions were selected during a series of workshops with
clinical care, clinical research, and ICT leads from 70 European
hospitals. In addition, it is well known that there are several
published reviews in which the results of individual quality
assessment studies were collated into a new single framework
of data quality dimensions. However, the results of these reviews
have not yet been evaluated. Therefore, answering the “fit for
purpose” question and establishing effective methods to assess
data quality remain a challenge [21].

The primary objective of this review is to provide a thorough
overview of data quality frameworks and their associated
assessment methods, with a specific focus on the secondary use
of health data, as presented in published reviews. As a secondary
aim, we seek to align and consolidate the findings into a unified
framework that captures the most crucial aspects of quality with
a definition along with their corresponding assessment methods
and requirements for testing.

Methods

Overview
We conducted a review of reviews to gain insights into data
quality related to the secondary use of health data. In this review
of reviews, we applied the Equator recommendations from the
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) guidelines proposed by Page et al [22]. As
our work is primarily a review of reviews, we included only the
items from these guidelines that were applicable. Abstracts were
sourced by searching the PubMed, Embase, Web of Science,
and SAGE databases. The search was conducted in April 2023,
and only reviews published between 1995 and April 2023 were
included. We used specific search terms that were aligned with
the aim of our study. To ensure comprehensiveness, the search
terms were expanded by searching for synonyms and relevant
key terms. The following concepts were used: “data quality” or
“data accuracy,” combined with “dimensions,” “quality
improvement,” “data collection,” “health information
interoperability,” “health information systems,” “public health
information,” “quality assurance,” and “delivery of health care.”
Textbox 1 illustrates an example of the search strategy used in
PubMed. To ensure the completeness of the review, the literature
search spanned multiple databases. All keywords and search
queries were adapted and modified to suit the requirements of
these various databases (Multimedia Appendix 1).

Textbox 1. Search query used.

(“data quality” OR “Data Accuracy”[Mesh]) AND (dimensions OR “Quality Improvement”[Mesh] OR “Data Collection/standards”[Mesh] OR “Health
Information Interoperability/standards”[Mesh] OR “Health Information Systems/standards”[Mesh] OR “Public Health Informatics/standards” OR
“Quality Assurance, Health Care/standards”[Mesh] OR “Delivery of Health Care/standards”[Mesh]) Filters: Review, Systematic Review

Inclusion and Exclusion Criteria
We included review articles that described and discussed
frameworks of data quality dimensions and their assessment
methods, especially from a secondary use perspective. Reviews

were excluded if they were (1) not specifically related to the
health care ecosystem, (2) lacked relevant information related
to our research objective (no definition of dimensions), or (3)
published in languages other than English.
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Selection of Articles
One reviewer (JD) screened the titles and abstracts of 982
articles from the literature searches and excluded 940 reviews.
Two reviewers (RVS and JD) independently performed full-text
screening of the remaining 42 reviews. Disagreements between
the 2 reviewers were resolved by consulting a third reviewer
(DK). After full-text screening, 20 articles were excluded
because they did not meet the inclusion criteria. A total of 22
articles were included in this review.

Data Extraction
All included articles were imported into EndNote 20 (Clarivate).
Data abstraction was conducted independently by 2 reviewers
(RVS and JD). Disagreements between the 2 reviewers were
resolved by consulting a third reviewer (DK). The information
extracted from the reviews included various details, including
the authors, publication year, research objectives, specific data
source used, scope of secondary use, terminology used for the

data quality dimensions, their corresponding definitions, and
the measurement methods used.

Data Synthesis
To bring clarity to the diverse dimensions and definitions
scattered throughout the literature, we labeled the observed
definitions of dimensions from the reviews as “aspects.” We
then used the framework of the i~HD. This framework
underwent extensive validation through a large-scale exercise
and was published [20]. It will now serve as a reference
framework for mapping the diverse literature in the field. This
overarching framework comprised 9 loosely delineated data
quality dimensions (Textbox 2, [20]). Each observed definition
of a data quality dimension was mapped onto a dimension of
this reference framework. This mapping process was
collaborative and required consensus among the reviewers. This
consolidation is intended to offer a more coherent and unified
perspective on data quality for secondary use.

Textbox 2. Consolidated data quality framework of the European Institute for Innovation through Health Data [20].

Data quality dimension and definition

• Completeness: the extent to which data are present

• Consistency: the extent to which data satisfy constraints

• Correctness: the extent to which data are true and unbiased

• Timeliness: the extent to which data are promptly processed and up to date

• Stability: the extent to which data are comparable among sources and over time

• Contextualization: the extent to which data are annotated with acquisition context

• Representativeness: the extent to which data are representative of intended use

• Trustworthiness: the extent to which data can be trusted based on the owner’s reputation

• Uniqueness: the extent to which data are not duplicated

Results

Search Process
Figure 1 summarizes the literature review process and the
articles included and excluded at every stage of the review using
the PRISMA guidelines. It is important to note that this was not
a systematic review of clinical trials; rather, it was an overview
of existing reviews. As such, it synthesizes and analyzes the
findings from multiple reviews on the topic of interest. A total

of 22 articles were included in this review. The 22 reviews
included systematic reviews (4/22, 18%) [23-26], scoping
reviews (2/22, 9%) [27,28], and narrative reviews (16/22, 73%)
[4,29-43]. All the reviews were published between 1995 and
2023. Of the 20 excluded reviews, 5 (25%) were excluded
because they were not specific to the health care ecosystem
[18,44-47], 13 (65%) lacked relevant information related to our
research objective [6-18], and 2 (10%) were published in a
language other than English [48,49].
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Figure 1. The process of selecting articles.

Data Sources
Of the 22 reviews, 10 (45%) discussed data quality pertaining
to a registry [25-27,34-36,40-43] and 4 (18%) to a network of
EHRs [4,24,29,33]. Of the 22 reviews, 4 (18%) discussed the
quality of public health informatics systems [37,38], real-world
data repositories [31], and clinical research informatics tools
[30]. Of the 22 reviews, 4 (18%) did not specify their data source
[23,28,32,39].

Observed Frameworks for Data Quality Dimensions
In the initial phase of our study, we conducted a comprehensive
review of 22 selected reviews, each presenting a distinct
framework for understanding data quality dimensions. Across
these reviews, the number of dimensions varied widely, ranging

from 1 to 14 (median 4, IQR 2-5). The terminology used was
diverse, yielding 23 different terms for dimensions and 62
unique definitions. A detailed overview, including data sources,
data quality dimensions, and definitions, is provided in
Multimedia Appendix 2 [4,23-43]. Figure S1 in Multimedia
Appendix 3 presents the frequency of all dimensions in each
review along with the variety of definitions associated with each
dimension.

Data Synthesis: Constructing a Consolidated Data
Quality Framework For Secondary Use

Overview
Table 1 presents all dimensions mentioned in the included
reviews, with their definitions, mapped toward each of the 9
data quality dimensions in the framework of i~HD.
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Table 1. Mapping of data quality aspects toward i~HD (European Institute for Innovation through Health Data) data quality framework.

Definitioni~HD data quality dimensions and aspects as
mentioned in the reviews

Completeness

The extent to which information is not missing and is of sufficient breadth and depth for the task at
hand.

Completeness [30,32,33,39]

This focuses on features that describe the frequencies of data attributes present in a data set without
reference to data values.

Completeness [24,29,39]

The extent to which all necessary data that could have been registered have been registered.Completeness [27,35,42]

The extent to which all the incident cases occurring in the population are included in the registry
database.

Completeness [34,41]

The completeness of data values can be divided between mandatory and optional data fields.Completeness [43]

The absence of data at a single moment over time or when measured at multiple moments over time.Completeness [23]

Is a truth of a patient present in the EHRa?Completeness [4]

All necessary data are provided.Completeness [26]

Defined as the presence of recorded data points for each variable.Completeness [25]

Focuses on features that describe the frequencies of data attributes present in a data set without reference
to data values.

Plausibility [31]

The extent to which all necessary cases that could have been registered have been registered.Capture [27,35]

Consistency

The accuracy of data values can be divided into syntactic and semantic values.Accuracy [43]

Data inconsistencies occur when values in ≥2 data fields are in conflict.Consistency [43]

Representation of data values is the same in all cases.Consistency [39]

Data are logical across data points.Consistency [26]

The degree to which data have attributes that are free from contradiction and are coherent with other
data in a specific content of use.

Consistency [32]

Absence of differences between data items representing the same objects based on specific information
requirements.

Consistency [23]

Refers to the extent to which data are applicable and helpful to the task at hand.Consistency [30]

Data are within the specified value domains.Correctness [26]

The extent to which coding and classification procedures at a registry, together with the definitions of
recoding and reporting specific data terms, adhere to the agreed international guidelines.

Comparability [34,40]

Refers to information that does not conform to a specific format or does not follow business rules.Validity [30]

The data are concordant when there was agreement or comparability between data elements.Concordance [32]

Focuses on data quality features that describe the compliance of the representation of data against in-
ternal or external formatting, relational, or computational definitions.

Conformance [29,31]

Whether the values that are present meet syntactic or structural constraints.Conformance [24]

Correctness

The extent to which registered data are in conformity to the truth.Accuracy [27,35,42]

The extent to which data are correct and reliable.Accuracy [32,33]

The degree to which data reveal the truth about the event being described.Accuracy [23]

Data conform to a verifiable source.Accuracy [26]

Refers to the degree to which information accurately reflects an event or object described.Accuracy [30]

Is an element that is present in the EHR true?Correctness [4,24]

The free-of-error dimension.Correctness [39]

Does an element in the EHR makes sense in the light of other knowledge about what that element is
measuring?

Plausibility [4]
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Definitioni~HD data quality dimensions and aspects as
mentioned in the reviews

This focuses on actual values as a representation of a real-world object or conceptual construct by ex-
amining the distribution and density of values or by comparing multiple values that have an expected
relationship with each other.

Plausibility [24]

Focuses on features that describe the believability or truthfulness of data values.Plausibility [29]

Defined as the proportion of cases in a data set with a given characteristic which truly have the attribute.Validity [34,40]

Uniqueness

Data contain no redundant values.Redundancy [32]

Stability

Representations of data values remain the same in multiple data items in multiple locations.Consistency [33]

Refers to the consistency of data at the specified level of detail for the study’s purpose, both within
individual databases and across multiple data sets.

Consistency [24]

Data currency is important for those data fields that involve information that may change over time.Currency [43]

This is the similarity in data quality and availability for specific data elements used in measure across
different entities, such as health plans, physicians, or data sources.

Comparability [24]

Is there agreement between elements in the EHR or between the EHR and another data source?Concordance [4,24]

The loss and degradation of information content over time.Information loss and degradation [24]

Timeliness

The extent to which information is up to date for the task at hand.Timeliness [30,33,39]

Related to the rapidity at which a registry can collect, process, and report sufficiently reliable and
complete data.

Timeliness [27,34,40]

Data are available when needed.Timeliness [26]

Is an element in the EHR a relevant representation of the patient’s state at a given point in time?Currency [4]

The degree to which data have attributes that are of the right age in a specific context of use.Currency [32]

Data were considered current if they were recorded in the EHR within a reasonable period following
a measurement or if they were representative of the patient’s state at a desired time of interest.

Currency [24]

The degree to which data represent reality from the required point in time.Currency [23]

The extent to which data are available or easily and quickly retrievable.Accessibility [33]

Contextualization

The ease with which a user can understand the data.Understandability [24]

Refers to the degree to which the data can be comprehended.Understandability [30]

Assessment of data quality is dependent on the task at hand.Contextual validity [23]

The extent to which data are expandable, adaptable, and easily applied to many tasks.Flexibility [24]

Trustworthiness

Personal data are not corrupted, and access is suitably controlled to ensure privacy and confidentiality.Security [24,39]

Representation

The extent to which information is applicable and helpful for the task at hand.Relevance [24,39]

Data value is specific.Precision [26]

aEHR: electronic health record.

Completeness
The first data quality dimension relates to the completeness of
data. Among the 22 reviews included, 20 (91%) highlighted the
significance of completeness [4,23-27,29-35,39,41-43]. Of these
20 reviews, 17 (85%) used the term completeness to refer to
this dimension [4,23-27,29-35,39,41-43], whereas the remaining
3 (15%) used the terms plausibility [31] and capture [27,35].

On the basis of the definitions of completeness, we can conclude
that this dimension contains 2 main aspects. First, completeness
related to the data level. The most used definition related to this
aspect is the extent to which information is not missing
[30,32,33,39]. Other reviews focused more on features that
describe the frequencies of data attributes present in a data set
without reference to data values [24,29,39]. Shivasabesan et al
[25], for example, defined completeness as the presence of
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recorded data points for each variable. A second aspect for
completeness relates more to a case level, in which all the
incident cases occurring in the population are included
[27,34,35,41].

Consistency
The second data quality dimension concerns the consistency of
the data. Among the 22 selected reviews, 11 (50%) highlighted
the importance of consistency [23,24,26,29-32,34,39,40,43].
Although various frameworks acknowledge this as a crucial
aspect of data quality, achieving a consensus on terminology
and definition has proven challenging. Notably, some reviews
used different terminologies to describe identical concepts
associated with consistency [26,30,32,43]. Of the 11 reviews,
6 (55%) used the term consistency to describe this dimension
[23,26,30,32,39,43], whereas 3 (27%) used conformance
[24,29,31] and 2 (18%) referred to comparability [34,40]. Of
the 11 reviews, 3 (27%) used distinct terms: accuracy [43],
validity [30], and concordance [32]. Most definitions focus on
data quality features that describe the compliance of the
representation of data with internal or external formatting,
relational, or computational definitions [29,31]. Of the 11
reviews, 2 (18%) provided a specific definition of consistency
concerning registry data, concentrating on the extent to which
coding and classification procedures, along with the definitions
or recording and reporting of specific data terms, adhere to the
agreed international guidelines [34,40]. Furthermore, Bian et
al [24] concentrated on whether the values present meet syntactic
or structural constraints in their definition, whereas Liaw et al
[39] defined consistency as the extent to which the
representation of data values is consistent across all cases.

Correctness
The third data quality dimension relates to the correctness of
the data. Of the 22 reviews, 14 (64%) highlighted the importance
of correctness [4,23,24,26,27,29,30,32-35,39,40,42]. Of the 14
reviews, 2 (14%) used 2 different dimensions to describe the
same concept of correctness [4,24]. Accuracy was the most
frequently used term within these frameworks
[23,26,27,32,33,35,42]. In addition, other terms used included
correctness [4,24,39], plausibility [4,24,29], and validity [34,40].
In general, this dimension assesses the degree to which the
recorded data align with the truth [27,35,42], ensuring
correctness and reliability [32,33]. Of the 14 reviews, 2 (14%)
provided a specific definition of correctness concerning EHR
data, emphasizing that the element collected is true [4,24].
Furthermore, of the 14 reviews, 2 (14%) defined correctness
more at a data set level, defining it as the proportion of cases
in a data set with a given characteristic that genuinely possess
the attribute [34,40]. These reviews specifically referred to this
measure as validity. Nevertheless, the use of the term validity
was not consistent across the literature; it was also used to define
consistency. For instance, AbuHalimeh [30] used validity to
describe the degree to which information adheres to a predefined
format or complies with the established business rules.

Timeliness
The fourth data quality dimension concerns the timeliness of
the data. Among the 22 selected reviews, 11 (50%) underscored

the importance of this data quality dimension
[4,23,24,26,27,30,32-34,39,40]. Of the 11 reviews, 7 (64%)
explicitly used the term timeliness [26,27,30,33,34,39,40],
whereas 4 (36%) referred to it as currency [4,23,24,32].
Mashoufi et al [33] used the terms accessibility and timeliness
to explain the same concept. Broadly, timeliness describes how
promptly information is processed or how up to date the
information is. Most reviews emphasized timeliness as the extent
to which information is up to date for the task at hand [30,33,39].
For instance, Weiskopf and Weng [4] provided a specific
definition for EHR data, stating that an element should be a
relevant representation of the patient’s state at a given point in
time. Other reviews defined timeliness as the speed at which
data can be collected, processed, and reported [27,34,40].
Similarly, Porgo et al [26] defined timeliness as the extent to
which data are available when needed.

Stability
The fifth data quality dimension concerns the stability of the
data. Among the 22 included reviews, 4 (18%) acknowledged
the significance of stability [4,24,33,43]. The most frequently
used terms for this dimension are consistency [24,33] and
concordance [24]. In addition, other terms used include currency
[43], comparability [24], and information loss and degradation
[24]. Bian et al [24] explored this aspect of data quality by using
multiple terminologies to capture its multifaceted nature:
stability, consistency, concordance, and information loss and
degradation. This dimension, in general, encompasses 2 distinct
aspects. First, it underscores the importance of data values that
remain consistent across multiple sources and locations
[4,24,33]. Alternatively, as described by Bian et al [24], it refers
to the similarity in data quality for specific data elements used
in measurements across different entities, such as health plans,
physicians, or other data sources. Second, it addresses temporal
changes in data that are collected over time. For instance,
Lindquist [43] highlighted the importance of stability in data
fields that involve information that may change over time. The
term consistency is used across different data quality
dimensions, but it holds different meanings depending on the
context. When discussing the dimension of stability, consistency
refers to the comparability of data across different sources. This
ensures that information remains uniform when aggregated or
compared. Compared with the consistency dimension, the term
relates to the internal coherence of data within a single data set,
which relates to the absence of contradiction and compliance
with certain constraints. The results indicate the same ambiguity
in terms of currency. When associated with stability, currency
refers to the longitudinal aspect of variables. In contrast, within
the dimension of timeliness, currency is concerned with the
aspect if data are up to date.

Contextualization
The sixth data quality dimension revolves around the context
of the data. Of the 22 reviews analyzed, 3 (14%) specifically
addressed this aspect within their framework [23,24,30]. The
most used term was understandability [24,30]. In contrast, Syed
et al [23] used the term contextual validity, and Bian et al [24]
referred to flexibility and understandability for defining the
same concept. Broadly speaking, contextualization pertains to
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whether the data are annotated with their acquisition context,
which is a crucial factor for the correct interpretation of results.
As defined by Bian et al [24], this dimension relates to the ease
with which a user can understand data. In addition, AbuHalimeh
[30] refers to the degree to which data can be comprehended.

Representation
The seventh dimension of data quality focuses on the
representation of the data. Of the 22 reviews examined, 3 (14%)
specifically highlighted the importance of this dimension
[24,26,39]. Of the 3 reviews, 2 (67%) used the term relevance
[24,39], whereas Porgo et al [26] used the term precision.
Broadly speaking, representativeness assesses whether the
information is applicable and helpful for the task at hand [24,39].
In more specific terms, as defined by Porgo et al [26],
representativeness relates to the extent to which data values are
specific to the task at hand.

Trustworthiness
The eighth dimension of data quality relates to the
trustworthiness of the data. Of the 22 reviews, only 2 (9%)
considered this dimension in their review [24,39]. In both cases,
trustworthiness was defined as the extent to which data are free
from corruption, and access was appropriately controlled to
ensure privacy and confidentiality.

Uniqueness
The final dimension of data quality relates to the uniqueness of
the data. Of the 22 reviews, only 1 (5%) referred to this aspect
[32]. Uniqueness is evaluated based on whether there are no
duplications or redundant data present in a data set.

Observed Data Quality Assessment Methods

Overview
Of the 22 selected reviews, only 8 (36%) mentioned data quality
assessment methods [4,24,32,34,35,39-41]. Assessment methods
were defined for 15 (65%) of the 23 data quality dimensions.
The number of assessment methods per dimension ranged from
1 to 15 (median 3, IQR 1-5). There was no consensus on which
method to use for assessing data quality dimensions. Figure S2
in Multimedia Appendix 3 presents the frequency of the
dimensions assessed in each review, along with the number of
different data quality assessment methods.

In the following section, we harmonize these assessment
methods with our consolidated framework. This provides a
comprehensive overview linking the assessment methods to the
primary data quality dimensions from the previous section.
Table 2 provides an overview of all data quality assessment
techniques and their definitions. Textbox 3 presents an overview
of all assessment methods mentioned in the literature and
mapped toward the i~HD data quality framework.
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Table 2. Overview of all data quality assessment methods with definitions.

ExplanationAssessment technique in reviewsAssessment Ma

Linkages—other data setsM1 • Percentage of eligible population included in the data set.

Comparison of distributionsM2 • Difference in means and other statistics.

Case duplicationM3 • Number and percentage or cases with >1 record.

Completeness of variablesM4 • Percentage of cases with complete observations of each variable.

Completeness of casesM5 • Percentage of cases with complete observations for all variables.

Distribution comparisonM6 • Distributions or summary statistics of aggregated data from the data set are compared
with the expected distributions for the clinical concepts of interest.

Gold standardM7 • A data set drawn from another source or multiple sources is used as a gold standard.

Historic data methodsM8 • Stability of incidence rates over time.
• Comparison of incidence rates in different populations.
• Shape of age-specific curves.
• Incidence rates of childhood curves.

M:IbM9 • Comparing the number of deaths, sourced independently from the registry, with the
number of new cases recorded for a specific period.

Number of sources and notifications
per case

M10 • Using many sources reduces the possibility of diagnoses going unreported, thus in-
creasing the completeness of cases.

Capture-recapture methodM11 • A statistical method using multiple independent samples to estimate the size of an
entire population.

Death certificate methodM12 • This method requires that death certificate cases can be explicitly identified by the
data set and makes use of the M:I ratio to estimate the proportion of the initially un-
registered cases.

Histological verification of diagnosisM13 • The percentage of cases morphologically verified is a measure of the completeness
of the diagnostic information.

Independent case ascertainmentM14 • Rescreening the sources used to detect any case missing during the registration process.

Data element agreementM15 • Two or more elements within a data set are compared to check if they report the same
or compatible information.

Data source agreementM16 • Data from the data set are cross-referenced with another source to check for agreement.

Conformance checkM17 • Check the uniqueness of objects that should not be duplicated; the data set agreement
with prespecified or additional structural constraints, and the agreement of object
concepts and formats granularity between ≥2 data sources.

Element presenceM18 • A determination is made as to whether or not desired or expected data elements are
present.

Not specifiedM19 • Number of consistent values and number of total values.

International standards for classifica-
tion and coding

M20 • For example, neoplasms, the International Classification of Diseases for Oncology
provides coding of topography, morphology, behavior, and grade.

Incidence rateM21 • Not specified

Multiple primariesM22 • The extent that a distinction must be made between those that are new cases and those
that represent an extension or recurrence of an existing one.

Incidental diagnosisM23 • Screening aims to detect cases that are asymptomatic.
• Autopsy diagnosis without any suspicion of diagnosed case before death.
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ExplanationAssessment technique in reviewsAssessment Ma

• 1=ratio of violations of specific consistency type to the total number of consistency
checks.

Not specifiedM24

• Data in the data set are assessed using various techniques that determine of the values
“make sense.”

Validity checkM25

• Reabstracting describes the process of independently reabstracting records from a
given source, coding the data, and comparing the abstracted and coded data with the
information recorded in the database. For each reabstracted data item, the auditor’s
codes are compared with the original codes to identify discrepancies.

• Recoding involves independently reassigning codes to abstracted text information
and evaluating the level of agreement with records already in the database.

Reabstracting and recodingM26

• The proportion of registered cases with unknown values for various data items.Missing informationM27

• The proportion of registered cases with unknown values for various data items.Internal consistencyM28

• Proportion of observations outside plausible range (%).Domain checkM29

• Proportion of observations in agreement (%).
• Kappa statistics.

Interrater variabilityM30

• Information on the actual data entry practices (eg, dates, times, and edits) is examined.Log reviewM31

• Not specified.Syntactic accuracyM32

• Information on the actual data entry practices (eg, dates, times, and edits) is examined.
• Time at which data are stored in the system.
• Time of last update.
• User survey.

Log reviewM33

• Ratio: number of reports sent on time divided by total reports.Not specifiedM34

• Ratio: number of data values divided by the overall number of values.Not specifiedM35

• The interval between date of diagnosis (or date of incidence) and the date the case
was available in the registry or data set.

Time to availabilityM36

• Analyses of access reports.Security analysesM37

• Descriptive qualitative measures with group interviews and interpreted with grounded
theory.

Not specifiedM38

aM: method.
bM:I: mortality:incidence ratio.

JMIR Med Inform 2024 | vol. 12 | e51560 | p.129https://medinform.jmir.org/2024/1/e51560
(page number not for citation purposes)

Declerck et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Textbox 3. Mapping of assessment methods (Ms) toward data quality framework of the European Institute for Innovation through Health Data.

Completeness

• Capture [35]

• M1: linkages—other data sets

• M2: comparison of distributions

• M3: case duplication

• Completeness [35]

• M4: completeness of variables

• M5: completeness of cases

• Completeness [32]

• M4: completeness of variables

• M6:distribution comparison

• M7: gold standard

• M5: completeness of cases

• Completeness [34]

• M8: historic data methods

• M9: mortality:incidence ratio (M:I)

• M10: number of sources and notifications per case

• M11: capture-recapture method

• M12: death certificate method

• Completeness [41]

• M8: historic data methods

• M9: M:I

• M10: number of sources and notifications per case

• M11: capture-recapture method

• M12: death certificate method

• M13: histological verification of diagnosis

• M14: independent case ascertainment

• Completeness [4]

• M4: completeness of variables

• M6: distribution comparison

• M7: gold standard

• M15: data element agreement

• M16: data source agreement

• Completeness [24]

• M4: completeness of variables

• M6: distribution comparison

• M7: gold standard

• M17: conformance check

Consistency

• Conformance [24]
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• M18: element presence

• M17: conformance check

• Concordance [32]

• M15: data element agreement

• M19: not specified

• Consistency [32]

• M16: data source agreement

• Comparability [40]

• M20: international standards for classification and coding

• M21: incidence rate

• M22: multiple primaries

• M23: incidental diagnosis

• M24: not specified

• Comparability [34]

• M20: international standards for classification and coding

• Consistency [39]

• M24: not specified

Correctness

• Correctness [4]

• M7: gold standard

• M15: data element agreement

• Plausibility [4]

• M6: distribution comparison

• M25: validity check

• M31: log review

• M16: data source agreement

• Validity [40]

• M26: reabstracting and recoding

• M13: histological verification of diagnosis

• M27: missing information

• M28: internal consistency

• M12: death certificate method

• Validity [34]

• M13: histological verification of diagnosis

• M12: death certificate method

• Accuracy [35]

• M7: gold standard

• M28: internal consistency

• M29: domain check
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M30: interrater variability•

• Correctness [24]

• M25: validity check

• Accuracy [32]

• M7: gold standard

• M32: syntactic accuracy

Stability

• Concordance [4]

• M15: data element agreement

• M16: data source agreement

• M6: distribution comparison

• Comparability [24]

• M18: element presence

• Consistency [24]

• M17: conformance check

• Consistency [32]

• M15: data element agreement

• M16: data source agreement

Timeliness

• Currency [32]

• M33: log review

• Currency [4]

• M33: log review

• Timeliness [39]

• M34: not specified

• M35: not specified

• Currency [24]

• M18: element presence

• Timeliness [40]

• M36: time to availability

Trustworthiness

• Security [24,39]

• M37: security analyses

Representation

• Relevance [39]

• M38: not specified
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Completeness
Among the 20 reviews that defined data quality dimensions
related to completeness, 6 (30%) incorporated data quality
assessment methods into their framework [4,24,32,34,35,41].
These 6 reviews collectively introduced 17 different data quality
assessment methods. Some reviews (4/6, 67%) mentioned
multiple methods to evaluate completeness, which highlights
the absence of a consensus within the literature regarding the
most suitable approach. The most frequently used method in
the literature for assessing completeness was the examination
of variable completeness [4,24,32,35]. This method involved
calculating the percentage of cases that had complete
observations for each variable within the data set. In 3 reviews
[4,24,32], researchers opted to compare the distributions or
summary statistics of aggregated data from the data set with the
expected distributions for the clinical concepts of interest.
Another approach found in 3 reviews involved the use of a gold
standard to evaluate completeness [4,24,32]. This method relied
on external knowledge and entailed comparing the data set under
examination with data drawn from other sources or multiple
sources.

Consistency
Among the 15 reviews highlighting the significance of
consistency, 6 (40%) defined data quality assessment methods
[4,24,32,34,39,40]. In these 6 reviews, a total of 10 distinct data
quality assessment methods were defined. The most used method
involved calculating the ratio of violations of specific
consistency types to the total number of consistency checks
[32,39]. There were 2 categories established for this assessment.
First, internal consistency, which focuses on the most commonly
used data type, format, or label within the data set. Second,
external consistency, which centered on whether data types,
formats, or labels could be mapped to a relevant reference
terminology or data dictionary. Another common assessment
method was the implementation of international standards for
classification and coding standards [34,40]. This addressed
specific oncology and suggested coding for topography,
morphology, behavior, and grade. Liaw et al [39] defined an
assessment method in which ≥2 elements within a data set are
compared to check if they report compatible information.

Correctness
Among the 16 reviews underscoring the importance of
correctness, 6 (38%) detailed data quality assessment methods
[4,24,32,34,35,40]. Collectively, these 6 reviews proposed 15
different techniques. Prominent among these were histological
verification [34,40], where the percentage of morphologically
verified values served as an indicator of diagnosis correctness.
Another frequently used technique was the use of validity checks
[4], involving various methods to assess whether the data set
values “make sense.” Three additional reviews opted for a
comparative approach, benchmarking data against a gold
standard and calculating the sensitivity, specificity, and accuracy
scores [4,32,35]. Interestingly, there is an overlap between
consistency and completeness as data quality dimensions in the
assessment of correctness. For instance, Weiskopf and Weng
[4] defined data element agreement as an assessment for this
dimension, whereas Bray and Parkin [40] evaluated the

proportion of registered cases with unknown values for specific
items as a correctness assessment method.

Stability
Among the 7 reviews emphasizing the importance of stability
of the data, only 3 (43%) discussed assessment techniques that
address this dimension [4,24,39]. These 3 reviews collectively
outlined 5 different techniques. Notably, there was no
predominant technique. Specifically, Weiskopf and Weng [4]
used several techniques to assess data stability, including an
overlap with other dimensions, by using data element agreement.
Another technique introduced in the same review was data
source agreement, involving the comparison of data from
different data sets from distinct sources.

Timeliness
Of the 12 reviews focusing on the timeliness of data, 5 (42%)
delved into assessment techniques for this data quality
dimension [4,24,32,39,40]. Across these reviews, 5 distinct
assessment techniques were discussed. The most commonly
used technique was the use of a log review [4,39]. This method
involved collecting information that provides details on data
entry, the time of data storage, the last update of the data, or
when the data were accessed. In addition, Bray and Parkin [40]
assessed timeliness by calculating the interval between the date
of diagnosis (or date of incidence) and the date the case was
available in the registry or data set.

Trustworthiness
In the 2 reviews that considered trustworthiness as a data quality
dimension, both used the same assessment technique [24,39].
This method involves the analysis of access reports as a security
analysis, providing insight into the trustworthiness of the data.

Representation
In 1 review that addressed the representation dimension as a
data quality aspect, only 1 assessment method was mentioned.
Liaw et al [39] introduced descriptive qualitative measures
through group interviews to determine whether the data
accurately represented the intended use.

Uniqueness and Contextualization
No assessment methods were mentioned for these data quality
dimensions.

Discussion

Principal Findings
This first review of reviews regarding the quality of health data
for secondary use offers an overview of the frameworks of data
quality dimensions and their assessment methods, as presented
in published reviews. There is no consensus in the literature on
the specific terminology and definitions of terms. Similarly, the
methodologies used to assess these terms vary widely and are
often not described in sufficient detail. Comparability,
plausibility, validity, and concordance are the 4 aspects
classified under different consolidated dimensions, depending
on their definitions. This variability underscores the prevailing
discrepancies and the urgent need for harmonized definitions.
Almost none of the reviews explicitly refer to requirements of
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quality for the context of the data collection. Building on the
insights gathered from these reviews, our consolidated
framework organizes the numerous observed definitions into 9
main data quality dimensions, aiming to bring coherence to the
fragmented landscape.

Health data in primary sources refer to data produced in the
process of providing real-time and direct care to an individual
[50], with the purpose of improving the care process. A
secondary source captures data collected by someone other than
the primary user and can be used for other purposes (eg,
research, quality measurement, and public health) [50]. The
included reviews discussed data quality for secondary use.
However, the quality of health data in secondary systems is a
function of the primary sources from which they originate, the
quality of the process to transfer and transform the primary data
to the secondary source, and the quality of the secondary source
itself. The transfer and transformation of primary data to
secondary sources implies the standardization, aggregation, and
streamlining of health data. This can be considered as an
export-transform-load (ETL) process with its own data quality
implications. When discussing data quality dimensions and
assessment methods, research should consider these different
stages within the data life cycle, a distinction seldom made in
the literature. For example, Prang et al [27] defined
completeness within the context of a registry, which can be
regarded as a secondary source. In this context, completeness
was defined as the degree to which all potentially registrable
data had been registered. The definition for completeness by
Bian et al [24] pertains to an EHR, which is considered a
primary source. Here, the emphasis was on describing the
frequencies of data attributes. Both papers emphasized the
importance of completeness, but they approached this dimension
from different perspectives within the data life cycle.

This fragmented landscape regarding terminology and definition
of data quality dimensions, the lack of distinction between
quality in primary and secondary data and in the ETL process,
and the lack of consideration for the context allows room for
interpretation, leading to difficulties in developing assessment
methods. In our included articles, only 8 (36%) out of 22 reviews
mentioned and defined assessment methods
[4,24,32,34,35,39-41]. However, the results showed that the
described assessment methods are limited by a lack of
well-defined and standardized metrics that can quantitatively
or qualitatively measure the quality of data across various
dimensions and often suffer from inadequate translation of these
dimensions into explicit requirements for primary and secondary
data and the ETL process, considering the purpose of the data
collection of the secondary source. Both the DAMA and ISO
emphasize in their definition of data quality that requirements
serve as the translation of dimensions. Data quality dimensions
refer to a broad context or characteristics of data that are used
to assess the quality of data. Data quality requirements are
derived from data quality dimensions and specify the specific
criteria or standards that data must meet to be considered
high-quality data. These requirements define the specific
thresholds that need to be achieved for each dimension.
However, our results show that the focus of the literature lies

in defining dimensions and frameworks, rather than adequately
developing these essential data quality requirements.

To avoid further problems and ambiguities, it is important to
understand the purpose, context, and limitations of the data and
data sources to establish a comprehensive view on the quality
of the data. Rather than pursuing an elusive quest in the literature
for a rigid framework defined by a fixed number of dimensions
and precise definitions, future research should shift its focus
toward defining and developing specific data quality
requirements tailored to each use case. This approach should
consider various stages within the data life cycle. For example,
when defining a specific completeness requirement for a
secondary use case, it will impact the way data are generated
at the primary source and how they are transformed and
transferred between the primary and secondary sources. Creating
explicit requirements that align with the purpose of each use
case along with well-defined criteria and thresholds can foster
the development of precise assessment methods for each
dimension. Moreover, formulating these use case requirements
will facilitate addressing the fundamental question of whether
health data are fit for purpose, thus determining if they are of a
sufficient quality.

Limitations
The strength of a review of reviews methodology is to provide
a comprehensive overview of the current state of knowledge.
However, it is important to acknowledge that this approach may
have limitations, particularly in identifying new studies that
have not yet undergone review or inclusion in the existing body
of literature. Terms such as “information quality,” “error check,”
“data check,” “data validation,” and “data cleaning” are
commonly associated with the concept of data quality,
particularly in older research papers. However, we did not
include these terms in our search query because subsequent
checking using these terms did not reveal any additional reviews
that met our inclusion criteria. Furthermore, this overview
focused on published reviews. Important information can also
be found in grey literature [51,52] and in studies that collect
stakeholders’opinions on the quality of health data [20]. Finally,
none of the included reviews discussed patient-generated data
or data generated by wearables. Given the increasing adoption
and use of these sources in health care, it is becoming important
to consider their impact on data quality. Developing assessment
methods that are applicable to these emerging data sources is
an important area for further research.

Although having a consolidated reference framework of data
quality dimensions and aspects is valuable, it is also of great
importance to define specific data quality requirements for each
relevant aspect within a single quality dimension. These
requirements should specify the desired quality level to be
achieved in a given percentage of the primary sources, based
on the purpose of the data collection or a particular real-world
data study. Once these requirements are clearly articulated,
appropriate measurement methods can be determined, thereby
ensuring the comprehensive analysis of secondary data
collection for its suitability for a specific purpose.
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Conclusions
The absence of a consensus in the literature regarding the precise
terminology and definitions of data quality dimensions has
resulted in ambiguity and challenges in creating specific
assessment methods. This review of reviews offers an overview
of data quality dimensions, along with the definitions and
assessment methods used in these reviews. This study goes a

step further by assigning all observed definitions to a
consolidated framework of 9 data quality dimensions. Further
research is needed to complete the collection of aspects within
each quality dimension, with the elaboration of a full set of
assessment methods, and the establishment of specific
requirements to evaluate the suitability for the purpose of
secondary data collection systems.

 

Conflicts of Interest
None declared.

Multimedia Appendix 1
Search items by database.
[DOCX File , 21 KB - medinform_v12i1e51560_app1.docx ]

Multimedia Appendix 2
Data sources, data quality aspects, and definitions reported in the 22 publications included in the review.
[DOCX File , 46 KB - medinform_v12i1e51560_app2.docx ]

Multimedia Appendix 3
The frequency of all dimensions with definitions in each review and assessment methods per dimension.
[DOCX File , 169 KB - medinform_v12i1e51560_app3.docx ]

Multimedia Appendix 4
PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) checklist.
[PDF File (Adobe PDF File), 65 KB - medinform_v12i1e51560_app4.pdf ]

References
1. Duncan R, Eden R, Woods L, Wong I, Sullivan C. Synthesizing dimensions of digital maturity in hospitals: systematic

review. J Med Internet Res 2022 Mar 30;24(3):e32994 [FREE Full text] [doi: 10.2196/32994] [Medline: 35353050]
2. Eden R, Burton-Jones A, Scott I, Staib A, Sullivan C. Effects of eHealth on hospital practice: synthesis of the current

literature. Aust Health Rev 2018 Sep;42(5):568-578. [doi: 10.1071/AH17255] [Medline: 29986809]
3. Zheng K, Abraham J, Novak LL, Reynolds TL, Gettinger A. A survey of the literature on unintended consequences associated

with health information technology: 2014–2015. Yearb Med Inform 2018 Mar 06;25(01):13-29. [doi: 10.15265/iy-2016-036]
4. Weiskopf NG, Weng C. Methods and dimensions of electronic health record data quality assessment: enabling reuse for

clinical research. J Am Med Inform Assoc 2013 Jan 01;20(1):144-151 [FREE Full text] [doi: 10.1136/amiajnl-2011-000681]
[Medline: 22733976]

5. Feder SL. Data quality in electronic health records research: quality domains and assessment methods. West J Nurs Res
2018 May;40(5):753-766. [doi: 10.1177/0193945916689084] [Medline: 28322657]

6. Bell SK, Delbanco T, Elmore JG, Fitzgerald PS, Fossa A, Harcourt K, et al. Frequency and types of patient-reported errors
in electronic health record ambulatory care notes. JAMA Netw Open 2020 Jun 01;3(6):e205867 [FREE Full text] [doi:
10.1001/jamanetworkopen.2020.5867] [Medline: 32515797]

7. Weir CR, Hurdle JF, Felgar MA, Hoffman JM, Roth B, Nebeker JR. Direct text entry in electronic progress notes. An
evaluation of input errors. Methods Inf Med 2003;42(1):61-67. [Medline: 12695797]

8. Suresh G. Don't believe everything you read in the patient's chart. Pediatrics 2003 May;111(5 Pt 1):1108-1109. [doi:
10.1542/peds.111.5.1108] [Medline: 12728099]

9. Kaboli PJ, McClimon BJ, Hoth AB, Barnett MJ. Assessing the accuracy of computerized medication histories. Am J Manag
Care 2004 Nov;10(11 Pt 2):872-877 [FREE Full text] [Medline: 15609741]

10. Staroselsky M, Volk LA, Tsurikova R, Newmark LP, Lippincott M, Litvak I, et al. An effort to improve electronic health
record medication list accuracy between visits: patients' and physicians' response. Int J Med Inform 2008 Mar;77(3):153-160.
[doi: 10.1016/j.ijmedinf.2007.03.001] [Medline: 17434337]

11. Yadav S, Kazanji N, Paudel S, Falatko J, Shoichet S, Maddens M, et al. Comparison of accuracy of physical examination
findings in initial progress notes between paper charts and a newly implemented electronic health record. J Am Med Inform
Assoc 2017 Jan;24(1):140-144 [FREE Full text] [doi: 10.1093/jamia/ocw067] [Medline: 27357831]

12. Darko-Yawson S, Ellingsen G. Assessing and improving EHRs data quality through a socio-technical approach. Procedia
Comput Sci 2016;98:243-250. [doi: 10.1016/j.procs.2016.09.039]

JMIR Med Inform 2024 | vol. 12 | e51560 | p.135https://medinform.jmir.org/2024/1/e51560
(page number not for citation purposes)

Declerck et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v12i1e51560_app1.docx&filename=7ed35d6f234c1fbd7c0f8dbf3677b89c.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e51560_app1.docx&filename=7ed35d6f234c1fbd7c0f8dbf3677b89c.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e51560_app2.docx&filename=0822351f854f6de774fc576cc852a0e0.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e51560_app2.docx&filename=0822351f854f6de774fc576cc852a0e0.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e51560_app3.docx&filename=82fea4d56203aa23f19d4a492bc06bef.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e51560_app3.docx&filename=82fea4d56203aa23f19d4a492bc06bef.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e51560_app4.pdf&filename=65bdb8ec4dbead32fdcf1f1964f4ed38.pdf
https://jmir.org/api/download?alt_name=medinform_v12i1e51560_app4.pdf&filename=65bdb8ec4dbead32fdcf1f1964f4ed38.pdf
https://www.jmir.org/2022/3/e32994/
http://dx.doi.org/10.2196/32994
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35353050&dopt=Abstract
http://dx.doi.org/10.1071/AH17255
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29986809&dopt=Abstract
http://dx.doi.org/10.15265/iy-2016-036
https://europepmc.org/abstract/MED/22733976
http://dx.doi.org/10.1136/amiajnl-2011-000681
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22733976&dopt=Abstract
http://dx.doi.org/10.1177/0193945916689084
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28322657&dopt=Abstract
https://europepmc.org/abstract/MED/32515797
http://dx.doi.org/10.1001/jamanetworkopen.2020.5867
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32515797&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12695797&dopt=Abstract
http://dx.doi.org/10.1542/peds.111.5.1108
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12728099&dopt=Abstract
https://www.ajmc.com/pubMed.php?pii=2762
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15609741&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2007.03.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17434337&dopt=Abstract
https://europepmc.org/abstract/MED/27357831
http://dx.doi.org/10.1093/jamia/ocw067
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27357831&dopt=Abstract
http://dx.doi.org/10.1016/j.procs.2016.09.039
http://www.w3.org/Style/XSL
http://www.renderx.com/


13. Wang Z, Penning M, Zozus M. Analysis of anesthesia screens for rule-based data quality assessment opportunities. Stud
Health Technol Inform 2019;257:473-478 [FREE Full text] [Medline: 30741242]

14. Puttkammer N, Baseman JG, Devine EB, Valles JS, Hyppolite N, Garilus F, et al. An assessment of data quality in a
multi-site electronic medical record system in Haiti. Int J Med Inform 2016 Feb;86:104-116. [doi:
10.1016/j.ijmedinf.2015.11.003] [Medline: 26620698]

15. Wiebe N, Xu Y, Shaheen AA, Eastwood C, Boussat B, Quan H. Indicators of missing Electronic Medical Record (EMR)
discharge summaries: a retrospective study on Canadian data. Int J Popul Data Sci 2020 Dec 11;5(1):1352 [FREE Full text]
[doi: 10.23889/ijpds.v5i3.1352] [Medline: 34007880]

16. von Lucadou M, Ganslandt T, Prokosch HU, Toddenroth D. Feasibility analysis of conducting observational studies with
the electronic health record. BMC Med Inform Decis Mak 2019 Oct 28;19(1):202 [FREE Full text] [doi:
10.1186/s12911-019-0939-0] [Medline: 31660955]

17. Juran JM, Gryna FM, Bingham RS. Quality Control Handbook. New York, NY: McGraw-Hill; 1974.
18. Ehrlinger L, Wöß W. A survey of data quality measurement and monitoring tools. Front Big Data 2022;5:850611 [FREE

Full text] [doi: 10.3389/fdata.2022.850611] [Medline: 35434611]
19. Kahn MG, Callahan TJ, Barnard J, Bauck AE, Brown J, Davidson BN, et al. A harmonized data quality assessment

terminology and framework for the secondary use of electronic health record data. EGEMS (Wash DC) 2016;4(1):1244
[FREE Full text] [doi: 10.13063/2327-9214.1244] [Medline: 27713905]

20. Aerts H, Kalra D, Saez C, Ramírez-Anguita JM, Mayer MA, Garcia-Gomez JM, et al. Is the quality of hospital EHR data
sufficient to evidence its ICHOM outcomes performance in heart failure? A pilot evaluation. medRxiv. Preprint posted
online February 5, 2021 2021. [doi: 10.1101/2021.02.04.21250990]

21. Ge M, Helfert M. A review of information quality research - develop a research agenda. In: Proceedings of the 2007 MIT
International Conference on Information Quality. 2007 Presented at: MIT ICIQ '07; November 9-11, 2007; Cambridge,
MA URL: http://mitiq.mit.edu/iciq/pdf/a%20review%20of%20information%20quality%20research.pdf

22. Page MJ, McKenzie JE, Bossuyt PM, Boutron I, Hoffmann TC, Mulrow CD, et al. The PRISMA 2020 statement: an updated
guideline for reporting systematic reviews. BMJ 2021 Mar 29;372:n71 [FREE Full text] [doi: 10.1136/bmj.n71] [Medline:
33782057]

23. Syed R, Eden R, Makasi T, Chukwudi I, Mamudu A, Kamalpour M, et al. Digital health data quality issues: systematic
review. J Med Internet Res 2023 Mar 31;25:e42615 [FREE Full text] [doi: 10.2196/42615] [Medline: 37000497]

24. Bian J, Lyu T, Loiacono A, Viramontes TM, Lipori G, Guo Y, et al. Assessing the practice of data quality evaluation in a
national clinical data research network through a systematic scoping review in the era of real-world data. J Am Med Inform
Assoc 2020 Dec 09;27(12):1999-2010 [FREE Full text] [doi: 10.1093/jamia/ocaa245] [Medline: 33166397]

25. Shivasabesan G, Mitra B, O'Reilly GM. Missing data in trauma registries: a systematic review. Injury 2018
Sep;49(9):1641-1647. [doi: 10.1016/j.injury.2018.03.035] [Medline: 29678306]

26. Porgo TV, Moore L, Tardif PA. Evidence of data quality in trauma registries: a systematic review. J Trauma Acute Care
Surg 2016 Apr;80(4):648-658. [doi: 10.1097/TA.0000000000000970] [Medline: 26881490]

27. Prang KH, Karanatsios B, Verbunt E, Wong HL, Yeung J, Kelaher M, et al. Clinical registries data quality attributes to
support registry-based randomised controlled trials: a scoping review. Contemp Clin Trials 2022 Aug;119:106843. [doi:
10.1016/j.cct.2022.106843] [Medline: 35792338]

28. Nesca M, Katz A, Leung C, Lix L. A scoping review of preprocessing methods for unstructured text data to assess data
quality. Int J Popul Data Sci 2022 Oct 05;7(1):1-15 [FREE Full text] [doi: 10.23889/ijpds.v7i1.1757]

29. Ozonze O, Scott PJ, Hopgood AA. Automating electronic health record data quality assessment. J Med Syst 2023 Feb
13;47(1):23 [FREE Full text] [doi: 10.1007/s10916-022-01892-2] [Medline: 36781551]

30. AbuHalimeh A. Improving data quality in clinical research informatics tools. Front Big Data 2022;5:871897 [FREE Full
text] [doi: 10.3389/fdata.2022.871897] [Medline: 35574572]

31. Liaw S, Guo JG, Ansari S, Jonnagaddala J, Godinho MA, Borelli AJ, et al. Quality assessment of real-world data repositories
across the data life cycle: a literature review. J Am Med Inform Assoc 2021 Jul 14;28(7):1591-1599 [FREE Full text] [doi:
10.1093/jamia/ocaa340] [Medline: 33496785]

32. Rajan NS, Gouripeddi R, Mo P, Madsen RK, Facelli JC. Towards a content agnostic computable knowledge repository for
data quality assessment. Comput Methods Programs Biomed 2019 Aug;177:193-201. [doi: 10.1016/j.cmpb.2019.05.017]
[Medline: 31319948]

33. Mashoufi M, Ayatollahi H, Khorasani-Zavareh D. A review of data quality assessment in emergency medical services.
Open Med Inform J 2018 May 31;12(1):19-32 [FREE Full text] [doi: 10.2174/1874431101812010019] [Medline: 29997708]

34. Fung JW, Lim SBL, Zheng H, Ho WY, Lee BG, Chow KY, et al. Data quality at the Singapore cancer registry: an overview
of comparability, completeness, validity and timeliness. Cancer Epidemiol 2016 Aug;43:76-86. [doi:
10.1016/j.canep.2016.06.006] [Medline: 27399312]

35. O'Reilly GM, Gabbe B, Moore L, Cameron PA. Classifying, measuring and improving the quality of data in trauma registries:
a review of the literature. Injury 2016 Mar;47(3):559-567. [doi: 10.1016/j.injury.2016.01.007] [Medline: 26830127]

36. Stausberg J, Nasseh D, Nonnemacher M. Measuring data quality: a review of the literature between 2005 and 2013. Stud
Health Technol Inform 2015;210:712-716. [Medline: 25991245]

JMIR Med Inform 2024 | vol. 12 | e51560 | p.136https://medinform.jmir.org/2024/1/e51560
(page number not for citation purposes)

Declerck et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://europepmc.org/abstract/MED/30741242
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30741242&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2015.11.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26620698&dopt=Abstract
https://europepmc.org/abstract/MED/34007880
http://dx.doi.org/10.23889/ijpds.v5i3.1352
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34007880&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-019-0939-0
http://dx.doi.org/10.1186/s12911-019-0939-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31660955&dopt=Abstract
https://europepmc.org/abstract/MED/35434611
https://europepmc.org/abstract/MED/35434611
http://dx.doi.org/10.3389/fdata.2022.850611
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35434611&dopt=Abstract
https://europepmc.org/abstract/MED/27713905
http://dx.doi.org/10.13063/2327-9214.1244
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27713905&dopt=Abstract
http://dx.doi.org/10.1101/2021.02.04.21250990
http://mitiq.mit.edu/iciq/pdf/a%20review%20of%20information%20quality%20research.pdf
http://www.bmj.com/lookup/pmidlookup?view=long&pmid=33782057
http://dx.doi.org/10.1136/bmj.n71
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33782057&dopt=Abstract
https://www.jmir.org/2023//e42615/
http://dx.doi.org/10.2196/42615
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37000497&dopt=Abstract
https://europepmc.org/abstract/MED/33166397
http://dx.doi.org/10.1093/jamia/ocaa245
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33166397&dopt=Abstract
http://dx.doi.org/10.1016/j.injury.2018.03.035
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29678306&dopt=Abstract
http://dx.doi.org/10.1097/TA.0000000000000970
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26881490&dopt=Abstract
http://dx.doi.org/10.1016/j.cct.2022.106843
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35792338&dopt=Abstract
https://ijpds.org/article/view/1757/4104
http://dx.doi.org/10.23889/ijpds.v7i1.1757
https://europepmc.org/abstract/MED/36781551
http://dx.doi.org/10.1007/s10916-022-01892-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36781551&dopt=Abstract
https://europepmc.org/abstract/MED/35574572
https://europepmc.org/abstract/MED/35574572
http://dx.doi.org/10.3389/fdata.2022.871897
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35574572&dopt=Abstract
https://europepmc.org/abstract/MED/33496785
http://dx.doi.org/10.1093/jamia/ocaa340
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33496785&dopt=Abstract
http://dx.doi.org/10.1016/j.cmpb.2019.05.017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31319948&dopt=Abstract
https://europepmc.org/abstract/MED/29997708
http://dx.doi.org/10.2174/1874431101812010019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29997708&dopt=Abstract
http://dx.doi.org/10.1016/j.canep.2016.06.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27399312&dopt=Abstract
http://dx.doi.org/10.1016/j.injury.2016.01.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26830127&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25991245&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


37. Chen H, Yu P, Hailey D, Wang N. Methods for assessing the quality of data in public health information systems: a critical
review. Stud Health Technol Inform 2014;204:13-18. [Medline: 25087521]

38. Chen H, Hailey D, Wang N, Yu P. A review of data quality assessment methods for public health information systems. Int
J Environ Res Public Health 2014 May 14;11(5):5170-5207 [FREE Full text] [doi: 10.3390/ijerph110505170] [Medline:
24830450]

39. Liaw ST, Rahimi A, Ray P, Taggart J, Dennis S, de Lusignan S, et al. Towards an ontology for data quality in integrated
chronic disease management: a realist review of the literature. Int J Med Inform 2013 Jan;82(1):10-24. [doi:
10.1016/j.ijmedinf.2012.10.001] [Medline: 23122633]

40. Bray F, Parkin DM. Evaluation of data quality in the cancer registry: principles and methods. Part I: comparability, validity
and timeliness. Eur J Cancer 2009 Mar;45(5):747-755. [doi: 10.1016/j.ejca.2008.11.032] [Medline: 19117750]

41. Parkin DM, Bray F. Evaluation of data quality in the cancer registry: principles and methods Part II. Completeness. Eur J
Cancer 2009 Mar;45(5):756-764. [doi: 10.1016/j.ejca.2008.11.033] [Medline: 19128954]

42. Arts DG, De Keizer NF, Scheffer GJ. Defining and improving data quality in medical registries: a literature review, case
study, and generic framework. J Am Med Inform Assoc 2002;9(6):600-611 [FREE Full text] [doi: 10.1197/jamia.m1087]
[Medline: 12386111]

43. Lindquist M. Data quality management in pharmacovigilance. Drug Saf 2004;27(12):857-870. [doi:
10.2165/00002018-200427120-00003] [Medline: 15366974]

44. Haug A. Understanding the differences across data quality classifications: a literature review and guidelines for future
research. Ind Manag Data Syst 2021 Aug 24;121(12):2651-2671. [doi: 10.1108/imds-12-2020-0756]

45. Triki Z, Bshary R. A proposal to enhance data quality and FAIRness. Ethol 2022 Aug 02;128(9):647-651. [doi:
10.1111/eth.13320]

46. Šlibar B, Oreški D, Begičević Ređep NB. Importance of the open data assessment: an insight into the (meta) data quality
dimensions. SAGE Open 2021 Jun 15;11(2):215824402110231. [doi: 10.1177/21582440211023178]

47. Verma R. Data quality and clinical audit. Intensive Care Med 2012 Aug;13(8):397-399. [doi: 10.1016/j.mpaic.2012.05.009]
48. Lima CR, Schramm JM, Coeli CM, da Silva ME. [Review of data quality dimensions and applied methods in the evaluation

of health information systems]. Cad Saude Publica 2009 Oct;25(10):2095-2109 [FREE Full text] [doi:
10.1590/s0102-311x2009001000002] [Medline: 19851611]

49. Correia LO, Padilha BM, Vasconcelos SM. [Methods for assessing the completeness of data in health information systems
in Brazil: a systematic review]. Cien Saude Colet 2014 Nov;19(11):4467-4478 [FREE Full text] [doi:
10.1590/1413-812320141911.02822013] [Medline: 25351313]

50. Safran C, Bloomrosen M, Hammond WE, Labkoff S, Markel-Fox S, Tang PC, Expert Panel. Toward a national framework
for the secondary use of health data: an American Medical Informatics Association white paper. J Am Med Inform Assoc
2007;14(1):1-9 [FREE Full text] [doi: 10.1197/jamia.M2273] [Medline: 17077452]

51. European health data space data quality framework. European Union's 3rd Health Programme. 2022. URL: https://tehdas.
eu/app/uploads/2022/05/tehdas-european-health-data-space-data-quality-framework-2022-05-18.pdf [accessed 2024-01-29]

52. Data quality framework for EU medicines regulation. European Medicines Agency. 2023. URL: https://www.ema.europa.eu/
en/documents/regulatory-procedural-guideline/data-quality-framework-eu-medicines-regulation_en.pdf [accessed 2024-01-29]

Abbreviations
EHR: electronic health record
ETL: export-transform-load
i~HD: European Institute for Innovation through Health Data
ISO: International Organization for Standardization
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses

Edited by C Lovis; submitted 03.08.23; peer-reviewed by D Courvoisier, Z Wang; comments to author 16.09.23; revised version
received 07.11.23; accepted 09.01.24; published 06.03.24.

Please cite as:
Declerck J, Kalra D, Vander Stichele R, Coorevits P
Frameworks, Dimensions, Definitions of Aspects, and Assessment Methods for the Appraisal of Quality of Health Data for Secondary
Use: Comprehensive Overview of Reviews
JMIR Med Inform 2024;12:e51560
URL: https://medinform.jmir.org/2024/1/e51560 
doi:10.2196/51560
PMID:38446534

JMIR Med Inform 2024 | vol. 12 | e51560 | p.137https://medinform.jmir.org/2024/1/e51560
(page number not for citation purposes)

Declerck et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25087521&dopt=Abstract
https://www.mdpi.com/resolver?pii=ijerph110505170
http://dx.doi.org/10.3390/ijerph110505170
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24830450&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2012.10.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23122633&dopt=Abstract
http://dx.doi.org/10.1016/j.ejca.2008.11.032
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19117750&dopt=Abstract
http://dx.doi.org/10.1016/j.ejca.2008.11.033
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19128954&dopt=Abstract
https://europepmc.org/abstract/MED/12386111
http://dx.doi.org/10.1197/jamia.m1087
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12386111&dopt=Abstract
http://dx.doi.org/10.2165/00002018-200427120-00003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15366974&dopt=Abstract
http://dx.doi.org/10.1108/imds-12-2020-0756
http://dx.doi.org/10.1111/eth.13320
http://dx.doi.org/10.1177/21582440211023178
http://dx.doi.org/10.1016/j.mpaic.2012.05.009
https://www.scielo.br/scielo.php?script=sci_arttext&pid=S0102-311X2009001000002&lng=en&nrm=iso&tlng=en
http://dx.doi.org/10.1590/s0102-311x2009001000002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19851611&dopt=Abstract
https://www.scielo.br/scielo.php?script=sci_arttext&pid=S1413-81232014001104467&lng=en&nrm=iso&tlng=en
http://dx.doi.org/10.1590/1413-812320141911.02822013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25351313&dopt=Abstract
https://europepmc.org/abstract/MED/17077452
http://dx.doi.org/10.1197/jamia.M2273
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17077452&dopt=Abstract
https://tehdas.eu/app/uploads/2022/05/tehdas-european-health-data-space-data-quality-framework-2022-05-18.pdf
https://tehdas.eu/app/uploads/2022/05/tehdas-european-health-data-space-data-quality-framework-2022-05-18.pdf
https://www.ema.europa.eu/en/documents/regulatory-procedural-guideline/data-quality-framework-eu-medicines-regulation_en.pdf
https://www.ema.europa.eu/en/documents/regulatory-procedural-guideline/data-quality-framework-eu-medicines-regulation_en.pdf
https://medinform.jmir.org/2024/1/e51560
http://dx.doi.org/10.2196/51560
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38446534&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


©Jens Declerck, Dipak Kalra, Robert Vander Stichele, Pascal Coorevits. Originally published in JMIR Medical Informatics
(https://medinform.jmir.org), 06.03.2024. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete
bibliographic information, a link to the original publication on https://medinform.jmir.org/, as well as this copyright and license
information must be included.

JMIR Med Inform 2024 | vol. 12 | e51560 | p.138https://medinform.jmir.org/2024/1/e51560
(page number not for citation purposes)

Declerck et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Review

The Key Digital Tool Features of Complex Telehealth Interventions
Used for Type 2 Diabetes Self-Management and Monitoring With
Health Professional Involvement: Scoping Review

Choumous Mannoubi1,2, RDT, MSc; Dahlia Kairy1,2, PT, PhD; Karla Vanessa Menezes1,2, PT, PhD; Sophie

Desroches3,4,5, RD, PhD; Geraldine Layani6,7, MSc, MD; Brigitte Vachon1,8, OTR, PhD
1School of Rehabilitation, Université de Montréal, Montreal, QC, Canada
2Centre interdisciplinaire en readaptation du Montreal Métropolitain, Institut Universitaire sur la readaptation en déficience physique de Montreal,
Montréal, QC, Canada
3Institute of Nutrition and Functional Foods, Université Laval, Quebec, QC, Canada
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Abstract

Background: Therapeutic education and patient self-management are crucial in diabetes prevention and treatment. Improving
diabetes self-management requires multidisciplinary team intervention, nutrition education that facilitates self-management,
informed decision-making, and the organization and delivery of appropriate health care services. The emergence of telehealth
services has provided the public with various tools for educating themselves and for evaluating, monitoring, and improving their
health and nutrition-related behaviors. Combining health technologies with clinical expertise, social support, and health professional
involvement could help persons living with diabetes improve their disease self-management skills and prevent its long-term
consequences.

Objective: This scoping review’s primary objective was to identify the key digital tool features of complex telehealth interventions
used for type 2 diabetes or prediabetes self-management and monitoring with health professional involvement that help improve
health outcomes. A secondary objective was to identify how these key features are developed and combined.

Methods: A 5-step scoping review methodology was used to map relevant literature published between January 1, 2010 and
March 31, 2022. Electronic searches were performed in the MEDLINE, CINAHL, and Embase databases. The searches were
limited to scientific publications in English and French that either described the conceptual development of a complex telehealth
intervention that combined self-management and monitoring with health professional involvement or evaluated its effects on the
therapeutic management of patients with type 2 diabetes or prediabetes. Three reviewers independently identified the articles and
extracted the data.

Results: The results of 42 studies on complex telehealth interventions combining diabetes self-management and monitoring
with the involvement of at least 1 health professional were synthesized. The health professionals participating in these studies
were physicians, dietitians, nurses, and psychologists. The digital tools involved were smartphone apps or web-based interfaces
that could be used with medical devices. We classified the features of these technologies into eight categories, depending on the
intervention objective: (1) monitoring of glycemia levels, (2) physical activity monitoring, (3) medication monitoring, (4) diet
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monitoring, (5) therapeutic education, (6) health professional support, (7) other health data monitoring, and (8) health care
management. The patient-logged data revealed behavior patterns that should be modified to improve health outcomes. These
technologies, used with health professional involvement, patient self-management, and therapeutic education, translate into better
control of glycemia levels and the adoption of healthier lifestyles. Likewise, they seem to improve monitoring by health professionals
and foster multidisciplinary collaboration through data sharing and the development of more concise automatically generated
reports.

Conclusions: This scoping review synthesizes multiple studies that describe the development and evaluation of complex
telehealth interventions used in combination with health professional support. It suggests that combining different digital tools
that incorporate diabetes self-management and monitoring features with a health professional’s advice and interaction results in
more effective interventions and outcomes.

(JMIR Med Inform 2024;12:e46699)   doi:10.2196/46699

KEYWORDS

telehealth; telemedicine; telenutrition; telemonitoring; electronic coaching; e-coaching; scoping review; type 2 diabetes; prediabetes;
diabetes management; diabetes self-management; mobile phone

Introduction

Diabetes and Nutrition
The prevalence of diabetes in Canada is constantly rising, and
related health expenditures are among the highest in the world.
In 2018, approximately 8% of the Canadian population was
living with this disease, and it is predicted that in 2025, a total
of 5 million people will be affected (ie, 12.1% of the population)
[1,2]. According to estimates, type 2 diabetes accounts for 90%
of all diabetes diagnoses in the general population, type 1
diabetes accounts for 9%, and other kinds of diabetes account
for 1% [3]. The prevalence of diabetes has been closely linked
to dietary and lifestyle factors prevalent within the country,
such as high rates of obesity and sedentary behavior coupled
with a diet often rich in processed foods. However, best practice
guidelines suggest that the onset of type 2 diabetes can be
delayed or prevented using early lifestyle change interventions.
As prediabetes is characterized by elevated blood glucose levels
that do not yet meet the diagnostic criteria for diabetes, the
therapeutic management of diabetes and prediabetes is similar
[4,5]. In both cases, a comprehensive approach is required to
better control glycemia levels [6,7]. Many factors are involved
in preventing the disease and achieving better disease control,
such as changing lifestyles through education, supporting
self-management, and preventing the development and
progression of complications [8]. The Diabetes Canada clinical
practice guidelines recommend that individuals with diabetes
receive personalized nutrition counseling by a registered dietitian
to optimize glycemic control and weight management [3].
Strategies include caloric reduction for individuals who are
overweight; the incorporation of low glycemic index
carbohydrates; and the adoption of a Mediterranean, Nordic,
Dietary Approaches to Stop Hypertension (DASH), or
vegetarian diet because they are rich in protective foods [3].
These interventions are supported by evidence demonstrating
improvements in glycated hemoglobin (HbA1c) levels, metabolic
outcomes, and reductions in hospitalization rates. As stated in
the Diabetes Canada clinical practice guidelines, the care offered
should be organized around the needs of people with diabetes
(and of their families and close friends) because patients must
be active participants for optimal engagement in self-managing

their condition [4,8]. This active patient participation must be
facilitated by a multidisciplinary team (nurses, dietitians, and
physicians) that offers education and self-management support.
Changing dietary behaviors poses a considerable challenge for
people living with diabetes, yet it is a vital means of preventing
the associated complications [4]. Monitoring with a dietitian’s
involvement has proven effective in supporting such behavior
changes [4]. Again according to the Diabetes Canada clinical
practice guidelines, all people living with diabetes should receive
the services of a dietitian [4]. It has been shown that diet
monitoring with a dietitian’s involvement can alone reduce
HbA1c levels by 1% to 2% [4]. In addition, recent evidence
underscores the advantages of using telehealth to foster
adherence to medical recommendations and self-management
[4,5,9]. Scientific literature has shown the benefits of telehealth
in Canada for diabetes management [3,10]. These technological
innovations facilitate patient monitoring and promote the use
of different interventions that can support lifestyle changes
through, for example, remote support, the telemonitoring of
glycemia levels, reminders about taking medication, and the
use of a food diary. These innovations also allow this
information to be shared with the health care team. In 2018, the
Diabetes Canada clinical practice guidelines advocated for the
use of telehealth in disease management programs to improve
self-management in underserved communities and to facilitate
consultation with specialized teams, highlighting its
effectiveness and the importance of integrating it into shared
care models [3].

Telehealth and Diabetes Self-Management
Telehealth refers to “the use of communications and information
technology to deliver health and health care services and
information over large and small distances” [11]. In the same
field of application, telemedicine refers to the exchange of
medical information using information and communication
technologies to improve a patient’s health condition and is
delivered by at least 1 health professional [12]. Telemedicine
services are provided using various means, including the
telephone, internet, email, mobile apps, SMS text messaging,
photographs, and videos. New technologies are revolutionizing
the health care field by creating new prospects for various care
delivery modalities [13]. They are thus paving the way for
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innovations and represent a real benefit in the face of new health
care challenges, such as the aging population, rising health care
costs, and the unprecedented challenges posed by pandemics
such as the COVID-19 pandemic [6]. Particularly in Canada,
the public health care system faces challenges often associated
with overcrowded clinics, long wait times, and limited resources
[7]. Through remote consultations and continuous monitoring,
telehealth has the potential to relieve pressure on health care
facilities, improving resource allocation and optimizing patient
flow management in the public health care system. As such,
telehealth would be a pertinent response to public health
organizational challenges in the Canadian context, where the
universal health care system aims to provide equitable and
accessible care to all residents.

The day-to-day management of type 2 diabetes can be a complex
challenge. Patients must monitor their blood glucose levels
regularly, take medication on a precise schedule, adopt a
balanced diet, and maintain adequate physical activity [7].
However, these requirements can be difficult to meet owing to
time constraints, a lack of knowledge, or limited resources. In
addition, fluctuations in blood glucose levels can occur
unpredictably, increasing the risk of short- and long-term
complications [7]. In particular, nutrition plays a fundamental
role in diabetes management. Dietary monitoring, nutrition
education, and the personalization of dietary recommendations
are key aspects in optimizing health outcomes for patients with
diabetes. Using digital technologies, it is possible to offer
ongoing personalized nutrition support, enabling patients to
make informed dietary decisions and maintain adequate
glycemic control.

Recent evidence points to the enormous potential of using health
technologies to facilitate access to care, patient adherence to
their treatment plan, and self-management [14]. Many experts
point out that diabetes is a chronic disease best adapted to
self-management through telehealth [14-19]. Technological
innovations have been developed to support lifestyle changes
and facilitate patient monitoring. Telehealth offers a range of
potential benefits for people with type 2 diabetes. Continuous
monitoring of blood glucose levels using connected sensors
enables patients to receive real-time information on their blood
glucose levels and be alerted to abnormal variations [2,3]. This
enables them to take immediate action to correct blood glucose
levels and avoid complications. In addition, telehealth facilitates
access to specialized care by enabling patients to consult health
professionals remotely. This reduces geographic barriers and
enables patients to receive personalized advice, education, and
support tailored to their specific needs [9]. Regular monitoring
and feedback as well as the use of digital tools encourage
patients to better understand their condition, make informed
decisions, and improve their quality of life [8]. According to
recent systematic reviews and meta-analyses, these telehealth
interventions involving everyday web-based and mobile
technologies help reduce HbA1c levels, allow for better daily
glycemic control, promote an increase in physical activity, and
improve dietary habits [20,21]. Connected blood glucose meters
enable more convenient and accurate monitoring of blood
glucose levels, whereas web-based platforms offer a web-based
space for education, support, and communication with health

professionals [14,15]. Teleconsultation enables patients to
consult their physicians and specialists remotely, reducing travel
and time constraints [15,16].

Combining self-management technologies with clinical
expertise, social support, and health professional involvement
can allow the development of telehealth solutions better adapted
to the therapeutic management of patients with a chronic disease.
Telehealth interventions using this combination are therefore
expanding [22], but they present both advantages and limitations
[12]. Telehealth enables improved care coordination,
personalized interventions, and tailored patient education.
However, it can lead to an increased workload for health care
providers and raise data privacy concerns. The tension between
interventions focused on service delivery and those involving
health care providers highlights the importance of striking a
balance between patient autonomy and medical expertise. An
integrated collaborative approach involving both patients and
health care providers may offer the best digital health outcomes.
However, further studies are needed to fill the gaps in the
literature, focusing on comparative studies with usual care, the
evaluation of adherence, and long-term accessibility to optimize
the use of telehealth in the self-management of type 2 diabetes.

To the best of our knowledge, no literature review has been
conducted to identify the key digital tool features of such
interventions. Nonetheless, improving knowledge on this subject
could advance the development of more effective telehealth
interventions for people with diabetes.

The primary objective of this scoping review was to identify
the key digital tool features of complex telehealth interventions
used for diabetes self-management and monitoring with health
professional involvement that help improve health outcomes.
The secondary objective was to identify how these key features
should be developed and combined to optimize their contribution
to improving health outcomes. Although our review draws from
global scientific literature, the intent is to inform the future
development of telehealth technologies, with a particular
emphasis on the Canadian health care context. This focus stems
from the recognition that although universal principles may
guide the development of digital health tools, the specific
features and their implementation must be tailored to meet the
unique needs, regulations, and health care infrastructure of
Canada. Our review aims to explicitly identify the characteristics
of digital tools that have been shown to be effective in improving
patient engagement, improving self-management, and leading
to better health outcomes in diabetes care. By systematically
cataloging these characteristics, we can provide a model for the
design, development, and implementation of future telehealth
interventions, provided we keep in mind specific requirements
of the Canadian health care context, such as compliance with
telehealth policies, local health care, patient privacy laws, and
existing health IT infrastructure. In this study, improving health
outcomes encompasses both the positive effects of the
intervention on behavior changes (eg, eating healthier foods or
performing physical activity) and the positive impacts on the
health condition (eg, improved blood glucose levels or blood
pressure).
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Methods

Overview
Scoping reviews exhaustively synthesize the evidence to map
a vast, complex, or emerging field of study and identify gaps
in the literature, ultimately highlighting priorities for future
studies in the field [23]. We chose this method because
telehealth has emerged in different formats and offers solutions
to various pathologies. We structured our scoping review
according to the five steps developed by Arksey and O’Malley
[24] and the revisions made by Levac et al [25]: (1) identifying
the research question; (2) identifying relevant studies; (3)
selecting the studies; (4) charting the data; and (5) collating,
summarizing, and reporting the results. The procedure, which
is described in the following subsections, was conducted in
accordance with the PRISMA-ScR (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses Extension for
Scoping Reviews) checklist (Multimedia Appendix 1) to ensure
rigorous and transparent reporting of the methodology and
findings [26]. Several additional recommendations made by
Levac et al [25] were also followed: clearly articulate the
research question for the scoping review, have 2 researchers
independently review the full articles to determine their
inclusion, have the research team collectively develop the
data-charting form, and continually extract data.

Identifying the Research Questions
This review seeks to answer the following research questions:

1. What are the key digital tool features of complex telehealth
interventions used for diabetes self-management and
monitoring with health professional involvement that help
improve health outcomes?

2. How should these key features be developed and combined
to help improve health outcomes?

These questions stem from the lack of consensus in scientific
literature on the conceptual development, implementation, and
evaluation of telehealth solutions. The research questions and
objectives were developed based on the research team’s
expertise and a preliminary analysis of the literature on the
subject. In accordance with scoping review methodology, this
review included studies that used different approaches and
research designs.

In this review, we applied the World Health Organization
definition of telemedicine: “The delivery of health care services,
where distance is a critical factor, by all health professionals
using information and communication technologies for the
exchange of valid information for diagnosis, treatment and
prevention of disease and injuries, research and evaluation, and
for the continuing education of health care providers, all in the
interests of advancing the health of individuals and their
communities.” Furthermore, in the context of telehealth
technology, the term features refers to the various components
or tools that enable the various activities associated with remote
health care delivery.

Identifying and Selecting the Studies
The search strategy was developed in collaboration with a
Université de Montréal librarian specializing in health. The
keywords based on telehealth, nutrition, and diabetes were
identified by examining relevant articles, their references, and
the associated keywords (Multimedia Appendix 2). A systematic
search was performed in the MEDLINE, CINAHL, and Embase
databases, covering the period from January1, 2010, to March
31, 2022. Our search efforts were focused on these databases
because they are repositories where studies related to health and
nutrition can be found. Only articles published since January
1, 2010, were selected to account for the widespread adoption
of smartphones. By extending our review to cover more than a
decade, we were able to capture the significant developments
in mobile apps and smartphone use, which are pivotal in digital
health. We also perused the bibliographies of the included
articles to identify any additional studies. Only articles published
in peer-reviewed scientific journals were examined. As proposed
by the framework developed by Arksey and O’Malley [24], a
quality assessment was not performed because it is not deemed
essential for exploratory studies. The methodological rigor of
the published articles was not an inclusion or exclusion criterion;
instead, the articles were examined to substantiate the results
and the discussion.

Given the rapid development of new technologies, only articles
on complex telehealth interventions for managing diabetes
published in the 12 years covering the period from January 1,
2010, to March 31, 2022, were retained. We used an iterative
process to develop the inclusion and exclusion criteria during
our searches to ensure a selection of studies more closely aligned
with the research question. The searches were limited to
scientific publications in English and French that either
described the conceptual development of a complex telehealth
intervention combining self-management and monitoring with
health professional involvement or evaluated its effects on the
therapeutic management of patients with type 2 diabetes or
prediabetes. For inclusion in this review, the complex
interventions had to be digital, have a patient interface, and
concern type 2 diabetes or prediabetes self-management or
monitoring. We excluded studies (1) not using a nutritional
approach to investigate telehealth interventions, (2) involving
a single component, (3) not integrating at least 1 health
professional, (4) concerning type 1 diabetes or gestational
diabetes, (5) involving populations aged <18 years, and (6)
lacking empirical data (eg, literature reviews). All search results
were imported into the Covidence reference management
software (Veritas Health Innovation Ltd), and duplicates were
removed [27].

The review team comprised CM, DG, KVM, and BV. These 4
researchers determined the inclusion of relevant studies based
on the title and abstract; CM and BV determined the selection
based on the full-text articles. Differences were discussed in
detail until a consensus was reached. The full texts of the
relevant articles were retrieved for more in-depth analysis (CM).

Charting the Data
The research team developed a data extraction table. It included
the following information: study characteristics (eg, title,
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participants, the results of interest, and effectiveness),
intervention characteristics (eg, a brief description of the
intervention, the components of self-management, and the
components of monitoring with health professional
involvement), and the benefits and limitations of both the
intervention and the study according to the authors or reviewers.

Collecting, Summarizing, and Reporting the Results
Again according to the framework developed by Arksey and
O’Malley [24] and the revisions by Levac et al [25], descriptive
web-based abstracts and thematic analyses performed with
NVivo software (release 1.7; Lumivero) were used for data
analysis, yielding an approach resembling that of a narrative
review. In conducting our thematic analysis, we adopted a
qualitative approach to discern the impact of telehealth
interventions with health professionals on the health outcomes
of patients with diabetes. Through meticulous data immersion
and iterative coding, we identified recurring patterns that we
then shaped into themes. An initial list of these codes, forming
a codebook, was iteratively refined during the data analysis
process [28]. Once the codes were established, it enabled a
comprehensive review of their interrelationships, aiding in the
identification of the key digital tool features of complex
telehealth interventions used for diabetes self-management and
monitoring with health professional involvement that help

improve health outcomes. These themes were refined against
the data set to ensure coherence and direct relation to our
research objectives. By integrating concrete examples from the
data, we were able to provide a rich, detailed description of the
telehealth features, thereby adding depth to our findings and
ensuring that they were both representative of real-world
practices and aligned with our research questions.

Results

Overview
The database searches identified 3755 articles, from which 995
(26.5%) duplicates were removed. The 2760 remaining articles
underwent an initial screening based on the abstract and title,
after which 2313 (83.8%) were excluded. The full-text screening
involved assessing 447 articles, of which 406 (90.8%) were
deemed ineligible because the studies did not meet the inclusion
criteria (n=258, 63.7%); were literature reviews, editorials, or
letters (n=141, 34.8%); or the full texts were inaccessible (n=7,
1.7%; Figure 1). Thus, of the 3755 articles identified from the
database searches, 42 (1.12%) were ultimately included in this
scoping review (Multimedia Appendix 3 [29-70]). The
qualitative analysis of the 42 articles using NVivo (release 1.7)
yielded the coding of 1520 references, divided among 113 codes.

Figure 1. Flow diagram of study selection.

Characteristics of the Studies
The 42 studies were published between January 1, 2010, and
March 31, 2022, with as many as 28 (67%) published within
the past 6 years [29-56]. We found that, in 2021, nearly twice
as many articles were published on the topic as in each of the
previous 4 years (Figure 2).

Information on complex telehealth interventions used for
diabetes self-management and monitoring with health

professional involvement was obtained for 18 countries. Of the
42 studies, 11 (26%) were conducted in the United States
[30,31,39,48-51,57-59]; 5 (12%) in South Korea
[37,41,44,60,61]; 4 (10%) in Singapore [29,43,46,55]; 4 (10%)
in Norway [32,62,63]; 3 (7%) in the United Kingdom [33,35,38];
3 (7%) in Germany [40,45,56]; 2 (5%) in China [47,64]; and 1
(2%) each in Australia [54], South Africa [65], Spain [66], Iran
[52], Italy [67], Japan [42], Lebanon [34], Slovenia [36],
Switzerland, and Taiwan [68] (Figure 3).
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Figure 2. Years in which the studies were published. Each circle represents 1 study.

Figure 3. Countries in which the studies were published. The dots represent articles and the x-axis denotes the years.

General Characteristics of the Intervention
One-third (14/42, 33%) of the studies were randomized
controlled trials [35,36,40-42,46,47,55,57-59,62,64,67], with
most of them (n=12, 86%) ranging from 6 months to 1 year in
duration. Of the 42 studies, 9 (21%) were feasibility studies,
with the interventions ranging from 3 months to 1 year in

duration [33,38,39,43,44,51,53,56,71]; 8 (19%) were
interventional studies, with the interventions ranging from 3 to
18 months in duration [30,31,34,48,50,54,63,68]; 5 (12%) were
conceptual studies lasting 6 months [45,49,52,65,66]; and 4
(10%) were pre-post studies, in which the interventions ranged
from 1 month to 1 year in duration [29,37,60,61] (Figure 4).

Figure 4. Durations of the interventions. RCT: randomized controlled trial.

Health Professional Involvement
Of the 42 studies, 21 (50%) included physicians
[29-32,36,40-42,45,47-51,53,58,60,64,66,68,69], 16 (38%)

involved dietitians [29,31,33,35,39,43,46,54,56,59,60,65,68-70,
72], 12 (29%) involved nurses [31,32,36,41,55,58-62,68,69], 4
(10%) involved psychologists [31,33,67,69], 4 (10%) involved
physical educators [29,33,35,60], and 3 (7%) involved case
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managers [36,60,68]. Finally, of the 42 studies, 13 (31%)
involved a multidisciplinary team [29,31-33,35,36,41,58-60,
68,69,72], and 22 (52%) involved only 1 clinician
[30,39,40,42,43,45-51,53-56,61,62,64-66,70] (Multimedia
Appendix 4 [29-70]).

Characteristics of Digital Self-Management
The interventions under study involved the use of a mobile app
[29-34,36-39,41-46,49,51-53,55,59-65,67,69,70] or a web portal
[32,35,36,40-42,44,45,47,48,52,57,58,60,63,66-68,70], usually
coupled with a blood glucose meter to optimize diabetes
self-management [37,38,40,41,43,44,46,48-51,53,55,57,59-64,
68,69]. Other Bluetooth-connected devices were used in some
of the interventions (10/42, 24%), such as a Bluetooth-connected
weight scale [31,40,42,43,46,48], a pedometer [40,43,45], an
accelerometer [33,42], a Bluetooth-connected smartwatch [49],
and a tensiometer [42].

The types of data collected concerned the monitoring of
glycemia levels through, for example, the visualization of a
blood sugar curve over time [29,32,37,38,41,43-49,51-53,55,
59-66,68,69]; physical activity monitoring using, for example,
a pedometer [33,35,40,43,45,46,56,61,67]; diet monitoring
using, for example, a food diary [29-33,35,37,39,41,43-45,47,
49,52,53,55,56,59,61-63,67-69]; medication monitoring through,
for example, adherence monitoring or the possibility of issuing
remote prescriptions [30,50]; and other health data monitoring
( w e i g h t ,  B M I ,  a n d  l a b o r a t o r y  t e s t s )
[29,32,33,40,43,45-47,53,56,60,65,66]. Other features made it
possible to ensure continuity of care by, for example, generating
reports [34,38,42,45,47,52,60,66,67,70]; supporting therapeutic
patient education; and ensuring support from a health
professional to help patients learn and develop skills to
independently manage their chronic disease and improve their
quality of life [15,16].

On the basis of our analysis of the literature, we classified the
key digital tool features that can have a positive impact on
intervention outcomes into eight categories: (1) monitoring of
glycemia levels, (2) diet monitoring, (3) physical activity
monitoring, (4) medication monitoring, (5) therapeutic
education, (6) health professional support, (7) other health data
monitoring, and (8) health care management (Multimedia
Appendix 5 [29-70]).

Key Digital Tool Features With Positive Impacts on
the Health Condition

Monitoring of Glycemia Levels
Of the 42 studies, 22 (52%) incorporated a blood glucose meter
to precisely monitor blood glucose levels during interventions;
the blood glucose meter allowed the visual tracking of blood
sugar curves by the patient and health professionals
[37,38,40,41,43,44,46,48-51,53,55,57,59-64,68,69]. In addition,
3 (7%) of the 42 studies included blood glucose meters
permitting real-time continuous blood glucose monitoring
[29,30,50].

Of the 42 studies, 4 (10%) included an alert system
[36,52,68,73]: “The online diabetes self-management system
sent an SMS text message to care providers when the data

exceeded the alerting range” [68]; “The application
automatically sent users reminders by simple e-mail and SMS:
‘Please enter your blood sugar/or other parameters into the
eDiabetes application’” [36]. Of the 42 studies, 9 (21%) included
a bolus dosing system [32,38,45,55,57-59,66,74]: “An optional
bolus dosing feature was available as an algorithm on the e-diary
that allowed the patient to generate a premeal bolus insulin
dose” [57]. Of the 42 studies, 2 (5%) allowed the remote
prescription of real-time continuous blood glucose monitoring
devices [30,50].

The 42 studies used different indicators to collect glycemic
control data, such as (1) HbA1c levels in 27 (64%) studies,
monitored through blood tests [29-34,36,40,41,43,44,46-48,
51,54,55,57-60,62-64,67-69]; (2) blood glucose levels in 24
(57%) studies, monitored using data recorded by a blood glucose
meter or a blood test [32-34,36,40,41,43,44,46-48,
50,53-55,57-60,63,64,66,68,69]; and (3) hypoglycemia events
in 4 (10%) studies [55,57,60,69], based on self-reports or alert
systems after the recording of blood glucose levels with a blood
glucose meter. All interventional studies included in the review
reported a reduction of between 0.433 mmol/L and 1.554
mmol/L in fasting blood glucose levels. The studies reported a
statistically significant decrease in HbA1c levels ranging from
0.5% to 1.65% [34,40,41,57,68], as well as a drop of up to 1.554
mmol/L in blood glucose levels [29-31,36,41-44,46,48,56,
57,59,61,62,68,69].

Diet Monitoring
Of the 42 studies, 13 (31%) included a meal planning system,
with features such as generating shopping lists and recipes and
calculating caloric intake [29,31,35,38,43,44,46,48,49,
52,53,65,68]; and 27 (64%) included a food diary system that
could be shared with the health professional for comment
[29-33,35,37-39,41,43-47,49,52,53,55,56,59,61-63,67-69].
Patients logged their data using a list of foods or by taking
photographs. A caloric intake–counting feature was available
in 11 (26%) of the 42 studies [29,35,38,43,44,48,49,
52,53,65,68]. Of the 42 studies, 5 (12%) included a
carbohydrate-counting system [32,46,49,53,66]: “The app
provided an automated individualized calorie limit which was
computed based on body weight, gender, age and activity level.
The total daily carbohydrate intake was restricted to 40% of
total daily calories” [46]; “From the nutrition screen, the test
persons manually entered carbohydrate values for their meals
or scanned products to import the carbohydrate data into the
app” [53]. Of the 42 studies, 18 (43%) included pedagogical
material, particularly nutrition education and knowledge
evaluation [31,33-37,46-48,51,52,55,59,60,63,64,66,69]. To
collect data on diet, the studies used the data logged on mobile
or internet platforms or obtained from food diaries, 24-hour
reminders, or calorie counting [32,46,49,53,66]. The health
professionals evaluated diet quality using the shared data or
validated questionnaires (eg, the Healthy Eating Index). The
studies reported a better understanding of nutritional issues,
greater confidence in maintaining a healthy diet, and an
improvement in dietary behavior [30,31,40,41,44,61,68,70].
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Physical Activity Monitoring
Of the 42 studies, 6 (14%) monitored physical activity using a
Bluetooth-connected device (Bluetooth-connected watch [49],
pedometer [40,43,45], or accelerometer [33,42]), 8 (19%) used
step counting via a Bluetooth-connected pedometer or a
smartphone-integrated feature [33,35,40,45,46,56,61,67], and
16 (38%) included a graphic monitoring tool for monitoring
physical activity [29,32,35,37,41,43-45,49,52,55,62-65,69].
These graphs were generated automatically using pedometer
data or after patients’ manual logging of their activities based
on a list of predefined physical activities. A caloric
expenditure–counting feature was often available: “Type, time,
and intensity of any completed physical activity, which could
be translated into calories burned. (BCT: prompt self-monitoring
of behavior; provide feedback on performance)” [35]. The
studies used data logged on mobile or internet platforms and
obtained from pedometers, accelerometers, or self-reported
physical activity diaries to collect physical activity data. These
data made it possible to adjust the automated recommendation
messages and the messages from the health professionals with
whom the data were shared. The studies reported a trend toward
increased weekly physical activity owing to the
technology-motivated engagement (eg, Chen et al [68] report
a significant increase in physical activity; P<.001)
[30-38,41-47,50,54,55,57,60,62-64,66-69].

Medication Monitoring
Of the 42 studies, 16 (38%) included a medication
adherence–tracking device [30,32,37,38,41,45,49,52,53,55,59,
61,63-65,68], half of which (n=8, 50%) had a reminder feature
[32,37,45,52,55,61,63,68]. Of the 42 studies, 6 (14%) included
an insulin dose–adjustment device used by the health
professional or patient (eg, using a bolus dose algorithm)
[29,40,48,57,66,69]. Regarding the medication data collected,
of the 42 studies, 6 (14%) reported medication adjustments
[29,40,48,57,66,69], 7 (17%) analyzed the monitoring of
prescribed insulin doses [30,32,55,57,58,66,68], and 5 (12%)
administered questionnaires on medication adherence
[31,34,50,57,67]. Finally, 4 (10%) of the 42 studies reported
decreased oral antidiabetic doses after the interventions
[31,40,48,68].

Therapeutic Education
Patients were provided various pedagogical tools to support
their therapeutic education in 20 (48%) of the 42 studies
[31,33-37,43,46-48,51,52,55,59,60,63,64,66,69,70]. Among
these 20 studies, web-based course modules were used in 4
(20%) [43,48,63,66]. Other tools were used to advance
nutritional literacy [31,35,46,59]; or the tools talked about or
referred to relevant articles on topics such as using a blood
glucose meter, diabetes complications, physical activity, and
tobacco use [33,35,36,43,46,48,52,55,59,66,69]. Finally, 2
(10%) of the 20 studies proposed meditation or mindfulness
exercises [51,55]. Personalized recommendation tools were
used in 11 (26%) of the 42 studies [29,37,45-48,51,52,60,63,66].
These recommendations were either delivered by a health
professional after an analysis of the patient’s logged data,
generated automatically by an artificial intelligence algorithm,
or planned according to a therapeutic education protocol. The

pedagogical materials were often supported by electronic
notebook tools where patients could jot down topics to discuss
with their health professionals [52,64,67].

Health Professional Involvement
Among the 42 studies, communication between the health
professional and patient was ensured through a chat feature in
13 (31%) studies [31,35,43,46,47,49,51,52,59,60,63,66,68], by
email in 7 (17%) studies [31,33,36,43,66,67,71], by SMS text
messaging in 14 (33%) studies [29,36,37,41,42,44,48,54,58,
62,63,67-69], by telephone calls in 13 (31%) studies
[31,33,40,48,55-58,60,62,67-69], and by videoconferencing in
4 (10%) studies [55,60,67,68].

Of the 42 studies, 33 (79%) included a tool for displaying patient
data [30,32-37,39,41-49,51-59,63-66,68-70], one-third of them
(n=11, 33%) in real time, in the form of a graphic report. Of the
42 studies, 3 (7%) included a decision support tool [34,45,64],
whereas 12 (29%) included a tool for setting and monitoring
therapeutic goals that could be shared by the care provider and
patient [29,32,33,37,45,46,53,59,61,63,68,69].

Other Health Data Monitoring
The monitoring of other health data concerned weight loss. Of
the 42 studies, 16 (38%) monitored weight using a graphic
representation over time [29,31-33,40,42,43,45-48,
53,56,60,65,66]. Of these 16 studies, 6 (38%) collected
automated data using a Bluetooth-connected weight scale
[31,40,42,43,46,48]. In addition, 7 (17%) of the 42 studies
enabled the sharing of blood test results [38,40,60,61,64,65,68].
Kobayashi et al [42] used a Bluetooth-connected tensiometer
to transmit blood pressure readings to a cloud-based server,
making it possible to summarize and present the data to patients
and their primary care physicians to promote self-management,
monitoring, and follow-up. The studies reported a statistically
significant reduction in weight ranging from 3 to 6.2 kg

[29,40,43,46,56,60] and in BMI ranging from 1.6 kg/m2 to 4

kg/m2 [29,34,42,48,56,60].

Health Care Management
Of the 42 studies, 20 (48%) included personal spaces in their
technologies [31-35,38,40,42,45,47,49,51-53,61,63,66-68,70].
In these spaces, it was possible to view a dashboard summarizing
the logged health data, monitor exchanges with health
professionals, and generate reports that could be shared by the
patient and downloaded by the health professionals for inclusion
in the medical file [34,38,42,45,47,52,60,66,67,70]. Social
support was promoted through links to social networks in 6
(14%) of the 42 studies [31,35,37,41,44,48]. Of the 42 studies,
6 (14%) included a web-based appointment scheduling tool,
facilitating monitoring and follow-up by the health professionals
[32,33,35,53,64,67]. Finally, Holmen et al [69] made technical
support available 7 days a week to users of their technology.

Combination of Interventions
Studies showing significant positive results were those
combining the involvement of a health professional with the
monitoring of glycemia levels, diet, physical activity, and
medication [41,57,61]. Of the 42 studies, 1 (2%) combined
support from a health professional with the monitoring of
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glycemia levels, diet, and physical activity; therapeutic
education; and a follow-up of body weight [29]. Some of the
studies (7/42, 17%) only added to the involvement of a health
professional the monitoring of glycemia levels and physical
activity (n=1, 14%) [40], the monitoring of glycemia levels
alone (n=2, 29%) [51,58], diet and medication monitoring with
therapeutic education (n=1, 14%) [31] or without therapeutic
education (n=1, 14%) [35], diet monitoring and therapeutic
education (n=1, 14%) [70], and physical activity and body
weight monitoring (n=1, 14%) [42]. Of the 42 studies, 2 (5%)
with positive significant results evaluated the combination of a
health professional and the monitoring of glycemia levels, diet,
and medication (n=1, 50%) [30] and therapeutic education and
body weight follow-up (n=1, 50%) [34]. Most often (23/42,
55%), the combined strategies involved a health professional
and the monitoring of glycemia levels and diet (Multimedia
Appendix 6 [29-31,34,35,40-42,51,57,58,61,70]).

Discussion

Principal Findings
This study mapped telehealth interventions tailored to the needs
of patients with type 2 diabetes supported by a health
professional. This review—despite the range of scientific
literature available; the complex nature of these interventions;
and the heterogeneity of study designs, populations,
organizational care contexts, measures, and result indicators
used—revealed a trend suggesting the effectiveness of telehealth
interventions with health professional involvement in improving
health outcomes. The use of everyday technologies in these
interventions could facilitate their accessibility and usability,
which would facilitate their implementation in the longer term.
On the basis of our exploration of the literature, we were able
to classify the key features of digital tools that may have a
positive effect on intervention outcomes into eight categories:
(1) monitoring of glycemia levels, (2) diet monitoring, (3)
physical activity monitoring, (4) medication monitoring, (5)
therapeutic education, (6) health professional support, (7) other
health data monitoring, and (8) health care management (Figure
5).

The duration of the interventions varied significantly among
the studies, with interventions lasting 1 month to 18 months. A
recent meta-analysis on the effectiveness of telemedicine
application for chronic diseases found that for people living
with type 2 diabetes, HbA1c levels began to decrease after up
to 12 months of telemedicine intervention compared with
interventions lasting 6 months [75]. These results were also
supported in a study by Timpel et al [76], where HbA1c levels
began to decrease in participants after 12 months of long-term
telemedicine intervention. Given that the HbA1c level is a
recognized indicator of glycemic control over a retrospective
period, reflecting average blood glucose levels over
approximately 3 months, it is regarded as a standard for
assessing the effectiveness of long-term diabetes interventions
[77]. This measure offers a more stable view of a patient’s
glycemia levels than instantaneous measurements, which can
be influenced by many immediate factors [77]. Longer
interventions could allow for more accurate adjustments in

treatments and disease management behaviors as well as provide
enough time for these changes to result in improvements in
glycemic control.

The health professionals involved in these studies were primarily
physicians, dietitians, and nurses. Nearly half (19/42, 45%) of
the studies involved a multidisciplinary care team
[29,31,34,37,38,41,44,48,50,52-54,57-59,63,67,68,71]
(Multimedia Appendix 4). The studies showed that health
technologies could help optimize the therapeutic education and
monitoring of people living with type 2 diabetes through
collecting and sharing information between consultations. Care
provider personnel would thus be better able to focus on other
aspects of their practice during consultations. Some of the
interventions (4/42, 10%) used a videoconferencing platform
for consultations with the health professional to make the
exchanges more natural and pleasant [55,60,67,68]. A recent
narrative review that included 12 randomized controlled trials
assessing the effectiveness of telemedicine versus conventional
counseling, demonstrated that the counseling and monitoring
of patients living with diabetes via telemedicine was more
effective than conventional counseling [78]. Similarly, health
technologies could help improve the efficiency of practical tasks
performed by health professionals, for example, by producing
more concise automatically generated reports that can be shared
among the care team, thus fostering interdisciplinary monitoring
and follow-up. They also offer the possibility of monitoring
patients in real time and sharing targeted information with them,
thereby facilitating timely adjustments. Telehealth tools enable
the continuous monitoring of blood glucose levels, physical
activity, diet, medication intake, and other health indicators.
This enables patients and health care providers to quickly detect
fluctuations in blood sugar levels and take appropriate action
to maintain optimal control of blood sugar levels [1]. The
features of telehealth tools can provide personalized
recommendations and advice based on each patient’s specific
data [2]; for example, patients can receive medication reminders,
nutritional advice tailored to their dietary preferences, and
suggestions for physical activities based on their condition and
health goals [2]. Telehealth tools offer educational resources
and information on type 2 diabetes [3]. Patients can access
educational materials, explanatory videos, meal plans, and tips
to improve their understanding of the disease and its
management [3]. This promotes patient empowerment by
enabling them to actively participate in the management of their
health [3-5]. Telehealth tools can include features such as
appointment reminders, food diaries, and physical activity logs.
These features help patients track their progress, stay engaged
with their treatment, and maintain their motivation [3,5].

Our findings are in line with the chronic care model [79].
Telehealth interventions, as observed in our study, frequently
incorporate goal-setting tools that empower patients to set and
track health-related objectives, aligning with the model’s
emphasis on self-management support. In addition, our results
underscore the vital role of health professional support within
telehealth interventions, enabling remote monitoring and timely
guidance, consistent with the model’s focus on patient-centered
care. Social support emerged in our findings, with patients
benefiting from the encouragement of their social networks—a
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concept aligned with the chronic care model’s recognition of
involving the patient’s social support system. Finally, our
research highlights the inclusion of educational materials in
telehealth interventions, providing patients with essential
knowledge about their condition, in line with the model’s
emphasis on patient education. Together, these elements within
telehealth strategies contribute to patient empowerment,
improved self-management, and enhanced outcomes for the
management of chronic conditions such as diabetes, emphasizing
the importance of a comprehensive approach to health care
delivery, even in remote or web-based settings.

However, there are also potential limitations and challenges
associated with the use of telehealth tools for the management
of type 2 diabetes. The use of telehealth tools may be limited
by internet access, technological skills, and the availability of
the necessary devices [2,3]. Populations that have been
historically marginalized or disadvantaged may face digital
disparities, limiting their ability to benefit fully from these tools.
It is thus essential to recognize that some patients may require

additional human support. Interaction with health care providers
may be necessary to obtain answers to questions, resolve
problems, and receive emotional support. Furthermore, the use
of telehealth tools involves the collection, storage, and sharing
of sensitive health data. It is crucial to implement robust security
measures to protect data confidentiality and prevent privacy
breaches [2,8]. Telehealth tools use monitoring devices to collect
data, such as blood glucose meters or continuous blood glucose
monitoring sensors. However, these devices can have technical
limitations and measurement errors, which can affect the
accuracy of the data collected and potentially influence treatment
decisions [5,8]. Given that diabetes management is characterized
by a long process of therapeutic education, monitoring, and
follow-up, technological support would be a helpful asset in
primary health care because it would help maintain motivation
[29,37,40,46,54,61,70] through the use of numerous tools
(goal-setting tools and shared decision-making support tools,
recipes, informational content, etc), by facilitating interactions
with a health professional, and by promoting access to care (eg,
with the possibility of using multilingual resources).

Figure 5. Classification of digital features for diabetes self-management and monitoring.

Recommendations for Future Designs
Telehealth offers many opportunities for diabetes
self-management and monitoring, enabling patients to benefit
from remote care, continuous monitoring, and personalized
support. The use of continuous blood glucose monitoring
devices, mobile apps, web-based platforms, and other
technologies facilitates the collection and tracking of
diabetes-related data [9]. The introduction of web-based
educational resources, web-based learning modules, and
self-help tools to help patients better understand their disease
as well as manage their diet, physical activity, medication, and
monitoring of blood glucose levels promotes patient
self-management and empowerment [10,11]. In addition,
web-based support via secure messaging to answer patients’
questions and respond to their concerns supports therapeutic
education and keeps them engaged. Indeed, technology
developers will need to set up clear and effective communication
channels between patients and health professionals. This may
include web-based consultations, secure message exchanges,
and regular reports on patient progress [11]. Finally, it will be
important to consider the integration of these telehealth

interventions into existing health care systems, ensuring
coordination and continuity of care. It will be necessary to
ensure that data collected by remote monitoring devices are
accessible to health professionals and integrated into patients’
medical records [12].

Limitations of Included Studies
The studies identified in this review involved voluntary patient
participation. In particular, the studies favored individuals with
good technology literacy. The selection bias inherent in
voluntary patient participation and the preference for
technology-literate individuals suggest that the findings might
not be generalizable to the broader population of people with
diabetes. The indicators used to assess the effectiveness of the
interventions were primarily dietary intake; clinical indicators
such as glycemia levels, HbA1c levels, blood pressure, and
cholesterol levels; physical activity; medication adherence;
motivation; and the use of telehealth technology. Although
positive changes in these indicators were noted in most clinical
results, this may translate into something other than rigorous
clinical parameters. Different strategies were used to collect
data, notably involving innovative digital tools (although these
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tools did not undergo a validation study). In addition, lifestyle
changes (dietary planning and physical activity) were measured
using the patient self-administered digital questionnaires, leaving
the door open to all biases inherent in self-reporting. A
meta-analysis of these data would help inform a position in this
regard.

The heterogeneity of the included studies posed a real challenge
in interpreting the results. Aside from the various methods used,
which yielded different levels of evidence, the interventions
were based mainly on effecting behavior changes through
therapeutic education supported by digital tools and a health
professional; yet, none of the studies assessed the impact on the
results of the context within which these technologies were
used, such as concurrent public health policies (eg, diabetes or
obesity prevention campaigns, the promotion of a balanced diet,
physical activity, or tobacco use).

Moreover, the literature states that 90% of people with diabetes
have at least 1 other chronic disease. Nonetheless, few
interventions have provided the integrated management of
diabetes and other pathologies. Specifically, renal and cardiac
risks have not always been assessed. The multipathological
context should be systematically considered when designing
studies because multiple medication use (eg, sulfonylureas and
insulin) can cause iatrogenic hypoglycemia and influence the
clinical parameters [80-82]. Similarly, the different stages of
diabetes severity should be documented to foster a more accurate
interpretation of the results.

The varying durations of the interventions, ranging from 1
month to 18 months, and the differing technologies used
emphasize that outcomes such as improvements in HbA1c levels
are not uniform across all studies. The positive association
observed with longer interventions and the reduction in HbA1c

levels may not hold true in every context or for every patient
demographic. The role of health professionals in these
interventions is undoubtedly significant, but the translation of
these findings into practice must consider the individual needs
and circumstances of diverse patient populations, including
access issues and technological literacy. The integration of
everyday technologies seems promising for broader
implementation; however, this assumption requires careful
consideration of the digital disparities that may exist, particularly
among groups that have been historically marginalized or
disadvantaged.

Strengths and Limitations of This Review
To further leverage the qualitative nature of the content analyzed
in the studies, we performed a descriptive content analysis of
the data using NVivo (release 1.7). This allowed us to
supplement our research with a narrative account of the selected
studies. The abundance of literature on the subject attests to a
worldwide questioning of digital health policies. The COVID-19
pandemic led to a doubling of the number of annual publications
on the topic of telehealth interventions used for type 2 diabetes
or prediabetes self-management and monitoring with health
professional involvement. Given the rapid development of
technologies and research, which has only escalated in recent
years, a systematic review would help provide invaluable data

on the effectiveness of these interventions. This scoping review
included studies published in peer-reviewed journals and is thus
subject to publication bias owing to the well-documented notion
that researchers and journals tend to publish positive results. In
addition, we limited ourselves to selecting studies published in
French or English from 2010 given the rapid pace of
technological development and the consequent rapid increase
in the literature. Future researchers should consider more
inclusive approaches, such as conducting systematic reviews
that encompass gray literature and unpublished studies. This
ensures a more comprehensive and unbiased overview of
existing literature on the topic.

The results of this review did not allow us to identify how the
8 key digital tool features should be developed and combined
to help improve health outcomes. However, the strategy most
often combined with telehealth interventions facilitating
interaction with health professionals was the monitoring of
glycemia levels, diet, and physical activity. A few of the studies
(7/42, 17%) also included medication monitoring and therapeutic
education. Future studies should perform in-depth analyses of
the usability and acceptability of these technologies to highlight
the design issues and shed light on health policies.

The diversity of the interventions analyzed underscores the
necessity to acknowledge the unique challenges and issues
inherent to each specific population. Such issues can encompass
socioeconomic factors, cultural differences, accessibility to
health services, and varying levels of health literacy, all of which
can significantly influence the effectiveness of interventions;
for instance, interventions that succeed in urban environments
with high connectivity and technologically savvy populations
may not yield identical results in rural or low-income areas
where internet access is scarce and digital literacy is an issue.
Moreover, the cultural context may impact patient engagement
and the suitability of educational materials. Each population
may hold distinct health beliefs, practices, and priorities, which
must be considered during the design and implementation of
health interventions. Recognizing these disparities is critical to
understanding why results from 1 group cannot be generalized
to another. Public health strategies must develop resource
allocation policies and create interventions focused on the users’
needs. Hence, although telehealth presents a promising avenue
for improving diabetes management, its application must be
nuanced and considerate of the public health challenges unique
to each specific population to be truly effective and equitable.

Future Research Prospects
With regard to gaps in the literature, some questions require
further research. This scoping review revealed a need for
long-term implementation studies, possibly because telehealth
programs require a less-structured time commitment and could
be used over extended periods. Long-term evaluation studies
are also needed to facilitate the implementation of telehealth
interventions. Further studies on adherence and engagement
could explore the factors that influence patients’ adherence to
telehealth interventions and their engagement in diabetes
self-management. These studies will also help to identify
effective strategies for encouraging patients’active participation
and maintaining their motivation over the long term. Evaluation
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frameworks should incorporate reports on participant
engagement and satisfaction, acceptability, security, and costs
into future telehealth interventions because these will facilitate
their translation into clinical practice. In addition, the
measurement of the effects of interventions should include
measures other than clinical data, such as patient-reported
experience measures and patient-reported outcome measures
to ensure that these interventions are meeting the needs of
patients. In addition, multimorbidity was mentioned by only a
few of the included studies (7/42, 17%) and warrants further
research to assess the impact of these interventions on health
[34,49,54,56,65,67,70]. Additional studies could define
standardized assessment criteria for telehealth interventions that
support the therapeutic management of patients with diabetes
and multiple comorbidities. The impact of equity of access to
care on the use of telehealth interventions for populations
considered vulnerable, including populations with low-income
status, rural or remote populations, and culturally diverse groups,
will need to be studied. A better understanding of these impacts
will help identify potential barriers and strategies to reduce
disparities and improve equitable access to telehealth [12].
Finally, it will be vital to evaluate the effectiveness of integrating
telehealth interventions into existing health care systems,
including collaboration among health professionals, data sharing,
and care coordination. This will help distinguish best practices
for the successful integration of telehealth into clinical care and
existing health care systems [12]. Of the 42 studies, 3 (7%)
assessed the impact on the cost of care [48,58,64]. The
macroeconomic implications of these telehealth interventions
for health care systems warrant future studies to shed clearer
light on health policies. Finally, the COVID-19 pandemic has
revealed the various structural and organizational shortcomings
of health care around the globe. It has also accelerated the
dissemination and adoption of digital tools and advanced the
digital ambitions of governments worldwide. The abundance
of publications means that future studies can perform a
meta-analysis of randomized controlled trials. Our analysis
underscores the critical role of multidisciplinary health care
teams and promotes the integration of ubiquitous technologies
into daily health management practices to achieve superior
patient outcomes. Furthermore, this review stresses the necessity
of considering the long-term viability of telehealth solutions,
patient adherence, and the seamless incorporation of these
solutions into current health care frameworks in subsequent
research.

Finally, although we included studies conducted in different
parts of the world in this scoping review, we did not find
relevant studies conducted in Canada, indicating an opportunity

for research tailored to the Canadian context. For the
implementation of future telehealth interventions to improve
diabetes management in Canada, it is recommended to consider
the specificities of the Canadian health care system, such as the
heterogeneity of its organization across different provinces, the
diversity of its population, and its varied health resources. It
would be wise to design personalized interventions that address
the unique needs of patients with diabetes within the Canadian
population, particularly in Indigenous communities that are
disproportionately affected by diabetes, including linguistic and
cultural considerations. Strategies for equitable access to
telehealth technologies for populations that have been
historically marginalized or those living in remote areas should
also be considered. Training health professionals in telehealth
tools and best practices for web-based care is equally essential.
Moreover, interdisciplinary and intersectoral collaboration
would be beneficial to effectively integrate telehealth into
primary care, allowing for coordinated and consistent follow-up.
Finally, by anticipating challenges related to privacy and data
security, interventions should incorporate robust security
measures to protect sensitive patient information while focusing
on a personalized approach and the development of
patient-centered interventions and technologies.

Conclusions
This review systematically maps out the effectiveness of
telehealth interventions for managing type 2 diabetes, with a
focus on the enhanced outcomes gained through the involvement
of health professionals. It presents a detailed categorization of
the pivotal characteristics of digital tools into 8 distinct areas
that significantly influence the success of these interventions.
The evidence-based data suggest that participation in sustained
telehealth interventions with health professional involvement
helps improve health outcomes and type 2 diabetes–related
behavior, reducing the risks of complications. However, despite
our identification of the key digital tool features of these
interventions, it remains to be seen how to combine and translate
them into long-term usable components in specific care contexts.
Nonetheless, the results are promising for future health care
because they point to consolidating care through a single
platform, which could improve patients’ quality of life while
encouraging active self-management. They also shed light on
developing evidence-based telehealth programs that can be
adapted to specific care contexts and offer decision makers more
effective options for funding diabetes management programs.
Ultimately, this review aims to enrich the understanding of
telehealth’s role in diabetes care and to outline specific domains
for future research that will inform policy making and the
advancement of telehealth practices.
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Abstract

Background: The use of social media for disseminating health care information has become increasingly prevalent, making
the expanding role of artificial intelligence (AI) and machine learning in this process both significant and inevitable. This
development raises numerous ethical concerns. This study explored the ethical use of AI and machine learning in the context of
health care information on social media platforms (SMPs). It critically examined these technologies from the perspectives of
fairness, accountability, transparency, and ethics (FATE), emphasizing computational and methodological approaches that ensure
their responsible application.

Objective: This study aims to identify, compare, and synthesize existing solutions that address the components of FATE in AI
applications in health care on SMPs. Through an in-depth exploration of computational methods, approaches, and evaluation
metrics used in various initiatives, we sought to elucidate the current state of the art and identify existing gaps. Furthermore, we
assessed the strength of the evidence supporting each identified solution and discussed the implications of our findings for future
research and practice. In doing so, we made a unique contribution to the field by highlighting areas that require further exploration
and innovation.

Methods: Our research methodology involved a comprehensive literature search across PubMed, Web of Science, and Google
Scholar. We used strategic searches through specific filters to identify relevant research papers published since 2012 focusing
on the intersection and union of different literature sets. The inclusion criteria were centered on studies that primarily addressed
FATE in health care discussions on SMPs; those presenting empirical results; and those covering definitions, computational
methods, approaches, and evaluation metrics.

Results: Our findings present a nuanced breakdown of the FATE principles, aligning them where applicable with the American
Medical Informatics Association ethical guidelines. By dividing these principles into dedicated sections, we detailed specific
computational methods and conceptual approaches tailored to enforcing FATE in AI-driven health care on SMPs. This segmentation
facilitated a deeper understanding of the intricate relationship among the FATE principles and highlighted the practical challenges
encountered in their application. It underscored the pioneering contributions of our study to the discourse on ethical AI in health
care on SMPs, emphasizing the complex interplay and the limitations faced in implementing these principles effectively.

Conclusions: Despite the existence of diverse approaches and metrics to address FATE issues in AI for health care on SMPs,
challenges persist. The application of these approaches often intersects with additional ethical considerations, occasionally leading
to conflicts. Our review highlights the lack of a unified, comprehensive solution for fully and effectively integrating FATE
principles in this domain. This gap necessitates careful consideration of the ethical trade-offs involved in deploying existing
methods and underscores the need for ongoing research.

(JMIR Med Inform 2024;12:e50048)   doi:10.2196/50048
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Introduction

Background
Machine learning (ML) algorithms have become pervasive in
today’s world, influencing a wide range of fields, from
governance and financial decision-making to medical diagnosis
and security assessment. These technologies depend on artificial
intelligence (AI) and ML to provide results, offering clear
advantages in terms of speed and cost-effectiveness for
businesses over time [1]. However, as AI research progresses
rapidly, the importance of ensuring that its development and
deployment adhere to ethical principles has become paramount.

User data on social media platforms (SMPs) can reveal patterns,
trends, and behaviors. Platforms such as Twitter (X Corp) are
predominantly used by younger individuals and those residing
in urban areas [2]. These platforms often impose age restrictions,
leading to a potential bias in algorithms trained on their data
toward younger, urban demographics. Social media presents a
rich source of data invaluable for health research [3], yet using
these data without proper consent poses ethical concerns.
Furthermore, social media content is influenced by various
social factors and should not always be interpreted at face value.
For example, certain topics may engage users from specific
regions or demographic groups more than others [4], rendering
the data less universally applicable. An additional challenge is
the trustworthiness of these data. The issue of bias is further
exacerbated when AI or ML software is proprietary with a
closed source code, making it challenging to analyze and
understand the reasons behind biased decisions [3].

The spread of both misinformation and disinformation is a
significant concern on social media [5,6], a problem that became
particularly acute during the COVID-19 pandemic. False claims
about vaccine safety contributed to public mistrust and
hesitancy, undermining efforts to control the virus. In tackling
this issue, AI tools have been deployed to sift through
information and spotlight reliable content for users [7]. These
AI systems are trained using health data from trustworthy
sources, ensuring the dissemination of scientifically sound
information. On the bright side, social media provides a venue
for disseminating new health information, offering valuable
insights for the health sector [8]. However, the inherent
challenges of social media, such as verifying information
authenticity and the risk of spreading misinformation, require
careful management to guarantee that the health information
shared is accurate and reliable.

Fairness, accountability, transparency, and ethics (FATE)
research focuses on evaluating the fairness and transparency of
AI and ML models, developing accountability metrics, and
designing ethical frameworks [9]. Incorporating a human in the
loop is one approach to upholding ethical principles in
algorithmic processes. For example, in the case of the
Correctional Offender Management Profiling for Alternative
Sanctions system used within the US judicial system to predict
the likelihood of a prisoner reoffending after release, it is

recommended that a judge first review the AI’s decision to
ensure its accuracy. In summary, recognizing the inherent biases
in AI and ML, the implementation of systematic models is
crucial for maintaining accountability. Efforts in computer
science are directed toward enhancing the transparency of AI
and ML, which helps uncover the decision-making processes,
identify biases, and hold systems accountable for failures
[10,11].

Motivation
The American Medical Informatics Association (AMIA) has
delineated a comprehensive set of ethical principles for the
governance of AI [12] building on the foundations laid out in
the Belmont Report [13]: autonomy, beneficence,
nonmaleficence, and justice. These principles are critical for
the responsible application of AI in monitoring health
care–related data on SMPs [7]. The AMIA expanded these
principles to include 6 technical aspects—explainability,
interpretability, fairness, dependability, auditability, and
knowledge management—as well as 3 organizational principles:
benevolence, transparency, and accountability. Furthermore, it
incorporated special considerations for vulnerable populations,
AI research, and user education [12]. Our review emphasized
the concept of FATE, which is prevalent in the AI and ML
community [14], and discussed its alignment with the principles
outlined by the AMIA.

The discourse on AI ethics is notably influenced by geographic
and socioeconomic contexts [15]. There has been extensive
debate regarding the best practices for evaluating work produced
by explanatory AI and conducting gap analyses on model
interpretability in AI [16,17]. Recent advancements in ML
interpretability have also been subject to review [18]. Table 1
provides a summary of existing studies that discuss FATE in
various contexts. These studies reveal a substantial research gap
in understanding how the principles of FATE are integrated
within the realm of AI in health care on SMPs. Notably, none
of the studies have thoroughly investigated the computational
methods commonly used to assess the components of FATE
and their intricate interrelationships in this domain.

To bridge the identified research gap, this study focused on
three pivotal research questions (RQs):

1. What existing solutions address FATE in the context of
health care on SMPs? (RQ 1)

2. How do these solutions identified in response to RQ 1
compare with each other in terms of computational methods,
approaches, and evaluation metrics? (RQ 2)

3. What is the strength of the evidence supporting these
various solutions? (RQ 3)

Our aim was to enrich the domain of FATE by exploring the
array of techniques, methods, and solutions that facilitate social
media interventions in health care settings while pinpointing
gaps in the current body of literature. This study encompassed
the definitions, computational methods, approaches, and
evaluation metrics pertinent to FATE in AI along with an
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examination of FATE in data sets. The novelty of our research
lies in delivering a comprehensive analysis of metrics,
computational solutions, and the application of FATE principles

specifically within the realm of SMPs. This includes a focus on
uncovering further research directions and challenges at the
confluence of health care, computer science, and social science.

Table 1. An overview of existing studies focusing on fairness, accountability, transparency, and ethics.

EthicsTransparencyAccountabilityFairnessStudy

CBACBACBACcBbAa

✓✓✓Mehrabi et al [1], 2021

✓✓Golder et al [19], 2017

✓✓✓Bear Don’t Walk et al [20], 2022

✓✓✓✓✓✓✓✓✓✓✓Attard-Frost et al [21], 2022

✓✓✓Wieringa [9], 2020

✓✓Adadi and Berrada [22], 2018

✓✓✓✓✓✓Diogo et al [18], 2019

✓✓✓✓Chakraborty et al [17], 2017

✓✓Hagerty and Rubinov [15], 2019

✓✓Vian and Kohler [23], 2016

aDefinitions.
bComputational methods and approaches.
cEvaluation metrics.

Methods

Research Methodology
Our research methodology was grounded in the approach
presented by Kofod-Petersen [24] and adhered to the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
guidelines [25]. We used 2 search databases, PubMed and Web
of Science, to ensure the reproducibility of the search results in
the identification of records. PubMed was chosen for its
comprehensive coverage of biomedical literature, providing
direct access to the most recent research in health care and its
intersections with AI, rendering it indispensable for studies
focused on the FATE principles in the domain. Web of Science
was selected for its interdisciplinary scope, diversity of
publication sources, and rigorous citation analysis, offering a
broad and authoritative overview of global research trends and
impacts across computer science, social sciences, and health
care. In addition, we used Google Scholar, which is recognized
as the most comprehensive repository of scholarly articles [26],
known for its inclusivity and extensive coverage across multiple
disciplines. However, due to the lack of reproducibility of the
search results on Google Scholar, we classified it as other source
for record identification, as shown in Figure 1. Our search across
these databases was conducted without any language restrictions,
ensuring a comprehensive and inclusive review of the relevant
literature.

We conducted a strategic search using Table 2 as a filter to
identify research papers pertinent to our review. The table was
designed to allow for customization of groups for retrieving
varied sets of literature, aiming to find the intersection among
these sets. For group 1, we selected “fairness,” “accountability,”

“transparency,” and “ethics.” These keywords, being integral
components of the FATE framework, were an obvious choice
for our search queries. In group 2, we identified “natural
language processing” and “artificial intelligence” as our
keywords. The selection of “natural language processing” was
justified by the predominance of textual data on SMPs,
necessitating algorithms adept at processing natural language.
The inclusion of “artificial intelligence” reflected its broad
applicability beyond traditional ML applications. Given that AI
encompasses a wide range of advanced technologies, including
sophisticated natural language processing (NLP) techniques,
its inclusion ensured the comprehensive coverage of relevant
studies. Finally, the terms “social media” and “healthcare” were
directly pertinent to our review, making their inclusion essential.
Consequently, our aim was to encompass a wide spectrum of
studies relevant to the topic of our review.

On the basis of Table 1, our initial strategy involved using the
intersection of groups as follows: ([group 1, search term 1 ∩
group 2, search term 1] AND [group 1, search term 1 ∩ group
2, search term 2]) ∩ ([group 1, search term 1 ∩ group 3, search
term 1] AND [group 1, search term 1 ∩ group 3, search term
2]), which, for simplicity, we condensed to (group 1, search
term 1 ∩ group 2, search term 1 ∩ group 2, search term 2 ∩
group 3, search term 1 ∩ group 3, search term 2), as outlined
in the search query presented in Textbox 1.

For our queries, we implemented year-based filtering in PubMed
and conducted a parallel topic search in Web of Science, limiting
the results to articles published since 2012. However, this
approach yielded only 2 publications from each database, a tally
considered inadequate for our purposes. Consequently, we opted
to broaden our search by applying the union of 2 intersections.
The initial formula ([group 1, search term 1 ∩ group 2, search
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term 1] AND [group 1, search term 1 ∩ group 2, search term
2]) ∪ ([group 1, search term 1 ∩ group 3, search term 1] AND
[group 1, search term 1 ∩ group 3, search term 2]) was
streamlined to group 1, search term 1 ∩ ([group 2, search term
1 ∩ group 2, search term 2] ∪ [group 3, search term 1 ∩ group
3, search term 2]), as detailed in the search query in Textbox 2,
while maintaining the same year range.

Our search queries resulted in 442 records from PubMed and
327 records from Web of Science, as shown in Figure 1.
Subsequently, we eliminated duplicates across the 3 sources,
consolidating the findings into 672 records for initial screening.
During the screening phase, we applied specific inclusion criteria
based on an analysis of titles and abstracts to refine the selection:
(1) the study primarily addressed FATE principles in the context

of health care on SMPs (inclusion criterion 1); (2) the study
reported empirical findings (inclusion criterion 2); (3) the study
elaborated on definitions, computational methods, approaches,
and evaluation metrics (inclusion criterion 3).

This process narrowed down the field to 172 records eligible
for full-text assessment. At this stage, we applied our quality
criteria to further assess eligibility: (1) we confirmed through
full-text screening that the study adhered to inclusion criteria
1, 2, and 3 (quality criterion 1); (2) the study articulated a clear
research objective (quality criterion 2).

Ultimately, this led to the selection of 135 articles for inclusion
in our review. The complete list of these articles is available in
Multimedia Appendix 1 [1-3,5-11,15-23,26-141].

Figure 1. The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram for record selection.

Table 2. Search strategy for finding research articles.

G3cG2bG1a

Social mediaNatural language processingQualityeT1d

Health careArtificial intelligenceN/AgT2f

aG1: group 1.
bG2: group 2.
cG3: group 3.
dT1: search term 1.
e{Fairness, Accountability, Transparency, Ethics}
fT2: search term 2.
gN/A: not applicable.

JMIR Med Inform 2024 | vol. 12 | e50048 | p.159https://medinform.jmir.org/2024/1/e50048
(page number not for citation purposes)

Singhal et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Textbox 1. The initial query to the databases.

• (“Fairness” OR “Accountability” OR “Transparency” OR “Ethics”) AND (“NLP” or “Natural Language Processing”) AND (“AI” OR “Artificial
Intelligence”) AND (“Healthcare” AND “Social Media”)

Textbox 2. Modified query to the databases.

• (“Fairness” OR “Accountability” OR “Transparency” OR “Ethics”) AND (((“NLP” or “Natural Language Processing”) AND (“AI” OR “Artificial
Intelligence”)) OR (“Healthcare” AND “Social Media”))

Data Items and Data-Charting
In our review, we incorporated the following data items: (1)
approaches and definitions related to each component of FATE;
(2) mathematical formulations and algorithms designed to
address FATE; (3) methodologies for the integration of FATE
principles into AI and ML systems, particularly within health
care settings on SMPs; (4) characteristics of the AI or ML
systems under study, encompassing their type, application areas
within health care, and the specific roles that SMPs play in these
systems; (5) outcomes from the formal evaluation or assessment
of FATE aspects within the studies, such as their impact on
decision-making processes; (6) challenges and barriers reported
in the implementation of FATE principles in AI or ML systems;
(7) use of frameworks or tools developed to support or evaluate
FATE in AI and ML systems; and (8) engagement of
stakeholders throughout the AI and ML system’s life cycle,
including their perspectives on FATE.

The data-charting process involved 3 researchers, each
independently extracting pertinent data from the selected sources
with a particular focus on the aforementioned data items. For
methodical organization and analysis, the extracted information
was documented in Microsoft Excel spreadsheets (Microsoft
Corp). These spreadsheets were organized alphabetically by the
last name of the first author of each article and included
references to the corresponding data items as presented in the
studies. To consolidate the compiled data, one researcher was
tasked with merging the information from these spreadsheets.
This step aimed to synthesize the data and ensure a coherent
presentation of our findings. The merging process entailed a
thorough review and amalgamation of the data charted by each
researcher, emphasizing the consolidation of similar approaches
and methodologies as identified in the studies.

Results

Definitions, Computational Methods, and Approaches
to Fairness

Overview
The understanding of fairness among the public is diverse [26].
The AMIA classifies fairness as a technical principle,
emphasizing its importance in creating AI systems that are free
from bias and discrimination [12]. This study reviewed various
approaches to achieving fairness, with a particular focus on
perspectives that facilitate the quantification of fairness in the
context of AI for health care on SMPs. The mathematical
formulations used to measure fairness are presented in
Multimedia Appendix 2 [27-32,142,143]. The following

subsections offer a comprehensive examination of approaches
to ensure fairness.

Calibrated Fairness
Calibrated fairness seeks to balance providing equal
opportunities for all individuals with accommodating their
distinct differences and needs [33]. For instance, in the context
of social media, a calibrated fair algorithm aims to ensure equal
access to opportunities, such as visibility for all users, while
also considering specific factors, such as language or location,
to offer a personalized experience. In health care, such an
algorithm would ensure that all patients have access to the same
standard of care yet take into account variables such as age and
health status to tailor the best possible treatment plan. The
objective is to find a balance between treating everyone equally
and acknowledging individual differences to achieve the most
equitable outcomes. Fairness metrics, including the false positive
rate difference [29] and the equal opportunity difference [34],
are used to evaluate the degree of calibrated fairness. Common
computational methods used to achieve calibrated fairness
include the following: (1) preprocessing—modifying the original
data set to diminish or eliminate the impact of sensitive attributes
(eg, gender and ethnic background) on the outcome of an ML
model [35]; (2) in-processing—integrating fairness constraints
into the model’s training process to ensure calibration with
respect to sensitive attributes [35]; (3) postprocessing—adjusting
the model’s output after training to calibrate it in relation to
sensitive attributes [35]; (3) adversarial training—training the
model on adversarial examples, which are designed to test the
model’s fairness in predictions [36].

Each of the approaches to achieving calibrated fairness in AI
systems has a specific application context that is influenced by
various factors. Preprocessing aims to directly mitigate biases
in the data before the model’s training phase but may present
challenges in preserving the integrity of the original data,
potentially resulting in the loss of important information. In
contrast, in-processing involves the integration of fairness
constraints during the model’s learning process, which, while
aiming to ensure fairness, might compromise model performance
due to the added constraints. Postprocessing, which adjusts the
model’s outputs after training, may appear as a straightforward
solution but often falls short in addressing the root causes of
bias, thus providing a superficial fix. Adversarial training stands
out as a promising approach by challenging the model’s fairness
through specially designed examples; however, its effective
implementation can be complex and resource intensive. Each
method has inherent trade-offs between fairness, accuracy, and
complexity. The choice among them depends on the specific
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circumstances of the application, including the nature of the
data, the criticality of the decision-making context, and the
specific fairness objectives.

Statistical Fairness
Statistical fairness considers various factors, including
demographic information, that may be pertinent to the concept
of fairness within a specific context. Among the widely
recognized statistical definitions of fairness are demographic
parity, equal opportunity, and equal treatment [37]. The measure
of “demographic parity” is used to reduce data bias by
incorporating penalty functions into matrix-factorization
objectives [38], whereas the “equal opportunity” metric is crucial
for ensuring that decisions are devoid of bias [39]. In the realm
of social media, individual notions of fairness might encompass
issues such as unbiased content moderation, equitable
representation of diverse perspectives and voices, and
transparency in the algorithms used for content curation and
ranking. Common approaches for measuring statistical fairness
include the following: (1) equalized odds—this approach
evaluates fairness by examining the differences in true positive
and false positive rates across various groups [40]; (2) theorem
of equal treatment—this approach assesses fairness by
comparing how similar individuals from different groups are
treated [41].

Moreover, several toolkits have been developed for measuring
statistical fairness in ML and AI models. For instance, Aequitas,
as introduced by Saleiro et al [42], generates reports aiding in
equitable decision-making by policy makers and ML
researchers. The AI Fairness 360 toolkit [43] provides metrics
and algorithms designed to reduce statistical biases that lead to
the unfair treatment of various groups by ML models [44].
Another toolkit, Fairlearn [45], offers algorithms aimed at
addressing disparities in the treatment of different demographic
groups by an ML model.

Intersectional Fairness
This approach integrates multiple intersecting identity facets,
such as race, gender, and socioeconomic status, into
decision-making processes concerning individuals [46]. Its
objective is to guarantee equitable treatment for all stakeholders,
recognizing that the confluence of these identities may
exacerbate marginalization and discrimination. Within the realm
of social media, an algorithm designed with intersectional
fairness in mind ensures that content is neither recommended
nor censored in a manner that is prejudiced against a user’s race,
gender, or socioeconomic status. Similarly, in health care, an
algorithm that incorporates intersectional fairness aims to
prevent the disproportionate allocation of medical treatments
and resources. Intersectional fairness can be operationalized
using the worst-case disparity method, which involves
evaluating each subgroup individually and comparing the best
and worst outcomes to ascertain the precision of the fairness
score. Subsequently, the ratio of the maximum to minimum
scores is calculated, with a ratio nearing 1 indicating a more
equitable outcome [46]. Other prevalent methods and strategies
for achieving intersectional fairness include the following: (1)
constraint-based methods—these are designed to honor specific
fairness constraints, such as providing equal treatment to

different groups identified by multiple attributes, through
mathematical optimization [47]; (2) causal inference
methods—these aim to ensure that the algorithm’s outputs are
unbiased by examining the causal relationships between inputs
and outputs [48]; (3) decision trees and rule-based
systems—these are used to guarantee that the algorithm’s
decisions are informed by relevant factors and free from bias
[49].

Constraint-based methods are adept at enforcing predefined
fairness goals; however, the complexity of defining and
optimizing these goals poses a significant challenge. In contrast
to constraint-based methods, causal inference methods do not
necessitate predefined fairness constraints but require a thorough
comprehension of the data at hand. Erroneous assumptions
regarding causality can result in flawed assessments of fairness.
Decision trees and rule-based systems, owing to their
interpretability, facilitate the understanding of algorithmic
decisions. However, their simplicity may be a limitation as they
may not adequately address the complexities inherent in various
data sets. To mitigate some of the discussed shortcomings,
supervised ranking, unsupervised regression, and reinforcement
in fairness evaluation can be approached through pairwise
evaluation [50]. This technique involves assessing an AI model’s
performance by comparing its outputs against a preselected set
of input data pairs.

Definitions, Computational Methods, and Approaches
to Accountability

Overview
The AMIA considers accountability a fundamental
organizational principle, stressing that organizations should
bear the responsibility for continuously monitoring AI systems.
This includes identifying, reporting, and managing potential
risks. Furthermore, organizations are expected to implement
strategies for risk mitigation and establish a system for the
submission and resolution of complaints related to AI operations
[12]. In the following subsections, we explore prevalent views
on accountability within the ML and AI community. In addition,
we provide summaries of the measurements for different
accountability components as identified in the reviewed
literature, which can be found in Multimedia Appendix 3
[51-54,144].

Legal Accountability
Legal accountability encompasses the obligations of entities
involved in designing, developing, deploying, and using AI
systems for health care purposes on social media [55]. This
responsibility includes ensuring that AI systems are developed
and used in compliance with relevant laws and regulations in
addition to addressing any adverse effects or impacts that might
arise from their use. Legal accountability also covers issues
such as data protection and privacy along with the duty to
prevent the use of AI systems for discriminatory or unethical
purposes. Commonly used conceptual methods for achieving
legal accountability include the following: (1)
transparency—this method involves making AI systems
transparent, ensuring that their decision-making processes are
explainable and comprehensible [56] (there are existing
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frameworks designed to enhance transparency in the
accountability of textual models [57]); (2) documentation—this
involves maintaining detailed records of the systems’ design,
development, and testing processes, as well as documenting the
data used for training them [58] (an initiative toward
accountability is the implementation of model cards, which are
intended to outline an ML model’s limitations and disclose any
biases that it may be susceptible to [59]); (3) adjudication—this
refers to the creation of procedures for addressing disputes and
grievances associated with the use of ML and AI systems [60].

Overall, the pursuit of legal accountability should be carefully
balanced with the autonomy of stakeholders and must not hinder
innovation.

Ethical Accountability
Ethical accountability ensures that AI systems make decisions
that are transparent, justifiable, and aligned with societal values
[61]. This encompasses addressing data privacy, securing
informed consent, and preventing the perpetuation of existing
biases and discrimination. Ethical concerns specific to the use
of AI in health care include safeguarding patient privacy,
handling sensitive health data responsibly, and avoiding the
reinforcement of existing health disparities [62]. Common
strategies for achieving ethical accountability include the
following: (1) ethical impact assessment—this approach entails
assessing the ethical risks and benefits of the system and
weighing the trade-offs between them [63]; (2) value
alignment—this strategy involves embedding ethical principles
and values into the design and development of the system,
ensuring that its operations are in harmony with these values
[64]; (3) transparency and explanation—this is accomplished
by offering clear, understandable explanations of the system’s
functionality and making its data and algorithms openly
available [65]; (4) stakeholder engagement—this involves the
active participation of a diverse group of stakeholders, including
users, developers, and experts, in all phases of the AI or ML
system’s life cycle [66].

When crafting ethical AI for disseminating health care–related
information on social media, the application of these
methodologies varies according to specific tasks. Ethical impact
assessments, for instance, are valuable for evaluating the
potential advantages, such as enhanced patient engagement via
personalized dissemination of health care information, against
risks, including privacy breaches and the spread of
misinformation. The value alignment method plays a crucial
role in pinpointing essential ethical values such as patient
privacy, information accuracy, nondiscrimination, and
accessibility. This method also supports the performance of
regular audits to verify that AI systems continuously reflect
these ethical standards. Finally, approaches to stakeholder
engagement establish a platform for transparent and continuous
communication between stakeholders and developers, thereby
promoting a cooperative atmosphere in development.

Technical Accountability
Technical accountability ensures that developers and designers
of AI and ML systems are held responsible for maintaining
standards of security, privacy, and functionality [67]. This

responsibility encompasses the implementation of adequate
mechanisms to monitor and manage AI algorithms and address
arising technical issues. Within the realms of social media and
health care, technical accountability further entails the use of
AI technologies to foster ethical decision-making, safeguard
user privacy, and ensure that decisions are made fairly and
transparently [68]. Common strategies for achieving technical
accountability include the following: (1) logging—the practice
of recording all inputs, outputs, and decisions to trace the
system’s performance and pinpoint potential problems [69]; (2)
auditing—conducting evaluations to check the system’s
performance, detect biases, and ensure compliance with ethical
and legal standards [70].

Both logging and auditing play critical roles in the development
of ethical AI for health care information on social media, each
with its unique benefits and challenges. Logging, which captures
the inputs, outputs, and decisions of an AI system, is vital for
tracking system performance. Nonetheless, the retention of
detailed logs, especially those involving sensitive health care
information, may introduce privacy concerns and necessitate
careful consideration of data protection strategies. Auditing,
essential for upholding ethical and legal norms, demands
expertise and considerable time to effectively scrutinize complex
AI systems. In addition, frameworks designed to enhance AI
system accountability are in use. An example is Pandora [71],
representing a significant move toward achieving a holistic
approach to accountable AI systems.

Societal Accountability
Societal accountability entails the obligation of stakeholders to
ensure that their AI systems align with societal values and
interests [72]. This encompasses addressing privacy,
transparency, and fairness issues, along with considering the
wider social, cultural, and economic impacts that AI systems
may have. Achieving societal accountability may require
stakeholders to participate in public consultations, develop
ethical and transparent regulations and standards for AI use,
and enhance public understanding of AI system functionalities
and applications. Essentially, it advocates for the development
and use of AI systems under the principles of responsible
innovation, with society’s interests considered at every life cycle
stage.

Methods for ensuring societal accountability include the
following: (1) regulation and standardization—creating
regulations and standards for AI system design and use can help
hold these systems accountable to society, safeguarding the
rights and interests of all stakeholders [73]; (2) public-private
partnerships—fostering collaboration among government
agencies, private-sector companies, and other entities to promote
the societal accountability of AI and ML systems [74].

To ensure accountability, integrating transparency and fairness
into algorithms, designing systems with privacy considerations,
and conducting regular audits and evaluations to review AI
system performance is critical. Researchers have suggested
approaches for holding companies accountable for their
AI-related actions [9]. They emphasize the importance of
pinpointing specific decision makers within a company
responsible for any errors, a crucial step for ensuring equitable
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accountability. The entity or individuals determining
accountability should possess comprehensive knowledge of
legal, political, administrative, professional, and social
viewpoints regarding the error to guarantee fair and unbiased
judgments. Moreover, the consequences imposed on decision
makers should be appropriately matched to their areas of
responsibility, considering each individual’s level of
responsibility within the company’s hierarchy when deciding
on these consequences.

Definitions, Computational Methods, and Approaches
to Transparency

Overview
According to the AMIA, transparency is an organizational
principle that asserts that an AI system must operate impartially,
not favoring its host organization. This principle ensures
fairness, treating all stakeholders equally without privileging
any party. Moreover, transparency requires stakeholders to be
clearly informed that they are interacting with an AI system and
not a human [12]. Adadi and Berrada [22] presented a nuanced
view on transparency, defining it as the degree to which the
workings of an AI system are comprehensible to humans. This
definition encompasses providing explanations for the system’s
decision-making processes, clarifying the data used for system
training, and certifying the system’s neutrality and
nondiscriminatory nature. The balancing act between
transparency and privacy presents challenges. For instance, in
the analysis of mental health data on SMPs, the difficulty does
not lie in pinpointing user-specific attributes (as data are often
aggregated) but in the application of these data [75]. Here,
transparency intersects with the ethical principle of autonomy,
which demands that systems protect individual independence,
treat users respectfully, and secure informed consent [12].
Guaranteeing autonomy is particularly crucial in the deployment
of AI-powered depression detection systems on social networks
[76]. The following subsections will delve into the nuances of
transparency in AI, emphasizing the importance of openness in
data and algorithmic procedures. This focus is particularly
critical in the context of data derived from SMPs. We also
introduce some metrics for assessing transparency in Multimedia
Appendix 4 [77-81].

Algorithmic Transparency
Algorithmic transparency is the clarity with which one can
comprehend the manner in which an AI algorithm or model
produces its outputs or decisions [82]. Within the context of AI
for health care on SMPs, transparency entails the ability to
lucidly grasp the processes and methodologies used in the
creation, dissemination, and evaluation of social media
interventions for health care objectives [83]. This encompasses
an understanding of the data sources that inform these
interventions, the algorithms or models that analyze the data
and generate the interventions, and the criteria for assessing
intervention effectiveness. Algorithmic transparency is crucial
for identifying and addressing potential biases or errors in
interventions and fostering trust among stakeholders, including
patients, health care providers, and regulatory bodies. Several
computational techniques can enhance algorithmic transparency:
(1) feature importance analysis—this technique identifies the

most impactful features or variables in the model’s output,
shedding light on the decision-making process [84]; (2) model
interpretability—this involves designing models whose outputs
are easily understood and interpreted by humans [85] (for
instance, decision trees and logistic regression models are more
interpretable compared to more complex models [86]; detailed
discussions of model interpretability will follow in a dedicated
subsection); (3) explanation generation—this technique produces
explanations for a model’s outputs, offering insights into its
decision-making process through visualizations or natural
language descriptions [87].

Feature importance analysis enhances the comprehension of a
model’s decision-making process, yet it may not fully elucidate
the complex interactions among features or their combined
effect on the model’s decisions, especially in the case of
sophisticated deep neural networks. Models that are inherently
interpretable, such as decision trees and logistic regression,
promote user trust and facilitate the validation of model
behaviors. However, these models might not offer the same
level of power and precision as more complex models such as
deep neural networks, which restricts their effectiveness in
analyzing health care–related social media interactions. On the
other hand, explanation generation seeks to clarify the model’s
reasoning for stakeholders. Nonetheless, guaranteeing that these
explanations are both accurate and reflective of the model’s
inner workings poses a considerable challenge.

Data Transparency
Data transparency pertains to the comprehensibility of how data
are collected, stored, and used in the development of an AI
system [88]. Within the realm of AI for health care on SMPs,
data transparency delineates the degree to which health care
organizations and providers maintain openness and clarity
regarding the collection, storage, and use of patient data [89].
This aspect is critical to the design and implementation of social
media campaigns, encompassing the provision of explicit
information to patients about the nature of the data being
collected, their intended uses, the entities granted access, and
the measures in place for their protection. By adopting a
transparent approach to data collection and use, health care
organizations can foster trust among patients and encourage
more robust engagement in social media–driven health
interventions. Such transparency can significantly enhance
patient health outcomes as individuals are more inclined to
engage in interventions in which they feel informed,
comfortable, and confident. Examples of computational methods
to enhance data transparency include the following: (1) data
visualization—this method entails the creation of graphical
representations of data to simplify user understanding and
interpretation [90]; (2) data profiling—this process analyzes
data to ascertain their structure, quality, and content, aiding in
the identification of issues such as missing values and
inconsistencies [91]; (3) data lineage analysis and provenance
tracking—this approach tracks the movement of data through
various systems and processes to verify their accuracy and
reliability [81,92].
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A critical consideration in implementing any of the data
transparency methods is ensuring that the autonomy and privacy
of all stakeholders are upheld.

Process Transparency
Process transparency denotes the capability to comprehend the
procedures involved in the development and deployment of an
AI system, including the testing and validation methodologies
used [93]. Within the sphere of social media and health care,
this notion extends to the clarity of decision-making processes
that govern the prioritization, display, and dissemination of
health-related information on SMPs. This encompasses
transparency regarding the algorithms and computational
methods used to curate and showcase health-related content as
well as the policies and guidelines governing the moderation
of user-generated content pertaining to health. Enhancing
process transparency allows users to place greater trust in the
information and interventions presented to them and affords
researchers increased confidence in the data they examine.
Several computational techniques can facilitate enhanced
process transparency in AI systems: (1) auditability and
monitoring—this involves integrating auditing and monitoring
functions within the AI system, including tracking the system’s
performance, detecting biases or other ethical concerns, and
pinpointing instances of underperformance [94]; (2) open-source
development—this entails the open and transparent creation of
AI systems, where the code, data, and models are made
accessible to the public. Such transparency fosters enhanced
scrutiny and accountability of the system by external parties,
including regulators and the general public [95].

Adopting these methods while recognizing their limitations and
taking into account additional ethical considerations can foster
greater transparency in AI applications for health care
interventions on SMPs.

Explainability and Interpretability
According to the AMIA, the concepts of explainability and
interpretability in AI are closely intertwined in the context of
transparency. Explainability necessitates that AI developers
articulate the functions of AI systems using language appropriate
to the context, ensuring that users have a clear understanding
of the system’s intended use, scope, and limitations. Conversely,
interpretability concentrates on the system’s capability to
elucidate its decision-making processes [12]. It is common for
researchers to use the terms explainability and interpretability
interchangeably [18,96].

In the realm of social media interventions for health care,
explainability and interpretability pertain to comprehending
how an AI system processes social media data, identifies
pertinent information, and bases its recommendations or
decisions on those data [97]. Research conducted by Amann et
al [98] delves into the explainability aspects of AI in health care
from 4 perspectives: technological, medical, legal, and that of
the patient. The authors highlighted the critical role of
explainability in the medical domain, arguing that its absence
could compromise fundamental ethical values in medicine and
public health. The pursuit of explainability and interpretability
in AI systems remains a vibrant area of research. For AI systems

that apply social media interventions in health care, various
methods, including feature selection techniques and
visualizations, can facilitate a deeper understanding among
health care professionals of the AI system’s underlying
mechanisms and the factors influencing its decision-making
process. As Barredo Arrieta et al [99] noted, techniques for
interpretability in AI involve the design of models with clear
and comprehensible features, which can aid in identifying the
factors that impact the AI’s decisions, thus simplifying the
understanding and explanation of the outcomes. The existing
computational approaches to achieving explainability and
interpretability include the following: (1) partial dependence
plots (PDPs) [98,100]—PDPs elucidate the relationship between
specific input variables and the predicted outcome, offering
insights into the rationale behind an AI model’s decisions; (2)
local interpretable model-agnostic explanations (LIME)—LIME
elucidates the outputs of ML models by creating a simpler,
interpretable model that approximates the behavior of the
original model [101]; (3) Shapley additive explanations
(SHAP)—unlike LIME, SHAP explains the outputs of ML
models by calculating the contribution of each input feature to
the final output [102]; (4) counterfactual explanations—this
approach identifies the minimal changes required in the input
features to alter the model’s output, providing insights into
alternative decision pathways [103]; (5) using mathematical
structures for analyzing ML model parameters—techniques
such as concept activation vectors, t-distributed stochastic
neighbor embedding, and singular vector canonical correlation
analysis are used for this purpose [104]; (6) attention
visualization [105]—techniques for visualizing attention in
transformer-based language models used across various NLP
tasks on SMPs help reveal the models’ inner workings and
potential biases; (7) explanation generation—this involves
creating natural language or visual explanations for an AI
system’s decisions (using techniques such as saliency maps,
LIME [101], and SHAP [102] in conjunction with NLP methods
enhances the generation of comprehensible explanations); (8)
applying inherently interpretable models—models such as fuzzy
decision trees, which graphically depict the decision-making
process akin to standard decision trees, clarify how decisions
are made and identify the most influential factors [106]; (9)
model distillation—this technique trains a simpler model to
approximate the decision boundaries of a more complex model,
thereby facilitating the creation of an interpretable model while
maintaining the original’s performance [107].

While all the aforementioned methods significantly contribute
to the explainability and interpretability of AI and ML systems
in this domain, it is crucial to recognize their inherent limitations
in practical applications. Specifically, PDPs may face challenges
with complex unstructured data such as natural language. SHAP
can become computationally intensive when dealing with a
large number of input features, which is typical in complex
models. LIME might yield inconsistent outcomes, and the
interpretations from attention visualization techniques
necessitate detailed analysis by experts. Explanation generation,
which is often dependent on the aforementioned methods, can
inherit their flaws, potentially resulting in misleading
explanations. Finally, models that are inherently interpretable
or refined through distillation techniques might oversimplify,
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failing to fully encapsulate the complexities of health care
interventions on SMPs.

Definitions, Computational Methods, and Approaches
to Ethics

Overview
Ethics encompasses a wide range of considerations, many of
which align with the AI principles recognized by the AMIA. In
the realm of AI, ethics generally pertains to the study and
practice of crafting and applying AI technologies in ways that
are fair, transparent, and advantageous to all stakeholders [108].
The objective of ethical AI is to ensure that AI systems and
their decisions are in harmony with human values, uphold
fundamental human rights, and do not cause harm or
discrimination to individuals or groups. This encompasses issues
related to privacy, data protection, bias, accountability, and
explainability [109].

Within the sphere of social media, the digital surveillance of
public health data from SMPs should adhere to several key
principles: (1) beneficence, ensuring that surveillance contributes
to better public health outcomes; (2) nonmaleficence, ensuring
that the use of data does not undermine public trust; (3)
autonomy, either through the informed consent of users or by
anonymizing personal details; (4) equity, ensuring equal access
for individuals to public health interventions; and (5) efficiency,
advocating for legal frameworks that guarantee continuous
access to web platforms and the algorithms that guide
decision-making [110]. AI-mediated health care interventions
must consider affordability and equity across the wider
population. In addition, health-related data gathered from social
platforms need to be scrutinized for various biases such as
population and behavioral biases using appropriate metrics
[111]. The following subsections offer insights into different
ethical viewpoints and the methods used to evaluate how well
AI systems align with these ethical standards. We also present
summaries of quantifications of key ethical elements in
Multimedia Appendix 5 [112-115].

Philosophical Ethics
Our review concentrated primarily on the practical application
of ethical principles in AI rather than exploring the purely
philosophical dimensions of ethics. Consequently, this
subsection focuses on a set of general ethical principles directly
pertinent to AI. Kazim and Koshiyama [116] examined various
philosophical aspects of ethics and supported a human-centric
approach to AI. This perspective underscores the significance
of designing and using AI systems in ways that uphold human
autonomy, dignity, and privacy [116]. Within the realm of health
care interventions on social media, the philosophical ethics of
AI can be specifically perceived as the application of ethical
principles and values to the development and use of AI-powered
tools and technologies [117]. This entails scrutinizing the
potential benefits and risks associated with using AI to gather,
analyze, and interpret health-related data from SMPs. It also
involves ensuring that the deployment of such technologies
adheres to the ethical principles recognized by the AMIA,
including autonomy, beneficence, and nonmaleficence [12].
The ultimate goal is to foster the development and use of AI

technologies that enhance health outcomes while minimizing
the potential risks and harms that could emerge from their
application. Examples of computational methods and models
for addressing philosophical ethics include the following: (1)
Methods and models focused on the simulation and modeling
of ethical dilemmas, such as those using model-based control
and Pavlovian mechanisms, are instrumental. These approaches
offer valuable insights into the likely outcomes of diverse ethical
decisions [118]. (2) Game theory experiments serve as a pivotal
means to model and analyze decision-making processes in social
contexts, encompassing ethical dilemmas. Notable examples
of these experiments include the ultimatum game, the trust
game, and the prisoner’s dilemma [119]. (3) The field of data
analytics provides methods and models that leverage statistical
methods and ML algorithms to scrutinize data. This analysis
aims to unearth patterns or insights pertinent to ethical questions
or dilemmas [120].

Overall, while methods and models for simulating and modeling
ethical dilemmas are capable of effectively representing various
scenarios and predicting outcomes, there is a risk that they might
oversimplify the complexities inherent in real-world ethics and
fail to fully encapsulate the nuances of human ethical reasoning.
Although game theory experiments provide insightful
perspectives on human behavior in ethical dilemmas, they
possess an abstract nature that may limit their practical
applicability in realistic situations. Moreover, the efficacy of
data analytics methods is heavily dependent on the quality and
quantity of the available data. Thus, the application of these
methodologies in AI for health care–related interventions on
social media should be approached with caution. It is essential
to ensure that such applications are in alignment with broader
ethical principles.

Professional Ethics
In the context of health care interventions via social media,
professional ethics refers to a set of guidelines and principles
that guide the behavior of health care professionals engaging
with social media as part of their practice [121]. These
guidelines may cover aspects such as patient privacy;
confidentiality; informed consent; and the appropriate use of
SMPs for disseminating health information, which includes
avoiding conflicts of interest or biased behavior [122].
Algorithms that are designed to detect and flag fraudulent
behavior among stakeholders can play a crucial role in
identifying potential breaches of professional ethics [123].
Various modeling approaches, such as the living laboratory
model, can support the development of health care professional
ethics on SMPs [124]. Some researchers call for the
development and implementation of local policies at health care
organizations to govern the social media activities of health
care professionals, highlighting the significant risks associated
with the dissemination of information in health care–related
social media endeavors [125].

While enforcing professional ethics is vital, it poses challenges,
particularly when the methods used may infringe on the
autonomy of stakeholders. The strategies mentioned, although
essential for upholding ethics, could inadvertently overstep
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boundaries, thus eliciting concerns regarding the autonomy and
privacy of the individuals involved.

Legal Ethics
Legal ethics refers to the ethical considerations related to
complying with the laws, regulations, and policies surrounding
health care data privacy and security. This encompasses
safeguarding the confidentiality of patient data, adhering to
informed consent and data-sharing agreements, and complying
with relevant legal and ethical standards [126,127]. Furthermore,
it necessitates ensuring that AI models used in social media
interventions for health care are developed and used in
conformity with applicable regulations and standards. The
existing regulatory and ethical oversight frameworks include
the following: (1) the Health Insurance Portability and
Accountability Act (HIPAA)—this framework is dedicated to
implementing privacy regulations for health care data [145];
(2) the General Data Protection Regulation (GDPR)—it
mandates compliance with data protection laws and adherence
to other relevant legal and regulatory frameworks governing
the use of AI in health care and social media interventions [128];
(3) ethical review boards—advocating for Ethics by Design,
this approach involves integrating the services of an ethical
review board into the development process of any product within
an organization [129].

Both HIPAA and the GDPR are pivotal in the realm of data
protection; however, they face intrinsic limitations, with HIPAA
being constrained by jurisdictional reach and the GDPR being
constrained by the specific subjects it safeguards. The Ethics
by Design concept encourages the responsible and ethical
development of AI. Nonetheless, this approach could potentially
decelerate the innovation process due to the additional layer of
review and oversight required during the deployment phase.

Other Ethical Considerations
Guttman [130] highlighted a range of ethical concerns tied to
health promotion and communication interventions, including
issues related to autonomy, equity, the digital divide, consent,
and the risk of unintended adverse effects such as stigmatization
of certain groups through the use of derogatory terms to describe
their medical conditions. The author stressed the importance of
identifying and addressing these issues in the context of health
care–related communication interventions [130]. This involves
safeguarding the privacy and confidentiality of patient data,
respecting patient autonomy and consent, and ensuring that the
use of SMPs does not harm the patient [131]. Gagnon and Sabus
[132] recognized the concerns that health care professionals
may have regarding the use of SMPs due to potential factual
inaccuracies. Nevertheless, they argued that using social media
in health care does not inherently breach ethical principles as
long as evidence-based practices are followed, digital
professionalism is upheld through controlled information
sharing, and the potential benefits of disseminated information
outweigh the risks [132].

Bhatia-Lin et al [133] suggested a rubric approach for the ethical
use of SMPs in research that is applicable to health
care–associated research involving social media surveillance.
Wright [63] introduced a framework for assessing the ethical

implications of a wide range of technologies whose
comprehensiveness renders it a suitable baseline for evaluating
the ethical implications of using AI in social media and health
care contexts. Various tools, methods, and approaches can aid
in ensuring the ethical use of AI within the health care domain
on SMPs: (1) data visualization tools—these tools are designed
to present complex ethical data in a clear and accessible manner,
thus aiding health care professionals and other stakeholders in
understanding and making informed decisions [134]; (2)
sentiment analysis of social media posts related to health care
interventions—this technique identifies ethical issues and
concerns, such as biases or stigmatization of certain patient
groups, by analyzing the sentiment of social media content
[135]; (3) crowdsourcing platforms for ethical feedback—these
platforms are developed to gather insights from a wide range
of individuals on the ethical implications of AI systems and
their recommendations, ensuring the inclusion of diverse
perspectives and values (this approach highlights potential
ethical concerns that development teams may otherwise overlook
[136]); (4) fairness-aware ML algorithms—these algorithms
are designed to address and mitigate unfairness in both the
training data and the algorithmic decision-making process with
the goal of promoting equity [137]; (5) privacy-preserving data
analysis—this method emphasizes the protection of sensitive
data from unauthorized access while enabling meaningful
analysis, thus balancing privacy with utility [138,139]; (6)
human-in-the-loop approaches by incorporating human oversight
and decision-making into AI systems, these approaches aim to
ensure that technology aligns with social values and ethical
principles, thereby promoting responsible use [140]; (7)
value-sensitive design—this approach focuses on identifying
and integrating social values and ethical principles into the
design and development of AI systems, thereby promoting their
alignment with societal ethics [141].

In summary, each method has distinct applications and
limitations. For instance, sentiment analysis of health
care–related social media posts is effective in identifying ethical
issues such as biases or stigmatization, yet it is susceptible to
misinterpretation due to the inherent ambiguity of natural
language. On the other hand, human-in-the-loop approaches
may introduce subjectivity and diminish the efficiency of
automated systems. Consequently, stakeholders involved in
applying AI in social media within the health care domain
should be cognizant of these methods’ inherent limitations
before implementation.

Discussion

Principal Findings and Future Research Directions

Overview
Health care providers leverage social media to advertise their
services, engage with individuals, and cultivate community
bonds [146]. SMPs enable medical professionals to interact
with patients and gather feedback, thereby enhancing patient
care. Moreover, social media acts as a medium for health
promotion via peer support and disease awareness initiatives
and enabling web-based consultations between physicians and
patients [147]. To combat misinformation, implementing
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rigorous fact-checking measures is imperative for the
dissemination of accurate health information. It is also vital to
oversee the use of these platforms by health professionals to
ensure the protection of patient confidentiality.

The key findings of this study are outlined in the following
sections.

RQ 1: What Existing Solutions Address FATE in the
Context of Health Care on SMPs?
There are 4 identified solutions to FATE in health care
discussions on SMPs. First, fairness in this domain is tackled
through calibrated, statistical, and intersectional approaches.
Calibrated fairness seeks to balance equal opportunities with
individual differences, such as language or location. Statistical
fairness uses demographic data to prevent biases. Intersectional
fairness examines various aspects of an individual’s identity.
Second, accountability in health care on SMPs is ensured by
adhering to legal standards, incorporating ethical principles into
system design, and maintaining technical functionality and
privacy, as well as through societal regulation and
standardization. These measures include protecting data privacy,
preventing discriminatory or unethical use of AI systems,
conducting ethical impact assessments, enhancing transparency,
involving stakeholders, carrying out audits and evaluations, and
holding decision makers responsible. Third, transparency in AI
within health care on social media emphasizes the importance
of understanding AI systems, including their algorithms, data
sources, and decision-making processes. Transparency is vital
for comprehending how interventions are crafted, disseminated,
and assessed, playing a significant role in identifying and
rectifying biases or errors, fostering trust among stakeholders,
and improving participation in social media–based health
interventions. Fourth, ethics in health care on SMPs focuses on
the development of AI technologies that are fair, transparent,
and beneficial. This encompasses considerations of privacy,
data protection, bias, accountability, and explainability.
Upholding professional and social ethics, such as ensuring
patient privacy and autonomy, is crucial. The primary aim is to
guarantee the ethical use of AI in health care on SMPs while
reducing potential risks and adverse effects.

RQ 2: How Do the Different Solutions Identified in
Response to RQ 1 Compare to Each Other in Terms of
Computational Methods, Approaches, and Evaluation
Metrics?
The various solutions identified in response to RQ 1 can be
compared based on computational methods, approaches, and
evaluation metrics. These solutions encompass strategies for
achieving calibrated, statistical, and intersectional fairness
through a variety of computational methods, including data
preprocessing, postprocessing, adversarial training, and decision
tree use. Key evaluation metrics for assessing these solutions
are equal opportunity and equalized odds. Accountability can
be examined from multiple perspectives: legal accountability,
achieved through regulatory measures and public-private
partnerships; technical accountability, emphasizing logging and
auditing; and ethical accountability, focusing on the
identification of ethical risks through methods such as ethical

impact assessments, value alignment, and stakeholder
engagement. Transparency is attainable through several
strategies: algorithmic transparency, data transparency, process
transparency, and the interpretability and explainability of
models. Enhancements in algorithmic transparency can be
achieved through feature importance analysis, interpretability
techniques for models, and the generation of explanations. Data
transparency improvements are facilitated by data visualization,
profiling, lineage analysis, and provenance tracking. Process
transparency can be bolstered by auditability, monitoring, and
adoption of open-source development practices. Although
interpretability and explainability remain burgeoning research
areas, there is a diverse range of methods for attaining these
goals, each suitable for specific contexts. The promotion of
ethics in health care on SMPs involves the use of simulation,
modeling, data analytics, sentiment analysis, crowdsourcing,
and automated systems considering both professional and social
ethics.

RQ 3: What Is the Strength of the Evidence Supporting
the Different Solutions?
The strength of the evidence supporting the solutions is variable
and influenced by research quality, methodology, and the
statistical significance of the findings. Concepts such as
calibrated, statistical, and intersectional fairness are grounded
in substantial research. Computational methods, including data
preprocessing, adversarial training, and the use of decision trees,
are widely adopted, although the extent of evidence supporting
their efficacy varies. Evaluation metrics such as equal
opportunity and equalized odds rely on well-established
statistical measures, but their applicability and effectiveness
can differ across studies. Within the ethics domain of health
care on SMPs, the principles of privacy protection and bias
mitigation are robustly supported by research; however, the
evidence for the effectiveness of specific solutions may vary.
Techniques such as simulation, modeling, data analytics, and
crowdsourcing are commonly used, with their success dependent
on the specific application context. Due to the rapidly evolving
nature of this field, consulting current and reputable sources is
essential for accessing the latest research findings.

The findings from this study contribute to the evolving landscape
of AI applications within health care on SMPs by enhancing
the understanding of the ethical considerations essential for
deploying AI in health care. They delineate practical pathways
for leveraging social media to improve patient care and
engagement. This study offers insights into achieving fairness
in this domain through calibrated, statistical, and intersectional
approaches, presenting methodologies that balance personalized
care with broader demographic considerations and effectively
address biases. It identifies accountability measures such as
transparency, documentation, adjudication, stakeholder
engagement, logging, and auditing as essential for the design
and regulation of AI, ensuring its responsible use in health care
contexts. Achieving public transparency presents technical and
practical challenges; however, entities involved in AI
applications within health care should provide comprehensive
reports on decision-making factors, data origins and use, and
solid scientific evidence supporting their decisions to
stakeholders upon request. Finally, ethical considerations,
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encompassing philosophical, professional, and legal dimensions,
should drive the implementation of the 3 core components of
FATE: fairness, accountability, and transparency.

Our study identified several research gaps in AI systems within
health care on SMPs. First, primary challenge in the integration
of AI and health care on SMPs is the collection and use of data
that accurately represent diverse populations without inherent
biases. Trustworthy data sets are crucial for training large
language models for clinical applications, yet these data sets
often lack diversity in key demographics such as age, ethnicity,
or medical history. This shortfall can result in AI predictions
that disproportionately benefit certain groups. Moreover, the
process of obtaining informed consent on SMPs is complicated
by the limited understanding users have of how their data might
be used for health care research. A common scenario involves
the use of patient-generated data from web-based health forums
or social media support groups where consent is ambiguously
defined, thereby raising ethical and privacy concerns. Second,
the operationalization of the broad set of ethical principles
defined by the AMIA into a cohesive FATE framework presents
significant challenges. The pursuit of a unified approach that
addresses the components of FATE simultaneously is hampered
by potential conflicts among these principles. For example,
increasing transparency by making AI decision-making
processes more comprehensible can inadvertently risk patient
privacy and system security by exposing sensitive data or
proprietary algorithms. Third, the application of FATE principles
in real-world health care interventions on SMPs is critically
underdocumented. There is a notable absence of comprehensive
case studies that detail the implementation, challenges, and
outcomes of ethical frameworks in practice. Such documentation
is essential for grasping how theoretical ethical considerations
are translated into practical impacts and for pinpointing areas
that need adjustment when applying these principles. The
effectiveness and ethical considerations of AI-driven public
health campaigns on platforms such as Twitter and Facebook,
for instance, are largely unexplored in a manner that would
provide actionable insights into their real-world impact and
ethical ramifications. Fourth, the current landscape of evaluating
FATE in AI systems, particularly at the intersection of health
care and social media, is characterized by a lack of methods
that can be universally applied across different models and data
types. The specific challenges of the health care domain on
SMPs, which include the necessity to analyze diverse data
formats in real time, call for the development of model-agnostic
tools for ethical assessment. Most existing methods are designed
for particular models or data types and do not comprehensively
address the wide range of health care applications on social
media. Furthermore, there is an absence of a clear strategy for
assessing the impact of various AI-assisted interactions between
health care and social media domains.

Given the identified gaps, our study proposes 5 research
directions. First, research should focus on the development of
comprehensive models that integrate the FATE framework with
the broader ethical principles outlined by the AMIA. This
involves pioneering methodologies that ensure a balanced
consideration of all ethical dimensions, aiming to uphold each
without compromising the significance or effectiveness of the

others. For medical professionals and researchers, this direction
represents a shift toward creating AI systems in health care that
are both technologically advanced and ethically robust, ensuring
equitable and responsible AI use in patient care and data
management. Second, investigations are needed into merging
computational methods with ethical evaluations to devise
sophisticated mathematical formulations capable of
quantitatively assessing ethical components in AI applications
within health care on SMPs. By developing robust metrics and
evaluation frameworks, researchers can bridge the theoretical
ethical considerations with practical computational methods.
This effort aims to facilitate the integration of ethical principles
into the design and evaluation of AI technologies, ensuring that
they meet the highest standards of medical ethics and patient
care. Third, exploration is required into ethical trade-offs by
focusing on understanding and mitigating inherent conflicts
between different ethical components within the FATE
framework. By systematically examining these trade-offs,
research could aim to find innovative solutions that minimize
conflicts, such as between transparency and privacy or between
fairness and accountability. For the medical and research
community, acknowledging and navigating these trade-offs is
crucial for the development and implementation of AI systems
that are both ethically responsible and effective in achieving
health care goals. Fourth, investigation is necessary into the
application of FATE principles in real health care interventions
on SMPs. This direction seeks to understand the ethical impact
of these technologies on users and society. Focusing on the
ethical implications of AI-driven health care solutions, from
patient engagement strategies to public health campaigns on
social media, this research direction aims to ensure that they
positively contribute to user well-being and societal health
standards. Fifth, a strategic approach should be identified to
evaluate the impact of AI-assisted interactions within health
care and social media from a FATE perspective. This includes
analyzing these interactions to develop universal, model-agnostic
metrics that assess the ethical dimensions of AI applications
across various platforms. Once established, such metrics could
be integrated into social networks, guiding the regulation of AI
use in health care on SMPs. For medical professionals and
researchers, these metrics would provide a framework for
consistently evaluating and ensuring the ethical integrity of AI
technologies, promoting safer and more beneficial health care
interactions on social media.

Limitations
The primary limitation of our study stems from the scarcity of
comprehensive research that thoroughly explores all dimensions
of FATE in the context of AI applications in health care on
SMPs. This scarcity reflects not only existing research gaps but
also the early stage of scholarly inquiry in this interdisciplinary
area. Consequently, our review may not fully encapsulate the
complex and multidimensional nature of how FATE intersect
and manifest in the deployment of AI within health care settings
on social media. This limitation is significant because it suggests
that our understanding of FATE issues in this context may rely
on an incomplete picture, thus impacting the generalizability
of our findings across all potential AI applications in health care
on social media.
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In addition, identifying the precise population of studies relevant
to FATE in AI and health care on SMPs is made more
challenging by the heterogeneity and dynamism of SMPs as
well as the diversity of AI applications within health care. SMPs
are rapidly evolving, introducing new functionalities and altering
user interactions, which in turn influences how AI technologies
can be applied and examined within these contexts. The
challenge of compiling a representative collection of studies
that fully encompasses this range contributes to potential gaps
in our review, limiting the degree to which our findings can be
seen as representative of the field as a whole.

Moreover, the fast-paced advancement of technology, along
with the continual evolution of both SMPs and AI, imposes a
temporal limitation on our study. Research that was up-to-date
at the time of our review may soon become outdated as new
technologies emerge and existing ones advance. This swift pace
of change implies that the ethical challenges identified today
may evolve, new challenges may surface, and previously
proposed solutions may become obsolete or less applicable.
Therefore, the applicability of our findings is inherently limited
by this temporal aspect, underscoring the necessity for ongoing
research to continuously refresh our understanding of FATE
within AI in health care on SMPs.

Conclusions
Our review sheds light on the current state of FATE in health
care AI as applied to SMPs. It offers a critical analysis of the
methodologies, computational techniques, and evaluative
strategies used in various studies. By examining the successes
and identifying the shortcomings of current practices, this review
stimulates further innovation in the field. It challenges existing
paradigms on how AI technologies can be both technologically
advanced and ethically robust, ensuring fairness, accountability,
and transparency in their application.

The practical implications of this work are substantial. First, it
guides future research by identifying recent trends and research
gaps, suggesting that researchers focus on creating more robust,
fair, and ethical AI systems. This includes using diverse data

sets that more accurately represent the global population and
using evaluation metrics that comprehensively assess the
systems’ impacts on all stakeholders. Second, this review
underscores the importance of integrating FATE principles
throughout the AI system development life cycle, from
conceptualization to deployment. For practitioners in health
care and technology, this signifies a move toward more
inclusive, transparent, and ethically guided development
processes. Such a transition not only addresses biases and
accountability issues but also boosts patient trust and
engagement with AI-driven health care solutions on social
media.

Third, the insights from this review are invaluable for policy
makers and regulatory bodies, aiding in the creation of nuanced
regulations and guidelines that ensure that AI technologies
positively contribute to health care outcomes without
compromising ethical standards or patient rights. Furthermore,
by simplifying complex concepts, this review acts as an
educational tool for a broad audience, including health care
providers, AI developers, patients, and the general public.
Raising awareness about the importance of FATE in health care
AI fosters more informed participation in discussions and
decision-making regarding AI use in health care, particularly
on SMPs.

Ultimately, this study aids in the pursuit of ethical development
and deployment of AI systems in health care. By providing an
in-depth analysis of the current achievements and future
directions for FATE in health care AI on social media, it
advocates for the adoption of best practices that balance ethical
considerations with technological innovations. The implications
of this study extend beyond academia, affecting how AI
technologies are conceptualized, developed, and implemented
in health care on social media, thereby shaping a future where
AI-driven health care solutions are not only effective and
innovative but also ethically responsible, equitable, and
transparent. This ensures that these technologies serve the best
interests of society.
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Abstract

Background: Burnout among health care professionals is a significant concern, with detrimental effects on health care service
quality and patient outcomes. The use of the electronic health record (EHR) system has been identified as a significant contributor
to burnout among health care professionals.

Objective: This systematic review and meta-analysis aims to assess the prevalence of burnout among health care professionals
associated with the use of the EHR system, thereby providing evidence to improve health information systems and develop
strategies to measure and mitigate burnout.

Methods: We conducted a comprehensive search of the PubMed, Embase, and Web of Science databases for English-language
peer-reviewed articles published between January 1, 2009, and December 31, 2022. Two independent reviewers applied inclusion
and exclusion criteria, and study quality was assessed using the Joanna Briggs Institute checklist and the Newcastle-Ottawa Scale.
Meta-analyses were performed using R (version 4.1.3; R Foundation for Statistical Computing), with EndNote X7 (Clarivate)
for reference management.

Results: The review included 32 cross-sectional studies and 5 case-control studies with a total of 66,556 participants, mainly
physicians and registered nurses. The pooled prevalence of burnout among health care professionals in cross-sectional studies
was 40.4% (95% CI 37.5%-43.2%). Case-control studies indicated a higher likelihood of burnout among health care professionals
who spent more time on EHR-related tasks outside work (odds ratio 2.43, 95% CI 2.31-2.57).

Conclusions: The findings highlight the association between the increased use of the EHR system and burnout among health
care professionals. Potential solutions include optimizing EHR systems, implementing automated dictation or note-taking,
employing scribes to reduce documentation burden, and leveraging artificial intelligence to enhance EHR system efficiency and
reduce the risk of burnout.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42021281173;
https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42021281173

(JMIR Med Inform 2024;12:e54811)   doi:10.2196/54811
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Introduction

The integration of electronic health record (EHR) into health
care systems marks the beginning of a new era in medical
information management, with significant potential benefits for
patient care, clinical decision-making, and administrative
efficiency [1,2]. EHR systems are central to the modern health
care infrastructure [3]. Along with these benefits, however, the
widespread adoption of EHR systems has raised concerns about
the well-being of health care professionals [4,5]. Unintended
consequences, such as burnout among health care professionals,
technology-related errors, and increased safety risks, have been
associated with EHR use [4,6,7]. In addition, a notable part of
the problems with EHR systems in the United States is the need
to provide additional documentation for insurance companies
[8].

Within the realm of EHR use, burnout among health care
professionals, characterized by emotional exhaustion,
depersonalization, and a diminished sense of personal
accomplishment, has emerged as a critical concern [9,10].
Burnout among health care professionals has become a pressing
public health concern [11-13]. Some studies have reported an
average burnout prevalence of 44% [2], with rates exceeding
80% in some specific settings and departments [4,5] such as
primary care and emergency departments. This pervasive
problem affects not only health care professionals but also
patients, with negative consequences such as reduced quality
of care and increased medical errors and psychological problems
[14-17]. The estimated annual cost of burnout among health
care professionals due to medical negligence and staff turnover
exceeds US $4 billion [18].

The phenomenon of burnout among health care professionals
goes beyond individual distress and has significant implications
for patient safety, quality of care, and overall health system
performance [14,15,19]. Understanding the prevalence and
underlying factors of EHR-related burnout among health care
professionals is critical to developing effective interventions
and policy adaptations. These interventions are essential to
mitigate this burden and ensure the long-term sustainability of
EHR implementation in health care [19,20]. The increase in
EHR-related burnout among health care professionals reflects
a multifaceted interplay of factors, including increased
documentation requirements, cumbersome user interfaces, and
the rapid pace of technological development [9,16,18].

This systematic review and meta-analysis aims to provide a
comprehensive assessment of the existing literature on
EHR-related provider burnout. It seeks to capture the full extent
of burnout, identify its causes, and provide evidence-based
support and recommendations to alleviate this pervasive
problem. In addition, we hypothesize that specific features of
EHR systems, such as user interface design or increased
documentation requirements, may contribute to provider

burnout. We hope that this work will serve as a guide for health
care organizations, policy makers, and EHR developers in
developing interventions and technological improvements that
prioritize the well-being of health care professionals. In doing
so, we can promote a sustainable and resilient health care system
while harnessing the potential benefits of EHR systems to
improve patient care.

Methods

Study Guidelines
We focused on studies that directly measured burnout, as it is
often considered in existing research to be a distinct emotional
state, separate from depression or anxiety. This systematic
review followed the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analysis) guidelines [21] and
was registered with PROSPERO (CRD42021281173). Details
of the guidelines and registration can be found in Multimedia
Appendices 1 and 2, respectively.

Definitions
Our definitions of burnout were based on the Maslach Burnout
Inventory-Human Services Survey instrument (MBI-HSS)
[13,22], which characterizes burnout with high emotional
exhaustion as a score ≥27, high depersonalization as >10, and
low personal accomplishment as <33. Across the included
studies, burnout was defined inconsistently, with definitions
ranging from any one of the 3 items to all 3 items. In cases
where the same study examined multiple definitions of burnout,
we used the most common definition (high emotional
exhaustion, high depersonalization, and low personal
accomplishment) for the meta-analysis. For alternative
definitions, such as those from the Stanford Physician Wellness
Survey [23] or mini-Z [24], only outcomes explicitly described
as burnout were documented. We categorized studies according
to the measurement tool and definition of burnout.

Search Strategy
We systematically searched PubMed, Embase, and Web of
Science to identify relevant peer-reviewed English language
studies published between January 1, 2009, and December 31,
2022. We used several search terms to capture EHR systems,
including “electronic health record” and its abbreviation “EHR,”
as well as “electronic medical record (EMR)” and “computerized
physician order entry (CPOE).” To capture the phenomenon of
burnout, we used terms such as “burnout,” “alert fatigue,” and
“exhaustion.” In defining our study participants, we considered
a spectrum of health care professionals, including “doctor,”
“clinician,” “physician,” “surgeon,” “medical staff,” and “health
care provider.” On June 30, 2023, the researchers conducted a
literature search in databases such as PubMed, Embase, and
Web of Science, following the previously established search
strategy. No papers were found that met the inclusion criteria
for this review.
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The terms were combined using Boolean logic and then filtered
by publication date and language (English). A full description
of the search strategy can be found in Multimedia Appendix 3.
In addition, we carefully examined the references of each article
and manually added 5 relevant references to our review list.
Duplicate studies were systematically excluded from
consideration.

Inclusion and Exclusion Criteria
Figure 1 shows the search and selection process. We applied
strict inclusion and exclusion criteria to identify original and
observational studies relevant to our research objectives. We
included studies that examined general EHR use or specific
supporting systems such as computerized physician order entry.
We focused on studies that directly assessed burnout among
health care professionals and individual psychological responses

to EHR systems. Our review included the following types of
research: cohort studies, case-control studies, and cross-sectional
studies. EHR-related burnout was assessed using validated tools
such as the MBI-HSS, the mini-Z, or other similar measures.
The following publication types were excluded: abstracts,
editorials, letters, reviews, commentaries, guidelines, and studies
by non–health care professionals. In addition, studies were
excluded if the necessary data could not be obtained from the
corresponding author. We also excluded studies that repeated
data already published in the literature.

Two reviewers independently screened all titles and abstracts
to assess for relevance. Full texts of articles identified for further
review were then assessed against the inclusion criteria. In cases
of disagreement about the study eligibility of studies, a third
reviewer was consulted for resolution.

Figure 1. Flowchart of study selection. EHR: electronic health record.

Data Extraction and Synthesis
For the included studies, we extracted relevant information
including study design, geographical region, study duration,
medical specialties involved, sample size, and relevant
outcomes. The main outcomes included the prevalence of
burnout in cross-sectional studies, the odds ratio (OR) along
with its 95% CI in case-control studies, and the factors
influencing burnout. We also documented the specific tools or
measures used to assess these outcomes.

Risk of Bias Assessment
Two reviewers assessed the integrity, confirmability, and quality
of the cross-sectional studies using the Joanna Briggs Institute
(JBI) checklist [25] and the Newcastle-Ottawa Scale (NOS)
[26] for the included case-control studies. Details of these
assessments can be found in Multimedia Appendices 4-6,
respectively.

Statistical Analysis
Meta-analysis was performed using R software (version 4.1.3;
R Foundation for Statistical Computing). Heterogeneity was
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calculated using the Cochran Q test, and statistical significance
was set at P<.05. If there was no statistical heterogeneity

(I2<50%), the fixed-effects model was used to pool results;

otherwise (I2>50%) the random-effects model was used [27,28].
We grouped the main outcomes according to the predictor and
moderator factors described by the participants and derived
from the outcome reports. Continuous variables were
summarized using the mean and standardized mean difference,
whereas rates were extracted for categorical variables. For
cross-sectional studies, the effect size measure was the
prevalence of burnout and its corresponding 95% CI. For
case-control studies, the effect of EHR was assessed using the
pooled OR and its 95% CI. Publication bias was analyzed using
the Egger test [29] and the trim-fill funnel plot. A sensitivity
analysis was performed for each omitted method to determine
the robustness and reliability of the results.

Results

Characteristics of the Included Studies
After reviewing a total of 2776 studies, 37 were selected for
inclusion in our analysis (Figure 1) according to the predefined

criteria and after elimination of duplicates. The baseline
characteristics of the selected studies are summarized in Tables
1 and 2. For further details see Multimedia Appendix 7
[6,30-60].

The studies included in our review covered the period from
2009 to 2022 and included regions in both Canada and the
United States. They involved a total of 66,556 health care
professionals. The sample sizes of these studies varied widely
from 84 to 25,018 participants, and the response rates ranged
from 8.9% to 73.0%.

The primary measure used to assess burnout in the majority of
studies was the MBI-HSS, which was used in 17 of 37 studies
(46%). In addition, the mini-Z scale was used in 10 studies
(27%). Notably, 2 studies using the MBI-HSS used cutoff
definitions for burnout subcomponents that followed the
standardized recommendations of the MBI-HSS.
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Table 1. Characteristics of the cross-sectional studies.

Burnout prevalence (%)Burnout casesSample (total)ParticipantsRegionData collectionAuthor

54.6635866560Physicians and other
clinician staff

United States2011Tawfik et al [30]

26.735171934PhysiciansUnited States2014Shanafelt et al [31]

53.566241165Physicians and other
clinician staff

United States2015Tawfik et al [32]

45.04127282PhysiciansUnited States2016Olson et al [33]

38.3241107PhysiciansUnited States2016Tai-Seale et al [34]

4044110Physicians and other
clinician staff

United States2016Apaydin et al [35]

47.94267557Physicians and other
clinician staff

United States2016Livaudais et al [36]

25.954651792Physicians and other
clinician staff

United States2017Tran et al [37]

36.02331919PhysiciansCanada and
United States

2017Marckini et al [38]

24.5251208PhysiciansUnited States2017Gardner et al [39]

27.49116422Physicians and other
clinician staff

United States2017Hilliard et al [40]

53.4562116ResidentsUnited States2017Higgins et al [41]

49.6981163ResidentsUnited States2017Czernik et al [42]

36.0744122PhysiciansUnited States2018Hauer et al [43]

21.845392468PhysiciansUnited States2018Gajra et al [44]

5252100PhysiciansUnited States2018Adler-Milstein et al
[45]

50.7865128ResidentsUnited States2018Somerson et al [46]

38.4278203PhysiciansUnited States2018Melnick et al [47]

45.63397870PhysiciansUnited States2018Coleman et al [48]

36.41134368NursesUnited States2018Abraham et al [49]

41.28360872PhysiciansCanada and
United States

2018Kondrich et al [50]

32.24276856Physicians and other
clinician staff

United States2019Kroth et al [51]

37.8484222Physicians and traineeCanada2019Tajirian et al[6]

25.25100396Physicians and other
clinician staff

United States2019Mandeville et al [52]

32.67506515,505Physicians and other
medical staff

United States2019Tiwari et al [53]

39.8141103PhysiciansUnited States2019Sinha et al [54]

49.34373756Physicians and traineeUnited States2019Anderson et al [55]

45.20127281PhysiciansUnited States2019Nair et al [56]

37.3986230Physicians and other
medical staff

United States2020Jha et al [57]

49.52206416Physicians and other
medical staff

Iran2020Esmaeilzadeh and
Mirzaei [58]

35.713084Physicians and traineeUnited States2020Holzer et al [59]

23.19106457PhysiciansCanada2021Wilkie et al [60]
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Table 2. Characteristics of the case-control studies.

ORa (95% CI)Burnout casesSample (total)ExposureRegionParticipantsData collectionAuthor

2.43 (2.30-2.57)761625,018After-hours

EHRb charting
time per week >6
hours

United
States

Physicians2020Eschenroeder et
al [61]

2.80 (1.78-4.40)159502Working hours
per week >70
hours

United
States

Physician
trainees

2019Sharp et al [62]

1.90 (1.40-2.78)3851346Time spent on
EHR outside
work >90minutes

United
States

Clinical faculty2019Peccoralo et al
[63]

3.72 (1.78-7.80)69333Insufficient time
for EHR docu-
mentation

United
States

Advanced prac-
tice registered
nurses

2017Harris et al [64]

2.90 (1.90-4.40)216585Extra time spent
on EHR per week
>6 hours

United
States

Primary care
workers

2015Robertson et al
[65]

aOR: odds ratio.
bEHR: electronic health record.

Quality of Included Studies
The quality of the cross-sectional studies was assessed using
the JBI checklist. Of the cross-sectional studies reviewed, only
16 had a response rate of more than 50%. In addition, 24 studies
provided a clear and precise description of their inclusion and
exclusion criteria for participants. Additionally, 32
cross-sectional studies provided a detailed and thorough
statistical analysis of their data and results.

We used the NOS to assess the risk of bias and the overall
quality of the case-control studies. In particular, one study failed
to clarify its selection criteria for the control group and
comparability with the exposed group, which resulted in a high
risk of selection bias. Furthermore, none of the 5 case-control
studies reported information on the nonresponse population,
indicating a high risk of nonresponse bias. Overall, the risk of

bias in the case-control studies was assessed as moderate. A
full breakdown of the quality assessment for each study can be
found in Multimedia Appendices 4 [6,30-60] and 5 [61-65].

In our meta-analysis, we examined 37 studies that focused on
identifying the prevalence of burnout associated with EHR use,
involving a total of 66,556 health care professionals. The internal
heterogeneity of 37 cross-sectional studies was evident in all

included cross-sectional studies (I2=98.3%). Using
random-effects models, we calculated the combined overall
prevalence of EHR-related burnout of 40.4% (95% CI
37.6%-43.2%). Subgroup analysis showed that studies using
the MBI-HSS reported a higher pooled prevalence of burnout
(41.4%) than those using the mini-Z (35.1%) but lower than
those using other instruments (43.2%). However, these
differences were not statistically significant (Figures 2 and 3).
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Figure 2. Forest plot of the pooled prevalence of burnout among health care professionals across cross-sectional studies [6,30-60]. IV: inverse variance
methods.

Figure 3. Measurement tool subgroup analysis of the pooled prevalence of burnout among health care professionals in cross-sectional studies [6,30-60].
IV: inverse variance methods; MBI: Maslach Burnout Inventory.

Publication Bias
The Egger test and the funnel plot were used to estimate the
publication bias in the included studies (t=1.35, P=.18),
indicating no significant publication bias. The distribution of
the points in the funnel plot is symmetric. There was no
statistical difference in publication bias. The results are available
in Multimedia Appendices 8 and 9.

Sensitivity Analysis
Sensitivity analysis was performed using the individual omission
method. The results showed that no single study had a significant

effect on the pooled prevalence of burnout. The results of the
sensitivity analysis indicated that the meta-analysis was robust.

The Association Between Time Spent on the EHR and
Burnout
Data from 5 case-control studies with 27,784 participants were
available for the meta-analysis of the time spent on EHR and
burnout prevalence. There was no significant within-study

heterogeneity (I2=7.2%, P=.37), and a longer duration of EHR
use was associated with a higher prevalence of burnout (OR
2.43, 95% CI 2.31-2.57) (Figure 4).
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Figure 4. Forest plot of the association between the time spent using EHR and the risk of burnout [61-65]. EHR: electronic health record; IV: inverse
variance methods; OR: odds ratio; SE: standard error of the TE; TE: take the logarithm of the effect value.

Main Causes of Burnout and Proposed Solutions
We have summarized the factors contributing to burnout among
health care professionals in relation to EHR use in Table 3.
Among these, challenges related to the design and availability
of EHR systems were identified as the most significant
contributors, as evidenced by 32 studies. Complaints from EHR
users focused on several key issues: disruption to workflow
[33]; cumbersome data entry (copy and paste) [59]; reduced
direct communication with patients [38]; and annoyance with
redundant, repetitive, or irrelevant alerts [52]. Poor EHR design
has been shown to reduce work productivity and lead to
prolonged EHR use [51,64]. This prolonged use has a negative
impact on work-life balance of health care professionals and
increasing burnout [42,57,65,66]. Workload factors, identified
in 18 of the 32 studies, further exacerbate this problem. Specific
aspects of workload that contribute to burnout include the
number of hours worked per week [62-64], the frequency of
night shifts [46,60], administrative documentation tasks
[33,35,38,48,64], the volume of patient admissions [30,35,56],
and the amount of information to manage in the EHR inbox
[34,37,40]. Together, these factors exacerbate provider fatigue
and increase the risk of burnout.

EHR usability, recognized as a contributing factor to burnout,
relates to issues of accessibility and functionality of the system.
This includes instances where the system is frequently
unavailable due to maintenance, updates, or technical failures,
as well as situations where the system is not user-friendly and
requires excessive time to navigate and use effectively,
potentially leading to burnout among health care professionals.

The factors contributing to burnout identified in the reviewed
studies fall into 3 main categories: EHR use, work environment
and organizational support, and the personal factors. Table 4
provides a summary of strategies to address these contributing
factors. For example, the burden of medical clerical tasks
imposed by EHR systems suggests the need to employ assistants
or scribes to reduce the workload of health care professionals
[31,67]. Evidence suggests that the EHR system itself can be
improved by involving clinical staff in the design process [33],
optimizing the user interface [39,64], minimizing the number
of clicks required [52], and actively soliciting and incorporating
user feedback [32]. In addition, some practitioners may not fully
use health information technology in their roles and may be
frustrated with EHR systems or similar systems [32]. To address
this, health care organizations are advised to establish clear
policies and procedures before implementing an EHR system
and to provide ongoing health information technology education
to reduce technology-related anxiety among users [32,52,68].
Finally, comprehensive and systematic initiatives are essential
to effectively reduce burnout. Health care professionals are
encouraged to work together to advocate for legislative and
regulatory changes that ensure reasonable working hours,
mandatory breaks, and safeguards against burnout
[36,42,43,58,62].

Moreover, research also suggests that sociodemographic
characteristics, interpersonal dynamics, and the work
environment have a significant impact on the prevalence of
burnout. In particular, factors such as being female, younger,
and less experienced correlate with higher rates of burnout
[34,48,55]. Conversely, high levels of satisfaction or positive
perspectives on the use of EHR systems may reduce burnout
[36,42,58].
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Table 3. The influencing factors of burnout for studies.

Main EHRa factors influencing burnoutProtective factors against burnoutRisk factors for burnoutDesignAuthor

Using EHR outside working or at home;
time on using EHR

Burnout recognition education; imple-
mentation of burnout interventions at
the individual and institutional level

NICUb with ≥10 weekly admissions,
nursing care workload, and patient
mortality

Cross-sec-
tional

Tawfik et al
[30]

Time spent on clerical tasksAssistant order entry; documentation
support

Using CPOEc, female gender,
emergency medicine, each addition-
al hour per week

Cross-sec-
tional

Shanafelt et
al [31]

Frustrated or stressed by EHRSupplemental EHR training; scribes to
assist documentation；team-based

HITd frustration, difficulty in falling
asleep

Cross-sec-
tional

Tawfik et al
[32]

documentation and inbox manage-
ment；automating data-entry tasks

Using EHR outside working or at home;
insufficient documentation time

Improve professional satisfaction;
nonphysician order entry

Poor control over workload, ineffi-
cient teamwork, lack of value
alignment with leadership, and hec-
tic-chaotic work atmosphere

Cross-sec-
tional

Olson et al
[33]

Using EHR outside working or at home;
number of EHR system-generated in
basket messages

Feeling highly valued; having good
control over work schedule; working
in a quiet or busy but reasonable envi-
ronment; assist physician with email

Female gender and poor control
over work schedule

Cross-sec-
tional

Tai-Seale et
al [34]

work; limit desktop medical work out-
side working hours (except in emergen-
cies)

Managing in-basket messages generated
by EHR; responding to EHR alerts

Interventions to facilitate provider-led
quality improvement

Managing unscheduled or same-day
patients, lack of pharmacist support,
administrative work, excessive

Cross-sec-
tional

Apaydin et
al [35]

overall workload, difficulty commu-
nicating with other professionals,
inadequate care coordination, and
answering patient emails

Managing in-basket messages generated
by EHR; poor EHR design; dealing with
patient-call messages in systems

Perceiving positive effect of EHR in
practice；technical support for EHR
when using systems; EHR optimization
program

Negative perceptions of EHRCross-sec-
tional

Livaudais et
al [36]

Average additional 10 minutes spent on
EHR after each visit; less efficient at
completing EHR and inbox information

Perception positive attitudes about the
effect of EHR or satisfied with EHR

Clinical full-time equivalents >0.9
and more incomplete messages in
inbox

Cross-sec-
tional

Tran et al
[37]

Managing in-basket messages generated
by EHR; dissatisfaction with EHR

EHR optimization; improve physician
efficiency; and job satisfaction

Female gender and dissatisfaction
for clerical tasks

Cross-sec-
tional

Marckini et
al [38]

Excessive data inputting in EHR; using
EHR at home; frustrated with EHR

Perception positive attitudes about the
effect of EHR or satisfied with EHR

Primary care specialties, female
gender, and reporting poor or
marginal time for documentation

Cross-sec-
tional

Gardner et al
[39]

Using EHR outside working or at home;
excessive data inputting in EHR; manag-

Copy and paste used in EHR documen-
tation; assist with inbox tasks and cre-
ate 2 administrative “desktops”

High volume of patient call mes-
sages in the system and lack of
control over workload

Cross-sec-
tional

Hilliard et al
[40]

ing in-basket messages generated by
EHR

Poor EHR usability; perception negative
attitudes about the effect of EHR

Peer support, perceived appreciation
and meaningfulness in work; maintain-
ing values consistent with practice in-
stitution

Self-compassion, sleep disorder,
lacking support from leaders, and
poor control over schedules

Cross-sec-
tional

Higgins et al
[41]

Poor usability of EHR; information
overload; degradation of medical docu-
mentation

Reducing the burden of documentation
tasks; improving EHR usability; inter-
ventions to improve the EHR

Frustrated or stressed by EHRCross-sec-
tional

Czernik et al
[42]

Using EHR outside workdayImprove the functionality of EHR; en-
hance physician leadership and involve-

Loss of practicing autonomy, female
gender, frustrated with EHR, and

Cross-sec-
tional

Hauer et al
[43]

ment; create a center for physicianincreasing insurance and govern-
ment regulation empowerment; create a physician

health program
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Main EHRa factors influencing burnoutProtective factors against burnoutRisk factors for burnoutDesignAuthor

Excessive data inputting in EHR; frustrat-
ed or stressed by EHR; using EHR out-
side workday

Use advanced practice providers; hire
additional administrative staff; invest
in information technology

Variable reimbursement models,
interactions with payers, and increas-
ing treating and caring demands

Cross-sec-
tional

Gajra et al
[44]

Using EHR outside working or at home;
time spent on EHR; system-generated
in-basket messages (>114) per week

Improve EHR design; scribe or team
documentation; reduce documentation
requirements

Poor self-rated EHR skillsCross-sec-
tional

Adler-Mil-
stein et al
[45]

Time spent on EHR per week; used EHR
>20 hours per week

Nursing support; duty-hour restrictions;
improve EHR functionality and efficien-
cy; adequate, personalized training and
support; adequate social work support

Working >80 hours per week, verbal
abuse from faculty, educational
debt, “scut” work >10 hours per
week

Cross-sec-
tional

Somerson et
al [46]

Using EHR outside working or at home;
poor EHR usability

Improve EHR usabilityPractice location (academic medical
center) and medical specialty

Cross-sec-
tional

Melnick et al
[47]

Using EHR outside working or at home;
increased EHR or documentation require-
ment

Build personal resilience, enhance
wellness; peer support; reduce adminis-
trative or EHR burden

Work-related physical pain, work-
home conflict, and younger age

Cross-sec-
tional

Coleman et
al [48]

High EHR workloadEHR with multifunctional; reduce high
EHR workload; work with supportive
colleagues; improve team communica-
tion

Intraorganizational factorsCross-sec-
tional

Abraham et
al [49]

Feeling that the EHR detracts from pa-
tient care

Improve physician well-beingFeeling undervalued by patients,
lacking superior support, little pro-
motion chances, perceived unfair
clinical working schedule, and
nonacademic environment

Cross-sec-
tional

Kondrich et
al [50]

Information overloading; slow system
response; excessive data inputting；fail
to navigate quickly; note bloat; patient-
clinician relationship interference; fear
of missing something; billing oriented
notes.

Improve EHR design; clinician train-
ing; scribes to assist documentation;
work at home boundaries; exercise,
taking breaks

Overall stressCross-sec-
tional

Kroth et al
[51]

Lower satisfaction and higher frustration
with the EHR；poor intuitiveness and
usability of EHR

Reduce the administrative burden of
EHR；improve EHR

Workflow issuesCross-sec-
tional

Tajirian et al
[6]

Daily frustration added by EHR；using
EHR outside working or at home

Improved workflowHIT-related stress and burnout and
emergency medicine

Cross-sec-
tional

Mandeville
et al [52]

Poor EHR usability; dissatisfaction with
EHR

Teamwork and working satisfaction;
self-care training

Lack of physical exercise and
weekly working hours

Cross-sec-
tional

Tiwari et al
[53]

Using EHR outside workingLower CLOCe ratio (total CLOC time
to allocated appointment time); well-
established personal resources

Interpersonal disengagementCross-sec-
tional

Sinha et al
[54]

Using EHR at home; ≥2-hour patient
administration

Taking 20 days or more of vacation
time

Female gender, younger age, shorter
practicing years, and having chil-
dren at home

Cross-sec-
tional

Anderson et
al [55]

Using EHR outside working or at home;
EHR requirements

Caring for fewer patients per weekWorking long hours, weekly number
of nursing patients, practice environ-
ment, disinterested health systems,
and dissatisfaction with remunera-
tion

Cross-sec-
tional

Nair et al
[56]

Documentation through EHRStay positive; improved EHR designCOVID-19 pandemic and in-house
billing

Cross-sec-
tional

Jha et al [57]

Poor EHR usability; time spent entering
data

Positive perceptions of EHR; more
policy and legal interventions to ensure
meaningful use of EHR

Less direct communication with pa-
tients, inadequate training for using
HIT, and increasing computerization
at work

Cross-sec-
tional

Es-
maeilzadeh
and Mirzaei
[58]

Using EHR outside work; increased EHR
workload

Using EHR to streamline clinical care
activities; physician task relief

Receive COVID-19 patientsCross-sec-
tional

Holzer et al
[59]
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Main EHRa factors influencing burnoutProtective factors against burnoutRisk factors for burnoutDesignAuthor

Poor EHR usabilityGood leadership; prioritize work-life
balance

High workload and insufficient re-
sources

Cross-sec-
tional

Wilkie et al
[60]

After-hours EHR charting time per week
>6 hours; time-consuming data entry

Organizational support for EHRSpecialtyCase-controlEschenroed-
er et al [61]

>90 minutes on the EHR outside of the
workday

Report system to cover personal illness
or emergency; access to mental health
services; reduce EHR and clerical bur-
den

Working hours per week >70 hoursCase-controlSharp et al
[62]

Using EHR outside working (>90 min-
utes/day); EHR adds to daily work frus-
tration

Reducing time spent on EHR and cler-
ical tasks

Clerical work time (>60 min-
utes/day) and poorer work-life inte-
gration

Case-controlPeccoralo et
al [63]

Using EHR outside working or at home;
EHR adding to daily frustration

Improve EHR usability; documentation
practices optimization

Insufficient time for documentationCase-controlHarris et al
[64]

Extra time spent on EHR per week >6
hours

EHR proficiency trainingDissatisfaction with work-life bal-
ance and female gender

Case-controlRobertson et
al [65]

aEHR: electronic health record.
bNICU: neonatal intensive care unit.
cCPOE: computerized physician order entry.
dHIT: health information technology.
eCLOC: clinician logged-in outside clinic time.

Table 4. Proposed solutions for burnout mentioned.

MeasuresPerspectives/solutions and suggestions

EHRa

Enhance EHR user interface and design to reduce health care professionals
to use

Improve EHR usability and performance

Improving the effectiveness and efficiency of technological responsesInstitutions provide timely technical support during EHR use

Ensure users master EHR skills to reduce burnout from technological issueInstitutions should offer comprehensive training courses for EHR
users

Working environment and organizational support

Regularly optimize and update the system based on user feedbackInstitutions introduce mechanisms for regular assessment of EHR
efficacy

Design and optimize the workflow to ensure that the EHR aligns with the
health care professional’s actual work, reducing unnecessary steps and im-
proving work efficiency

Establish a schedule, routine, and workflow

Provide appropriate human resources, such as medical assistants, scribes,
and improving teamwork to distribute workload among health care profes-
sionals

Enhance peer, managerial, and technical support

Establish clear policies and legislation to define the purpose, scope, and
duration of EHR use, to delineate the responsibilities and obligations of
health care professionals, and to reduce confusion and burnout

Development of transparent policies and objectives

Personal

Counseling services and mindfulness meditation therapy help health care
professionals better manage work stress and reduce their psychological
distress

Use of mental health resources and services

Plan career paths and training programs and create an environment for career
development and learning

Encourage academic and career development

aEHR: electronic health record.
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Discussion

Key Findings
This study explores the relationship between burnout and health
care professionals. Our analysis revealed several key findings.
First, the prevalence of burnout differs between assessment
instruments, with the MBI-HSS indicating higher levels of
burnout. However, this difference was not statistically
significant. Second, there was a positive association between
the average daily duration of EHR use and the risk of burnout.
In particular, reducing the administrative burnout emerged as
an effective strategy to reduce the risk of burnout [63]. Third,
positive perceptions of the EHR and constructive work attitudes
were correlated with the reduction in burnout.

The MBI-HSS is valued for its extensive validation and
widespread acceptance as an essential tool for assessing burnout.
Our findings suggest that the MBI-HSS may report higher rates
of burnout due to several factors: sensitivity to burnout
constructs—unlike self-report measures, which may rely
predominantly on respondents' respondents’ subjective feelings,
the MBI-HSS comprehensively assesses burnout across multiple
dimensions: emotional exhaustion, depersonalization, and
personal accomplishment. This multidimensional assessment
provides a nuanced perception of burnout, encompassing both
its physical and psychological facets. These include the
following: standardized cut-off scores—the MBI-HSS delineates
specific cut-off scores for its dimensions, establishing clear
criteria for identifying significant levels of burnout. This
standardization promotes a consistent classification framework
for burnout, which may contribute to the higher prevalence rates
reported. Comprehensive assessment—the multidimensional
approach of the MBI-HSS allows for a comprehensive
assessment of burnout, including emotional exhaustion,
depersonalization, and personal accomplishment. This thorough
assessment is able to uncover more precise and detailed
manifestations of burnout, thereby increasing detection rates.
Benchmark for comparison—the MBI-HSS is often used as a
benchmark for validating alternative burnout measures, and
differences in results when compared with other instruments
do not necessarily indicate a variance in prevalence. Rather,
these differences underscore the accuracy of the MBI-HSS and
the comprehensive scope of its assessment. The use of different
instruments underlines the heterogeneity observed in our study
results.

Solutions
This study demonstrates a robust relationship between workload,
time spent using EHR, and burnout. Through a systematic
review, we outline several pragmatic recommendations aimed
at mitigating these problems.

Reduce Documentation and EHR Workload
A key strategy for alleviating workload concerns is to adopt a
rational task allocation and effective teamwork model. Previous
research highlights the effectiveness of this approach in reducing
workload pressures [33,53]. By integrating medical assistants
and scribes into the health care team, it is possible to distribute
clerical tasks more evenly, thereby reducing the burden on health

care professionals. This redistribution not only reduces workload
but also increases overall operational efficiency [53,69,70]. In
addition, the provision of targeted training is critical to
improving teamwork dynamics, communication skills, and
workflow efficiency. Such training efforts aim to cultivate a
competent team capable of optimizing and streamlining
workflow processes. The ultimate goal is to minimize
documentation and EHR-related workloads, thereby making a
significant contribution to reducing burnout among health care
professionals [58,63].

Optimizing EHR and Training Courses
Continuous refinement of EHR systems through improved
design, functionality, and integration of predesigned templates
and phrases effectively increases system efficiency. The
elimination of redundant steps and interactions further improves
the user experience [32,71]. For example, customizing templates
to include commonly used medical advice and alerts tailored
to the specific needs of different departments significantly
increases EHR efficiency [48,72]. Numerous studies have
highlighted the critical role of improving user interaction with
the EHR system. Developing a user-friendly interface that
minimizes unnecessary clicks and reduces redundant and
irrelevant data entry has been shown to significantly improve
the user experience. Such improvements also significantly
reduce the cognitive burden on health care professionals,
resulting in a more streamlined and efficient health care delivery
process [32,39,42]. In addition, comprehensive training and
strong technical support are critical to improving the efficiency
and effectiveness of EHR use. Systematic training aimed at
promoting EHR proficiency among health care professionals
can significantly improve operational efficiency and mitigate
the effects of technology stress [46,58]. Research emphasizes
the importance of training health care professionals to enhance
EHR use and tailoring templates to specific clinical workflows.

Artificial Intelligence–Based Solutions
The integration of artificial intelligence (AI) into EHR systems
represents a significant frontier for improvement. Innovations
in machine learning, natural language processing (NLP), and
large language models (LLMs) are poised to significantly
increase the intelligence and automation capabilities of EHR
systems [73,74]. Incorporating speech recognition and
automated dictation or note-taking into hospital workflows can
streamline the creation of medical documents, thereby increasing
operational efficiency [75]. NLP is characterized by its ability
to efficiently organize both unstructured and semistructured
textual records, thereby facilitating a reduction in paperwork
[76,77]. Recent research has highlighted the utility of LLMs,
such as GPT-4, as powerful tools for medical documentation
[78,79]. The use of technologies such as GPT-4 as a linguistic
assistant or the use of intelligent templates can significantly
speed up the medical documentation process for health care
professionals, while improving the accuracy of documentation
[79]. In addition, the researchers developed a data-driven method
to generate recommendations for refining alert criteria through
an explainable AI framework [80]. This advancement directly
addresses the issue of overalerting in clinical decision support
systems, which has been identified as a potential contributor to
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burnout among health care professionals. By reducing
unnecessary alerts, this approach promises to reduce the
cognitive and operational workload of health care professionals,
thereby improving both the quality of patient care and the
work-life balance of health care staff. While AI technology
could potentially help reduce burnout, it is important to
recognize that the causes of burnout are complex and require
further research.

Implications for Future Research
There is considerable evidence to support the need for
comprehensive redesign of EHR systems to improve efficiency
[32,51,53,81]. However, the literature reveals a paucity of
published empirical research quantifying EHR limitations, user
fatigue and burnout. While some studies have indirectly
demonstrated the poor usability of EHR by measuring pupillary
reflex and cognitive fatigue [82,83], claims of inefficiency are
primarily based on subjective perceptions of users. Thus, there
is a need for more studies that objectively assess usability and
user experience. Future research should aim to quantitatively
assess the usability of EHR systems and their impact on the
physical and mental well-being of health care professionals.

Furthermore, the incorporation of AI, specifically LLMs, into
EHR systems is an important future research direction to reduce
burnout among health care professionals. Such research could
include, but is not limited to, (1) reducing the amount of time
health care professionals spend on nonclinical tasks by
automating administrative tasks, including data entry,
scheduling, and patient history taking; (2) using LLMs to
efficiently generate and review medical documentation to ensure
high quality and consistency of documentation while saving
time; (3) improving the interpretability and transparency of
clinical decision support to provide clinicians with trustworthy
decision support to reduce their cognitive load; and (4) ensuring
the ethical use of AI to guarantee that AI systems are used
ethically and that algorithms are unbiased. The integration of
AI into EHR systems must comply with strict privacy
regulations to protect patient privacy [84]. Exploring the
potential of AI could make a significant contribution to creating
a more supportive and efficient health care ecosystem
[73,79,85].

Limitations
This review has several limitations. First, it has a language bias
by including only peer-reviewed literature published in English.
This limitation may introduce information and selection bias
by omitting non-English studies that may provide valuable
insights or alternative viewpoints on the topic. Second, the
internal heterogeneity of the included studies is remarkably
high, with significant differences in methodology, participant
demographics, and outcome measures between studies, which
may bias the synthesis of findings. In addition, the geographical
distribution of the selected studies is dominated by North
American research, with only 1 study from Iran. This
distribution may introduce regional bias, as health care practices
and experiences in these areas may not accurately reflect global
patterns.

In addition, the temporal scope of the study, covering the years
2020 to 2022, was significantly influenced by the COVID-19
pandemic. Data collected during this period may be subject to
bias or inaccuracy due to the unprecedented impact of the
pandemic on global health systems. Additionally, the pandemic
introduced new stressors and challenges for health care
professionals, which may have influenced the incidence and
manifestation of their burnout. These factors should be carefully
considered when interpreting the study results, as they may limit
the generalizability and significance of the findings beyond the
specific context and timeframe of the pandemic.

Conclusions
This review highlights the significant impact of the EHR and
the workload of health care professionals on burnout and
emphasizes the need for targeted solutions such as workflow
optimization, improved training, and the use of medical scribes.
It also identifies that the potential of AI to improve EHR
efficiency is a promising direction. Despite these findings, there
remains a critical need for empirical research to accurately
quantify the challenges associated with EHR use and their
impact on provider well-being. Future studies are encouraged
to explore innovative solutions to foster a more supportive health
care environment.
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Abstract

Background: The integration of artificial intelligence and chatbot technology in health care has attracted significant attention
due to its potential to improve patient care and streamline history-taking. As artificial intelligence–driven conversational agents,
chatbots offer the opportunity to revolutionize history-taking, necessitating a comprehensive examination of their impact on
medical practice.

Objective: This systematic review aims to assess the role, effectiveness, usability, and patient acceptance of chatbots in medical
history–taking. It also examines potential challenges and future opportunities for integration into clinical practice.

Methods: A systematic search included PubMed, Embase, MEDLINE (via Ovid), CENTRAL, Scopus, and Open Science and
covered studies through July 2024. The inclusion and exclusion criteria for the studies reviewed were based on the PICOS
(participants, interventions, comparators, outcomes, and study design) framework. The population included individuals using
health care chatbots for medical history–taking. Interventions focused on chatbots designed to facilitate medical history–taking.
The outcomes of interest were the feasibility, acceptance, and usability of chatbot-based medical history–taking. Studies not
reporting on these outcomes were excluded. All study designs except conference papers were eligible for inclusion. Only
English-language studies were considered. There were no specific restrictions on study duration. Key search terms included
“chatbot*,” “conversational agent*,” “virtual assistant,” “artificial intelligence chatbot,” “medical history,” and “history-taking.”
The quality of observational studies was classified using the STROBE (Strengthening the Reporting of Observational Studies in
Epidemiology) criteria (eg, sample size, design, data collection, and follow-up). The RoB 2 (Risk of Bias) tool assessed areas
and the levels of bias in randomized controlled trials (RCTs).

Results: The review included 15 observational studies and 3 RCTs and synthesized evidence from different medical fields and
populations. Chatbots systematically collect information through targeted queries and data retrieval, improving patient engagement
and satisfaction. The results show that chatbots have great potential for history-taking and that the efficiency and accessibility of
the health care system can be improved by 24/7 automated data collection. Bias assessments revealed that of the 15 observational
studies, 5 (33%) studies were of high quality, 5 (33%) studies were of moderate quality, and 5 (33%) studies were of low quality.
Of the RCTs, 2 had a low risk of bias, while 1 had a high risk.

Conclusions: This systematic review provides critical insights into the potential benefits and challenges of using chatbots for
medical history–taking. The included studies showed that chatbots can increase patient engagement, streamline data collection,
and improve health care decision-making. For effective integration into clinical practice, it is crucial to design user-friendly
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interfaces, ensure robust data security, and maintain empathetic patient-physician interactions. Future research should focus on
refining chatbot algorithms, improving their emotional intelligence, and extending their application to different health care settings
to realize their full potential in modern medicine.

Trial Registration: PROSPERO CRD42023410312; www.crd.york.ac.uk/prospero

(JMIR Med Inform 2024;12:e56628)   doi:10.2196/56628
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Introduction

Taking a patient’s medical history is of central importance in
the health care sector. Collecting comprehensive data is essential
for accurate diagnosis and customized treatment [1].
Traditionally, clinicians have relied on interviews or
questionnaires to gather this important information, but these
methods can lack efficiency and accuracy, potentially leading
to incomplete records and low patient engagement [2]. New
technologies have brought about innovative solutions to
streamline documentation, such as chatbots, with their ability
to digitally transform data collection [3]. Chatbots can use
artificial intelligence (AI) and natural language processing
(NLP) to simulate conversations and minimize the limitations
of paper-based processes [4-6]. The integration of chatbots
promises significant improvements in care by enabling accurate,
streamlined documentation that supports personalized,
evidence-based clinical decision-making and greater patient
engagement [7,8]. While chatbots are widely used in other areas,
such as entertainment, customer service [9], security systems,
and emergency communications [10-12], there is a lack of
thorough research evaluating their effectiveness, usability, and
acceptability of chatbots specifically for health care data
collection. Research has focused on a narrow area without
contextualizing the broader implications. To date, few people
have had access to sophisticated AI due to its cost and
complexity. However, new publicly available models, such as
ChatGPT, are making these capabilities accessible to a wide
audience by analyzing large amounts of literature and data in
seconds to make time-critical decisions in a more data-driven

and accurate way [13-17]. For interactions in the health care
sector, specific and individual patient profiles can be addressed
in order to improve documentation and the associated health
outcomes. In addition, continued adoption will ensure that
counseling by health care professionals remains widely
accessible, especially in underserved communities [18]. In
addition, their ability to work continuously and remotely can
improve health care by ensuring that expert-level advice is
always available, improving access to quality care, especially
in underserved areas [18,19]. However, these benefits must be
balanced by robust measures to ensure that the use of AI in
health care improves, rather than undermines, patient care and
trust [20].

Despite the promise of chatbots, important considerations are
taken into account, particularly in health care. Cybersecurity is
paramount, as chatbots handle sensitive medical information
that must be protected from unauthorized access or data breaches
[21,22]. Furthermore, despite the remarkable capabilities of
chatbots in effectively processing and generating responses
through predefined algorithms, they often lack the empathetic
understanding and emotional intelligence inherent in human
interactions [23]. This limitation can affect relationship-building
and patient trust, especially during sensitive medical
conversations [20].

Recent data highlighted the growing interest in the interplay
between chatbots and medicine. An analysis of studies from the
first study in 2017 to 2024 with the search query “chatbot*”
AND “medicine” shows a significant increase, especially in
2022, with the trend rising from a single study in 2017 to 445
in 2023 (Figure 1).
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Figure 1. Number of studies over recent years: “chatbot*” AND “medicine.” This chart shows the increasing trend in publications on chatbots in
medicine from 2017 to 2023. In 2022, there was an exponential increase in published studies, indicating a growing research interest and progress in
chatbots in medicine.

Chatbots rely on advanced algorithms and AI-supported NLP
for their technical function. These techniques enable chatbots
to examine user input, provide applicable data in the form of
feedback, and modify their interactions depending on context
and user behavior, which can be refined through machine
learning approaches, including information-driven learning and
pattern recognition [24-26].

Considering the potential benefits and problems associated with
chatbots, a thorough investigation is essential to assess their
impact on the process of medical history–taking. While existing
studies have examined the practicality and acceptability of
chatbots in specific medical areas, such as psychological
well-being or genetic counseling, a systematic literature review
is needed for a complete understanding of chatbot-based
history-taking [27-29].

The primary objective of this systematic review is to provide a
comprehensive assessment of the role, effectiveness, usability,
and patient acceptance of chatbots in medical history–taking.
This systematic review also aims to explore the impact and
future directions of integrating chatbots into clinical settings by
assessing data accuracy, level of patient interaction, health care
provider efficiency, and patient outcomes. Chatbots could
transform the process of taking medical histories by supporting
the accurate capture of patient information. In addition, this has
the potential to increase productivity and improve the quality
and delivery of health care services.

Methods

Overview
The systematic analysis was conducted in accordance with
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) guidelines for reporting systematic reviews
to ensure transparency [30]. The protocol was registered under
registration number CRD42023410312 in the PROSPERO
database of the National Institute for Health Research [31].

Eligibility Criteria
Eligibility criteria for the studies were based on the PICOS
(participants, interventions, comparators, outcomes, study
design) framework for assessing participant demographics, types
of interventions assessed, study designs, and outcome of interest
[32]. We aimed to identify research investigating chatbots to
facilitate medical history–taking to support physicians in
diagnosis and treatment planning. The scope was limited to
chatbots that facilitate patient disclosure of personal health
information to improve accuracy and support clinical
decision-making. In contrast, chatbots designed exclusively as
“symptom-checkers,” such as stand-alone apps providing rapid
assessments and potential diagnoses, were excluded. This
exclusion was made to focus on tools that facilitate
comprehensive medical history–taking rather than immediate
symptom-based advice. There were no limitations on the
modality of chatbot input and output. The comparators were
not subjected to any specific restrictions. The outcomes of
interest included the feasibility, acceptability, and efficacy of
chatbot-based history-taking interventions. There were no
restrictions on study design, except for conference papers, which
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were excluded to ensure the inclusion of studies with rigorous
peer review and substantial data reporting. The review was
limited to English-language studies because resources were
limited.

Information Sources
PubMed, CENTRAL, Embase, MEDLINE (through Ovid),
Scopus, and Open Science were searched to identify relevant
studies. In addition, reference lists of relevant studies were
screened manually.

Search Strategy
For each database, we developed a search strategy that included
keywords, subject headings, mesh terms (in PubMed), filters,
and restrictions to find relevant studies. The search terms
focused on chatbots, anamnesis, history-taking, and related
concepts: (“chatbot*” OR “conversational agent*” OR
“chatterbot*” OR “virtual assistant” OR “intelligent virtual
agent” OR “artificial intelligence chatbot” OR “AI chatbot” OR
“conversational AI” OR “dialogue system”) AND (“anamnesis”
OR “medical history” OR “history-taking” OR “medical
interview” OR “patient interview” OR “medical questionnaire”
OR “patient questionnaire”). The last search was done in July
2024 (Multimedia Appendix 1). Additionally, a reference list
search was conducted.

Selection Process
The selection process was done by 2 authors (MH and SS)
independently screening the titles and abstracts of the identified
studies based on the predetermined eligibility criteria. Potentially
relevant studies were retrieved in full text and further assessed
for eligibility. The full-text assessment was also performed
independently (MH and SS). Any disagreements between the
2 authors were resolved through discussion, focusing on the
eligibility criteria and study relevance. If consensus could not
be reached, the involvement of a third author (AZ) was sought
when necessary.

Data Collection Process
Data from the selected studies were extracted independently
(MH and SS) using a data extraction form based on the PICO
criteria (STROBE [Strengthening the Reporting of Observational
Studies in Epidemiology]) [32,33]. The extracted data included
information such as the first author, number of authors, country,
year, title of the scientific journal, topics and type of journal,
impact factor, and main results focused on history-taking
(anamnesis). Additional data collected encompassed study
design, setting, sample size, type of participants, female
percentage, mean age (range), and results. Outcomes extracted
focused on key aspects such as feasibility, acceptability, and

efficacy. When full-text access was unavailable, the
corresponding author was contacted by email. Data were
visualized using the R-package for creating alluvial diagrams
[34]. Any discrepancies in data extraction were resolved through
a discussion between the 2 authors (MH and SS).

Quality Assessment
The methodological quality of the included observational studies
was assessed using the STROBE criteria [33]. Each study was
evaluated based on the fulfillment of the STROBE criteria. The
studies were categorized into 3 categories: category A, if more
than 80% of the STROBE criteria were fulfilled; category B, if
50%-80% were met; and category C if less than 50% of the
criteria were fulfilled [35]. For example, category A studies
provided comprehensive details on study objectives, participant
selection, and statistical analysis. Category B had adequate but
incomplete information. Category C studies frequently lacked
critical details such as clear definitions of eligibility criteria or
thorough data collection methods.

In addition, the RCTs included in this review were evaluated
for risk of bias using the Risk of Bias tool and the robvis
R-package [36,37]. The RoB 2 tool assesses various domains
of bias, including randomization, allocation concealment,
blinding, incomplete outcome data, selective reporting, and
other potential sources of bias. The overall risk of bias score
was determined for each study based on the number of criteria
for high risk of bias met. Studies are considered to have a low
risk of bias if no domains are rated as high risk and most
domains are rated as low risk. Studies with some concerns in
one or more domains but no high-risk ratings are considered to
have some concerns. If any domain is rated as high risk, the
study is considered to have a high risk of bias.

Software and Tools
Data were managed and analyzed using R (version 4.2.1; The
R Foundation). The ggplot2 package [38] was used for data
visualization and the robvis R-package was used for risk of bias
charts [37]. The alluvial R package [34] was used to create
alluvial diagrams.

Results

Study Selection
The initial literature search yielded 203 records. After removing
69 duplicate studies, a total of 134 unique records were screened
based on titles and abstracts. Of these, 109 studies did not meet
the eligibility criteria and were excluded. Subsequently, 25
full-text studies were screened, resulting in 18 studies being
included in the review (Figure 2).
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Figure 2. Flowchart of the study search and inclusion. This flowchart details the systematic process of selecting studies for the review, starting from
203 records and narrowing down to 18 studies after removing duplicates and applying eligibility criteria. IEEE: Institute of Electrical and Electronic
Engineers.

Study Characteristics
The studies investigated the use of chatbots for history-taking
across diverse patient populations and sample sizes (range:
n=5-61,070) and were mostly published in scientific health

technology journals with varying impact factors (mean 4.52,
SD 4.49; range: 0.14-14.71; Table 1). The studies used different
research designs, including 9 cross-sectional studies, 3
case-control studies, 2 observational studies, and 3 RCTs
(Multimedia Appendix 1 and Tables 1-3).

JMIR Med Inform 2024 | vol. 12 | e56628 | p.201https://medinform.jmir.org/2024/1/e56628
(page number not for citation purposes)

Hindelang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. General characteristics of the included studies. This table summarizes the number of authors, countries, and journal topics of the studies,
showing most research from Germany and the United States, and a focus on Health Informatics and Technology.

Count, n (%)

Numbers of authors

4 (22)1-3

8 (44)4-6

6 (33)>6

Countries

6 (33)Germany

6 (33)United States

3 (17)Switzerland

2 (11)Australia

1 (6)New Zealand

Scientific journals

Topics of scientific journals

12 (67)Health Informatics and Technology

2 (11)Medical Imaging and Radiology

2 (11)Genetics and Genetic Counseling

1 (6)Surgical Procedures and Techniques

1 (6)Mental Health and Psychology
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Table 2. Study characteristics. This table details study characteristics, including author, year, design, sample size, participant type, and key findings,
highlighting diverse participant demographics and study outcomes.

Methods and resultParticipantsReference

Relevant resultsType of measurementMean age
(years)

Female
(%)

Type of participantsnStudy designAuthors (year)

CUIa-based self-anamnesis
app well-received, poten-

Usability test of the
tool and correspond-
ing questionnaire

39 (range
19-73)

41Music therapy patients22Cross-sectional
study

Denecke et al
(2018) [39]

tial for collecting anamne-
sis data.

Digital medical interview
assistant with good usabili-
ty.

System usability scale39.2 (range
17-73)

40Radiology patients5Cross-sectional
study

Denecke et al
(2022) [40]

Classic patient-physician
interaction superior to

Accuracy of diagnosis
by ER doctor and Ada

44 (range
18-97)

52.2Patients with abdominal

pain in ERc
450RCTbFaqar-Uz-Za-

man et al
(2022) [41] AId-based tool, but AIapp according to the

final diagnosis benefits diagnostic effica-
cy.

Patients prefer disclosing
to physicians over chat-

Scales for disclosure
and concealment of
medical information

33.32 (SD
12.59)

53German participants148Cross-sectional
study

Frick et al
(2021) [42]

bots. No significant differ-
ence in concealment.

AnCha chatbot improves
patient-doctor communica-

N/AN/AN/AN/AN/AeCross-sectional
study

Gashi et al
(2021) [43]

tion, enhances diagnostic
process.

Medical chatbot helps with
automated patient pre-
assessment.

True positives and
false positives, preci-
sion

N/AN/ANot specified30 sce-
narios

Case-control
study

Ghosh et al
(2018) [44]

Chatbot feasible for in-
creasing genetic screening
in at-risk individuals.

Colon cancer risk as-
sessment tool

56.6 (SD
12.5)

58Various types of care506Feasibility
study

Heald et al
(2021) [27]

Chatbot shows moderate
to good accuracy for condi-
tion suggestions.

Interviews, question-
naires, diagnostic
software

33.41 (SD
12.79)

61Adult patients from an
outpatient psychothera-
py clinic

49Observational
study

Hennemann et
al (2022) [45]

Patients believe chatbot
helps clinicians better un-
derstand their health.

Web-based survey5060Primary care patients20Cross-sectional
study

Hong et al
(2022) [46]

Chatbot enhances genetic
counseling by providing
genomic information.

Transcript analysisrange 23.2-
80.4

53Adults who had whole
exome sequencing for
genetic condition diag-
nosis

83Cross-sectional
study

Ireland et al
(2021) [28]

Chatbot shows moderate
diagnostic agreement, im-

Case vignettes, health
app comparison

40 (thera-
pists) 22
(students)

50Psychotherapists, psy-
chology students, and
laypersons

6Case-control
study

Jungmann et
al (2019) [47]

provement needed for
childhood disorders.

Chatbot helps identify pa-
tients at high risk for

Genetic testing resultsN/A96Women’s health61,070Retrospective,
observational
study

Nazareth et al
(2021) [48]

hereditary cancer syn-
dromes.

Chatbot generates medical
reports with varying accu-

Question accuracy,
prediction accuracy

N/AN/APatients with chest pain,
respiratory infections,
headaches, and dizzi-
ness

11Cross-sectional
study or proof-
of-concept

Ni et al (2017)
[49]

racy based on disease cate-
gory.

JMIR Med Inform 2024 | vol. 12 | e56628 | p.203https://medinform.jmir.org/2024/1/e56628
(page number not for citation purposes)

Hindelang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Methods and resultParticipantsReference

Relevant resultsType of measurementMean age
(years)

Female
(%)

Type of participantsnStudy designAuthors (year)

Chatbot interface saves
time, preferred for collect-
ing family health history.

NASA Task Load In-
dex workload instru-
ment

IBM Usability Ques-
tionnaire Technology
Acceptance Model
Questionnaire

N/A50Adults50Cross-sectional
study

Ponathil et al
(2020) [50]

Failure of cognitive agent
highlights need for manag-
ing resistance and trans-
parency.

N/A35.5135Physicians16Case-control
study

Reis et al
(2020) [51]

Chatbot-supported anamne-
sis saves time, potential for
allergology assessments.

Standardized question-
naire

38.93 (SD
12.56)

N/AHymenoptera venom
allergic patients

30RCTSchneider et al
(2023) [52]

Technological support for
documenting family histo-
ry risks is accepted and
feasible.

Interview, questionsMajority in
age group
45-54

60Majority of patients
from underserved popu-
lations (low-income
families, elders, people
with disabilities, and
immigrants)

70RCT, hospitalWang et al
(2015) [29]

Chatbot engages users, po-
tential for gathering family
health history at population
level.

Standardized question-
naire

49.4 (SD
7.1)

100General population3204Cross-sectional
study

Welch et al
(2020) [53]

aCUI: conversational user interface.
bRCT: randomized controlled trial.
cER: emergency room.
dAI: artificial intelligence.
eNot applicable.
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Table 3. Chatbot characteristics. This table outlines the chatbots used in the studies, including their name, goal, modality, techniques, outcomes, user
preferences, and challenges, showcasing varied applications and technological approaches in health care. Table format based on Schachner et al [54].

ChallengesUser preferenceMain outcomesTechniquesModalityGoalNameAuthors (year)

Integration, diverse
interactions, data
completeness

Engaging, intu-
itive

Comprehensive data
collection, usability

AIMLa, rule-
based

Mobile app:
Text input

Collect medical
history for mu-
sic therapy

AnaDenecke et al
(2018) [39]

Clinical workflow in-
tegration, data securi-
ty

User-friendlyEnhanced knowl-
edgeability, diagnos-
tic quality

RiveScript (rule-
based)

Telegram

CUIb
Improve radio-
logical diagnos-
tics

Not speci-
fied

Denecke et al
(2022) [40]

Physician integration,
diagnostic variability

Not specifiedIncreased diagnostic
accuracy

AId question-

naire, MLe

iPad appEvaluate diag-
nostic accuracy

in ERc

AdaFaqar-Uz-Za-
man et al
(2022) [41]

Information accuracy,
privacy

Prefer physiciansDisclosure versus
concealment

Common CAf

technologies

Digital sur-
vey

Elicit truthful
medical disclo-
sure

Not speci-
fied

Frick et al
(2021) [42]

Clinical integration,
data security

Reduces previsit
anxiety

Efficient data collec-
tion

Rule-based treeIBM Wat-
son, web-
based

Collect previsit
medical history

AnChaGashi et al
(2021) [43]

Data complexity, accu-
rate predictions

High engagementPrecision in condi-
tion prediction

NLPg, MLWeb inter-
face

User symptom
check, personal-
ized assess-
ments

QuroGhosh et al
(2018) [44]

Workflow integration,
genetic risk under-
standing

High engage-
ment, completion
rates

Efficient risk assess-
ment, facilitated
testing

AI conversation,
NLP

Web-based,
text-based

Screen for heri-
table cancer
syndromes

Not speci-
fied

Heald et al
(2021) [27]

Diagnostic perfor-
mance, user input de-
pendency

Mixed prefer-
ences

Moderate diagnostic
accuracy

AI analysis, NLPApp-based
symptom
checker

Diagnose men-
tal disorders

AdaHennemann et
al (2022) [45]

Ease of use, AI use
concerns

Helpful for

PCPsh
Improved history
collection

AI, NLPWeb-based,
AI speech-
to-text

Collect detailed
medical histo-
ries

GenieHong et al
(2022) [46]

Empathy, complex in-
teractions, data priva-
cy

Ease of access,
supports consent

Enhanced patient
agency, informed
decisions

NLP, Sentiment
Analysis

Mobile,
tablet, PC

Support genom-
ic findings deci-
sion-making

EdnaIreland et al
(2021) [28]

Accuracy for complex
cases

Not specifiedModerate diagnostic
agreement

AI symptom
analysis

Mobile appDiagnose men-
tal disorders

AdaJungmann et
al (2019) [47]

Workflow integration,
privacy, diverse needs

High engagementAutomated risk
triage, educational
interactions

NLPWeb-based,
mobile

Hereditary can-
cer risk triage

GiaNazareth et al
(2021) [48]

Full clinical integra-
tion, privacy, diverse
interactions

Improves physi-
cian efficiency

Reduced staff work-
load, privacy mainte-
nance

NLP, data-driven
analysis

Mobile appAutomate pa-
tient intake

MandyNi et al (2017)
[49]

Multiple clicks, exten-
sive interaction

Preferred by most
users

Higher satisfaction,
lower workload

Not specifiedWeb-based
chat

Collect family
health history

VCAPonathil et al
(2020) [50]

Physician resistance,
legal concerns, over-
simplification

Reduces nonbill-
able activities

Reduced documenta-
tion time

ML, NLP, speech
recognition

Voice-based
AI chatbot

Automate
anamnesis-diag-
nosis-treatment

Cognitive
Agent

Reis et al
(2020) [51]

Question clarity,
specificity

High satisfactionTime-efficient, accu-
rate history-taking

HTML, Java
scripting

HTML-
based, digi-
tal

Standardize al-
lergy history-
taking

Not speci-
fied

Schneider et al
(2023) [52]

Data entry issues,
complex questions

Easy to use, rec-
ommended

High satisfaction,
effective identifica-
tion

Speech recogni-
tion, decision
trees

Touch-
screen tablet

Collect family
health histories

VICKYWang et al
(2015) [29]

Data accuracy, inter-
face design, demo-
graphic reach

Prefer chatbot to
web forms

High engagement,
thorough assess-
ments

NLPWeb-based
chatbot

Assess heredi-
tary cancer risk

It Runs In
My Family

Welch et al
(2020) [53]

aAIML: artificial intelligence markup language.
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bCUI: conversational user interface.
cER: emergency room.
dAI: artificial intelligence.
eML: machine learning.
fCA: conversational agent.
gNLP: natural language processing.
hPCP: primary care physician.

The alluvial diagram (Figure 3 [27,29,39-53]) shows an
overview of the literature over time, indicating the year, the
country of origin, and the medical area of focus for each study.
The included studies were published from 2015 to 2023. Most
of the studies were published in 2020 and 2022. The included
studies (Figures 3 [27,29,39-53] and 4) were conducted in
Switzerland [39,40,43], Germany [41,42,45,47,51,52], the

United States [27,29,46,48,50,53], Australia [28,44], and New
Zealand [49]. The studies cover a diverse range of medical areas:
general medicine [42-44,49,51] genetics [28,29,48,50] cancer
research [27,53], family medicine [46], mental health [45,47],
radiology [40], surgery [41], allergy [52], and music therapy
[39].

Figure 3. Alluvial diagram of the publication date, country, and area of studies. The alluvial diagram illustrates the distribution of studies by year,
country, and medical area from 2015 to 2023, highlighting increased publications in 2020 and 2022, with contributions from Germany, the United
States, and Switzerland across various medical fields.
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Figure 4. World map showing the number of studies published in each country. This map shows the geographical distribution of the studies, with most
research originating from Germany and the United States. Created with MapChart [55].

Quality Appraisal of the Included Studies
Among the 16 observational studies, 6 (38%) studies were
classified as category A [27,42,45,48,50], indicating high
methodological quality with more than 80% of the STROBE
criteria fulfilled (Multimedia Appendix 1). A total of 5 (31%)
studies were classified as category B [28,39,46,47,53], meeting
50%-80% of the STROBE criteria, and 5 (31%) studies were
classified as category C [40,43,44,49,51], meeting less than
50% of the STROBE criteria (Figure 5 [27,28,39,40,42-51,53]).
The lack of adherence to STROBE criteria in observational
studies can have a significant impact on the quality. Missing

elements, such as clear definitions of eligibility criteria or
participants or detailed methods, lead to biases that reduce
validity and reliability. For example, the study of Denecke et
al [40] showed a high risk of selection bias due to a small,
nonrepresentative sample and lack of eligibility criteria, limiting
the generalizability of their findings. Gashi et al [43] faced
biases from the absence of a control group and unclear eligibility
criteria. This could impact the validity of the effectiveness
results. Ghosh et al [44] showed high bias from simulated
scenarios without real patient interactions. This could lead to
overestimated accuracy and applicability in real-world settings.
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Figure 5. Fulfillment of STROBE criteria and categorization. This bar chart categorizes observational studies by their adherence to STROBE criteria,
showing 37.5% of high-quality (category A), and an even split between moderate (category B) and lower quality (category C). STROBE: Strengthening
the Reporting of Observational Studies in Epidemiology.

The studies by Schneider et al [52] and Faqar-Uz-Zaman et al
[41] showed a low risk of bias according to the RoB tool, with
detailed methodology and statistical analysis. In contrast, the
study by Wang et al [29] showed a risk of bias due to the

absence of intention-to-treat analysis and participants being
aware of the intervention (Multimedia Appendix 1 and Figure
6), which could skew results by excluding noncompleters and
altering participant behavior.

Figure 6. Risk of bias domains (RoB-tool) for randomized controlled trials.

Summary of Statistical Analyses
The studies included in this systematic review used a variety
of statistical methods. Descriptive statistics summarized
demographics and usability ratings. Comparative analyses used
2-tailed t tests and chi-square tests to compare diagnostic
accuracy and user engagement. κ statistics measured agreement

between chatbot and expert diagnoses. Precision and accuracy
metrics were assessed using precision, recall, and F1-scores.
Nonparametric tests, such as the Mann-Whitney U test showed
significant reductions in anamnesis duration. CIs and P values
were reported where relevant to clarify the strength of the
evidence.
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Usability and User Experience of Chatbots
Five studies focused on the usability and user experience of
chatbots in history-taking (Tables 2 and 3). Denecke et al [39,40]
found that chatbots were well-received by participants and
showed potential for history-taking. Usability scores were high,
between 90 and 100 (average 96). Ponathil et al [50] found that
using a voice-controlled assistant interface for taking family
health history significantly reduced history-taking duration.
Ghosh et al [44] implemented a medical chatbot that assists
with automated patient preassessment through symptom
analysis, demonstrating the possibility of avoiding form-based
data entry. The chatbot correctly identified at least one of the
top three conditions in 83% (n=25) of cases and two out of three
conditions in 67% (n=20) of cases. Welch et al [53] found high
engagement and interest in chatbots, suggesting the potential
for gathering family health history information at the population
level in the United States. Of the over 14,000 who participated
in the assessment of the study, 54.4% (n=7616) of users went
beyond the consent step, and 22.7% (n=3178) of users completed
the full assessment.

Chatbots and Patient-Doctor Communication
One study highlighted the potential of chatbots to improve
patient-doctor communication. Gashi et al [43] reported that
using a chatbot could reduce patient nervousness, allow patients
to respond more thoughtfully, and give physicians a more
comprehensive picture of the patient’s condition.

Diagnostic Accuracy and Efficacy of Chatbots
Nazareth et al [48] found that a chatbot can help identify
high-risk patients for hereditary cancer syndromes. A total of
27.2% (n=14,850) of the chatbot users met the criteria for
genetic testing, and 5.6% (n=73) of the chatbot users had a
pathogenic variant. Ni et al [49] reported that Mandy, a chatbot,
automates history-taking, understands symptoms expressed in
natural language, and generates comprehensive reports for
further medical investigations, with varying degrees of accuracy
depending on the disease category. Hennemann et al [45]
reported that the app-based symptom checker with an AI chatbot
showed agreement with therapist diagnoses in 51% (n=25) of
cases for the first condition suggestion and in 69% (n=34) of
cases for the top five condition suggestions. Jungmann et al
[47] tested a health app’s diagnostic agreement with case
vignettes for mental disorders, pointing to the need for
improvement in diagnostic accuracy, especially for mental
disorders in childhood and adolescence.

Patient Perceptions and Acceptance of Chatbots
Hong et al [46] reported that most primary care patients believed
that chatbots could help clinicians better understand their health
and identify health risks. Ireland et al [28] found that the
development of the Edna tool, an AI-based chatbot that interacts
with patients via speech-to-text, signifies progress toward
creating digital health processes that are accessible, acceptable,
and well-supported, enabling patients to make informed
decisions about additional findings. Heald et al [27] highlighted
the feasibility of using chatbots for increasing genetic screening
and testing in individuals at risk of hereditary colorectal cancer
syndromes.

Challenges and Limitations of Chatbots
Reis et al [51] noted the importance of managing user resistance
and fostering realistic expectations when implementing AI-based
history-taking tools. Frick et al [42] found that patients preferred
to disclose medical information to a physician rather than a
conversational agent.

Effectiveness on Chatbots
Faqar-Uz-Zaman et al [41] found that classic patient-physician
interaction was superior to an AI-based diagnostic tool applied
by patients. However, they also noted that AI tools can benefit
clinicians’ diagnostic efficacy and improve the quality of care.
Schneider et al [52] found that a chatbot-supported anamnesis
could save significant time by 57.3%, in assessing Hymenoptera
venom allergies with high completeness (73.3%) and patient
satisfaction (75%). Wang et al [29] demonstrated that
technological support for documenting family history risks can
be highly accepted, feasible, and effective.

Discussion

Principal Results
This systematic review highlights that the use of chatbots can
improve medical history–taking. Results of the included studies
have shown that chatbots can facilitate data collection while
increasing patient engagement and satisfaction [39,49]. Chatbots
show value, especially in collecting structured data such as
family history [29,50,53]. As highlighted, the collection of
family history benefits significantly from chatbot automation
due to the simple nature of their queries, which typically require
binary responses. This area contrasts with the challenges of
collecting data on undiagnosed symptoms, where patient
responses are inherently more nuanced and variable. The
inherent abilities of chatbots to handle yes or no questions
efficiently and without misinterpretation make them particularly
valuable in this context, minimizing human error and optimizing
the data collection process. Several studies have highlighted
that chatbots provide a more engaging patient interaction, often
perceived as less intimidating than traditional face-to-face
conversations [27,46]. This interaction is crucial as it motivates
patients to disclose more comprehensive health information,
which can lead to better health outcomes. While chatbots excel
at retrieving and conveying information through interactions
that require limited context, their capabilities remain limited
when it comes to more nuanced understanding and complex
emotions. Research has shown that specific sensitive topics are
best-discussed face-to-face with a human, where building trust
is paramount [42]. Chatbots, on the other hand, offer relief
through constant availability and allow patients to share details
from any location and at any time, which can expand
access—especially for urgent needs that require quick access
to medical history [41,53]. This expanded access aims to
improve care, especially in cases where timely data can make
the difference between outcomes. In addition, chatbots support
overburdened care providers by systematically presenting
summarized patient data, potentially enabling faster and more
accurate decisions [43,52]. Such support is invaluable in
high-pressure situations requiring rapid action based on
comprehensive information. These findings are consistent with
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previous research that emphasizes the ability of chatbots to
capture patient reports in a structured, comprehensive way
[3,22]. Their conversational design facilitates higher engagement
and satisfaction through interactive discussions [4,50]. This
contributes to improved documentation of patient histories.
Furthermore, automated information capture has been confirmed
to increase both the efficiency and accessibility of health care
by simplifying reporting processes [21,39].

While chatbots already promise success in supporting diagnostic
processes, the required level of accuracy must be achieved for
complex medical scenarios that require in-depth understanding
and sound clinical judgment. The limitations of current systems
are highlighted in the studies by Hennemann et al [45] and
Jungmann et al [47], highlighting the need to improve the
algorithms and decision-making processes to manage complex
health conditions.

While the seamless integration of conversational agents into
clinical workflows requires robust data infrastructures and
user-friendly interfaces, such integration can drive adoption
among care providers and patients if done in a secure manner
[48]. Customized chatbots are required to serve different patient
audiences and different facilities. Addressing these needs can
increase patient engagement and satisfaction [48,50].

However, the development of such technologies requires careful
consideration [56]. Rushing to release chatbots without thorough
refinement and validation can lead to inaccuracies and
potentially detrimental outcomes. These hastily deployed
chatbots run the risk of failing to understand complex medical
situations and recommending incorrect diagnoses or treatments.
The use of chatbots requires caution and rigorous testing or
validation to minimize the risks [57-59].

Limitations
Although this systematic review provided useful insights, certain
limitations must be acknowledged. As we only considered
papers published in English, we may have overlooked important
work published in other languages. In the future, a more
comprehensive review that includes multilingual research could
promote a more complete understanding of chatbots worldwide.
The variability of study designs, patient groups, and health care
contexts makes it difficult to draw definitive conclusions.
Different studies, such as those by Denecke et al [39] and
Faqar-Uz-Zaman et al [41], focused on different settings and
patient groups, which influenced the results. Cross-sectional
studies provide snapshots of usability, while RCTs provide
robust evidence. Heterogeneity in demographics and health
status also affects generalizability, as seen in the studies by
Welch et al [53] and Wang et al [29]. Bias assessment frequently
showed unmet STROBE criteria. Clear eligibility criteria and
detailed methods could influence reliability. For example, Gashi
et al [43] lacked defined selection criteria, and Jungmann et al
[47] had a selection bias. Inconsistent reporting and lack of
blinding in some RCTs, such as Wang et al [29], impaired
internal validity.

The methodological quality of the included studies varied. At
the same time, most observational studies demonstrated
satisfactory quality, and a significant proportion fulfilled only

some of the STROBE criteria. Additionally, the risk of bias
assessment of the RCTs revealed a high risk of bias in one of
the studies [41]. It is important to consider these limitations
when interpreting the data and trying to understand how they
relate to clinical practice. In addition, only published research
has been included in this systematic review, which may lead to
publication bias as studies with positive results are more likely
to be published [41].

Future Directions
Based on the findings and limitations of this systematic review,
future research should focus on conducting more standardized
and well-designed studies in this field. Emphasizing rigorous
study designs, such as RCTs, with larger sample sizes and
standardized outcome measures will enhance the scientific
validity of the research and provide more substantial evidence
of the effectiveness of chatbots in history-taking. Standardized
outcome measures between studies are crucial for better
comparability. Future studies should use measures such as
diagnostic accuracy, patient satisfaction, engagement, and
usability ratings. Instruments, such as the system usability scale
or the technology acceptance model, could be used. Further
investigation is needed to explore the specific contexts and
patient populations where chatbots for history-taking may be
most effective [29,50,53]. Different medical areas and health
situations may present special considerations and challenges
that could influence the implementation and acceptance of
chatbot-based systems for taking medical histories, such as in
the case of older people due to a more limited technical affinity
or long medical histories in people with chronic illnesses.

Moreover, future research should address the challenges and
limitations identified in this review. Efforts should be made to
minimize bias and improve the methodological quality of
studies. Conducting studies with more homogeneous patient
populations and using consistent outcome measures would
enhance the comparability and generalizability of the findings
[39].

Finally, it would be valuable to explore the integration of
chatbots with other technologies or interventions to optimize
the history-taking process. The integration of chatbots with
modern technologies, such as NLP, machine learning algorithms,
and decision support systems, has the potential to significantly
improve history-taking [21,46,51]. NLP could improve the
ability to understand and interpret patient responses to the
chatbot. The interactions will be more fluid and intuitive.
Machine learning algorithms can be used to continuously
improve chatbot responses based on patient interactions. This
could lead to more accurate and personalized information. The
integration of decision support systems can provide health care
providers with real-time evidence-based recommendations.
Research designs to investigate these integrations could include
comparative studies for measuring differences in diagnostic
accuracy, patient satisfaction, and efficiency between 2 groups.
One group could use a simple chatbot, and another group could
use an advanced chatbot with integrated NLP and machine
learning.
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Conclusions
The systematic review provides an insightful overview of the
use of chatbots in medical history–taking. The results show that
chatbots can increase data completeness and user satisfaction.
This can encourage patient engagement, and more accurate
assessment can be achieved in a reduced timeframe. Chatbots
can be used in primary care before the face-to-face visit. This
would not only reduce the workload of medical staff but also
enable more targeted interaction between patients and
physicians. Future research should focus on different areas to
improve the use of chatbots for medical history–taking. Larger
studies and RCTs are essential for adequate validation. The use
of chatbots needs to be investigated in different health care
settings and with different patient groups, for example, in
patients with chronic diseases, mental illness, or older patients

and in people who are not tech-savvy. Another area that needs
to be considered is analyzing the impact of chatbots on
workflows in clinics or practices and the change in the
doctor-patient relationship. In addition, data protection and
security issues must be clarified to ensure the protection of
patient data, especially considering the latest developments in
AI models. These offer new opportunities for more precise and
personalized interactions. Research should optimize these
models for history-taking and integrate them into decision
support systems for real-time evidence-based recommendations.
If these areas are addressed, chatbots can significantly transform
health care by improving efficiency, accuracy, and patient
engagement, especially for underserved patient populations, as
well as chronic disease management and real-time symptom
assessment.
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Abstract

Background: Postoperative infections remain a crucial challenge in health care, resulting in high morbidity, mortality, and
costs. Accurate identification and labeling of patients with postoperative bacterial infections is crucial for developing prediction
models, validating biomarkers, and implementing surveillance systems in clinical practice.

Objective: This scoping review aimed to explore methods for identifying patients with postoperative infections using electronic
health record (EHR) data to go beyond the reference standard of manual chart review.

Methods: We performed a systematic search strategy across PubMed, Embase, Web of Science (Core Collection), the Cochrane
Library, and Emcare (Ovid), targeting studies addressing the prediction and fully automated surveillance (ie, without manual
check) of diverse bacterial infections in the postoperative setting. For prediction modeling studies, we assessed the labeling
methods used, categorizing them as either manual or automated. We evaluated the different types of EHR data needed for the
surveillance and labeling of postoperative infections, as well as the performance of fully automated surveillance systems compared
with manual chart review.

Results: We identified 75 different methods and definitions used to identify patients with postoperative infections in studies
published between 2003 and 2023. Manual labeling was the predominant method in prediction modeling research, 65% (49/75)
of the identified methods use structured data, and 45% (34/75) use free text and clinical notes as one of their data sources. Fully
automated surveillance systems should be used with caution because the reported positive predictive values are between 0.31
and 0.76.

Conclusions: There is currently no evidence to support fully automated labeling and identification of patients with infections
based solely on structured EHR data. Future research should focus on defining uniform definitions, as well as prioritizing the
development of more scalable, automated methods for infection detection using structured EHR data.

(JMIR Med Inform 2024;12:e57195)   doi:10.2196/57195
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Introduction

Postoperative bacterial infections, including deep or superficial
surgical site infections (SSIs), urinary tract infections (UTIs),
and pneumonia, are the most frequent complications after
surgery. Postoperative infections can be categorized into
subtypes, usually based on location or severity according to the
Clavien-Dindo classification [1]. The overall incidence of
postoperative infections within 30 days of surgery varies
between 6.5% and 25% [2-4]. Considering the 313 million
patients undergoing surgery globally each year, these
postoperative infections have an enormous impact on population
health and overall health care costs [5]. Effective postoperative
infection prevention and management require early detection
of high-risk patients through prediction and data-driven
surveillance. It is imperative for developing and validating
prediction and surveillance systems to be able to accurately
identify patients who have postoperative infections. Machine
learning modeling practices use the term “labeling” for the
identification of patients with the outcome of interest. Labeling
and surveillance are both challenges due to underreporting in
(hospital) complication registries, ranging from 38% to 77%
when compared with a manual chart review [6,7]. Consequently,
the current reference standard for identifying patients with
postoperative infections relies on labor-intensive manual chart
review, with an estimated 1.5 full-time equivalents per 10,000
admissions [8,9]. Furthermore, manual surveillance and labeling
are prone to interobserver variability [10,11] and human errors
[12], highlighting the need for more robust methods to address
this devastating postoperative problem.

To achieve a more objective, cost-effective, and
resource-efficient identification of patients with postoperative
infections, it is imperative to leverage the electronic health
records (EHRs) to automatically detect patients with infections
without human checking on high-risk patients based on readily
available EHR data. Different types of data are present within
the EHR, including structured, tabular, and free-text records in
which diagnoses and clinical symptoms are reported. A
previously performed systematic review identified
semiautomated and fully automated surveillance methods for
hospital-acquired infections (HAIs) [13]. As more than 90% of
the included systems required manual checking of infectious
cases, it was concluded that fully automated surveillance of
HAIs cannot be routinely used yet in health care settings.

To go beyond manual labeling and manual surveillance and to
explore the current methods and criteria used in prediction
modeling studies, the aim of this study was to perform a scoping
review on available labeling methods for postoperative
infections and fully automated surveillance systems (ie, not
requiring manual checking). We aimed to (1) evaluate the
current methods and criteria used to label patients with
postoperative infections in prediction modeling and biomarker
validation studies, (2) explore available automated surveillance
methods and their performance (sensitivity, specificity, positive
predictive value [PPV], and negative predictive value [NPV])
in comparison with reference standard manual chart review,
and (3) determine the necessary data types and sources needed
to perform automated detection of postoperative infections.

Methods

Overview
This scoping review combined 2 literature searches to evaluate
current methods used by prediction modeling and biomarker
validation studies to label patients with postoperative infections
and the use of automated surveillance systems to identify
patients with postoperative infections based on EHR data. The
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses Extension for Scoping Reviews)
checklist was used. The protocol was registered on Open Science
Framework [14].

Search Strategy
First, prediction modeling validation studies using machine
learning methods, statistical models, and biomarkers to predict
postoperative infections were identified. Second, a separate
search was performed to identify studies on automated
surveillance for postoperative and other hospital-acquired
infections (Figure 1). Surveillance studies focusing on surgical
populations often only investigate SSIs. As we aimed to study
all bacterial infections that may occur after surgery, surveillance
studies in a hospital-wide setting were also included. Both
searches were performed in PubMed, Embase (OVID), Web of
Science (Core Collection), the Cochrane Library, and Emcare
(OVID). Studies were included from inception (ie, 1966) to
August 1, 2023. The search queries were generated with help
from an information specialist (JWS) from the Leiden University
Medical Center. The details of the search queries are provided
in Appendix A of Multimedia Appendix 1.
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Figure 1. Data sources from the literature for identifying infections in prediction modeling or biomarker studies and automated surveillance studies.

Selection Criteria
The selection of studies was performed in Covidence, a program
used to manage systematic literature searches. The inclusion
and exclusion criteria used are presented in Table S1 in
Multimedia Appendix 1. All titles and abstracts were screened
by 2 independent reviewers (AMVB and BFG for prediction
models; SLVDM and BFG for surveillance studies). The full
texts of all potentially relevant studies were retrieved and
assessed by 2 reviewers (SLVDM and BFG) for eligibility. Any
disagreement on the inclusion or exclusion of studies was
resolved through reassessment and discussion with a third
reviewer (MSA). The data from the different reports were
collected by 1 researcher (AMVB or SLVDM), and
inconsistencies were checked for by a second researcher (BFG).

Data Extraction and Definitions
The following data were extracted for the prediction modeling
studies: name of the prediction tool, type of prediction tool
(machine learning, biomarker, and statistical model), surgical
subpopulations, type of postoperative infection predicted, and
criteria and guidelines used to manually or automatically label
patients with infections. Manual labeling involves individuals
conducting EHR chart reviews and applying specific criteria,
often derived from surgical guidelines, to determine the presence
or absence of infections in patient records. The criteria for
diagnosing patients with an infection, for example, from a
reference guideline from the literature, were identified and
extracted.

For automated surveillance studies, the population, study design,
years of data collection, type of infection surveyed, type of
algorithm used, definition used to automatically detect
infections, reference standard used to compare the automated
method with, type of validation performed, and performance
metrics reported compared with the reference standard were
collected. The main metrics used to assess performance were
the method’s sensitivity, specificity, PPV, and NPV. Other
metrics extracted are presented in Table S17 in Multimedia
Appendix 1, including the area under the receiver operating
characteristic curve, accuracy, F1-score, κ score, Pearson
correlation coefficient, and agreement percentage. Only
performance metrics were assessed for surveillance studies, as

for prediction modeling studies, and no accuracy of the labeling
method compared with a reference standard was determined.

Data Synthesis
For each method to identify and label patients with infections,
the data type categories needed from the EHR were assessed to
identify infections based on the definition used. These could be
structured EHR data (type A), including tabular information
stored, such as complication registries, medication information,
and vital signs; free-text clinical notes (type B), including all
clinical information stored in free-text, such as discharge letters
and daily reports; microbiology results (type C), which is seen
as a separate category, as it differs per hospital how
well-structured this information is stored [15]; and an additional
interpretation layer (whether the results are positive) is needed
to use this information; or imaging results (type D), or a
combination of these categories. The definitions were further
differentiated based on the data types and criteria needed to
adhere to the definitions in Appendix E in Multimedia Appendix
1.

Some prediction models and surveillance systems are focused
on predicting or detecting all severity types of bacterial
infections, while others focus only on infections requiring
pharmacological or surgical treatment. For example, some
definitions include the prescription of antibiotics as one of the
criteria, while others base their criteria on clinical symptoms
only. As the severity of the infections surveyed or predicted
influences the intended use case and number of infections
identified, we classified the definitions according to the
Clavien-Dindo scale [1]. Finally, the performance of the
automated infection surveillance systems compared with that
of the reference standard manual review was visualized per
subtype of infection. The results were grouped according to the
type of infection, such as HAI (type not further specified), SSI,
pneumonia, anastomotic leakage and abdominal infections,
bloodstream infections (including central venous catheter-related
infections and sepsis), and UTIs. Infections that did not belong
to one of these groups were categorized as “other.”
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Results

Overview
We included a total of 147 studies published between 2003 and
2023 (Figure 2). Of these, 116 studies focused on the prediction
of postoperative infections; either the development and
validation of prediction models or a predictive biomarker were

performed, or validation was performed of preexisting risk
scores. These included the American College of Surgeons
National Surgical Quality Improvement Program surgical risk
calculator (ACS NSQIP; 33/116 studies), the National
Nosocomial Infection Surveillance System (NNIS; 4/116
studies), and the Surgical Risk Preoperative Assessment System
(SURPAS; 5/116 studies).

Figure 2. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram.

Out of 116 studies, 4 did not report the methodology used to
determine which patients had the outcome of interest (ie,
postoperative infection). In 83% (97/116) of prediction modeling
studies, manual labeling based on diagnostic guidelines was
performed, or a publicly available, manually labeled database
was used, such as the participant use data file from the ACS
NSQIP program (Table 1). A total of 13% (15/116) of studies

used an alternative, non–guideline-based method to label
patients with infections, 11 of whom used manual labeling, 3
of whom did not explicitly mention manual or automatic
labeling, and 1 of whom used automatic labeling. In total, 93%
(108/116) of the prediction modeling studies used manual
labeling to determine the outcome of interest or a manually
labeled, publicly available data set to perform their research.
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Table 1. Definitions of patients with bacterial infections.

Minimum
Clavien-Dindo

Type D (imag-
ing results)

Type C (microbi-
ology results)Type B (free-text)b

Type A (struc-

tured)aOrigin of definitionType of infection and reference

HAIc

1✓✓✓✓Diagnostic guide-
lines

WHOd [16]

1✓✓Diagnostic guide-
lines

ECDCe [17]

1✓Automated surveil-
lance

Ehrentraut et al [18]

1✓Automated surveil-
lance

Sakji et al [19]

1✓Automated surveil-
lance

Tvardik et al [20]

Pneumonia

1✓✓✓✓Diagnostic guide-
lines

ECDC/ASC NSQIPf [21]

1✓✓✓✓Prediction model-
ing

Kinlin et al [22]

1✓✓Automated surveil-
lance

Blacky et al [23]

2✓✓Automated surveil-
lance

Bouzbid et al [24]

1✓✓Automated surveil-
lance

Cato et al [25]

1✓Automated surveil-
lance

FitzHenry et al [26]

1✓Automated surveil-
lance

Tvardik et al [20]

1✓Automated surveil-
lance

Colborn et al [27]

1✓✓Automated surveil-
lance

Stern et al [28]

SSIg

1-3a✓✓✓✓Diagnostic guide-
lines

CDCh/ASC NSQIP [29]

1-3a✓✓✓✓Diagnostic guide-
lines

WHO [30]

1✓Prediction model-
ing

Daneman et al [31]

2✓Prediction model-
ing

Weller et al [32]

3a✓Prediction model-
ing

Crispin et al [33]

2✓✓Prediction model-
ing

Martin et al [34]

1✓✓Automated surveil-
lance

Campillo-Gimenez et al [35]

1✓✓Automated surveil-
lance

Cato et al [25]

1✓Automated surveil-
lance

FitzHenry et al [26]
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Minimum
Clavien-Dindo

Type D (imag-
ing results)

Type C (microbi-
ology results)Type B (free-text)b

Type A (struc-

tured)aOrigin of definitionType of infection and reference

1✓✓Automated surveil-
lance

Leclère et al [36]

2✓✓Automated surveil-
lance

Leth et al [37]

2✓✓✓Automated surveil-
lance

Suzuki et al [38]

1✓Automated surveil-
lance

Tvardik et al [20]

1✓Automated surveil-
lance

Thirukumaran et al [39]

1✓Automated surveil-
lance

Colborn et al [27]

Abdominal and ALi

1✓✓✓Diagnostic guide-
lines

Rahbari et al [40]

3a✓Prediction model-
ing

Stidham et al [41]

3b✓Prediction model-
ing

Miyakita et al [42]

2✓Prediction model-
ing

Mckenna et al [43]

3a✓✓Prediction model-
ing

Nudel et al [44]

2✓✓Prediction model-
ing

Kawai et al [45]

2✓✓Prediction model-
ing

Lin et al [46]

1✓Prediction model-
ing

Shi et al [47]

1✓✓Prediction model-
ing

van Kooten et al [48]

UTIj

2✓✓✓Diagnostic guide-
lines

ECDC/ASC NSQIP [49]

1✓✓Prediction model-
ing

Cheng et al [50]

1✓Automated surveil-
lance

Bouam et al [51]

2✓✓Automated surveil-
lance

Bouzbid et al [24]

1✓✓Automated surveil-
lance

Branch-Elliman et al [52]

1✓✓Automated surveil-
lance

Cato et al [25]

1✓✓Automated surveil-
lance

Choudhuri et al [53]

1✓Automated surveil-
lance

FitzHenry et al [26]

2✓✓Automated surveil-
lance

Leth et al [37]
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Minimum
Clavien-Dindo

Type D (imag-
ing results)

Type C (microbi-
ology results)Type B (free-text)b

Type A (struc-

tured)aOrigin of definitionType of infection and reference

2✓✓Automated surveil-
lance

Redder et al [54]

1✓Automated surveil-
lance

Tvardik et al [20]

2✓✓✓Automated surveil-
lance

van der Werff et al [55]

—k✓✓Automated surveil-
lance

Venable and Dissanaike [56]

1✓✓Automated surveil-
lance

Wald et al [57]

1✓Automated surveil-
lance

Colborn et al [27]

Bloodstream infections

1✓✓Diagnostic guide-
lines

Moore et al [58]

2✓Diagnostic guide-
lines

Singer et al [59] (sepsis-3
criteria)

1✓✓Automated surveil-
lance

Blacky et al [23]

1✓Automated surveil-
lance

Bouam et al [51]

2✓✓Automated surveil-
lance

Bouzbid et al [24]

1✓✓Automated surveil-
lance

Cato et al [25]

1✓Automated surveil-
lance

FitzHenry et al [26]

1✓Automated surveil-
lance

Leal et al [60]

1✓Automated surveil-
lance

Leal et al [61]

1✓Automated surveil-
lance

Lin et al [62]

2✓✓Automated surveil-
lance

Redder et al [54]

1✓Automated surveil-
lance

Tvardik et al [20]

2✓✓Automated surveil-
lance

Valik et al [63]

—k✓✓Automated surveil-
lance

Venable and Dissanaike [56]

1✓✓Automated surveil-
lance

Woeltje et al [64]

1✓Automated surveil-
lance

Colborn et al [27]

Clostirdrium difficile

1✓Automated surveil-
lance

Dubberke et al [65]

Clostridium difficile

1✓Automated surveil-
lance

van der Werff et al [66]
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Minimum
Clavien-Dindo

Type D (imag-
ing results)

Type C (microbi-
ology results)Type B (free-text)b

Type A (struc-

tured)aOrigin of definitionType of infection and reference

External ventricular and lumbar drain-related meningitis

1✓✓Automated surveil-
lance

van Mourik et al [67]

MRSAl

1✓Automated surveil-
lance

Peterson et al [68]

PJIm

1✓Automated surveil-
lance

Fu et al [69]

Neurological

1✓✓✓Prediction model-
ing

Cheng et al [70]

aType A (structured): structured electronic health record data, including tabular information stored such as complication registries, medication information,
and vital signs.
bType B (free-text): free-text clinical notes, including all clinical information stored in free-text such as discharge letters and daily reports.
cHAI: hospital-acquired infections.
dWHO: World Health Organization.
eECDC: European Centre for Disease Prevention and Control.
fACS NSQIP: American College of Surgeons National Surgical Quality Improvement Program.
gSSI: surgical site infection.
hCDC: Centers for Disease Control and Prevention.
iAL: anastomotic leakage.
jUTI: urinary tract infection.
kNot applicable.
lMRSA: Methicillin-resistant Staphylococcus aureus.
mPJI: prosthetic joint infection.

Automated Surveillance
We included 31 automated surveillance studies for bacterial
infections. Surveillance was performed and reported per patient,
admission, procedure, patient days, or culture. Different types
of surveillance systems were studied, and some studies have
reported on more than 1 method. Most often (21/31, 68%), a
set of criteria or rules was defined to automatically detect
infections based on EHR data, followed by natural language
processing (NLP) algorithms for free-text from the EHR (7/31,
23%) and other classification algorithms such as logistic
regression (3/31, 10%). Except for one study [25], all the studies

validated their automated surveillance algorithms against a
reference standard (manual chart review, often according to one
of the established diagnostic guidelines). Comparing the
automated surveillance algorithm to manual chart review
according to the established guidelines resulted in a range of
sensitivity (0.79-0.96), specificity (0.81-0.96), PPV (0.31-0.76),
and NPV (0.96-1.00) estimates for the different types of
infection (Figure 3). The performance of all the combinations
of postoperative infection data needed to run the automated
surveillance algorithm varied (Figure 4). Reported performance
per surveillance algorithm is provided in Table S17 in
Multimedia Appendix 1.
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Figure 3. Performance of automated surveillance of postoperative infections compared with manual reference standard chart review. Panel A is the
sensitivity, B is the specificity, C is the PPV, and D is the NPV. HAI: hospital-acquired infection; NPV: negative predictive value; PPV: positive
predictive value; SSI: surgical site infection; UTI: urinary tract infection.

Figure 4. Performance per data type category used in automated surveillance algorithms. A=Structured electronic health record data only (eg, registrations
and medication), B=Free-text clinical notes, C=microbiology results. Panel A is the sensitivity, B is the specificity, C is the PPV and D is the NPV.
HAI: hospital-acquired infection; NPV: negative predictive value; PPV: positive predictive value; SSI: surgical site infection; UTI: urinary tract infection.

Electronic Health Record Data for Automated
Identification and Surveillance
In the 147 included studies, 75 different methods and definitions
were used to identify different types of bacterial infections. A
total of 56% (42/75) used 2 or more datatypes to label, diagnose,
or surveil infections, and 45% (34/75) required free-text and
clinical notes as at least one of their data sources. In Table 1,
the different types of data from the EHR needed to automatically
detect patients with an infection are specified for each diagnostic

guideline or infection definition used in the different prediction
modeling studies or automated surveillance methods. Figure 5
shows the total number of methods used to identify patients
with bacterial infections and the different data categories used.
Most frequently (20/75, 27%), a combination of microbiology
results and structured EHR data was used, followed by free-text
(13/75, 17%) and structured EHR data (11/75, 15%). In total,
45% (34/75) of the identified methods used free text and clinical
notes as one of their data sources.
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Figure 5. Venn diagram of the types of data used to identify bacterial infections in the included studies and guidelines. The data were divided into
structured electronic health record data, free-text and clinical notes, microbiology results, and imaging. In total, 75 unique definitions were identified
for different types of bacterial infections. EHR: electronic health record.

For hospital-acquired infections (no specification of subtype),
free-text information was needed for all definitions and methods,
limiting the ability to detect patients with an infection based on
structured EHR data. For pneumonia, some automated
surveillance studies have identified patients without the need
for free-text information [24,25], but they did include culture
results in their definition. For SSIs and UTIs, a wide range of
criteria were used compared with other types of infections.
Abdominal surgery-related anastomotic leakage and abdominal
infections were identified based on antibiotic treatment or
surgical reinterventions supplemented with free-text data or
imaging results. Bacterial culture data, in combination with
structured EHR parameters, are used in most methods for
detecting bloodstream infections. For Clostridium difficile
infections, cerebral extraventricular and lumbar drain-related
meningitis, methicillin-resistant Staphylococcus aureus, and
prosthetic joint infection, the authors used a maximum of 2
criteria from different categories to define infection. Prediction
modeling studies that did not use manual chart review for
labeling patients in the data set relied on the registration of
infections or the performance of surgical interventions,
sometimes in combination with antibiotic administration [32].

When assessing infection severity according to the different
Clavien-Dindo definitions, most (64%, 48/75) were based on
identifying infections according to a Clavien-Dindo score of 1
or more. This indicates that, based on the registration of
infection or clinical criteria only, infections were surveyed and
predicted. In 23% of definitions (17/75), the prescription of
antibiotic therapy or surgical intervention was included as the
criterion, resulting in a Clavien-Dindo score of 2 or higher.

Discussion

This scoping review assessed the methods and criteria used for
identifying postoperative bacterial infections in prediction

modeling and fully automated surveillance studies. We identified
a total of 75 different methods and definitions from 147 included
studies to identify patients with different types of bacterial
infections. We found that 45% (34/75) used unstructured
free-text and clinical notes as at least one of their data sources.
Furthermore, out of 116 postoperative infection prediction
studies, 108 (93%) used manual labeling based on self-defined
criteria or diagnostic guidelines or used publicly available
manually labeled databases. In addition, among the 31
automated surveillance studies, various methods, such as NLP,
classification algorithms, and predefined criteria or rules on
structured data, were used to automatically detect infections.
Compared with manual chart review, automated surveillance
systems have reported sensitivities for different types of
infections ranging from 0.79 to 0.96, specificities from 0.81 to
0.96, PPVs from 0.31 to 0.76, and NPVs from 0.96 to 1.00.
Finally, we found that different criteria were used among both
prediction and surveillance studies to identify patients with
infections, indicating that there is no uniform definition being
used. Given the current use of different types of criteria and
data used in prediction and surveillance studies, we were not
able to identify or formulate a uniform and reliable method to
automatically label patients with infections based on structured
EHR data.

Prediction and surveillance of postoperative infections are
crucial for early detection and assessment of the impact of
preventative interventions but are currently hindered because
the labeling of these cases is performed by resource-intensive
manual chart review. In contrast to a previous study on
semiautomated surveillance where high-risk patients were
manually checked [13], we included only fully automated
surveillance systems that were built to avoid requiring any
human intervention. However, human intervention might still
be required to incorporate the systems as well as to clean and
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preprocess the EHR data. Furthermore, we broadened the scope
by assessing current labeling methods for prediction modeling
studies, which, with some exceptions, were based on manual
labeling according to established guidelines. In line with our
findings, the predominant use of manual labeling was reported
in a meta-analysis on the predictive performance of machine
learning algorithms for SSI prediction [71]. Although manual
labeling based on chart review is still the predominant method
and is considered the reference standard, it must be noted that
manual labeling may be flawed due to human errors and
interobserver variability [9,10,12]. Furthermore, validating
models only on national registries and databases limits the
generalizability of developed prediction models and surveillance
systems to other settings [72].

We extensively researched different definitions and methods
from prediction modeling studies, guidelines, and surveillance
studies to identify patients with bacterial infections that may
occur after surgery and summarized different types of data
needed to adhere to the different definitions. This study has
several limitations. First, heterogeneity between studies (eg,
differences in study design) prevented a meta-analysis, making
it difficult to draw generalizable conclusions on optimal labeling
methods. However, combining different types of studies allowed
us to generate insight into the current methods of labeling and
identifying patients with infections. Second, the distinction
between structured and unstructured data may differ according
to hospital data set and region (eg, microbiology results can be
registered as free-text or tabular data). Despite these limitations,
we could identify a lack of uniform definitions for labeling of
postoperative infections exists, and that manual labeling is
currently the predominant method. Third, pre-existing infections
could have impacted the performance of surveillance algorithms
and prediction models as well as label reliability [73]. This
could explain the relatively lower PPVs and warrants further
research before reliable implementation of automated
surveillance systems.

Different types of data were used among the definitions and
methods, including structured tabular data, microbiological data,
free-text data, and imaging results. The importance of reliable,
high-quality outcome data is essential for the reliable use of
artificial intelligence and surveillance systems [74]. Using
structured EHR data is preferable, as free text is often subject
to misinterpretation and contains personal patient-specific data
that conflict with privacy legislation and thus have restrictions
on data use [75]. By extracting free-text information, NLP shows
promise in uncovering postoperative infections from free-text
data. However, challenges remain with respect to
generalizability [76], transparency, reliability, and potential
biases, including concerns about accuracy or unintended errors
[77,78]. Furthermore, NLP methods can be computationally
expensive, depend on the quality of the input data, and are
influenced by nuances in language, dialects, and medical jargon.
Considering that NLP methods can vary significantly in
complexity, ranging from simple string searches to advanced
neural networks, future research should investigate whether
increased complexity leads to improved surveillance accuracy.
The use of microbiology results in definitions is prevalent,

despite their occasional unreliability due to the possibility of
false negatives or positives, causing under- or overreporting of
infections [13], and heterogeneous storage practices. This
reliance on microbiology results could lead to errors or
inconsistencies in infection identification.

Accurately identifying patients with infections based on an
automated analysis of EHR data remains a challenge, and
validation is difficult owing to the limitations of manual chart
review, which until now has remained the reference standard
for postoperative infections and other relevant patient outcomes.
Manual labeling based on manual EHR chart review is
unfeasible when scaling artificial intelligence–based or statistical
prediction models to more than one hospital, with 100,000
patient records each. In some of the included studies, alternative
approaches were identified that relied on treatments and other
structured data sources [27,31-33,41-43]. For future prediction
model development and surveillance, alternative approaches to
identifying patients with infection should be explored, such as
focusing on pharmacological and interventional treatments
performed by clinicians, as these approaches are often stored
in a structured format in the EHR system [27]. Emphasis should
be placed on the consensus on the definition and whether it is
worse to miss infections that do not require treatment compared
with those that do. Compared with sensitivity, specificity, and
NPV, automated surveillance systems have a lower PPV where
heterogeneity is observed between the different types of
infections. The PPV to detect pneumonia and SSIs is lower
compared with other types of infections. This could be due to
variations in clinical presentation, differences in diagnostic
criteria, or the inherent complexity and variability of these
particular infections. A lower PPV in general could be due to
the use of low classification cutoffs to not miss any cases, but
it could also indicate that the reference standard manual labeling
may have resulted in erroneous labels and that the systems found
infections where the human annotator did not [79]. In addition
to detecting individual patients with infections, automated
surveillance systems hold promise for assessing hospital
incidence rates, predicting rates of complications, and evaluating
the effectiveness of quality improvement initiatives, where the
emphasis may shift from high PPVs to broader statistical
insights.

In conclusion, there is currently no evidence to support fully
automated labeling and identification of patients with infections
based solely on structured EHR data. This is due to the diverse
definitions of postoperative infection and the need for
unstructured data types, such as free text and clinical notes,
which were required as data sources in nearly half of the
instances to assess an infection. Furthermore, manual labeling
was still the predominant method in prediction modeling studies.
Fully automatic surveillance methods may result in
overreporting due to a relatively low PPV and heavy reliance
on free-text data. Future research must focus on defining
uniform or globally accepted definitions of postoperative
infection that use criteria that can be extracted from the EHR,
as well as prioritizing the development of more scalable
automated methods for infection detection using EHR data.
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Abstract

Background: Data models are crucial for clinical research as they enable researchers to fully use the vast amount of clinical
data stored in medical systems. Standardized data and well-defined relationships between data points are necessary to guarantee
semantic interoperability. Using the Fast Healthcare Interoperability Resources (FHIR) standard for clinical data representation
would be a practical methodology to enhance and accelerate interoperability and data availability for research.

Objective: This research aims to provide a comprehensive overview of the state-of-the-art and current landscape in FHIR-based
data models and structures. In addition, we intend to identify and discuss the tools, resources, limitations, and other critical aspects
mentioned in the selected research papers.

Methods: To ensure the extraction of reliable results, we followed the instructions of the PRISMA-ScR (Preferred Reporting
Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) checklist. We analyzed the indexed articles
in PubMed, Scopus, Web of Science, IEEE Xplore, the ACM Digital Library, and Google Scholar. After identifying, extracting,
and assessing the quality and relevance of the articles, we synthesized the extracted data to identify common patterns, themes,
and variations in the use of FHIR-based data models and structures across different studies.

Results: On the basis of the reviewed articles, we could identify 2 main themes: dynamic (pipeline-based) and static data models.
The articles were also categorized into health care use cases, including chronic diseases, COVID-19 and infectious diseases,
cancer research, acute or intensive care, random and general medical notes, and other conditions. Furthermore, we summarized
the important or common tools and approaches of the selected papers. These items included FHIR-based tools and frameworks,
machine learning approaches, and data storage and security. The most common resource was “Observation” followed by “Condition”
and “Patient.” The limitations and challenges of developing data models were categorized based on the issues of data integration,
interoperability, standardization, performance, and scalability or generalizability.

Conclusions: FHIR serves as a highly promising interoperability standard for developing real-world health care apps. The
implementation of FHIR modeling for electronic health record data facilitates the integration, transmission, and analysis of data
while also advancing translational research and phenotyping. Generally, FHIR-based exports of local data repositories improve
data interoperability for systems and data warehouses across different settings. However, ongoing efforts to address existing
limitations and challenges are essential for the successful implementation and integration of FHIR data models.

(JMIR Med Inform 2024;12:e58445)   doi:10.2196/58445
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Introduction

Background
In informatics, operations and data structures can be described
by a set of concepts called data models. Because structures and
data points need to be connected to represent connections, data
modeling offers a visual representation of the system, in a whole
or in some parts. For instance, one of the most used conceptual
data models is the entity relationship model which is generally
linked to a relational database [1]. Data modeling is a process
that defines how the data should be maintained in a database.
Data types, constraints, relationships, and metadata definitions
are among the features specified by a data model [2]. Data
models are also crucial for clinical research as they enable
researchers to fully use the vast amount of clinical data stored
in medical systems. Standardized data and well-defined
relationships between data points are necessary to “guarantee
reproducible research findings” [3].

Furthermore, data modeling can facilitate interoperability
between medical systems. Interoperability refers to the ability
to exchange information between computer systems, which is
essential in various fields, such as artificial intelligence (AI),
big data research and analytics, medical communication, and
multinational collaboration. In the medical field, interoperable
systems can reduce errors and documentation workload,
empower patients, and facilitate information retrieval. In
research, real-world information can be collected and used for
data mining and AI to generate new hypotheses [4]. The
management board of the Healthcare Information and
Management Systems Society (HIMSS) defined 3 levels of
interoperability: fundamental, structural, and semantic.
Fundamental interoperability refers to the communication
method between IT firms and devices, while structural
interoperability is the format and structure of data being
communicated. Semantic interoperability, by contrast, involves
the ability of disparate and heterogeneous systems to not only
exchange information but also interpret and use it autonomously
[5]. Developing a data model would enhance structural and
semantic interoperability between medical information systems.
Furthermore, efficient data exchange contributes to the reduction
of time and financial resources [6].

Health Level 7 (HL7) is a standard-developing organization
focused on enhancing information exchange among health care
systems. These standards are fundamental in the adoption of
electronic health records (EHRs). Fast Healthcare
Interoperability Resources (FHIR) is the most recent
interoperability standard, preceded by HL7 version 2 and HL7
version 3 [7]. FHIR aims to advance messaging standards to
enhance semantic interoperability [8]. Using this standard for
clinical data representation is a practical methodology to
enhance and accelerate data availability for research. These
models can also have the potential to be transformed into other
models for analytics purposes [9]. FHIR mapping is the process
of identifying the corresponding FHIR resources to real-world
data elements. This is an essential step in the FHIR data
modeling procedure [10]. When the objective is to maintain
semantic interoperability with legacy applications, performing

manual data transformations and mappings is necessary to
guarantee that the exchanged data are interpreted properly and
as expected by all end points [8].

Because not all health care information is structured, there is a
need to use other approaches for mapping and FHIR modeling.
Natural language processing (NLP) is a branch of AI that deals
with the computerized interpretation, representation, and
analysis of natural (human) language. In the health care domain,
this technology is widely used to interpret and analyze
unstructured health data, such as diagnostic reports, medical
notes, and prescriptions [11]. The extracted information can
then be represented in a structured format, such as a FHIR-based
model. In general, it is possible to formalize and integrate
unstructured and structured EHR data through a FHIR-based
framework [12].

FHIR-based data normalization pipelines are valuable tools in
data capture and EHR phenotyping [13]. For instance, a pipeline
called NLP2FHIR standardizes unstructured EHR data [14].
Concerning the big data domain, workflows of data
harmonization pipelines integrated with FHIR would present a
scalable data modeling of large data sets [15]. It is also feasible
to use FHIR data models to standardize heterogeneous
annotation corpora [16]. All the mentioned potentials will lead
to better semantic interoperability between medical systems.
To the best of our knowledge, no research has been done so far
to comprehensively assess the practical implementations of
FHIR-based models and infrastructures. Thus, in this research,
we aim to review recent advancements in this field, focusing
on the functional data model or structure implementations using
this standard. More specifically, this scoping review focused
on addressing the question, “What insights can be gained from
analyzing the state-of-the-art FHIR-based data modeling
approaches considering technological advancements, application
in the medical domain, and potential limitations?”

Objectives
The research objectives are as follows: (1) to provide a
comprehensive overview of FHIR-based data models in the
context of interoperability, structure, and functionality and
summarize the state of the art for developing FHIR-based data
models and (2) to highlight limitations, challenges, advantages,
and opportunities brought about by FHIR-based data models

Methods

Overview
This review was conducted according to the instructions of the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
checklist [17]. This checklist aims to facilitate the development
of a deeper comprehension of pertinent terminology,
fundamental concepts, and essential items to report for scoping
reviews [17]. The checklist is available in Multimedia Appendix
1.

Study Protocol
We used the PRISMA-P (Preferred Reporting Items for
Systematic Review and Meta-Analysis Protocols) 2015 checklist
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to formulate and draft the review protocol. Protocols for
systematic reviews facilitate the organization and recording of
review procedures, ensuring the reproducibility of research. In
addition, they serve as a safeguard against indecisive judgment
during the review process and allow the readers to determine
whether selective reporting has been applied [18]. The full

checklist and the review protocol are available in Multimedia
Appendix 2.

Eligibility Criteria
To select the papers, we considered the articles that encompass
the FHIR standard in the data model development or
infrastructure design. The inclusion and exclusion criteria were
defined in more detail in Textbox 1.

Textbox 1. Inclusion and exclusion criteria.

Inclusion criteria

• Original articles and case studies from journals and conferences

• Articles related to the Fast Healthcare Interoperability Resources (FHIR)-based data models and structures focusing on a health care condition
or using real-world patient data, registries, or data sets

• Articles with high-quality and detailed workflow processes with at least one architecture or data model diagram

• Articles that discuss the barriers, challenges, or limitations of developing FHIR-based data models and infrastructures in a health care domain

Exclusion criteria

• Not written in English

• Not accessible

• Letter to the editors, reviews, editorials, commentary articles, short papers without detailed implementation information, posters, and preprint
articles

• Not relevant to research questions and objectives; in other words, articles not focusing on FHIR-based data model development or not providing
practical and detailed insights into the development or use of FHIR-based data models by a schematic approach

• Papers lacking specific use cases or real-world data sources (practical implementations) or without discussion of limitations and challenges

Information Sources and Search Strategy
We searched academic databases, such as PubMed, Scopus,
Web of Science (standard selection of databases—Web of
Science Core Collection), IEEE Xplore, and the ACM Digital
Library in May 2023.

The search was conducted using database-specific variants of
the basic search term ([“fhir”] AND [“data model” OR
“modelling” OR “minimum data set” OR “data element”]) with
their synonyms, variations, and full forms.

It is worth mentioning that no time limit was applied to the
search to obtain a comprehensive overview of all published
articles in this field. We should clarify that the initial pages of
Google Scholar (9-10 pages) were investigated as a supplement
to the mentioned academic libraries to retrieve additional papers.
Full searches are available in Multimedia Appendix 3.

Study Selection
In a stepwise process, 2 coauthors (PT and MDR) independently
screened the retrieved articles and selected the initial studies by
applying the inclusion and exclusion criteria to the titles or
abstracts or, in some cases, full texts (by rapid skimming).
Inconsistencies in the selection were discussed with other
coauthors until a consensus was reached. EndNote (Endnote
X9; Bld 12062) software was used for article screening and
investigation in each step. The full texts of the initially selected
articles were assessed in the next phase to check compliance
with the eligibility criteria. PT thoroughly reviewed the articles

and then discussed with other authors about inclusions.
Disagreements were resolved after group discussions.

Each selected study was thoroughly investigated for the
appropriateness and clarity of the research methodology and
design. We also assessed them to ensure alignment with the
study objectives. The rigor of the methods, tools, and techniques
used for FHIR-based architectural design was considered in this
phase. The presentation of results and the coherence of model
interpretation were also closely examined.

Data Charting Process and Data Items
Two coauthors (PT and MDR) extracted and analyzed the
selected articles and charted the data. The final analysis was
thoroughly reviewed and confirmed by other coauthors to ensure
reliability and rigor. The collaborative review process among
coauthors further enhanced the robustness of the results’
interpretation, ensuring a comprehensive and well-rounded
analysis of the gathered evidence. The following information
was extracted and collected in a spreadsheet: (1) bibliographic
information, such as title, authors, and year of publication; (2)
data sources; (3) FHIR resources; (4) data transformation and
mapping; (5) standards, tools, terminologies, and models; (6)
data validation and evaluation; (7) use case.

Synthesis of the Results
After extraction, we assessed the information to find themes or
categories. Subsequently, we performed a general analysis of
the papers, based on the overall technical themes and the medical
domains. In addition, any important technologies used most in
the included articles were comprehensively presented and
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discussed afterward. Resource frequency analysis was performed
via the investigation and counting of FHIR resources used in
each data model and infrastructure to find out which resources
were more common in system developments. One of the most
important aims of our research was to extract and categorize
the implementation limitations mentioned by the researchers.
Therefore, these aspects were also addressed subsequently to
provide a thorough viewpoint of challenges that future scientists
may face.

Results

Selection of Sources of Evidence
Of the overall 466 articles found during the comprehensive
search, 238 (51.1%) studies were duplicates. Of the remaining
228 articles, 117 (51.3%) were excluded based on reading titles
or abstracts or skimming some full texts. Of the remaining 111
articles for the next phase (full-text assessment), 31 (27.9%)
articles were eventually selected to be included in this review.
Figure 1 illustrates the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) chart of this study.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram for study selection. WoS: Web of Science.

Structural Categorization
After analyzing the full texts of the 31 articles, we categorized
them based on 2 models: dynamic (pipeline-based) and static
data models.

Dynamic Data Models
Data pipelines are chains of functions and activities that lead
the input to the output in an attempt for the flow of data to be
smooth and automated from source to destination [19]. Dynamic

or pipeline-based data models deal with moving, transforming,
and analyzing the data using the FHIR standard in their
approach. In this category, the FHIR standard has been used as
a canonical data model to develop dynamic models. This group
encompasses the articles with processes that go beyond static
representation and include the movement and transformation
of data. Of the 31 articles included, 25 (81%) were related to
the development of dynamic data models using the FHIR
standard. Table 1 summarizes the extracted information about
this category.
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Table 1. Dynamic models.

Use caseValidation and evalua-
tion

Standards, tools, terminolo-
gies, and models

Data transformation
and mapping

Data sourceFHIRa resourcesStudy

Health care
research, es-

By published quality
assessment tools

HL7e version 2.X, OMOP,
PCORnet, Flat file, FHIR

CDRf, and CDMg

Flat file to FHIR,

FHIR to OMOPc,

FHIR to PCORnetd

Epic EHRb, large
academic institu-
tion

Patient, Encounter,
Condition, Procedure,
MedicationRequest,
MedicationAdministra-
tion, and Observation

Lenert et al
[9]

pecially in
the context
of COVID-
19

ObesityPhenotype algorithms
in PheKB and obesity

NLP2FHIR pipeline, CQL,

NLP engines (cTAKESl,
FHIR-based NLPj ex-

tensions to CQLk,

i2b2h Obesity
Challenge data

set, MIMICi III

Composition and Value-
Set

Wen et al
[20]

phenotyping algo-
rithm plus 2 obesity
data sets

MEDXNm, MedTime) and

PheKBn
FHIR extensions to
NLP2FHIR pipelineobesity discharge

summaries

ObesityUsing MIMIC-III
obesity data set as a

NLP tools (cTAKES,
MedXN, MedTime) and

EHR data to FHIR re-
sources

i2b2 obesity chal-
lenge (discharge
summaries)

Composition, Condi-
tion, MedicationState-
ment, Procedure and
FamilyMemberHistory

Hong et al
[13]

second data set, evalu-
ation measures (preci-
sion, recall, and

NLP2FHIR pipeline, ma-
chine learning algorithms
(logistic regression, sup-

F1-score) for perfor-
mance evaluation

port vector machine, deci-
sion tree, and random for-
est)

Random
notes from
EHR

Reusing annotation
corpora, standardizing
annotation corpora,
NLP2FHIR perfor-

NLP2FHIR pipeline,

UIMAo clinical NLP tools
(cTAKES, MedXN, Med-

Time), LOINCp,

Unstructured and
structured EHR data
to FHIR resources

Mayo Clinic’s
unstructured
EHR data

Composition, Condi-
tion, Observation, Pro-
cedure, MedicationState-
ment, Medication and
FamilyMemberHistory

Hong et al
[14]

mance evaluation by
precision, recall, and
F1-score

SNOMED CTq, RxNormr,

and ATCs

Colorectal
cancer

Precision, recall,
F1-score, and accura-
cy

NLP tools and UDPv data
sources

Unstructured reports
to structured reports
and synoptic report to
ACP, and ACP FHIR

model to CRFu

Mayo Clinic pa-
tients with col-
orectal cancer

and ACPt

Questionnaire and
QuestionnaireResponse

Zong et al
[21]

Random
notes from
EHR

Precision, recall, and
F1-score

NLP tools (cTAKES,
MedXN, MedTime), rule-
based approach, SNOMED

CT, CASw, RxNorm,
UIMA, and protégé

Unstructured EHR da-
ta to FHIR, structured
data to FHIR re-
source, and FHIR re-
sources to annotation
schemas

Medication data
from Mayo Clin-
ic’s EHR

MedicationStatementHong et al
[12]

Intensive
care

Openly available
MIMIC-IV database

to test FHIR-DHPz

ETLy framework and
Postgres

Raw hospital records

to AIx-friendly and
harmonized represen-

MIMIC-IV
database for vali-
dation

Patient, Encounter, Ob-
servation, Procedure,
MedicationRequest,
MedicationAdministra-
tion, and Condition

Williams et
al [15]

and syntactic valida-
tion of FHIR mapping

tation, and database
tables to FHIR stan-
dard

Pulmonary
Hyperten-
sion registry

Feasibility assessment
by computation time
and source data cover-
age in the target CDM

ETL process, XSLTab,
XPath, OMOP CDM,
SNOMED CT, LOINC,
ATC, and ICD-10

CSV file to FHIR
bundle collection,
source filed names to
standard terminology
(SNOMED CT,

German Pul-
monary Hyperten-
sion registry

Patient, Encounter, and
Observation

Fischer et
al [22]

LOINC, ATC, and

ICDaa-10) and source
data to OMOP schema

AsthmaComparison of gener-
ated data by the

CDM and FHIR PITacCDM to FHIRi2b2Patient, Encounter,
Condition, Procedure,

Pfaff et al
[23]

pipeline and equiva-Observation, Medica-
lent clinical data of

CDWHad warehouse

tionRequest, and Practi-
tioner

JMIR Med Inform 2024 | vol. 12 | e58445 | p.235https://medinform.jmir.org/2024/1/e58445
(page number not for citation purposes)

Tabari et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Use caseValidation and evalua-
tion

Standards, tools, terminolo-
gies, and models

Data transformation
and mapping

Data sourceFHIRa resourcesStudy

COVID-19Create test patients
and automated and
manual test

SNOMED CT, LOINC,

ICD-10-GMaf, ATC, CQL,
and ETL processes

Clinical data to FHIR,
structured query to
FHIR search, and
CQL requests

GECCOaeCondition, Observation,
Procedure, Medication-
Statement, Immuniza-
tion, DiagnosticReport,
and Specimen

Rosenau et
al [24]

CancerConventional 10-fold
cross-validation, AU-

ROCah, and AUPRCai

RDF, classification, ma-
chine learning and deep
learning, cTAKES,
MedXN, MedTime,
NLP2FHIR, bag of fea-
tures, Node2vec, ICD-9,
RxNorm, and LOINC

Clinical entries to
FHIR resources, FHIR

to RDFag

Mayo Clinic clin-
ical data ware-
house

Observation, Condition,
Medication, Family-
MemberHistory, and
Patient

Zong et al
[25]

Intensive

care (EDal

data)

Validation by open-
source FHIR server

(HAPIak FHIR) by
bundles

FSHaj, py mimic FHIR
package, PostgreSQL, and
SNOMED CT

MIMIC-IV to FHIRMIMIC-IVCodeSystem, ValueSet,
MedicationRequest,
MedicationDispense,
and MedicationAdmin-
istration

Bennett et
al [26]

Type 1 dia-
betes melli-
tus

Ontology is evaluated
(assessment of correct-
ness, consistency, and
completeness of ontol-
ogy knowledge) and
manual evaluation by
experts

FASTO ontology (using

FHIR, SSNap, BFOaq, and

CPGar), OWLas 2, WBAN,

CDSSat, Protégé, PHRau,
ISO IEEE 11073, LOINC,

SNOMED CT, UoMav,
FHRBase database, FHIR

RESTfulaw, OAuth2ax,

SPARQLay, D2RQ plat-

form, Jena APIaz, and Pal-
let and HermiT reasoners

RDBan to FHIR,
FHIR to RDB, EHR
data to FHIR, and di-
rect mapping of histor-

ical data to FASTOao

ontology

WBANam, pa-
tient profiles in
EHR, and manual
data sent by pa-
tients

Patient, Practitioner,
RelatedPerson, Observa-
tion, Condition, Ad-
verseEvent, AllergyIn-
tolerance, Location,
FamilyMemberHistory,
CarePlan, Goal, Nutri-
tionOrder, Medication,
MedicationRequest,
MedicationStatement,
Device, Encounter,
EpisodeOfCare,
CareTeam, and Proce-
dure

El-Sappagh
et al [27]

Cancer clini-
cal trials-col-
orectal

Precision, recall, and
F1-score

CRF, DMMba model, ETL
process, and topic model-
ing

Structured and unstruc-
tured data to FHIR-
based data profile and
directly-inherited data
element mapping

ACP and clinical
records of Mayo
Clinic’s patients

DiagnosticReport and
Observation

Zong et al
[28]

Ovarian can-
cer

Feasibility and adapt-
ability test using pub-
lic FHIR servers

Shiny web framework,
Shiny apps library, R
packages for FHIR data
visualization, HAPI FHIR
API, LOINC, ICD, and

CPTbb

Local code to standard
code, laboratory test
codes to LOINC
codes, and mapping
between local identi-
fiers and FHIR re-
source identifiers

Ovarian cancer
database, labora-
tory test database,
and CDM
database

Patient, Observation,
Condition, and Proce-
dure

Hong et al
[29]

Annotated
clinical notes

Evaluation with anno-
tation corpora, calcu-
lated precision, recall,
and F1-score

UMLSbc, SNOMED CT,
LOINC, RxNorm, NLP
tasks, support vector ma-
chine, annotation tools
(Knowtator and Anafora),
Protégé ontology editor,
and HAPI FHIR API

Source annotation
schemas and FHIR
annotation schema

Three annotated
corpora from
SHARPn project,
MedXN project,
and active
Mayo’s clinical
NLP project
(Family History
NLP Project)

Condition, FamilyMem-
berHistory, Procedure,
Observation, Medica-
tionStatement, and
Medication

Hong et al
[16]

Pediatric
muscu-
loskeletal
disorders

Qualitative feedback

collection and SUSbg
ETL processes, OMOP
CDM, OMOP-on-FHIR,

PostgreSQL, psqlbe,

SMARTbf on FHIR, and
Synthea Patient Generator

Map OMOP CDM
concepts to FHIR re-
sources by OMOP-on-
FHIR (a novel clinical
infrastructure)

SHCbd data
repositories and
Synthea Patient
Generator

Not definedMarteau et
al [30]

Maternal
health

User study and ques-
tionnaires, generate
requests and view re-
sponses

MongoDB, FHIR RESTful

web services, DAObj,
Google’s REST console
app

Data elements to
FHIR resources

MCHHJbh and

CRMHISbi

Patient, Observation,
Condition, and Practi-
tioner

Ismail et al
[31]
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Use caseValidation and evalua-
tion

Standards, tools, terminolo-
gies, and models

Data transformation
and mapping

Data sourceFHIRa resourcesStudy

PCRbm

SARS-CoV-
2 tests

Performance evalua-
tion (response time,
throughput, process
management time,
main memory storage,
secondary storage),
and usability test

HAPI FHIR libraries,

BPMNbk, Cawemo,
clinFHIR graphBuilder,

JWTbl, and MySQL

Minimum data set
fields to FHIR

UC Christus labo-
ratory

Patient, Specimen, Diag-
nosticReport, and Obser-
vation

Guinez-
Molinos et
al [32]

COVID-19
symptom
tracking

Not statedFHIR RESTful API, FHIR
Search API, Google’s
Flutter, Keycloak, HAPI

FHIR, AWSbn, Docker,
Postgres DB, JWT, and
Apache web server

Data elements to
FHIR

Requirement
analysis outputs
(undergraduate
students were
surveyed)

Patient, Organization,
Communication Con-
sent, Questionnaire,
QuestionnaireResponse,
and CarePlan

Burkhardt
et al [33]

Random
samples of
secure pa-
tient mes-
sages

F1-score to check the
consistency between
annotators

MetaMap, LDAbo, multi-
purpose Annotation Envi-
ronment, and FHIR defini-
tions

Biomedical text to
UMLS and patient se-
cure messages to hid-
den microconcepts

The web-based
patient portal at
the Mayo Clinic
Rochester

Patient, Practitioner,
RelatedPerson, Organi-
zation, HealthcareSer-
vice, Appointment, De-
vice, Encounter, Docu-
mentReference, Allergy-
Intolerance, Ad-
verseEvent, BodyStruc-
ture, Specimen, Proce-
dure, FamilyMember-
History, Observation,
Condition, Medication,
Immunization, Care-
Plan, ExplanationOf-
Benefit, and Account

De et al
[34]

Obesity and
random
notes from
discharge
summaries

Accuracy and
macroaveraged preci-
sion, F1-score, and re-
call

Deep learning models (text

GCNbp, GRUbq, and

CNNbr), scikit-learn, Ten-
sorFlow, Keras, text classi-
fication, NLP2FHIR
pipeline, cTAKES, and
SNOMED CT codes

Clinical text to FHIR
bundle

i2b2 2008 obesity
data set and
MIMIC III data
set

Condition, Procedure,
MedicationStatement,
FamilyMemberHistory,
Composition, and Bun-
dle

Liu et al
[35]

CancerCross-validation and
FHIR specifications

and IGsbv

UMLbt, (ICD-9 and ICD-
10) codes, LOINC, phe-
code, Forge editor, FHIR
profiling, cross- validation,
chi-square distribution as-
sociated allelic P value,

and KSbu test

Mappings of report
data to 3 data ele-
ments (patient clinic
number, name, and
date of birth) and
mappings between el-

ements of PheWASbs

profile and FHIR

Mayo Clinic’s
UDP (a clinical
data warehouse)

Observation, ConditionZong et al
[36]

Intensive
care

Using OMOP CDM-
based MIMIC-III data
set for system evalua-
tion and comparing
patient counts identi-
fied over MIMIC
database and virtual

CKGbz

OWL, Protégé, FHIR

ShExbw, FHIR RDF,

VKGbx (also known as

OBDAby), MIMIC-OMOP
ETL tool, OMOP CDM,
Ontop toolkits, SQL, and
SPARQL

OMOP to RDF map-
pings and OMOP-
FHIR mappings

MIMIC-III data
set (OMOP
CDM-based)

Patient, Encounter, Lo-
cation, Condition,
MedicationStatement,
Observation, Procedure,
Practitioner, and Con-
ceptMap

Xiao et al
[37]
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Use caseValidation and evalua-
tion

Standards, tools, terminolo-
gies, and models

Data transformation
and mapping

Data sourceFHIRa resourcesStudy

Neonatal
bilirubin
management

Feasibility check by
clinicians

EHR web services, FHIR
services, Authorization
services, SMART-on-
FHIR, native EHR FHIR
APIs, SNOMED, and
LOINC

Local codes to
LOINC, local codes
to standard codes, and

QUICKca to different
FHIR versions and
profiles

Epic EHRPatient, Encounter, Ob-
servation, Procedure,
and Related Person

Kukhareva
et al [38]

aFHIR: Fast Healthcare Interoperability Resources.
bEHR: electronic health record.
cOMOP: Observational Medical Outcomes Partnership.
dPCORnet: Patient-Centered Outcomes Research Network.
eHL7: Health Level 7.
fCDR: Clinical Data Repositories.
gCDM: Common Data Model.
hi2b2: informatics for integrating biology and the bedside.
iMIMIC: Medical Information Mart for Intensive Care.
jNLP: natural language processing.
kCQL: Clinical Quality Language.
lcTAKES: clinical Text Analysis and Knowledge Extraction System.
mMedXN: Medication Extraction and Normalization.
nPheKB: Phenotype Knowledge Base.
oUIMA: Unstructured Information Management Architecture.
pLOINC: Logical Observation Identifiers Names and Codes.
qSNOMED CT: Systemized Nomenclature of Medicine–Clinical Terms.
rRxNorm: medical prescription normalized.
sATC: Anatomical Therapeutic Chemical.
tACP: Australian Colorectal Cancer Profile.
uCRF: case report form.
vUPD: Unified Data Platform.
wCAS: Common Analysis System.
xAI: artificial intelligence.
yETL: Extract, Transform, and Load.
zDHP: Data Harmonization Pipeline.
aaICD: International Classification of Diseases.
abXSLT: Extensible Stylesheet Language Transformations.
acPIT: Patient data Integration Tool.
adCDWH: Carolina Data Warehouse for Health.
aeGECCO: German Corona Consensus Dataset.
afICD-10-GM: International Classification of Diseases–German Modification.
agRDF: Resource Description Framework.
ahAUROC: Area Under the Receiver Operating Characteristic Curve.
aiAUPRC: Area Under the Precision-Recall Curve.
ajFSH: FHIR Short Hand.
akHAPI: HL7 application programming interface.
alED: emergency department.
amWBAN: Wireless Body Area Network.
anRDB: Relational Database.
aoFASTO: FHIR And Semantic Sensor Network based Type 1 diabetes Ontology.
apSSN: Semantic Sensor Network.
aqBFO: Basic Formal Ontology
arCPG: clinical practice guideline.
asOWL: Web Ontology Language.
atCDSS: Clinical Decision Support System.
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auPHR: personal health record.
avUoM: units of measurement.
awREST: Representational State Transfer.
axOAuth: open authorization.
aySPARQL: SPARQL Protocol and RDF Query Language.
azAPI: application programming interface.
baDMM: Dirichlet multinomial mixture.
bbCPT: Current Procedural Terminology.
bcUMLS: Unified Medical Language System.
bdSHC: Shriner’s Children.
bepsql: a terminal-based front end to PostgreSQL.
bfSMART: Substitutable Medical Apps and Reusable Technology.
bgSUS: System Usability Scale.
bhMCHHJ: Maternal and Child Health Handbook in Japan.
biCRMHIS: Common Requirements for Maternal Health Information Systems.
bjDAO: Data Access Objects.
bkBPMN: Business Process Model and Notation.
blJWT: JSON Web Token.
bmPCR: polymerase chain reaction.
bnAWS: Amazon Web Service.
boLDA: latent Dirichlet allocation.
bpGCN: graph convolutional network.
bqGRU: Gated Recurrent Unit.
brCNN: Convolutional Neural Network.
bsPheWAS: Phenome-Wide Association Studies.
btUML: Unified Modeling Language.
buKS: Kolmogorov–Smirnov.
bvIG: implementation guide.
bwShEx: Shape Expressions Language.
bxVKG: virtual knowledge graph.
byOBDA: Ontology-Based Data Access.
bzCKG: Clinical Knowledge Graph.
caQUICK: Quality Improvement and Clinical Knowledge.

Static Data Models
Static models do not follow a sequential or linear flow of data
processing; instead, they capture and integrate data in broader
aspects and mainly consider data mappings rather than the flow
of data. These models are more likely to focus on capturing
relationships between variables. They focus on the

representation and organization of data within the FHIR standard
without necessarily addressing the dynamic aspects of data flow
or processing. Out of 31 included articles, 6 (19%) studies were
related to the development of static data models. Table 2
summarizes the important information of the articles that
presented these data models.
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Table 2. Static models.

Use caseValidation and
evaluation

Standards, tools, termi-
nologies, and models

Data transformation
and mapping

Data sourceFHIRa resourcesStudy

Cancer sur-
vivorship

Mapping possibili-
ties check

SNOMEDc, and LOINCdMap data elements
to FHIR resources

Patient medical

records, PGDb
Observation, Device,
Questionnaire, Question-
naireResponse, Family-

González-
Castro et al
[10] (colon and

breast can-
cers)

MemberHistory, Allergy-
Intolerance, Patient, Pro-
cedure, MedicationState-
ment, Condition, and En-
counter

Cardiovascu-
lar

Expert panelCPOE, DigiSurvey plat-
form

Data elements to
FHIR

CPOEe systems,
Shafa Hospital (Ker-
man, Iran)

Patient, Observation,
Condition, Medication,
ServiceRequest, and
Practitioner

Montazeri
et al [39]

Family plan-
ning and sexu-

Iterative validation
of mappings to

ICD-10, SNOMED CT,

LOINC, RxNorm, IGj,

UMLSk, and IPSl

Data mappings to
FHIR and semantic
terminologies

(ICDg-10,

DAKf data dictionar-
ies that contain core
data elements for
recommendations

AllergyIntolerance, Ap-
pointment, CarePlan,
Communication, Condi-
tion, Consent, Cover-
ageEncounter, Healthcare-

Shivers et
al [40]

ally transmit-
ted infections

identify discrepan-
cies gaps, and er-
rors

SNOMED CTh,about family plan-
ning and sexuallyService, Medication,

MedicationAdministra- LOINC, and

RxNormi)
transmitted infec-
tionstion, MedicationState-

ment, Observation, Pa-
tient, Practitioner, Proce-
dure, and ServiceRequest

OncologyFHIR validator to
validate FHIR pro-
files

ICD-10, ICD-O-3o,

TNMp, Forge, Simplifier,
FHIR validator,

FHIR data elements
to corresponding

ADTn and ISO stan-
dard (11179-3
fields)

DKTKmPatient, Organization,
Condition, Clini-
calImpression, Ser-
viceRequest, Encounter,
Observation, Procedure,
and MedicationRequest

Lambarki
et al [41]

clinFHIR, LOINC,
ADT/GEKID schema,

and OIDq

Evidence-
based CPG

Implementation of
a recent COVID-

EBMonFHIR, CPGs-on-

FHIR, FSHt, SUSHIu,

Model’s items to
FHIR resources, in-
formation model to

Members of the
COVID-19 evidence
ecosystem project
(CEOsys)

Composition, Evidence-
Variable, PlanDefinition,
ActivityDefinition, Cita-
tion, ArtifactAssessment,
Evidence, and Group

Lichtner et
al [42]

recommenda-
tions, COVID-
19 intensive
care patients’

19 guideline recom-
mendation to evalu-
ate EBMonFHIR-
based guideline
representation

HL7v FHIR IG Publisher
tool, FHIR core artifacts,

GRADE EtDw frame-

work, PICOx framework,

EBMonFHIRr re-
sources

guideline
(evaluation
phase)

Cochrane PICO ontolo-
gy, SNOMED CT,

LOINC, ICD-10, ATCy,

UCUMz, CEOsys, FE-

vIRaa platform

Genetic labora-
tory tests

Not mentionedFHIR profiling, (FHIR

CG IG STU1ac)

Genetic laboratory
test reports to

KDEsab- KDEs to
FHIR specification

Sample reports from
ARUP laboratory
portal

Patient, Practitioner,
PractitionerRole, Organi-
zation, RiskAssessment,
Task, ServiceRequest,
MedicationRequest,

Khalifa et
al [43]

CarePlan, De-
viceRequest, Nutri-
tionOrder, SupplyRe-
quest, Questionnaire

aFHIR: Fast Healthcare Interoperability Resources.
bPGD: patient-generated data.
cSNOMED: Systemized Nomenclature of Medicine.
dLOINC: Logical Observation Identifiers, Names, and Codes.
eCPOE: computerized physician order entry.
fDAK: Digital Adaptation Kit.
gICD: International Classification of Diseases.
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hSNOMED CT: Systemized Nomenclature of Medicine–Clinical Terms.
iRxNorm: medical prescription normalized.
jIG: implementation guide.
kUMLS: Unified Medical Language System.
lIPS: International Patient Summary.
mDKTK: German Cancer Consortium.
nADT: Association of Comprehensive Cancer Centres (German).
oICD-O: International Classification of Diseases for Oncology.
pTNM: Tumor, Node, Metastasis.
qOID: object identifier.
rEBMonFHIR: Evidence-Based Medicine on Fast Healthcare Interoperability Resources.
sCPG: clinical practice guideline.
tFSH: FHIR Short Hand.
uSUSHI: SUSHI Unshortens Short Hand Inputs.
vHl7: Health Level 7.
wGRADE EtD: Grading of Recommendations Assessment, Development and Evaluation Evidence to Decision.
xPICO: Population, Intervention, Comparison and Outcome.
yATC: Anatomical Therapeutic Chemical.
zUCUM: Unified Code for Units of Measure.
aaFEvIR: Fast Evidence Interoperability Resources.
abKDE: Key Data Elements.
acFHIR CG IG STU1: FHIR Clinical Genomics Implementation Guide–Release 1.

Medical Use Case–Specific Summary of Papers
In this phase, we tried to maintain the medical domain
consistency in summarizing the articles, and there may be some
overlaps between the categories of each article’s health care
domain. In the following sections, the included papers are
summarized and ordered by specific medical use cases and
health care applications.

Chronic Diseases
A standard-driven methodology called Clinical Quality
Language (CQL) 4NLP was developed to integrate a collection
of NLP extensions represented in the HL7 FHIR standard, into
the CQL to enhance EHR-driven phenotyping. Using the FHIR
standard, specifically the FHIRPath system, enhanced metadata
handling and querying by allowing the integration of
NLP-derived metadata (such as hypotheticals and negation)
into queries. The use case of this research was obesity
comorbidities [20]. Another study in the obesity domain used
a normalization pipeline to automatically analyze and understand
the information in medical records. This FHIR-based approach
could detect different sections of medical records and identify
important concepts and states of obesity using discharge
summaries. The methodology enhanced precise data extraction
and portable EHR phenotyping [13]. A similar approach was
followed to conduct a case study with obesity data sets. The
objective was to predict this condition and the related
comorbidities. The sample of adults was categorized into 2
groups called obesity and nonobesity considering their BMI.
The design allowed the sharing of deidentified data because
only higher-level concepts from knowledge bases and clinical
ontologies were included in the FHIR components [35].

In another study, heterogeneous data from a pulmonary
hypertension registry were integrated into the Observational

Medical Outcomes Partnership–Common Data Model (OMOP
CDM) data standard. Common parameters were first identified
and mapped to Logical Observation Identifiers Names and
Codes (LOINC) and Systemized Nomenclature of
Medicine–Clinical Terms (SNOMED CT) as standard
terminologies. Extracted data in the form of FHIR bundles were
then transformed to OMOP CDM using the Extensible
Stylesheet Language Transformations (XSLT). The researchers
claimed that FHIR bundles and XSLT can be efficiently and
simply used as components of an Extract, Transform, and Load
(ETL) process, which can eventually increase data
interoperability and applicability [22]. The goal of another
research in this area was to map source variables and the value
sets to FHIR data elements. The researchers developed a tool
called Clinical Asset Mapping Program for FHIR to read
Common Data Models (such as informatics for integrating
biology and the bedside and Patient-Centered Outcomes
Research Network data models) and map the items to FHIR.
Using FHIR as a Common Data Model can enhance
collaboration, interoperability, and data sharing among health
care centers. The clinical use case in the mentioned study was
“Asthma” [23].

OMOP-on-FHIR is a technology to convert data elements in
OMOP CDM format to the FHIR standard. The researchers
used this framework to implement 2 apps to facilitate cohort
administration in the context of pediatric musculoskeletal disease
research. Accordingly, FHIR can facilitate data access from
OMOP CDM databases, support practical integration into health
care systems, and enable the development of interoperable
clinical applications [30]. For type 1 diabetes mellitus, research
presented an ontology-based Clinical Decision Support System
based on FHIR and Semantic Sensor Network-Based Type 1
Diabetes Ontology (FASTO). The researchers integrated the
FHIR standard, clinical practice guidelines (CPGs), Basic
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Formal Ontology, and Semantic Sensor Network and
implemented a cloud-based interoperable mobile health system
for monitoring and managing patients with this condition.
Broader adoption and seamless integration within existing EHRs
can be achieved through using FHIR and ontology semantics
[27]. A multimethod approach involving the development of a
Minimum Data Set for cardiovascular computerized physician
order entry was presented in another study. The researchers
identified and classified critical data elements by reviewing the
content of medical records and then mapped them to the FHIR
standard. The FHIR standard was used to maintain
interoperability between EHR and computerized physician order
entry, which can eventually avoid duplicate data entries and
redundancies [39].

COVID-19 and Infectious Diseases
In the context of COVID-19, clinical data across sites were
federated by maintaining a single master patient identifier and
consistent demographic information. In addition, this proposed
methodology was used to distribute data across networks and
maintain common data elements, such as mortality status and
social determinants of health data. In the aforementioned
approach, the data were loaded into an FHIR Clinical Data
Repository, which finally produced real-time linked repositories,
including FHIR, OMOP, and Patient-Centered Outcomes
Research Network. The researchers found that using FHIR as
the initial canonical data model and FHIR subscription protocols
for transformation and synchronization of multiple data models
has potential benefits for health care research, including the
automated creation of research data marts for COVID-19
research [9]. An interoperable platform based on the FHIR
standard was developed for convenient reporting and sharing
of the polymerase chain reaction SARS-CoV-2 tests across
countries. The aim was to create a Minimum Data Set for the
tests, followed by modeling associated processes and end points.
Implementation continued with standards and interoperability
design, software development, testing, and implementation [32].
Another COVID-19–related tool called StayHome was
developed for collecting patient-reported outcomes. This
reusable mobile app was designed to collect COVID-19
symptoms and share them with health care organizations. The
FHIR standard was used to ensure interoperability [33]. In
another study on COVID-19, the automatic generation of
research ontologies through a terminology server and FHIR
profiles was analyzed. The researchers also investigated the
process of translating user inputs into FHIR queries. On the
basis of the results, it is possible to automatically generate
mapping files and ontologies for FHIR-based data and profiles
[24]. FHIR-based and evidence-based CPG recommendations
for patients with COVID-19 were outlined in another approach.
Iterative consensus-based mapping of model elements and links
to FHIR correspondences along with modeling of
recommendations were covered in the mentioned framework.
According to the CPG-on-FHIR architecture, the generated
guideline recommendations were represented using FHIR
profiles. Using this FHIR-based architecture facilitates the
creation of computerized guidelines and their seamless
integration into EHR systems [42]. In the fields of family
planning and sexually transmitted infections, the researchers

structured data dictionaries to improve the mapping procedures
to FHIR and multiple terminologies, such as the International
Classification of Diseases 10th Revision. The corresponding
FHIR resources and codes were then identified and mapped to
each data dictionary term. The goal was to prepare inputs
(mappings and data dictionaries) for an implementation guide
(IG) generation tool and enhance the creation of
machine-interpretable guidelines [40]. To clarify, FHIR IG is
a collection of guidelines and rules designed to facilitate the
adaptation of profiles to align with specific care contexts and
promote the standardization of information exchange [44].

Cancer Research
In the context of research in cancer clinical trials, FHIR-based
pipelines can be used to automatically populate the case report
forms (CRFs). The Electronic Data Capture framework was
developed in a study to model colorectal cancer trials as a case
study. With this strategy, real-world trials can be supported
using EHR data [21]. Classification of cancer types and
prediction of cancers from unknown primaries were the aims
of another research in this field. In the mentioned study [25],
genetic data elements (from the oncology reports of patients
with cancer) and the associated phenotyping data (from an EHR)
were extracted. Researchers presented a network-based
infrastructure that modeled the EHR and genetic data with FHIR
and Resource Description Framework (RDF) to enhance cancer
prediction. In this respect, the performance of different machine
learning and deep learning techniques was compared and
analyzed [25]. In a paper related to colorectal cancer, data
elements were extracted from the CRFs of cancer clinical trials
using a data population application. The information was then
mapped to an equivalent element in the FHIR cancer profile
[28]. An interactive statistics and analysis platform called Shiny
FHIR was implemented for ovarian cancer. The system included
related R packages (R Foundation for Statistical Computing),
FHIR resources, and Shiny (a web application framework). In
the FHIR data modeling phase, the ovarian cancer data elements
were mapped to corresponding FHIR resources. On the basis
of the findings, Shiny can be used in parallel with FHIR to
perform interactive analysis [29]. Another interoperable data
model called Cancer Survivorship Interoperable Data Elements
(CASIDE) was developed in the context of cancer survivorship.
The researchers defined data elements and then mapped them
to the corresponding FHIR resources. Patient information was
illustrated by a collection of FHIR resources to enhance
secondary use and sharing of medical data. The research
declared the benefits of using FHIR-based models in conjunction
with machine learning techniques. In addition, data entry tools
can be seamlessly integrated with FHIR-based EHRs [10]. A
harmonized data model was also developed in the context of
cancer research based on FHIR. German cancer care providers
are generally required to report patient data to cancer registries
using a specific schema called ADT/GEKID. Therefore, in the
mentioned research, the XML representation was compared to
the extended version in the German Cancer Consortium
(DKTK), and a codification of the cancer life cycle was created.
The DKTK FHIR-based data model was represented, and the
FHIR resources were identified. Other oncology FHIR profiling
efforts were analyzed for reuse in DKTK. It was proved that
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multiple health care domains can be efficiently modeled using
the FHIR standard and that using embedded mapping
annotations, FHIR can be smoothly integrated with other
standards [41]. The integration of genetic data from
heterogeneous sources, including EHR data and genetic reports,
was provided using another FHIR-based data model. The
objective was to enable the validation of the Phenome-Wide
Association Studies results across different institutions using
the FHIR-based data profile. The researchers used the developed
model to identify cancer genotype-phenotype associations,
followed by validation of the associations according to a
literature review [36].

Random and General Medical Notes
The modeling capability of a data normalization pipeline
(NLP2FHIR) was assessed in a study focusing on core clinical
resources and unstructured EHR data. The researchers attempted
to integrate the unstructured elements to develop an FHIR-based
model that successfully standardized the annotated corpora [14].
Another framework was designed to integrate unstructured and
structured data into an interoperable format by implementing
an NLP-based pipeline using the FHIR-type system. On the
basis of the results, the model facilitates the integration of
NLP-driven EHR data into a standard FHIR format, supports
diverse NLP tools, and provides strong extension capacities
[12]. A framework presented in another research for
standardizing heterogeneous annotation corpora included 2 main
modules (automatic schema mapping module and expert-based
annotation and verification module). The system used annotated
clinical notes and proved that using FHIR with this kind of
heterogeneous data can enhance data reuse as well as integration
in medical NLP research [16]. A data model in the context of
secure patient messages was developed based on FHIR concepts
(related to base, foundation, clinical, and financial categories).
The objective was to define significant information contained
in these sources. After annotating the sentences and creating a
huge corpus, the researchers extracted hidden topics related to
3 microconcepts (fatigue, patient visit, and prednisone as highly
discussed topics) through topic modeling. The presented data
model could distinguish critical concepts in messages and can
be used to identify other narratives on multiple platforms [34].

Acute or Intensive Care
In the field of intensive care, researchers aimed to convert the
Medical Information Mart for Intensive Care (MIMIC)-IV
database elements to FHIR. This database contains patient data
from intensive care departments. To support the use of
MIMIC-IV on FHIR, a resource demo and a FHIR IG were also
created. The benefits of using the FHIR data model are claimed
to be its extensive details, which facilitate mappings and
conversions of data elements [26]. A FHIR Data Harmonization
Pipeline was developed in another study based on an ETL
framework. The harmonization of EHR data was performed in
5 phases, including querying the hospital database, mapping
the retrieved data to the FHIR format, validating the mapping,
transferring the FHIR resources to the patient model database,
and exporting the data to the JSON format. Consequently, raw
clinical records were transformed into AI-friendly and
harmonized representations of data because the hierarchical

structure of FHIR may not be sufficiently accessible and
standard for AI frameworks. The data could then provide the
fast and generic integration of cohort identification methods,
facilitating big data processing [15]. In an application for the
management of bilirubin in neonates, custom FHIR interfaces
were included. After extensive intrainstitutional use, several
strategies were explored to modify the app for cross-institutional
transfer. Adapting the app for cross-institutional dissemination
included clinician-specific implementation using custom FHIR
application programming interfaces (APIs), gathering user
feedback, differentiating functionality based on FHIR
capabilities, implementing gradual replacement with native
FHIR interfaces, and using the HL7 Quality Improvement and
Clinical Knowledge (QUICK) logical data model for mapping
to different FHIR versions and profiles [38]. The QUICK model
encapsulates specific details of FHIR (eg, the differences
between elements and extensions), enabling a more focused
approach to the attributes and classes. This allows for the logical
data model specifications to be identified with greater clarity
[45]. Another research focused on knowledge graphs (KGs) and
semantic modeling. In the mentioned research, the relational
databases of the OMOP were used to develop the
FHIR-Ontop-OMOP system. The aim was to generate virtual
KGs from the databases. The generated KGs were evaluated
for the accuracy of data transformation and compatibility with
FHIR RDF using an intensive care data set (including
medications, vital signs, observations, survival data, and so on).
This semantic system could fully represent an OMOP database
as an FHIR-compliant representation using KGs, thus enhancing
the interoperability of OMOP CDM and FHIR [37].

Other Conditions
A study aimed at implementing a maternal health record system
with a data access model based on RESTful web services. In
the proposed data model, important data elements were mapped
to FHIR resources. Maintaining the related data as FHIR
resources enhanced interoperability, efficient data exchange,
and evidence-based decision-making [31]. Another article dealt
with genetic laboratory tests. The researchers aimed to map the
test elements to FHIR format based on an IG. FHIR clinical
genomic IG is a beneficial and almost comprehensive tool for
sharing genetic test results [43].

Technical Approaches

Overview
Concerning developing data models or infrastructures using the
FHIR standard, several tools have been used in the reviewed
research articles. This section summarizes the important or
common tools and approaches. These items include FHIR-based
tools and frameworks, machine learning approaches, and data
storage and security.

FHIR-Based Tools and Frameworks

NLP2FHIR Pipeline

In the field of NLP, there is a FHIR-related clinical data
normalization pipeline called NLP2FHIR for EHR data
modeling. This pipeline can be used to standardize and integrate
structured and unstructured data stored in EHRs. In other words,
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it can make unstructured EHR data consistent and integrate it
with structured data. This procedure facilitates portable
EHR-driven phenotyping and large-scale data-driven analytics.
Several studies used NLP tools as part of the data model’s
implementation. The NLP2FHIR pipeline was used in 5 articles
[13,14,20,25,35]. As shown in Figure 2, this pipeline receives
the EHR data in various formats (structured, semistructured,
and unstructured) as input. The pipeline itself uses the
FHIR-type system as well as NLP tools. The binaries required

to run this pipeline are MedTagger, clinical Text Analysis and
Knowledge Extraction System (cTAKES), MedTime,
Medication Extraction and Normalization (MedXN), and Unified
Medical Language System Vocabulary and Terminology
Service. The raw clinical data are then transformed into FHIR
bundles. Phenotypes can be created based on FHIR bundles,
and finally, the FHIR-based data are easily integrated into EHR
systems [46].

Figure 2. NLP2FHIR data normalization pipeline and its applications [46]. cTAKES: Clinical Text Analysis and Knowledge Extraction System; EHR:
Electronic Health Record; FHIR: Fast Healthcare Interoperability Resources; MedXN: Medication Extraction and Normalization; ML: Machine Learning;
NLP: Natural Language Processing.

To elaborate more, MedTagger is an open-source NLP pipeline
that underpins the implementation and handling of unstructured
clinical data. The system differentiates between general NLP
processes and task-specific NLP knowledge, enabling experts
to directly encode clinical information using relevant terms and
phrases [47]. cTAKES is another open-source NLP system that
extracts free-text and narrative information from EHRs and
enables semantic processing of this information. It is developed
based on the OpenNLP toolkit and a framework called
Unstructured Information Management Architecture [48].
MedTime is a hybrid framework containing both machine
learning and rule-based approaches for the extraction of
temporal information from unstructured clinical text. This
system has a high performance in recognizing temporal
expressions and clinical incidents [49]. MedXN is a system for
extracting pharmaceutical information from clinical notes,
making it compatible with RxNorm representation with high
accuracy [50]. Unified Medical Language System Vocabulary
and Terminology Service enables the interaction of the Unified
Medical Language System and the different source vocabularies
[51].

Using this pipeline, the data contained in discharge summaries
can be transformed into FHIR resources [13]. In addition,
normalization and mapping rules as well as NLP-based FHIR
extensions can be implemented through NLP2FHIR. It is proven
that this pipeline can be a practical tool for modeling
unstructured data to eventually integrate the structured elements
into models [14]. When NLP-derived artifacts are stored as
FHIR extension metadata fields through NLP2FHIR, these

elements can be seamlessly incorporated into queries. This
integration supports more comprehensive and precise querying
by including clinically relevant metadata extracted from
unstructured data [20]. In a study conducted by Zong et al [25],
each entry in family history records was processed by the
NLP2FHIR pipeline, which involved identifying and
normalizing medical concepts with MedXN, cTAKES, and
MedTime tools. Liu et al [35] followed a workflow of tokenizing
documents from 2 data sets and improved the embedding
performance by preprocessing (eg, removing less frequent words
as well as stop words). The JSON-formatted FHIR resources
from the NLP2FHIR pipeline were then transferred into
token-like representations categorized into FHIR resources and
bundles. cTAKES was also used for concept normalization. The
researchers compared the performance of models based on the
information in this pipeline with models with original texts.

Substitutable Medical Apps, Reusable Technology–on-FHIR

This specification can be used for data and security requirements
for health-related applications. Substitutable Medical Apps,
Reusable Technology (SMART)-on-FHIR defines a workflow
of secure requests for data access, as well as receiving and using
that data [52]. In other words, this specification is a framework
that includes web standards that are used to define health
applications based on the FHIR-based data stored in an FHIR
server. Marteau et al [30] developed a SMART-on-FHIR
application, including a query and an upload page to enhance
data organization and accessibility. The research highlights that
clinicians and health care professionals can query health care
applications through FHIR APIs [30]. The applications
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containing SMART-on-FHIR can interact and integrate with
EHR systems through APIs and provide efficient “plug and play
interoperability.” Kukhareva et al [38] discussed the balance
between portability and functionality of SMART on the FHIR
applications and how the developers should consider this
balance. A comprehensive approach with the integration of
user-centered and technical methods is needed to optimize this
balance.

Evidence-Based Medicine–on-FHIR and CPG-on-FHIR

Evidence-Based Medicine–on-FHIR (EBMonFHIR) is a
knowledge asset project on FHIR resources for EBM. The
objective of EBMonFHIR is to offer interoperability for people
who generate, analyze, synthesize, disseminate, and implement
clinical evidence and CPGs [53]. CPG-on-FHIR is an IG that
uses FHIR resources to build computable and interoperable
representations of clinical guideline contents [54]. Lichtner et
al [42] developed an IG that used the resources developed by
EBMonFHIR to represent primary evidence and the
evidence-to-decision process. These resources were eventually
integrated into the CPG-on-FHIR framework. Both
EBMonFHIR and CPG-on-FHIR are supported by the HL7
Clinical Decision Support staff and represent different aspects
of evidence-based guideline recommendations. The former
focuses on the justification aspects of the recommendations,
while the latter focuses on the implementation aspects of the
recommendations.

clinFHIR

clinFHIR is a web-based, open-source educational environment
that also allows developers to create or search FHIR-based
resources [55]. ClinFHIR graphBuilder is used to model the
relationships between resources. This tool also assembles
resource instances into a graph with related resources to specify
a scenario using FHIR [32]. Accordingly, the structure of models
can be visualized using clinFHIR software [41].

HL7 Application Programming Interface FHIR

HL7 API (HAPI) FHIR is a comprehensive implementation of
FHIR in the Java language [56]. The API is available for both
FHIR clients and servers [57]. Several studies used HAPI FHIR
in the data model implementation process. Bennett et al [26]
used the HAPI FHIR server in the process of validation, bulk
export, and writing data to NDJSON files. Hong et al [29] used
the API to put ovarian cancer data into FHIR resources. They
also used the client API to upload structured FHIR data elements
to the FHIR server. HAPI was one of the test servers that was
used to assess data quality and server stability. The API can
also be used in the NLP domain. Hong et al [16] used HAPI
FHIR for annotation serialization; they converted the annotations
to FHIR XML and JSON formats that were eventually
represented in an FHIR-consistent format. The HAPI FHIR
resource validator API was also used to validate the resources
for compliance with the FHIR specification. In the model
presented by Guinez-Molinos et al [32], the HAPI FHIR
database was used to store resources, and the HAPI server was
responsible for the interoperability layer of the model. The HAPI
libraries were also used to construct resources, messages, and
end points. For persistent storage of FHIR-based data and as an
API server, Burkhardt et al [33] used HAPI FHIR V4.2.0. HAPI

generally offers standard functionalities, such as create, read,
update, and delete APIs, along with specialized domain-specific
tools, including CQL. This capability enables developers to
concentrate more on the specific needs of their app.

Machine Learning Approaches
Apart from the use of the NLP2FHIR pipeline discussed in the
previous section, some other articles used simple NLP tools and
algorithms to convert unstructured data into structured data
elements adhering to a specific schema for better data
description [21]. Hong et al [12] used Unstructured Information
Management Architecture NLP tools such as MedXN and
MedTime in the normalization phase to enhance interoperability.
MedXN was used to extract medication extraction concepts,
and MedTime was used to extract FHIR-defined temporal
elements. Separate NLP extraction modules were developed to
extract information directly from free text for those entities that
cannot be extracted by current NLP tools. In a classification
system developed by Hong et al [13], 4 machine learning
algorithms, including support vector machine (SVM), random
forest, logistic regression, and decision tree, were implemented
to train the classifiers of the disease prediction module; the
features that were used by the system were extracted from FHIR
resources as well as terminology extensions. Among all
methods, the random forest approach had the best performance.
Zong et al [25] analyzed some deep learning and machine
learning backbone models to compare the performance of cancer
prediction. The bag of features (or bag of words) was used in
their research based on the values of attributes in the FHIR
model. A graph embedding method called Node2vec was used
to learn the patient’s features (a vector). Generally, 3 methods
of feature generation were compared, including the bag of
features, Node2vec, and the bag of features combined with
Node2vec. Moreover, 7 classification algorithms were analyzed
and compared (random forest, logistic regression, naive Bayes,
deep neural network, SVM, graph convolutional network
[GCN], and convolutional neural network). Node2vec+bag of
features and random forest classifier showed the best
performance. To analyze the potential of integrating the
unstructured FHIR data representations into deep learning
methods, Liu et al [35] used Gated Recurrent Unit, CNN, Text
GCN on NLP2FHIR inputs, and raw text. The results highlighted
that the best performance was achieved by using the Text GCN
classifier in NLP2FHIR input. Therefore, this combination can
enhance interoperable EHR phenotyping.

In the data model presented by Zong et al [28], NLP tools were
used to provide structured data for the ETL process from
unstructured data (such as surgical reports). To cluster each
patient in the patient subgrouping process, a model called
Dirichlet Multinomial Mixture was used. In the Dirichlet
Multinomial Mixture model, one document represents a single
topic, which makes it suitable for clustering short texts. The
genetic relationship extractor that was developed by Hong et al
[16] used SVM as a learning model; the goal was to extract the
“FamilyMemberHistory.relationship” FHIR element. Eventually,
the NLP performance of the corpora was analyzed. On the basis
of the results, an NLP engine can be developed on a pooled
corpora that offers enough annotations to train a model. To learn
the concealed topics of patient messages, De et al [34] used
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latent Dirichlet allocation, an unsupervised topic-learning model.
It was claimed that latent Dirichlet allocation is effective in
finding common topics with well-known terms but, at the same
time, tends to overlook less frequent yet important topics in
patient messages.

Data Storage and Security
Several studies used PostgreSQL (also known as Postgres) as
the database management system [15,26,30,33]. This system is
an SQL-based open-source relational database management
system that is compatible with JSON document storage. In the
study of Williams et al [15], data storage was based on FHIR
resource type, and each resource was mapped to a separate
JSON structure. Bennett et al [26] used the MIMIC-IV database;
the data contained in the data source was loaded into Postgres
and the HAPI FHIR server. The data elements were then mapped
to JSON within that system. The research indicated a substantial
increase in storage requirements when data is converted to FHIR
and further when inserted into HAPI FHIR. Specifically, the
HAPI FHIR format required significantly more storage space
compared to the basic relational structure. To store the “OMOP
CDM database” generated by the Synthea synthetic patient
generator, Marteau et al [30] used Postgres. The database was
then modified to incorporate additional data needed for
OMOP-on-FHIR. A PostgreSQL client application (psql) was
subsequently used to interact with the database.

Burkhardt et al [33] also used this system along with the Apache
web server in their proposed architecture. By contrast, Ismail
et al [31] used MongoDB (NoSQL, or nonrelational data
storage) for efficient data record manipulation processes.
MongoDB can conveniently handle JSON structure, which is
the format of the FHIR resources sent and received by servers.
Using MongoDB provides a straightforward transformation of
JSON objects into JSON documents, making storage and
management more efficient. The database can handle FHIR
resource searches based on specified criteria. This is facilitated
by the MongoDB Data Access Object component that is
responsible for validating the JSON strings received from
clients.

Some researchers implemented OAuth for security purposes
[27] and used Keycloak as an identity provider [33]. JSON Web
Token was also used in other studies [32,33] to provide
authentication services. This token securely shares information
between end points by a JSON object.

Resource Frequencies
Table 3 illustrates the frequency of each resource in the included
articles. It should be mentioned that in this section, we only
discuss the official base FHIR resources, and the items mainly
considered as profiles, extensions, or domain-specific resources
are not illustrated here (eg, “LabTest, Imaging, Referral, Risk,
CoverageEligibility, ClaimPayment, ProcedureRequest, Dosage,
and DeviceUseStatement” [27,34,38,40]).

Table 3. Frequency of Fast Healthcare Interoperability Resources (FHIR) resources mentions in the included articles (n=31).

Articles, n (%)FHIR resources

21 (68)Observation

19 (61)Condition

18 (58)Patient

16 (52)Procedure

11 (35)Encounter

10 (32)MedicationStatement

8 (26)FamilyMemberHistory and Practitioner

7 (23)MedicationRequest and Medication

5 (16)Composition and CarePlan

4 (13)MedicationAdministration, Questionnaire, AllergyIntolerance, Organization, and ServiceRequest

3 (10)QuestionnaireResponse, DiagnosticReport, Specimen, RelatedPerson, Device

2 (6)ValueSet, Immunization, AdverseEvent, Location, NutritionOrder, Communication, Consent, HealthcareService, and
Appointment

1 (3)CodeSystem, MedicationDispense, Goal, EpisodeOfCare, CareTeam, DocumentReference, BodyStructure, Explana-
tionOfBenefit, Account, Coverage, ClinicalImpression, EvidenceVariable, PlanDefinition, ActivityDefinition, Citation,
ArtifactAssessment, Evidence, Group, Bundle, ConceptMap, PractitionerRole, RiskAssessment, Task, DeviceRequest,
and SupplyRequest

Publication Distribution
Figure 3 illustrates the distribution of included studies according
to the publication year. As shown in the figure, the year 2021
encompassed the highest number of publications.
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Figure 3. Yearly distribution of reviewed articles.

Limitations and Challenges of Developing Data Models

Overview
Data model development can present many challenges and
constraints arising from issues of data integration,
interoperability, standardization, performance, scalability,
generalizability, etc. In this section, we discuss the significant
challenges and limitations identified in the reviewed papers,
which researchers should take into account when developing
FHIR-based data models and architectures. It is worth noting
that there would be overlaps in the categorization of limitations
and challenges.

Data Integration
It is the process of combining data from multiple sources and
creating a unified data set. The initial stage of working on data
analysis, reporting, and forecasting is data integration [69].

Regarding data integration, the problems mentioned in the
analyzed papers include requiring some manual ETL processes
[9], manual download of FHIR resources [12], reproducibility
issues [20], maintaining robustness [9,20], using only 2 data
sets and information loss [13], challenging content normalization
[14], single CRF with limited data elements and inadequate
questions [21], quality and completeness of the database
documentation and nonautomatic concept recognition and
considerable data preparation process [15], using incomplete
synthetic database [30], no data curation during transformation,
bias in database [26], storage space costs [26,33], maintaining
inadequate aspects of data [27], synchronization issues and
hard-coded mapping [22], privacy and confidentiality issues
and limited corpora reuse [16], ignoring continuous changing

of values over time [25], lack of comprehensive use of health
care records due to lack of education and awareness [31],
mapping rules based on only 2 use cases and not including
information about generic data [10], manual FHIR mapping
and reviewing data of only 1 setting [39], the requirement to
implement a structured information model to an existing data
dictionary [40], issues with ADT data set as a national reference
(completeness and accuracy) [41], and no robust mapping [37].

Interoperability
Interoperability issues are related to the limitations in the
seamless transfer and exchange of information between medical
systems or applications [70].

Interoperability issues mentioned in the papers include
reproducibility concerns [20], organizational interoperability
issues [24], privacy and confidentiality issues [16],
synchronization issues and hard-coded mapping [22], no
evidence to attain a balance of functionality and portability and
dissemination barriers due to development and integration costs
[38], and extra mapping effort, which affects flexibility and
adaptability of the framework [36].

Data Standardization
It is a crucial step in transforming data into a uniform format
to enable the shared use of advanced tools and techniques,
large-scale analytics, and collaborative research [9,71].
Therefore, standardization issues are related to challenges in
attaining standard and consistent data representation across
different medical systems.

The issues that could be categorized into the data standardization
challenges include difficult rule-changing in compiled java code
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for data transformation [9]; semantic gaps between NLP
system’s data model and FHIR specification [14]; no adequate
standardization [12]; mapping accuracy issues [15]; handling
valid source system data with no match in FHIR [23]; SNOMED
CT postcoordination limitations [24]; not mapping to the US
Core as standard ontology, not mapping other databases linked
to MIMIC-IV, and not covering some clinical modifiers and
qualifiers by FHIR redefinitions [16]; SNOMED coverage
restrictions [10]; manual FHIR mapping [39]; duplication of
the mapping terms and the necessity to assess the need for a
new FHIR profile versus continuing with the existing one [40];
LOINC codes for some observations (SNOMED could be used
instead), no available code systems for many value sets, and
lack of ubiquitous adoption of FHIR profiles due to the issues
with SNOMED license [41]; requiring constant synchronization
to the updates because the model was based on EBMonFHIR
resources (have low maturity level and subject to changes) and
impossibility of showing all guideline information in the FHIR
resource format [42]; no textual structure due to lack of gold
standard labels, not using syntax-based features for semantic
representation, and elimination of some contextual information
[35]; translation issues (from OMOP to preferred code systems
of FHIR) [37].

Performance
Performance issues are related to obstacles in the efficient
processing and retrieval of data that can compromise system
performance, for example, the data are not processed within an
acceptable response time [72].

According to the analyzed papers, performance issues include
integration speed limitations due to transactional EHR [9],
performance limitations [13], lack of sophisticated evaluation
method [21], limited implementation assessment [30],
performance validation issues and no validation for real
questions [28], technical challenges [29], model’s limited
functionality and lack of comprehensive specification [10], no
evidence to attain a balance of functionality and portability [38],
reduced response rate due to using a web-based questionnaire
[39], no execution engine available for representation format
[42], evaluation and validation [34], performance rate lower
than others and low F1-score [35], evaluation issues (one
instance of MIMIC-III OMOP CDM, no rigorous evaluation)
and no comprehensive assessment [43].

Scalability
Scalability limitations can be considered as the data model’s
weakness in handling increasing data volume or workload.

Generalizability
Generalizability problems are challenges in the applicability of
the data model to other aspects or settings.

Considering the selected papers, scalability and generalizability
limitations include few resources being used [15]; limited
corpora reuse [16]; not enough compatibility and generalizability
experiments [15]; not using a real environment [27]; possible
bias when conducting a similar study and challenging
generalizability for other types of a disease (in this case other
cancers) [28]; restriction in the adaptability of the

best-performing prediction model and requiring more complex
methods to empower prediction and cover diversity [25]; the
generalizability issues of the platform [32]; no broad adoption
of the app due to issues related to resources and expertise, the
best performance for specific programs [33]; few data models
are used with no exhaustive evaluation [35]; low contribution
to the medical field, failure to distinguish differences in genetic
data, low resources for evaluation, and lack of comprehensive
data modeling comparisons [36]; and not studying other test
types and small sample size [43].

Discussion

Principal Findings
In this review, we aimed to provide a comprehensive
PRISMA-based overview of data models using FHIR in the
context of interoperability, structure, and functionality and
summarize the state of the art for developing FHIR-based data
models. In addition, we highlighted limitations, challenges,
advantages, and opportunities brought about by FHIR data
models. On the basis of the reviewed papers, the most common
resources were from the “Clinical” (Observation and Condition)
and “Base” (Patient resource) categories of FHIR resources. To
develop the models, researchers focused more on the use cases,
such as chronic diseases, cancer, COVID-19 and infectious
diseases, and intensive care. The reason may be the availability
of data in these fields. For instance, Mayo Clinic’s clinical data
warehouses provide cancer data for researchers. Moreover, i2b2
and MIMIC offer health care data sets about chronic diseases
such as obesity. MIMIC-IV on FHIR is also accessible for
research in critical care, which provides deidentified FHIR-based
data [26].

In terms of limitations, data integration issues are among the
most significant challenges in developing data models. The
necessity for manual ETL processes, the potential for
information loss, and the use of constrained and incomplete
data sets can impede the data integration process. Furthermore,
organizational differences and hard-coded mappings complicate
the seamless exchange of data, affecting interoperability. Issues,
such as speed limitations and a lack of robust evaluation metrics,
negatively impact performance. In addition, scalability and
generalizability are further hindered by limited resources,
insufficient compatibility experiments, and small sample sizes.

However, apart from the limitations and challenges, there are
numerous advantages to using FHIR-based data models. This
standard uses a set of resources and attributes (either common
or unique) that enhance data modeling procedures. Constraining
the attributes based on an adaptation of clinically relevant
ontologies, such as International Classification of Diseases,
Ninth Revision (ICD-9), and International Classification of
Diseases, Tenth Revision (ICD-10), LOINC, and SNOMED
CT, is done through common data types (eg, codeable concepts
and string). FHIR can be integrated with other data models,
such as RDF, to provide a network-based model for disease
prediction. It also supports feature generation and network
population in these frameworks [25].
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The use of the FHIR models provides the potential to
significantly enhance the efficiency and effectiveness of health
care research [9,15,29]. CRFs can be automatically populated
with FHIR-based EHR data [21], and this automation can
identify patient subgroups by topic modeling [28]. EHR data
can also be harmonized and mapped to FHIR elements to
enhance interoperability and quality of care [15]. Therefore,
accessing health-related data for research would be more
efficiently achieved when the data are in the FHIR format.
Researchers and practitioners can access FHIR app galleries
through FHIR APIs and SMART-on-FHIR applications, which
can promote health care research and quality of care. FHIR also
enables health care professionals to create use case–specific
and customized applications [30]. However, implementing
SMART-on-FHIR apps poses multiple dissemination challenges
and barriers because FHIR-based APIs are not generally
considered in the initial stages of implementation in some EHRs
[38]. By contrast, as more EHRs choose FHIR as a data
exchange standard, nonacademic health care settings will also
tend to produce FHIR-formatted data with their EHR systems
using FHIR APIs [23]. Maintaining health care data in the
format of FHIR resources and using RESTful APIs provide
more efficient data transmission compared to conventional
record-keeping methods [31].

Another possibility is to use patient messages in web-based
portals for health care research. In this respect, a FHIR data
model can be developed to extract essential information and
concepts from this type of data; FHIR is a beneficial option
because it encapsulates modular actions and concepts in health
information sharing [34]. Moreover, FHIR exports of local data
repositories increase data interoperability for systems and data
warehouses [22]. Using FHIR ensures standardized data
representation, supports data quality through validation tools
(eg, IGs and FHIR specifications), offers flexible adaptation,
and benefits from strong community support [35]. The transition
of traditional medical guidelines to machine-readable FHIR IGs
is a sophisticated and advancing process and needs validation
approaches. These use case–specific IGs can eventually enhance
real-world application and interoperability of the clinical
guidelines [40], considering the constant feedback and inputs
from related health care communities [43]. Furthermore, it is
crucial to thoroughly follow domain-specific FHIR IGs to gain
optimal semantic interoperability. However, even with this
guidance provided by IGs, developers still have to make
numerous representation and implementation decisions, which
may not always be ideal [33].

Evidence-based and computer-interpretable guidelines can be
developed using structured data from frameworks’ evidence
and reviews, followed by mapping the derived items to
EBM-on-FHIR resources. This approach aligns with the
CPG-on-FHIR framework and includes FHIR profiles and IGs
[42].

On the basis of the results of a research paper on using the FHIR
standard in oncology, specific health care domains can also be
modeled with minimal gaps between FHIR and other standards
using annotations of embedded mappings [41]. In addition, in

the field of EHR phenotyping and data capture, using
FHIR-based data normalization pipelines is considered valuable
and beneficial [13]. Using FHIR-based NLP extensions and
FHIR composition resources represents NLP components in
phenotyping algorithms [20]. Inherently, as mentioned earlier,
FHIR resources have granular and atomic characteristics that
enable them to share only the required elements for specific use
cases and purposes rather than a wide range of elements. This
feature is useful for developing specialized AI platforms and
interpreting machine learning algorithms [10]. By contrast, this
multilayer and complex structure of FHIR may cause some
accessibility issues for AI algorithms. To be useful for AI, FHIR
data often need to be transformed into a simpler format with a
higher level of abstraction, making it more compatible with
typical data preprocessing tools. This transformation seems to
be necessary to make the data more manageable and easier to
analyze by AI systems [15].

Using machine learning algorithms and NLP models is
advantageous when integrating with FHIR data models and
structures [12] in cases such as standardizing heterogeneous
corpora [16]. FHIR modeling for EHR data enhances data
integration, data transmission, translational research, and
phenotyping [12]. Similarly, the NLP2FHIR pipeline can be
used to enhance the standardization of unstructured EHR data
[14]. The researchers illustrated how deep learning models can
be effectively transferred and used across different settings or
systems when dealing with data that have been processed using
NLP2FHIR representations. This pipeline performed better in
text classification in comparison with models using original
texts [35].

Limitations
This review has some limitations. First, we focused only on the
articles that dealt with specific use cases with real-world data.
By contrast, this approach enabled us to gain insight into the
practical applications of the subject matter in real-world contexts
rather than merely theoretical ones. In this review, we may have
some generalizability issues or biases, especially in the resources
and methodologies used and with ontological, general, and
theoretical data models. Second, we did not analyze articles
published in languages other than English, so we potentially
missed some articles due to this criterion. Third, because we
did not thoroughly analyze the gray literature and preprints, and
due to the relatively small number of included articles, some
results may not be generalizable to the entire field of FHIR data
modeling.

Comparison With Prior Work
There are some valuable review studies considering the FHIR
standard (Table 4). In a scoping review, Balch et al [58]
investigated machine learning–based clinical information
systems that used the FHIR standard. The focus of the review
was to analyze analytics and data management platforms,
CDSSs, and APIs and assess the systems’ functionalities as well
as strengths and weaknesses. Then, the researchers proposed a
clinical structure that integrated FHIR and machine learning
techniques.
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Table 4. The summary of previous reviews considering FHIRa.

Items included in the reviewTitleStudy, year

Machine Learning–Enabled Clinical Informa-
tion Systems Using Fast Healthcare Interop-

Balch et al [58],
2023

• Investigation of FHIR-based systems using machine learning methods focusing

on decision support, data analytics, and APIsb

erability Resources Data Standards: Scoping
Review

• PRISMA-ScRc guideline’s steps
• Categorization of the articles based on functionalities, limitations, and strengths
• Proposing a machine learning–based system using FHIR

Designing Interoperable Health Care Services
Based on Fast Healthcare Interoperability
Resources: Literature Review

Nan and Xu
[59], 2023

• Reviewing FHIR-based studies about interoperable health services
• Study year and country distributions and charts
• Flowchart of paper selection
• Clinical categorization of studies and corresponding FHIR resources
• Data model migrations to FHIR
• Data management methods
• Data integration modes
• Presenting a FHIR practice design and its development architecture
• Commonly used tools

Interoperability of Clinical Data through
FHIR: A review

Pimenta et al
[60], 2023

• Some selected examples and applications of FHIR (data standards, analysis,
API implementations, and research)

• PRISMAd chart

The Fast Health Interoperability Resources
(FHIR) Standard and Homecare, a Scoping
Review

Pavão et al [61],
2023

• Home care research studies focusing on FHIR
• Screening and inclusion details
• FHIR resources
• Technological tools in the implementation phase
• Privacy and security measures

The Fast Health Interoperability Resources
(FHIR) Standard: Systematic Literature Re-

Ayaz et al [62],
2021

• Focusing on FHIR and EHRe; all articles dealt with FHIR related to research
questions

view of Implementations, Applications,
Challenges and Opportunities

• Screening and inclusion details
• Study year, type, and country distributions
• Primary subject categories over time
• FHIR resource list
• Types of applications that leverage FHIR
• Data mappings form or to FHIR
• Objectives of using FHIR
• Challenges of using FHIR

Fast Healthcare Interoperability Resources
(FHIR) for Interoperability in Health Re-
search: Systematic Review

Vorisek et al
[63], 2022

• FHIR-based implementations in health care research
• PRISMA flowchart for article inclusion
• Study year distribution and coauthorship network chart
• Research domains
• FHIR applications, international standards, and medical domain
• FHIR resources
• Items mapped to FHIR
• Objectives of using FHIR
• Limitations of using FHIR

HL7f FHIR-based tools and initiatives to
support clinical research: a scoping review

Duda et al [64],
2022

• Trends and gaps in using FHIR in health care research
• PRISMA flowchart for article and project inclusion
• The expansion of Marquis-Gravel categorization [43] of FHIR-based projects

contributing to research, in the categories of preparation, prestudy, study setup,
recruitment, study conduct, and poststudy activities

• Gaps in using FHIR in clinical research

The Use of FHIR in Digital Health - A Re-
view of the Scientific Literature

Lehne et al
[65], 2019

• Investigation of using FHIR in digital health care
• Article selection flowchart
• Study year and article category distribution charts
• Abstract text mining for most frequent words

Health Informatics: Engaging Modern
Healthcare Units: A Brief Overview

Yogesh and
Karthikeyan
[66], 2022

• FHIR architecture in health care units
• Narrative explanation of FHIR definitions, FHIR data layers and resources, and

workflow relations
• Health informatics challenges, some related to FHIR
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Items included in the reviewTitleStudy, year

• Interoperability standards in the field of store-and-forward ophthalmology
• Reviewing IHEg, HL7 standards, DICOMh, and health care terminologies

Data Exchange Standards in Teleophthalmol-
ogy: Current and Future Developments

Schweitzer et al
[67], 2022

• Interoperability in heterogeneous health care systems
• PRISMA flowchart for article selection
• Charts and figures for frequencies and trends of interoperability articles
• Summary and categorization of interoperability standards and architecture

components
• Word cloud figures for frequent standards and platforms
• Interoperability levels

Interoperability of heterogeneous health infor-
mation systems: a systematic literature review

Torab-Mian-
doab et al [68],
2023

aFHIR: Fast Healthcare Interoperability Resources.
bAPI: application programming interface.
cPRISMA-ScR: Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews.
dPRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses.
eEHR: electronic health record.
fHL7: Health Level 7.
gIHE: Integrating the Healthcare Enterprise.
hDICOM: Digital Imaging and Communications in Medicine.

Nan and Xu [59] reviewed FHIR-related papers on designing
and building interoperable health care services with a focus on
data standardization, management, and integration. The
researchers analyzed detailed processes and techniques for each
group, resulting in a comprehensive FHIR practice guideline.
Similar to our research, Nan and Xu [59] reviewed important
techniques and FHIR resources for developing health care
services. The difference between this research and our study is
the focus of the research; they [59] investigated a broader range
of FHIR-based studies and services, while we focused more on
data models and infrastructures.

Pavão et al [61] reviewed research articles using the FHIR
standard in home care services. The researchers aimed to analyze
FHIR resources, types of home care applications, privacy and
security considerations, and deployment tools. Pimenta et al
[60] reviewed interoperability with FHIR and summarized some
important points and examples. The researchers selected some
articles and extracted FHIR applications in each study. Ayaz et
al [62] in 2021 reviewed all aspects of FHIR in the articles
published from January 2012 to December 2019. Our study also
considered more recent articles from 2020 to 2023. The main
objective of their study was to analyze the articles according to
the implementation, challenges, future applications, and
opportunities of this standard. The researchers reviewed articles
that focused on all categories, including apps, FHIR
implementation models, FHIR resources, FHIR framework,
mapping framework and data model, challenges, and FHIR
goals. The researchers also summarized the resources used in
the included articles; “Observation” and “Patient” resources,
respectively, were the most commonly used resources in the
included articles. We also performed this analysis and had close
results; as we mentioned earlier in our study, “Observation,”
“Condition,” and “Patient” resources were used more frequently.
The mentioned researchers also discussed the mapping
approaches from other techniques or methods to FHIR. The
focus of the study by Vorisek et al [63] was to review the FHIR
standard from a “health research” perspective. The researchers
analyzed the studies that used FHIR in any aspect of the research

process, such as data collection, recruitment, data
standardization, analysis, and consent management. In addition,
they categorized the articles with generic or specific clinical
specialty approaches. We also categorized our articles based on
the medical field. In the mentioned research, it was reported
that most studies used other terminologies and data models
besides FHIR, which included SNOMED CT, LOINC,
International Classification of Diseases 10th Revision, OMOP
CDM, and more. It was reported that among “data
capture–related” studies, the “Questionnaire” resource was used
more frequently, as expected. In addition to the scientific
aspects, the limitations of using FHIR were similarly discussed.
They highlighted that the limitations may include the evolving
contents of FHIR resources, legal issues, safety, and the need
to have an FHIR server. In our study, by contrast, we categorized
the limitations into other aspects.

Regarding the medical research aspects of FHIR, Duda et al
[64] also presented a literature review. The study extended the
“Marquis-Gravel categories” [73], in which it is possible to
categorize the way each project contributes to research tasks.
The FHIR projects focused on research were investigated, which
included the activities of preparation (eg, mapping to and from
FHIR), prestudy (eg, defining or refining of cohorts), study
design (eg, data collection for research), recruitment (eg,
including screening criteria in EHR), study conduct (eg, patient
data collection), and poststudy (eg, data sharing). Most projects
focused on “general research preparation” (eg, infrastructure
and data pipeline development). Lehne et al [65] reviewed the
application of FHIR in digital health. On the basis of their
research, the reviewed articles were mostly related to data
models, mobile or web applications, and medical devices.
Yogesh and Karthikeyan [66] reviewed the FHIR architectural
specifications, such as the linkages, workflow state, health
informatics, and public health safety approaches using this
standard. The researchers also highlighted the likely challenges
with health care data standards, including coding speed and
accuracy issues, code mappings, compatibility issues between
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new and legacy systems, and communication concerns between
EHRs and patients.

Some other articles reviewed general interoperability and data
exchange standards. In the research conducted by Schweitzer
et al [67], the researchers narratively described and compared
exchange approaches, such as Digital Imaging and
Communications in Medicine (DICOM), the Integrating the
Health Care Enterprise initiative, and clinical terminologies
(such as SNOMED CT) as well as FHIR in the field of
teleophthalmology. In their research, the ophthalmology-related
FHIR resource, which is “VisionPrescription,” as well as the
current proposal of the related IG were discussed.
Torab-Miandoab et al [68] reviewed interoperability approaches
and requirements for semantic interoperability between
heterogeneous health information systems. It was found that
FHIR, Clinical Document Architecture (CDA), Service-Oriented
Architecture, Reference Information Model, Health Insurance
Portability and Accountability Act security act, SNOMED CT,
XML, JAVA, SQL, and API can be considered the most
important requirements to implement semantic interoperability.
On the basis of the results, a summary of interoperability
standards in the context of terminology, content, transport, and
security was also presented. The researchers highlighted the
categorization of interoperability architecture components with
the main categories of service-oriented architecture,
archetype-based, web-based, client-server, multiagent,
blockchain-based, XML-based, cloud-based, ontology-based,
object-oriented, and local network.

Future Directions and Recommendations
In the course of this study, we encountered some ideas and
recommendations for future research. These included the
following: (1). a comparison of health care data models with
the use of FHIR and other standards, including earlier versions
of HL7 interoperability standards (such as HL7-version 2 and
version 3 and CDA), OpenEHR, and OMOP CDM. The aim
would be to provide a detailed analysis of the models created
with these standards, focusing on the methodological aspects,
limitations, strengths, and maintenance of interoperability. (2).
an examination of the ontological aspects of data models and a
discussion of how they represent medical terminologies and
concepts.

Conclusions
FHIR serves as a highly promising interoperability standard for
developing real-world health care applications. The integration
of FHIR with other data models facilitates the development of
more interoperable domain-specific solutions and improves
research efficiency. In addition, the implementation of FHIR
modeling for EHR data facilitates the integration, transmission,
and analysis of data while also advancing translational research
and phenotyping. Several FHIR data models have been
developed to enhance the extraction of essential information
and concepts from unstructured data such as patient summaries
retrieved from EHRs. Generally, FHIR-based exports of local
data repositories improve data interoperability for systems and
data warehouses across different settings. However, ongoing
efforts to address existing limitations and challenges are
essential for the successful implementation and integration of
FHIR data models.
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Abstract

Background: Large language models (LLMs) have substantially advanced natural language processing (NLP) capabilities but
often struggle with knowledge-driven tasks in specialized domains such as biomedicine. Integrating biomedical knowledge sources
such as SNOMED CT into LLMs may enhance their performance on biomedical tasks. However, the methodologies and
effectiveness of incorporating SNOMED CT into LLMs have not been systematically reviewed.

Objective: This scoping review aims to examine how SNOMED CT is integrated into LLMs, focusing on (1) the types and
components of LLMs being integrated with SNOMED CT, (2) which contents of SNOMED CT are being integrated, and (3)
whether this integration improves LLM performance on NLP tasks.

Methods: Following the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for
Scoping Reviews) guidelines, we searched ACM Digital Library, ACL Anthology, IEEE Xplore, PubMed, and Embase for
relevant studies published from 2018 to 2023. Studies were included if they incorporated SNOMED CT into LLM pipelines for
natural language understanding or generation tasks. Data on LLM types, SNOMED CT integration methods, end tasks, and
performance metrics were extracted and synthesized.

Results: The review included 37 studies. Bidirectional Encoder Representations from Transformers and its biomedical variants
were the most commonly used LLMs. Three main approaches for integrating SNOMED CT were identified: (1) incorporating
SNOMED CT into LLM inputs (28/37, 76%), primarily using concept descriptions to expand training corpora; (2) integrating
SNOMED CT into additional fusion modules (5/37, 14%); and (3) using SNOMED CT as an external knowledge retriever during
inference (5/37, 14%). The most frequent end task was medical concept normalization (15/37, 41%), followed by entity extraction
or typing and classification. While most studies (17/19, 89%) reported performance improvements after SNOMED CT integration,
only a small fraction (19/37, 51%) provided direct comparisons. The reported gains varied widely across different metrics and
tasks, ranging from 0.87% to 131.66%. However, some studies showed either no improvement or a decline in certain performance
metrics.

Conclusions: This review demonstrates diverse approaches for integrating SNOMED CT into LLMs, with a focus on using
concept descriptions to enhance biomedical language understanding and generation. While the results suggest potential benefits
of SNOMED CT integration, the lack of standardized evaluation methods and comprehensive performance reporting hinders
definitive conclusions about its effectiveness. Future research should prioritize consistent reporting of performance comparisons
and explore more sophisticated methods for incorporating SNOMED CT’s relational structure into LLMs. In addition, the
biomedical NLP community should develop standardized evaluation frameworks to better assess the impact of ontology integration
on LLM performance.

(JMIR Med Inform 2024;12:e62924)   doi:10.2196/62924
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Introduction

Background
The recent emergence of large language models (LLMs),
exemplified by Bidirectional Encoder Representations from
Transformers (BERT) [1] and GPT [2], has significantly
advanced the capabilities of machines in natural language
understanding (NLU) and natural language generation (NLG).
Despite achieving state-of-the-art performance on a range of
natural language processing (NLP) tasks, LLMs exhibit a
deficiency in knowledge when confronted with
knowledge-driven tasks [3]. These models acquire factual
information from extensive text corpora during training,
embedding this knowledge implicitly within their numerous
parameters and consequently posing challenges in terms of
verification and manipulation [4]. Moreover, numerous studies
have demonstrated that LLMs struggle to recall facts and
frequently encounter hallucinations, generating factually
inaccurate statements [5,6]. This poses a significant obstacle to
the effective application of LLMs in critical scenarios, such as
medical diagnosis and legal judgment [7].

Efforts have been made to address the black box nature of LLMs
and mitigate potential hallucination problems. Approaches
include enhancing language model (LM) veracity through
strategies such as retrieval chain-of-thought prompting [8] and
retrieval-augmented generation [9]. Another significant avenue
involves integrating knowledge graphs (KGs) or ontologies into
LMs using triple relations or KG subgraphs [7,10]. KGs,
renowned for their excellence in representing knowledge within
a domain, can provide answers when combined with LMs [11],
making them valuable for common sense–based reasoning and
fact-checking models [12]. However, LLMs often face
challenges when trained and tested predominantly on
general-domain datasets or KGs, such as Wikipedia and
WordNet [13], making it difficult to gauge their performance
on datasets containing biomedical texts. The differing word
distributions in general and biomedical corpora pose challenges
for biomedical text mining models [14].

Biomedicine-specific KGs may be a potential solution to the
abovementioned problems. In the biomedical domain, KGs,
also known as ontologies, are relatively abundant, with the
Unified Medical Language System (UMLS) [15] being one of
the most frequently used ontologies [16]. The UMLS serves as
a thesaurus for biomedical terminology systems such as the
Medical Subject Headings, International Classification of
Diseases, Gene Ontology, Human Phenotype Ontology, and
SNOMED CT, all curated and managed by the United States
National Library of Medicine.

Among UMLS member terminologies, SNOMED CT stands
out as the most comprehensive biomedical ontology,
encompassing a wide range of biomedical and clinical entities,
including signs, symptoms, diseases, procedures, and social
contexts [17]. These entities are represented by concepts (clinical
ideas), descriptions (human-readable terms linked to concepts),

and relations (comprising hierarchical is-a relations and
horizontal attribute relations). As SNOMED CT is increasingly
integrated into electronic health record (EHR) systems, as
required by the Fast Healthcare Interoperability Resource
(FHIR) to ensure interoperability among health care institutions
[18], terminology servers supporting SNOMED CT have
become ubiquitous. With its ready availability across health
care institutions, SNOMED CT has gained attention as a
knowledge source or ontology for representing biomedical and
clinical knowledge [17]. In this case, the abstract model of
SNOMED CT is used to describe and store biomedical facts in
a hierarchical and structured manner, readily available across
health care institutions.

Integrating SNOMED CT into LLMs holds significant potential
for advancing various aspects of health care and biomedical
research. By incorporating the comprehensive and structured
biomedical knowledge from SNOMED CT, LLMs can better
understand medical terminology, relationships between clinical
concepts, and domain-specific context, potentially reducing
errors and hallucinations when understanding or generating
biomedical texts. This integration could enhance clinical
decision support systems, improve the accuracy of automated
coding and billing processes, facilitate more precise information
retrieval from medical literature, and support the development
of personalized medicine approaches. Furthermore, it may
enable more accurate NLP of clinical notes and medical records,
potentially leading to improved patient care and outcomes
through better data analysis and insights.

Objectives
This scoping review aimed to examine the use of SNOMED
CT as a knowledge source to be incorporated into LLMs,
specifically focusing on the methodology of integrating these
2 modalities. This review sought to answer the following
research questions: (1) What are the dominant types and
components of LLMs being integrated with SNOMED CT? (2)
Which contents of SNOMED CT (ie, descriptions, relations, or
entity classes) are being integrated into LLMs? and (3) Does
the integration of SNOMED CT into LLMs improve the
performance on NLP tasks in terms of NLU and NLG? Answers
to these questions could suggest future methodological
approaches for more effectively integrating human-engineered
knowledge into LLMs.

Methods

This scoping review was guided by the PRISMA-ScR (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
extension for Scoping Reviews) framework, which outlines the
recommended steps and reporting standards for conducting
scoping reviews (Multimedia Appendix 1) [19].

Study Identification
We defined LLMs as transformer-based LMs pretrained on
large-scale corpora [20] (Multimedia Appendix 2). Given that
transformer-based models currently dominate in the field and
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are likely to continue doing so in the coming years, reviewing
other LMs, such as recurrent neural networks and more
conventional statistical models, does not hold scientific
significance for current and future applications. Therefore,
focusing on transformer-based models allows a more cohesive
and in-depth analysis of the most relevant and cutting-edge
techniques in the field.

To explore scientific literature describing transformer-based
models, we conducted our literature search on ACM Digital
Library, ACL Anthology, IEEE Xplore, PubMed, and Embase
on March 12, 2024, using the following query terms: (1)
(“language *model” OR “pretrained *model” OR “language
processing” OR “embedding”) AND (“SNOMED” OR “Unified
Medical Language System” OR “UMLS” OR “*medical”) AND
(“knowledge graph” OR “ontolog*” OR “knowledge*base” OR
“knowledge infusion”) and (2) (“SNOMED”) AND (“large
language model” OR “BERT” OR “GPT”). Queries were
modified according to the bibliographic databases when
necessary. Queries were designed to search for articles published
from 2018 to 2023. The start date of the query was set to 2018
when BERT, the first transformer-based LM to gain widespread
adoption, was introduced, marking the beginning of significant
research into transformer-based LLMs.

Study Selection
Articles were extracted from ACM Digital Library, ACL
Anthology, IEEE Xplore, PubMed, and Embase. Duplicates

were removed, and 2 authors (SS and EC) examined the full
text of the retrieved articles for the presence of the term
“SNOMED.” We prioritized a full-text search first before title
and abstract review because many potentially eligible papers
do not explicitly mention “SNOMED” in their titles or abstracts.
To be eligible for our review, articles had to have SNOMED
CT incorporated into NLP pipelines, which encompass processes
from text cleansing through pretraining and inference to model
evaluation, specifically for tasks involving NLU and NLG. We
then further excluded studies that met ≥1 of the following
criteria: (1) published in languages other than English; (2)
categorized as reviews, surveys, keynotes, or editorial articles;
(3) did not incorporate SNOMED CT at any stage of the NLP
pipeline; (4) aimed to create, develop, enrich, or enhance
ontologies or graphs; (5) did not involve the processing of
natural language (NL) text; or (6) solely used SNOMED CT
codes for retrieving patients of interest from EHRs or for
annotating instances with SNOMED CT codes as gold-standard
target labels for LM training.

Result Synthesis
Through discussions and qualitative assessments, we analyzed
the included articles according to the following characteristics:
chronological and geographic publication trends, baseline LLM
and its output, dataset used for training and testing the model,
methods for integrating SNOMED CT into the LLM, and the
model’s end task and performance (Textbox 1).

Textbox 1. Methods for synthesizing the review.

Synthesis of results

• Chronological and geographic publication trends

• Baseline large language model (LLM) and its output

• Dataset used for training and testing the model

• Methods for integrating SNOMED CT into the LLM (methodologies for knowledge graph [KG]–enhanced LLMs [7])

• KG-enhanced LLM pretraining: works that apply KGs during the pretraining stage and improve the knowledge expression of LLMs

• KG-enhanced LLM interpretability: works that use KGs to understand the knowledge learned by LLMs and interpret the reasoning process
of LLMs

• KG-enhanced LLM inference: research that uses KGs during the inference stage of LLMs, which enables LLMs to access the latest knowledge
without retraining

• End task and performance

• End task natural language understanding: entity recognition or typing, entity or relation extraction, document classification, question
answering (multiple choice), and inference End task natural language generation: text summarization, question answering (short or essay
answers), translation, and dialogue generation Performance analysis: nominal percentage gains in performance after SNOMED CT integration

We elucidated the methodology for incorporating SNOMED
CT into NLP pipelines following the categorization methods
previously outlined by Pan et al [7]. These methods categorized
methodologies for KG-enhanced LLMs into three distinctive
types: (1) KG-enhanced LLM pretraining, (2) KG-enhanced
LLM interpretability, and (3) KG-enhanced LLM inference.
The end tasks of LLMs after SNOMED CT integration included
NLU and NLG. Regarding the performance analysis, we
presented the nominal percentage gains in performance after
SNOMED CT integration without analyzing their statistical
significance, as most studies did not perform statistical

significance testing. We refrained from conducting direct
study-to-study comparisons due to concerns about the
heterogeneity of testing corpora and evaluation metrics across
different studies.

Results

Selected Papers
The query yielded 876 articles from the 5 bibliographic
databases, with 634 (72.4%) obtained from the first query and
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242 (27.6%) from the second query (Figure 1). After the removal
of duplicates, 812 (92.7%) articles were reviewed to check
whether the term “SNOMED” was mentioned in their full texts.
A total of 325 (37.1%) articles were then reviewed according
to the inclusion and exclusion criteria. Consequently, 37 (4.2%)
publications were finally selected for the scoping review (Figure

1). The characteristics of the individual papers and other
features, including the language of used datasets and SNOMED
CT descriptions, other ontologies used, and the types of entities
represented by SNOMED CT, are detailed in Multimedia
Appendix 3.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of article selection. SCT: SNOMED CT.

Chronological and Geographic Publication Trends
Table 1 presents the publication trends noted in the review.
Although our literature search covered publications from 2018
onward, no studies published in 2018 were included in the final
review. The largest volume of studies was published in 2022
(13/37, 35%), followed by those published in 2020 (10/37,
27%).

When the number of countries was counted according to the
first authors’ institutional affiliations, the largest number of
studies was noted to originate from the United States (10/37,
27%). While most of the studies (26/37, 70%) were conducted
in countries that are members of SNOMED International, some
were performed in nonmember countries such as Bulgaria and
China, where separate license fees and in-house translation of
SNOMED CT descriptions to the local language were required.
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Table 1. Chronological and geographic publication trends among the included studies.

StudiesStudy characteristics

Publication year

[21-23]2019

[24-33]2020

[34-36]2021

[37-49]2022

[50-57]2023

Countries

[26,35]Australia

[34,52]Bulgaria

[55]Canada

[28,38,39,41,43,45,48,50,56]China (including Hong Kong)

[47,51]Germany

[22,31,32]India

[53]Israel

[21,29,30,37,40]Spain

[54,57]United Kingdom

[23-25,27,33,36,42,44,46,49]United States

Publication type

[23-26,36,42-46,50,55-57]Journal paper

[21,22,27-35,37-41,45,47-49,51-54]Conference paper

Baseline LLMs and Their Outputs
Most of the included studies (27/37, 73%) used BERT and its
variants as the baseline LLMs for NLU and NLG tasks. Variants
such as RoBERTa [58] and ALBERT [59] were also used to
address BERT’s relatively small training corpora and long
training time [31,37,38,50,53]. To overcome the limited
applicability of these general-purpose LLMs to biomedical texts,
many studies (13/37, 35%) used LLMs trained on large-scale
biomedical corpora, such as BioBERT [14] and PubMedBERT
[60], which were trained on PubMed articles, and ClinicalBERT
[61] and EHRBERT [23], which were trained on clinical notes.
SapBERT [62], initialized by PubMedBERT, was further
fine-tuned using contrastive learning with UMLS synonyms to
better accommodate SNOMED CT synonym descriptions
[44,47]. To support biomedical NLP tasks in languages other
than English, LLMs trained on corpora in those languages were
also adopted, such as medBERT.de [63], designed specifically
for the German medical domain [51], and ERNIE-health,
pretrained from Chinese medical records [41]. Aside from these
BERT-based models, GPT emerged as a new baseline LLM

since 2023. Makhervaks et al [53] used BioGPT [64], whose
decoder was pretrained on biomedical corpora, to enhance the
generation of artificial sentences. In addition, Xu et al [55] used
GPT-3.5 for ranking suggested annotation terms in their study
(Table 2).

A primary assertive role of LLMs was representing biomedical
entities from text data. While most proposed methods produced
embedding vectors to convey contextual information about the
biomedical entities that appeared in texts, Kalyan and Sangeetha
[31] introduced a Siamese RoBERTa model to generate concept
vectors from synonym relationships defined by SNOMED CT.
These basic outputs of LLMs might undergo additional
task-specific layers to perform desired end tasks, which will be
discussed later. Beyond producing embedding representations
of entities, some studies required LLMs to perform classification
or ranking tasks after fine-tuning, predicting the most likely
relevant standard concepts [23,24,26,34,41,55], entity types
[35,38,51], sentences [49,53], or matched foreign language
words, enabling machine translation [28-30,39]. LLMs with
encoder-decoder architectures, such as BART [65], were used
for dedicated NLG tasks [32,57].
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Table 2. Large language models used in the included studies.

StudiesBase and fine-tuned models

BERTa

[22,24,26,27,33,40,42-44,50,53,54,56,57]Vanilla BERT

[31,37,38,50]RoBERTa

[53]ALBERT

[53]ELECTRA

[53]DeBERTa

[37,45]mBERT

[27,33,34,46,48,49,52]BioBERT

[25,33,35,36]ClinicalBERT

[45,46]PubMedBERT

[44,47]SAPBERT

[23]EHRBERT

[46]SciBERT

[53]BioELECTRA

[51]German BERT models

GPT

[55]GPT-3.5

[53]BioGPT

[57]BART

Transformer neural networks

[21,28-30,39]Transformer NMTb model

[32]Denoising autoencoder

ERNIEc

[41]ERNIE-health

aBERT: Bidirectional Encoder Representations from Transformers.
bNMT: neural machine translation.
cERNIE: Enhanced Language Representation with Informative Entities.

Data for Training and Testing Models
When using general-domain LLMs, authors deployed additional
fine-tuning or pretraining on biomedical corpora to better adapt
their models for biomedical NLP tasks. The pretraining corpora
included PubMed or MEDLINE articles [28,30,38,39,46] and
other publicly available datasets, such as Wikipedia articles
[29] and tweets [37] related to biomedical topics. Synthetic
sentences were also used to address data scarcity, which was
generated based on SNOMED CT descriptions or relations
[21,29].

While some studies (8/37, 22%) used real-world clinical
narrative records [21,30,48,52] or customized (ie, manually
annotated by researchers) data [25,27,41,56] for testing their
models, most of the studies (29/37, 78%) used publicly available
datasets, especially when researchers were participating in
shared task competitions or dealing with English texts. CADEC
[66] and PsySTAR [67], open datasets built from drug review
posts in which concept mentions were mapped to SNOMED

CT concepts, were used for validating and testing concept
normalization models [31,45]. The Medical Concept
Normalization (MCN) corpus, drawn from discharge summaries
annotated using SNOMED CT and RxNorm concepts, was
experimented on by concept normalization models [24,26]. The
WMT corpora, provided by the annual Conference on Machine
Translation Shared Tasks, were used to test multilingual machine
translation tasks by participating researchers [28,29,39].
Makhervaks et al [53] and Chopra et al [22] used sentence pairs
in the MedNLI corpus [68], annotated by medical doctors into
3 categories—contradictory, entailing, and neutral—for NL
inference tasks. The MedMentions corpus [69] identifies
>350,000 mentions from >4000 PubMed abstracts, linking them
to the UMLS concepts; it was used in the studies by Zotova et
al [40] and Dong et al [54], in which SNOMED CT was loaded
onto the UMLS. The ShARe/CLEF 2013 corpus [70] consists
of deidentified clinical notes annotated with disease mentions
using the SNOMED CT subset of the UMLS; it was used for
testing concept normalization tasks [44,54].
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SNOMED CT Content Integration Into NLP Pipelines

Overview
While the categorization methods by Pan et al [7] pertained to
the integration of LLMs with general-purpose KGs, we treated
SNOMED CT as a specified form of KG. Their third
category—KG-enhanced LLM interpretability—was omitted

due to the lack of relevant studies in our review. In addition,
we found no studies that fit into the subcategories “Integrating
KGs into Training Objectives” (under “KG-enhanced LLM
pretraining”) and “Dynamic Knowledge Fusion” (under
“SNOMED CT–enhanced LLM inference”). The overarching
categorization of all included methods is shown in Textbox 2.

Textbox 2. Summarized categorizations of SNOMED CT–incorporated large language model (LLM) methods (allowed duplicated counting of studies).

Category and subcategory

• SNOMED CT–enhanced LLM pretraining

• Integrating SNOMED CT into LLM inputs (n=28, 76%)

• Integrating SNOMED CT into additional fusion modules (n=5, 14%)

• SNOMED CT–enhanced LLM inference

• Retrieval-augmented knowledge fusion (n=5, 14%)

Integration of SNOMED CT Into LLM Inputs

Overview

Research in this area concentrated on developing new training
objectives for LLMs that incorporate knowledge awareness.
More specifically, this line of research aimed to incorporate
relevant portions or subsets of SNOMED CT as additional input
to LLMs during training. Because a disproportionately large
number of included studies (28/37, 76%) fell into this category,
we analyzed the methodology by two additional themes: (1) the
content of SNOMED CT that was integrated into an LLM and
(2) the part of the NLP pipeline into which the aforementioned

content was incorporated. After qualitative analysis of the
included articles and heuristic discussions among reviewers,
we categorized the former theme into descriptions (including
descriptions of synonyms), relations, and entity types (classes)
and the latter theme into encoders and training data. SNOMED
CT contents could be incorporated into LLM encoders either
as embedding vectors or as annotations or tags when
incorporated into the training corpus.

Table 3 shows the distribution of models across SNOMED CT
contents and NLP pipelines, allowing for duplicated counting
of a single study if it adopted ≥2 methods.

Table 3. Distributions of models across SNOMED CT contents and natural language processing (NLP) pipelines.

Part of the NLP pipeline where SNOMED CT contents were integrated intoSNOMED CT content integrated into the NLP pipeline

Training corpora (as annotated text)Encoder (as vector embedding)

[21,23,24,28-30,32,34,39,40,47-50,52,54,57][31,35,41,43,44,54]Description

[21,34,40,52,53][31,45]Relation

[25,38,42,51]—aEntity type (class)

aNot available.

Integration of SNOMED CT Descriptions

Vector representations of SNOMED CT concept descriptions
were created to facilitate seamless fusion into LLM encoders.
The vectors for SNOMED CT description embeddings were
used to calculate cosine similarity between the original mentions
and SNOMED CT descriptions for concept normalization tasks
[35,41,43,54].

Instead of transforming text descriptions into vector embeddings,
NL description texts were directly added to training corpora to

expand the size of in-domain vocabulary (Figure 2). The
description texts of synonyms were either concatenated in the
training corpora before being input into an LLM for pretraining
[24,47,49,54,57] or they replaced the original entity mentions
in the text with standardized terms [32,48]. The descriptions of
SNOMED CT codes were also prepended to the word sequences
as classifier tokens for LLM pretraining [23]. The multilingual
feature of SNOMED CT descriptions was exploited to address
the limited availability of training datasets in foreign languages
by adding the translated SNOMED CT descriptions into the
training corpora [28-30,39,50].
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Figure 2. Integrating SNOMED CT descriptions into large language models. CLS: classification; SYN: synonym.

Integration of SNOMED CT Relations

This line of research introduced relevant subgraph information
of SNOMED CT, representing SNOMED CT relations as graph
edges, into LLMs (Figure 3). Kalyan and Sangeetha [31]
encoded SNOMED CT concept descriptions to generate concept
embedding vectors and learn representation vectors of concept

mentions in the text, further improving the representations by
retrofitting the target concept vectors with SNOMED CT
synonym relations. CODER [45] used KG embedding methods
such as DistMult and ANALOGY [71] to learn relational
knowledge from SNOMED CT, enabling the quantification of
term-relation-term similarity as well as term-term similarity.

Figure 3. Integrating SNOMED CT relations into large language models. CLS: classification.

A different approach was taken to introduce textual relation
triplets defined by SNOMED CT to expand the size of training
corpora. Soto et al [21] exploited the relations defined in
SNOMED CT, such as is_a and occurs_in, to generate synthetic
training corpora. Relations defined in SNOMED CT were also
used to apply weak supervision to sentence pairs extracted from
PubMed to establish contradiction labels in the dataset [53].
Other authors exploited the existing mappings to other
ontologies (eg, International Classification of Diseases-10 and

UMLS) to enrich the training corpus with the description texts
from the linked ontology concepts [34,40,52].

Integration of SNOMED CT Entity Types

The type of entities was incorporated into training corpora by
distantly labeling the identified entities with SNOMED CT
semantic tags (eg, diseases and chemicals; Figure 4) [25,38].
In other studies, training corpora were annotated with SNOMED
CT top-level hierarchies [51] or subclasses of top-level
hierarchies [42] to label sentences per their respective tasks.
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Figure 4. Integrating SNOMED CT entity type information into large language models. CLS: classification.

Integration of SNOMED CT Into Additional Fusion
Modules
In this approach, concept information was processed separately
before being concatenated and fused with the LLM embedding
output (Figure 5). Authors created knowledge-directed
embeddings using SNOMED CT graphs, where concepts were
represented as nodes and relations as edges, and concatenated
them with the LLM contextual embeddings. The merged
representations of text and graph embeddings were then passed

through a task-specific knowledge fusion module to achieve
end tasks such as semantic similarity measurement [36,46],
classification [22,27], and question answering [33,46]. To
represent the graph information of SNOMED CT concepts,
Chang et al [36] used a graph convolutional network [72] for
encoding node features and edges. Chopra et al [22] proposed
the Bio-MTDDN model, which introduced the shortest path
information between corresponding SNOMED CT concepts
into knowledge-directed embeddings.

Figure 5. Integrating SNOMED CT into additional fusion modules.

Retrieval-Augmented Knowledge Fusion
In this approach, SNOMED CT was located outside LLMs as
a fact-consulting knowledge base, injecting knowledge during
inference (Figure 6). The module functioned as a gazetteer
(dictionary), matching mentions in texts against the dictionary

of SNOMED CT descriptions to filter out irrelevant entities
from the models and map textual mentions to the most likely
SNOMED CT concepts [24,26,37,55,56]. These methods
primarily concentrated on entity recognition and question
answering, capturing both textual semantic meanings and
up-to-date real-world knowledge.
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Figure 6. Retrieval-augmented knowledge fusion. LLM: large language model.

End Task and Performance Gain After SNOMED CT
Integration

Overview
Most of the included studies (30/37, 81%) focused on NLU
tasks, such as entity typing and classification. NLG tasks,
including translation and summarization, were also attempted
by a substantial number of studies (9/37, 24%), often involving
various NLU pipelines before producing the final text output.
Therefore, notably, works on NLU may also appear in the NLG
category. Herein, we also compared the performance of models
integrated with SNOMED CT to that of their counterparts
without SNOMED CT integration.

NLU Tasks

Entity Extraction and Typing

Entity typing or named entity recognition tasks aim to detect
specific types of entities by identifying the spans of their
mentions in the text. These can be regarded as multiclassification

tasks, where the number of classes is arbitrarily chosen by
researchers. To fine-tune LLMs for type classification, authors
annotated entities in texts by matching domain gazetteer strings
(eg, “BIO” tagging scheme) [37,38,49] or using off-the-shelf
automatic concept extractors [27]. The identified entities were
then classified into human-annotated entity types [37,38] or
topmost nodes in the SNOMED CT hierarchies [27,51]. In
addition to typing individual entities, extraction and typing of
relations between 2 entities were also attempted to align the
detected entities with FHIR resources [25], such as protein to
chemical and gene to disease [46] as well as disease to inflicted
family members [35].

Many researchers did not conduct a comparative performance
analysis of their SNOMED CT–integrated models against
out-of-domain vanilla models. Among the few researchers who
reported such comparisons, Jha and Zhang [46] demonstrated
a gain in the F1-score after the integration of SNOMED CT,
while Montañés-Salas et al [37] found a positive impact only
on recall (Table 4).

Table 4. Percentage performance gain in biomedical entity typing tasks after SNOMED CT integration into large language models.

AUCa gain (%)Recall gain (%)Precision gain (%)F1-score gain (%)Studies

—b+8.60 (0.872→0.947)−7.97 (0.928→0.854)−0.11 (0.899→0.898)Montañés-Salas et al [37] (Best 2
model)

———+4.08 (0.80982→0.84287)Jha and Zhang [46] (PubMedBERT
on BC2GM)

aAUC: area under the receiver operating characteristic curve.
bNot available.

Classification

We defined classification tasks as occurring at the sentence or
document level, rather than at the word, entity, or phrase level.
When classification tasks were implemented, semantic similarity
[36] or the conditional probability of a positive case [22,33,53]

was calculated, and the case was categorized as positive if the
probability exceeded a threshold. Binary classification was
performed to determine whether a sentence pair was entailed
[33], contradictory [22,53], or similar [36]. Multilabel
classification was conducted to categorize utterances by clinical
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encounter components, such as symptoms, complaints, and
medications [27]; social determinants of health [42]; or
narrators’ intent [48].

Table 5 shows the percentage performance gain after SNOMED
CT integration in classification tasks. While Yadav et al [33]
and Zhang et al [48] estimated the performance of their models
based on the F1-score, precision, and recall, Khosla et al [27]

and Makhervaks et al [53] measured performance in terms of
the area under the receiver operating characteristic curve, which
improved by 0.87% to 14.83% after the integration of SNOMED
CT. Chang et al [36] reported the Pearson correlation to assess
clinical semantic textual similarity, and the incorporation of
SNOMED CT into ClinicalBERT improved the performance
of the model by 1.77% and 2.36% using cui2vec [73] and KG
embeddings, respectively.

Table 5. Percentage performance gain in classification tasks after SNOMED CT integration into large language models.

Accuracy gain (%)AUCa gain (%)Recall gain (%)Precision gain (%)F1-score gain (%)Studies

+0.99————bChopra et al [22]

+17.27
(0.4790→0.5617)

—+16.41
(0.4826→0.5618)

+36.87
(0.4616→0.6318)

+26.05
(0.4718→0.5947)

Yadav et al [33]

—+0.85
(0.468→0.472)

———Khosla et al [27]

Zhang et al [48]

————+1.15 (0.701→0.693)BioBERT for intent
detection

——+12.15 (0.724→0.812)−0.90 (1.000→0.991)—Semantic matching
for content recogni-
tion

Makhervaks et al [53]

—+14.83
(0.661→0.759)

———BERT based on
MedNLI-General

—+10.34
(0.725→0.800)

———Bio-GPT on
MedNLI-General

aAUC: area under the receiver operating characteristic curve.
bNot available.

MCN Tasks

The most prominent end task in NLU was MCN, with 15 studies
involved. MCN, the task of linking textual mentions to concepts
in an ontology, provides a solution for unifying different ways
of referring to the same concept. All the studies approached
concept recognition as a multilabel classification task involving
entity extraction and entity typing from words, phrases, or
sentences. Models were trained on corpora annotated with
SNOMED CT concepts and semantic types to identify concept
mentions and generate a list of candidate SNOMED CT concepts
that best match those mentions from testing texts. When training
from annotated corpora was not available, MetaMap [74] was
used to extract biomedical entities mentioned in free texts and
map them to ontology concepts [25,26,35,50]. When candidate
concepts were ranked, representation vectors of mentions and
concept descriptions were generated, and their similarity was

calculated using cosine similarity [31,35,44,45,54], linear
transformation such as support vector classifiers [52], or softmax
function [23,41,43]. In a more rule-oriented approach, Borchert
and Schapranow [47] calculated weights based on semantic type
and preferred term status from a gazetteer to reorder candidate
lists. In other studies [24,26,50], sieve-based multipass entity
linking systems [75] were used to rank the most likely concepts
and achieved superior performance compared to neural
classifiers.

Most of the studies observed positive gains in accuracy in MCN
tasks after SNOMED CT integration (Table 6). Two authors
reported the pre- and postintegration F1-scores, recall values,
and precision values and observed inconsistent results, with one
reporting positive gains in the F1-score and precision value and
the other demonstrating a loss in the F1-score and precision
value after the integration of SNOMED CT.
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Table 6. Percentage performance gain in medical concept normalization tasks after SNOMED CT integration into large language models.

Accuracy gain (%)Recall gain (%)Precision gain (%)F1-score gain (%)Studies

—a0 (0.94→0.94)−1.04 (0.96→0.95)−1.05 (0.95→0.94)Peterson et al [25]

+27.36 (0.6013→0.7658)———Wang et al [26] (vs training data dictio-
nary with exact match, ignore order

“yes”)b

+73.21 (0.56→0.97)———Hristov et al [34]

+45.08 (0.417→0.605)———Dai et al (2021) [35]

+0.68 (0.8333→0.8277)———Xu and Miller [44] (on ShARe/CLEF
2013)

+10.68 (0.777→0.860)−3.62 (0.912→0.879)+15.11 (0.741→0.853)+5.87 (0.818→0.866)Dong et al [54] (BLINKout on
ShARe/CLEF 2013)

aNot available.
bThe training data dictionary was constructed based on the Medical Concept Normalization corpus data. The SNOMED CT dictionary included the
RxNorm dictionary.

NLG Tasks

Machine Translation

Several studies that participated in the WMT Biomedical Shared
Task [76] described their methods for translating biomedical
texts from various foreign languages, such as Spanish, French,
German, and Chinese, as well as less-resourced languages, such
as Basque, into English or vice versa. Transformer-based
multilingual neural machine translation systems were the

mainstream architectures, which were trained on dictionaries
derived from SNOMED CT [28,30,39] or clinical notes
artificially generated from SNOMED CT terminology contents
[21,29].

The translation performance was reported using the Bilingual
Evaluation Understudy (BLEU) score [77]. While most studies
(4/5, 80%) presented improved BLEU scores by up to 131.66%
[21] compared to their out-of-domain models, some studies
(1/5, 20%) reported nonsuperior results [30] (Table 7).

Table 7. Performance comparison of biomedical translation tasks with and without SNOMED CT integration into large language models (LLMs).

BLEU score gain after
SNOMED CT integration into
an LLM (%)

Performance on test data with
SNOMED CT integration into an
LLM (BLEU score)

Performance on test data without
SNOMED CT integration into an

LLM (BLEUa score)

Studies and translation direction

Soto et al [21]

+131.6624.4410.55Basque to Spanish

Soto et al [30]

−0.6356.8957.25Spanish to English

−0.0847.1547.19English to Spanish

Corral and Saralegi [29]

+5.9113.6112.85English to Basque

Peng et al [28]

+6.8841.6638.98English to French

+0.3438.4438.31French to English

Wang et al [39]

+25.7742.1733.53English to Italian

+20.0143.7236.43Italian to English

+29.4150.1238.73English to Portuguese

+30.8354.7441.84Portuguese to English

+43.5636.2525.25English to Russian

+18.4447.0939.76Russian to English

aBLEU: Bilingual Evaluation Understudy.
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Text Summarization

For medical text summarization, encoder-decoder LLMs were
used to process input embeddings and produce simplified texts.
Pattisapu et al [32] primarily focused on the simplification of
verbose sentences. They substituted biomedical mentions with
UMLS-preferred names and tokenized them at the subword
level to produce noisy input sentences for training. In contrast,
Searle et al [57] summarized entire hospital encounters into a
few sentences by ranking the most salient ones to constitute the
summary. To address the hallucination problem arising from
LLMs, authors used SNOMED CT semantic tags of the
extracted biomedical terms to configure guidance signals for
clinical problems and interventions.

Recall-Oriented Understudy for Gisting Evaluation recall [78]
measures how many n-grams in the source text appear in the
summarization. Pattisapu et al [32] reported no gain in ROUGE
recall when incorporating SNOMED CT into NLP pipelines.
Searle et al [57] presented ROUGE-F1, a harmonized measure
of the recall and precision for ROUGE, and observed
improvements by 3.6% (from 11.1 to 11.5) and 48.84% (from
8.6 to 12.8) on the Medical Information Mart for Intensive Care
III and King’s College Hospital corpora, respectively, after
incorporating SNOMED CT.

Question Answering and Generation

Generating answers for short-answer or essay questions, as
opposed to multiple-choice questions, can be classified as NLG.
The task of question answering may involve preliminary NLU
pipelines, such as intent and content recognition. Zhang et al
[48] developed a clinical communication training dialogue
system incorporated with SNOMED CT synonyms for the
augmentation of textual data and BioBERT for intent
recognition. They qualitatively evaluated the performance of
the conversation system using scales rated by physicians from
29 training records, which indicated a comparable precision as
clinical experts.

Discussion

LLMs and SNOMED CT
In this scoping review, we observed that BERT was the
mainstream LLM integrated with SNOMED CT. Considering
the significant time required to publish state-of-the-art
methodologies, especially in peer-reviewed journals [79], it is
unsurprising that more recent inventions, such as GPT-3.5 and
BART, were less prevalent in articles published from 2018 to
2023. Researchers in this field exploited biomedically oriented
BERT variants, such as BioBERT and PubMedBERT, reflecting
the need for biomedical tasks to be trained or fine-tuned on
specialized corpora [16]. However, due to privacy and
confidentiality concerns, there is a dearth of clinical documents
and patient notes, making it difficult to sufficiently train
biomedical LLMs to an extent comparable to those in the general
domain [80]. SNOMED CT can supplement or even substitute
biomedical pretraining corpora, addressing the chronic shortage,
as noted in this review. A substantial number of studies included
in this review used SNOMED CT to expand pretraining corpora
by concatenating synonyms or relations in documents or

generating synthetic texts based on SNOMED CT descriptions
or relations.

We identified 3 approaches to incorporating SNOMED CT into
LLMs: LLM input, additional fusion modules, and knowledge
retriever, with the former 2 intervening in the pretraining process
of LLMs. While either lexical or graph information from
SNOMED CT could be incorporated into the pretraining stage,
the lexicon of SNOMED CT descriptions was the predominant
form of integration. This underscores that SNOMED CT chiefly
introduces synonym information to LLMs, yet relation
information remains underused in NLP research. The advantage
of SNOMED CT in defining relations between biomedical
entities through semantic networks needs to be adopted for more
sophisticated tasks such as knowledge inference and validation
and highlighted within the biomedical NLP research community.

End Tasks and Performance Reports
A significant number of studies included in this review engaged
in the concept recognition process from free texts, whether as
the final task or an intermediate step for subsequent tasks.
Recognizing and extracting SNOMED CT concepts from the
unstructured sections of EHRs is becoming crucial in clinical
settings, where substantial patient information, such as social
history and socioeconomic status, remains untapped in free-text
clinical notes [81]. Leveraging previously unrepresented
SNOMED CT concepts from free-text clinical data holds great
potential in significantly enhancing clinical care and research,
especially in the era of smart applications where
patient-generated data can be integrated into EHRs through the
representation of patient-authored texts with SNOMED CT
concepts [82].

Only a small fraction of the included models disclosed
performance comparisons before and after SNOMED CT
integration. For example, only 6 (40%) out of 15 studies on
MCN tasks provided information about the gain in the F1-scores
or accuracy after SNOMED CT incorporation. This suggests
that many biomedical NLP researchers do not focus on the role
of SNOMED CT or other ontologies in improving their models.
Moreover, some authors chose to demonstrate only selected
metrics, potentially leading to publication bias that favors
improved performance at first glance. In our review, we
identified 7 studies that presented only 1 metric without
disclosing others (excluding those that reported only the BLEU
score, which is widely recognized as the best metric for
measuring translation performance). This focus on a single
metric may encourage researchers to optimize their models for
that metric, potentially leading to underperformance in other
areas. The NLP community needs to propose standardized
methods for presenting performance and, if possible, develop
new metrics that better reflect the specifics of NLU and NLG
tasks performed by LLMs.

Implications for Future Endeavors
The knowledge-intensive approaches to enhancing LMs, which
are often renounced by those favoring deep learning–based
approaches, still comprise a small portion of the artificial
intelligence research community. However, in the face of
immense computational power and the availability of data
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required by LLMs and deep learning–based systems, an
increasing number of researchers now advocate the
harmonization of the 2 approaches [83], and a plethora of
KG-enhanced LLMs is developed in the general domain [10,84].
In addition to improving the performance of artificial
intelligence models, ontologies and human-curated knowledge
bases can address the explainability and controllability of
artificial intelligence, probing facts within the
human-interpretable form of system architectures [85].
Exploring the trade-offs in combining the 2 approaches is
anticipated to contribute toward trustworthy and reliable
artificial intelligence.

Among various biomedical terminology systems and ontologies,
SNOMED CT was the primary focus in this review as a KG
integrated with LLMs. Although the UMLS continues to
dominate NLP research in the biomedical domain [16],
SNOMED CT has the potential to expand its influence, given
its governance over the health care industry. Consequently, the
use of SNOMED CT as a reliable knowledge source becomes
more feasible, considering its presence in various EHR systems
or common data models. While this review did not identify
real-world SNOMED CT–incorporated LLM applications
directly tied to EHR systems, SNOMED CT is implicitly
expected to support these systems as a standardized terminology
system bound to syntactic interoperability structures such as
FHIR and OpenEHR. In addition, medical institutions already
implementing SNOMED CT in their EHR systems are
anticipated to incorporate LLM applications and use SNOMED
CT at the point of care [86]. Explicit descriptions of SNOMED
CT in technical specifications or scientific papers by developers
of these applications would have been valuable to include in
this review.

Limitations
One of the limitations of this scoping review is that we examined
LLMs that accepted SNOMED CT only as a working ontology,
leaving other biomedical ontologies out of our scope. To the
best of our knowledge, however, there is no comprehensive
review of the use of other biomedical ontologies within LLMs.
The queries used in this review, especially the first one, retrieved
articles that used a variety of biomedical ontologies, such as
the UMLS, Medical Subject Headings, Gene Ontology, and
Medical Wikidata. We chose to limit the scope of our review
to SNOMED CT due to the heterogeneity of components among
different ontology systems and the difficulty in delineating the
contributions of each ontology in a standardized way. A more
consolidated analysis of different ontologies used within LLMs
awaits more comprehensive work.

A significant proportion of the included studies (23/37, 62%)
were retrieved from conference proceedings. While we excluded
short abstract articles and included only those that provided
sufficient information to be categorized by our preset features,

interested readers might find it challenging to delve into detailed
methodologies from these proceedings articles. However, many
of these papers refer to additional materials, such as GitHub
(GitHub, Inc) repositories, to provide raw data and source codes;
for example, Khosla et al [27] provided the source code of their
system on GitHub [87]. We encourage more studies to share
additional materials on open developer platforms to enhance
methodology transparency and accelerate NLP research.

Another limitation of this review is that we could not conclude
on how the integration of SNOMED CT improved the
performance of LLMs. While most of the studies (14/18, 78%)
observed a positive impact on performance after SNOMED CT
integration, their statistical significance was not indicated.
Moreover, the diversity of evaluation methods prevented us
from performing a meta-analysis across all the included studies.
While we examined whether SNOMED CT integration improved
LLM performance by presenting percentage gains across various
metrics, these results are prone to being misleading due to
potential publication bias and the insufficient number of
included studies. Nevertheless, this before-and-after comparison
method, often adopted for comparative studies, effectively
measures the effect of interventions (SNOMED CT in our case)
within a single group or entity [88]. To control for confounding
factors, we excluded models whose performance differences
could be attributable to modalities other than SNOMED CT
integration. For example, we excluded the study by Zotova et
al [40] from our analysis because their performance might have
been affected by the use of a different testing corpus. An
evenhanded testing bed, such as a shared task competition under
a single testing method requiring all participants to report
performance differences before and after KG integration, could
provide a controlled evaluation to reliably and objectively
measure the contributions of KGs.

Conclusions
In conclusion, this scoping review explored the methodologies
and effectiveness of integrating SNOMED CT into LLMs. The
predominant approach involved using SNOMED CT concept
descriptions or graph embeddings as inputs for LM encoders,
many of which were involved in MCN tasks. The endeavor to
identify and extract SNOMED CT concepts from free texts was
proven to be instrumental in enhancing the understanding and
generation of NL texts for downstream tasks in the biomedical
realm. However, our study revealed both a lack of standardized
methods for assessing KG integration into LLMs and a scarcity
of explicit performance reporting in existing research,
highlighting significant gaps in current evaluation practices.
These findings underline the need for more consistent reporting
and evaluation practices in this field of research. Future research
is anticipated to be more aware of the advantage of SNOMED
CT when incorporating it into LLMs and to report findings in
a manner that facilitates comparison across different works.
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Abstract

Background: Electronic health records (EHRs) commonly contain patient addresses that provide valuable data for geocoding
and spatial analysis, enabling more comprehensive descriptions of individual patients for clinical purposes. Despite the widespread
use of EHRs in clinical decision support and interventions, no systematic review has examined the extent to which spatial analysis
is used to characterize patient phenotypes.

Objective: This study reviews advanced spatial analyses that used individual-level health data from EHRs within the United
States to characterize patient phenotypes.

Methods: We systematically evaluated English-language, peer-reviewed studies from the PubMed/MEDLINE, Scopus, Web
of Science, and Google Scholar databases from inception to August 20, 2023, without imposing constraints on study design or
specific health domains.

Results: A substantial proportion of studies (>85%) were limited to geocoding or basic mapping without implementing advanced
spatial statistical analysis, leaving only 49 studies that met the eligibility criteria. These studies used diverse spatial methods,
with a predominant focus on clustering techniques, while spatiotemporal analysis (frequentist and Bayesian) and modeling were
less common. A noteworthy surge (n=42, 86%) in publications was observed after 2017. The publications investigated a variety
of adult and pediatric clinical areas, including infectious disease, endocrinology, and cardiology, using phenotypes defined over
a range of data domains such as demographics, diagnoses, and visits. The primary health outcomes investigated were asthma,
hypertension, and diabetes. Notably, patient phenotypes involving genomics, imaging, and notes were limited.

Conclusions: This review underscores the growing interest in spatial analysis of EHR-derived data and highlights knowledge
gaps in clinical health, phenotype domains, and spatial methodologies. We suggest that future research should focus on addressing
these gaps and harnessing spatial analysis to enhance individual patient contexts and clinical decision support.

(JMIR Med Inform 2024;12:e56343)   doi:10.2196/56343
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Introduction

Electronic health records (EHRs) have significantly enriched
clinical decision support by providing relatively cost-effective,
time-efficient, and convenient sources of a large population of
patient records [1,2]. Because EHRs often contain patient

addresses, spatial analysis can enable value addition via
high-resolution geocoding. The simplest of such analyses may
be mapping, which can promote a better understanding of health
disparities. Further, patient geocoding can link external data
such as environmental, demographic, and socioeconomic factors
for more refined patient phenotyping and a more profound
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understanding of patient exposures for targeted interventions
[3].

The possibilities for applying spatial analysis on
individual-level, EHR-derived data are beyond geocoding, basic
mapping, or external data linkage. For instance, spatial network
analysis examines proximity to the sources of pollution [4],
measures accessibility to health care facilities [5], and optimizes
resource allocations to mitigate health disparities [6]. Spatial
clustering pinpoints statistically significant spatial and
spatiotemporal hotspots and cold spots [7], especially when
considering longitudinal EHRs data. Moreover, spatial and
spatiotemporal modeling can identify localized patterns, trends,
and relationships within a specific region [8,9]. Identifying
underserved communities through spatial analysis can enhance
clinical decision support to implement targeted interventions
such as screening, vaccination, or health education campaigns.

Despite the availability of advanced spatial analysis methods,
most studies primarily focus on basic mapping or geocoding.
Moreover, while these methodologies have the potential to better
describe the context of individual patients in biomedical studies,
there is a need for their improved application to derive more
meaningful insights. To accurately address medical conditions,
identify a disease in a patient, and scale that to cohorts of
patients, phenotyping is required [10]. Phenotypes are a
combination of observable traits, symptoms, and characteristics.
They can contain inclusion and exclusion criteria (eg, diagnoses,
procedures, laboratory reports, and medications) and can be
used to recruit patients who fit the necessary criteria for clinical
trials.

A prior systematic review used spatially linked EHRs data to
investigate the effects of social, physical, and built environments
on health outcomes [11]. Another study highlighted the need
to integrate spatial data related to individual patients into health

care decision-making and practice [12]. Nonetheless, this is the
first comprehensive study that systematically reviews US-based
studies that used spatial analysis for analyzing EHR-derived
data in characterizing patient phenotypes for clinical decision
support and interventions. This review collates and synthesizes
existing literature that used individual-level health data from
EHRs in conjunction with advanced spatial analyses and patient
phenotyping. Thus, the main objectives of this review are (1)
to evaluate the degree to which advanced spatial methods are
currently being used with individual-level data sourced from
EHRs in the United States, (2) to identify areas of spatial
analyses most applicable to biomedical studies, (3) to categorize
publications concerning their biomedical and clinical areas and
the specific patient phenotypes they target, and (4) to highlight
knowledge gaps and propose future research directions for
harnessing the potential of spatial analysis to enhance the context
of individual-level data sourced from EHRs for biomedical
studies.

Methods

Overview
This systematic review was performed using the protocols
outlined by the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) to identify the studies
that satisfy the eligibility criteria for subsequent data extraction
and synthesis (Multimedia Appendix 1).

Data Source
A comprehensive search for peer-reviewed studies was carried
out using abstracts and titles screening within the
PubMed/MEDLINE, Scopus, and Web of Science databases
using the search terms in Table 1. The search was conducted
on August 29, 2023, without limitations on study design or
specific health domains.

Table 1. The search strategy key terms.

Key termsThemea

(“Geospatial*” OR “Geo-spatial*” OR “Spatio-Temporal” OR “Spatial Temporal” OR “Space-Time” OR “Space Time”
OR “Spatiotemporal” OR “Geocod*” OR “ Spatial Autocorrelation” OR “Spatial Interpolation” OR “Spatial Epidemiology”
OR “Spatial Data” OR “Spatial Modeling” OR “Spatial Modelling” OR “Spatial Mapping” OR “Geographic Mapping” OR
“Georeferenc*” OR “Spatial Analys*” OR “Spatial Inequalit*” OR “Spatial Disparit*” OR “Spatial Dependenc*” OR
“Spatial Access*” OR “Geographical Mapping” OR “Geographical Visualization” OR “Geographic Visualization” OR
“Geovisualization” OR “Geographical Information System*” OR “Geographic Information System*” OR “Geofencing”
OR “Geographical Distribution*” OR “Geographic Distribution*” OR “Spatial Statistic*” OR “Spatial Bayesian” OR
“Spatial Hotspot*” OR “Spatial Cluster*” OR “Geographic Cluster*” OR “Geographic Hotspot*” OR “Remote Sensing”
OR “Global Positioning System” OR “Spatial Pattern*” OR “Spatial Data Mining” OR “Spatial Variabilit*” OR “Spatial
Heterogeneit*” OR “Geostatistic*” OR “Spatial Covariance” OR “Spatial Regression” OR “Spatial Uncertaint*” OR
“Spatial Point Pattern*” OR “Kriging” OR “Cartography” OR “Spatial Decision Support System*” OR “OpenStreetMap”
OR “Location-Based Services” OR “Spatial Quer*” OR “GIS” OR “Web GIS” OR “Satellite Imager*” OR “ArcGIS” OR
“QGIS” OR “Risk Mapping”) AND

Spatial analysis

(“EHR” OR “EMR” OR “EPR” OR “Electronic Health Record*” OR “Electronic Medical Record*” OR “Electronic Patient
Record*” OR “EDW” OR “Enterprise Data Warehouse” OR “RDW” OR “Research Data Warehouse”)

EHRb

aThe selected studies that used spatial analysis of EHR data were manually excluded if they lacked patient phenotype characteristics or were not conducted
based on the US data.
bEHR: electronic health record.
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Search Strategy
The initial search comprised 2 main categories. The first
category included a broad set of key terms related to spatial
analysis. The second category used the key terms associated
with EHR. Henceforth, our reference to EHRs will also
encompass electronic medical records (EMRs), electronic patient
records (EPRs), enterprise data warehouses (EDWs), and
research data warehouses (RDWs). The Boolean operator AND
was applied to synthesize the 2 categories.

For PubMed/MEDLINE, Scopus, and Web of Science, we used
a consistent search strategy tailored to the specific features and
functionalities of each platform. We used the advanced search
options available on these databases to input the key terms from
Table 1. The search was conducted across titles and abstracts.
For Google Scholar, due to its distinct search engine and more
limited filtering options compared to the other databases, we
conducted broad search queries with the same key terms. We
then manually reviewed the results to identify and include
relevant studies that met our criteria.

Study Selection
The retrieved abstracts and titles were imported into Covidence
systematic review software (Veritas Health Innovation), where
duplicate records between original databases are automatically
eliminated. Two reviewers (AM and BH) independently assessed
the eligibility of the studies based on the following inclusion
and exclusion criteria.

The studies were eligible for primary inclusion if they (1) were
composed in English; (2) were original peer-reviewed studies;
(3) used individual-level patient data derived from EHRs, EMRs,
EPRs, EDWs, or RDW; and (4) incorporated at least 1 form of
spatial methods. Conversely, the studies were excluded if they
(1) were not peer-reviewed (eg, letters, editorials, reviews, case
reports, abstracts, and grey literature), (2) solely geocoded
addresses or generated basic visualizations (eg, dot map and
choropleth map) without any spatial analysis, and (3) not based
on the US data.

The reviewers (AM and BH) independently reviewed the full
texts of all remaining studies. The studies also were excluded
if they lacked phenotype characteristics. Further, we manually
checked the references for all the selected studies for possible
inclusion. A third reviewer (AVA) was consulted to break ties.

Data Extraction
Upon identifying studies that satisfied all inclusion criteria, two
reviewers (AM and BH) extracted the following items for each
study: title, publication year, country and region, sample size,
study period, spatial methodologies, and key findings from the

spatial methods. Moreover, studies were assessed to identify
clinical domains (including primary and secondary when
applicable), health conditions or problems, and themes
(including social determinants of health [SDOH], environmental
factors, ecological aspects, climate, microbiome, genomics, and
clinical phenotypic characteristics). Previous publications have
emphasized the importance of data domain sources in
phenotyping, underscoring the need for validating the created
phenotype [13] and using multiple data sources. Thus, in cases
where the included publications did not provide details of data
sources but instead referenced previously published works,
referenced publications were reviewed. Additionally, we
cataloged the types of EHRs that served as the sources.

Narrative Synthesis
There is no universally accepted classification for spatial
analysis methods. In this review, we have adopted and refined
a classification framework based on the study of Nazia et al
[14], which initially categorized methods into frequentist and
Bayesian approaches and spatial and spatiotemporal methods.
This classification was further broken down into descriptive,
clustering, and modeling techniques [15]. Therefore, following
data extraction, the studies were categorized into the following
spatial methodology classifications: descriptive, clustering,
modeling (frequentist), spatiotemporal (frequentist), and
Bayesian. The phenotype characteristics were extracted and
recorded as free text. It should be noted that the categories were
not mutually exclusive.

The quality appraisal of the studies was not feasible due to the
substantial heterogeneity in spatial methodologies and health
domains. The geospatial distribution of the included studies
was visualized using ArcGIS Pro software (version 3.0; ESRI).

Results

Study Selection
The initial search yielded 1758 references. After removing
duplicate records, we identified 952 studies for abstract and title
screening, from which 375 were selected for full-text review.
Of these, 322 studies were excluded as they only contained
geocoding or basic mapping without any spatial analysis.
Additionally, 15 studies were omitted due to the absence of
patient phenotype characteristics (n=2) or were not based on
US data (n=13). We further manually searched references and
Google Scholar and found 11 new studies that met the eligibility
criteria. Therefore, 49 studies that fulfilled the inclusion criteria
were retained for data extraction and synthesis. Figure 1 depicts
the PRISMA flowchart for the study selection process.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) study selection flowchart.

Temporal and Geographic Distribution of Studies
Of the 49 included studies, a limited number (n=7, 14%) were
published prior to 2017. The earliest study included in this study
was published in 2011, and the publication frequency has
experienced a significant upsurge since 2017 (n=42, 86%),
likely due to increased adoption of EHR systems and growing

familiarity with spatial analysis techniques among researchers.
There was only one study [16] at the national level. General
characteristics of the included studies are presented in Table 2.
Most studies were concentrated in North Carolina (n=8, 16%),
Pennsylvania (n=6, 12%), California (n=6, 12%), and Illinois
(n=4, 8%). Figure 2 illustrates the geospatial distribution of
studies at the state level in the United States.
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Table 2. General characteristics of the included studies.

Study periodSample size, nRegionYearAuthorNo.

2002-20104613Atlanta2019Ali et al [7]1

2011-201624,428Cincinnati2018Beck et al [17]2

2007-2011147,000Durham2018Bravo et al [18]3

2007-2011147,351Durham2019Bravo et al [19]4

2007-201141,203Durham2019Bravo et al [20]5

20205421Delaware2020Brooks et al [21]6

2006-2015366Utah2021Carey et al [22]7

2006-201320,569Pennsylvania2016Casey et al [23]8

2007-2009103,690Wisconsin2015Chang et al [8]9

2013-201810,352Durham2020Cobert et al [24]10

2011-201221,578Denver2018Davidson et al [25]11

2019-20202195South Carolina2023DeMass et al [26]12

2007-20115390Los Angeles2014Epstein et al [27]13

2015-20212240Tennessee2023Gaudio et al [28]14

1999-20153736South Carolina2020Georgantopoulos et al [29]15

2012-201920,289Twin Cities, Minnesota2022Ghazi et al [30]16

2007-2012777,994Chicago2023Grag et al [31]17

2015-20201403Georgia2022Grunwell et al [32]18

2013-20151473Flint, Michigan2016Hanna-Attisha et al [33]19

2002-201013,938Atlanta2019Immergluck et al [34]20

2007-2008744Eastern North Carolina2011Jilcott et al [35]21

2011-20202427Kansas and Missouri2023Kane et al [36]22

2007-201147,175San Francisco2018Kersten et al [37]23

N/Aa3527North Carolina2018Lantos et al [38]24

≤20153527Durham2017Lantos et al [39]25

20163778Philadelphia2019Lê-Scherban et al [40]26

2000-2011154,424Northern California2015Lieu et al [41]27

2008-2015479Colorado2017Lipner et al [42]28

2011-201688,013Cincinnati and Houston2021Liu et al [43]29

2015-201714,309Chicago2019Mayne et al [44]30

2009-20134748Chicago2018Mayne et al [45]31

2005-201528,793Memphis2017Oyana et al [46]32

2003-2010~100 millionNationwide2017Patterson and Grossman [16]33

2000-2017642Philadelphia2019Pearson and Werth [47]34

2013-20176366New Haven2022Samuels et al [48]35

2009-201047,769Pennsylvania2011Schwartz et al [49]36

1998-2013558North Carolina2018Sharif-Askary et al [50]37

2020-2021446,440Southern California2022Sidell et al [51]38

2012-20203449Delaware2022Siegel et al [52]39

2011-20122049Pennsylvania2017Soares et al [6]40

2008-2018395,927Southern California2022Sun et al [53]41

2009-201131,275Denver2017Tabano et al [54]42

JMIR Med Inform 2024 | vol. 12 | e56343 | p.282https://medinform.jmir.org/2024/1/e56343
(page number not for citation purposes)

Mollalo et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Study periodSample size, nRegionYearAuthorNo.

2015-20173754Memphis2020Wakefield et al [55]43

2014-201639,211Chicago2022Wilson et al [56]44

2017-20197896Southern California2023Winckler et al [57]45

2011-201427,604Philadelphia2017Xie et al [3]46

2015-2019242,637Washington2023Xie et al [58]47

201921,923Central Texas2021Zhan et al [59]48

2007-201243,752Wisconsin2021Zhao et al [60]49

aNot applicable.

Figure 2. Geospatial distribution of the included studies at the state level in the United States.

Spatial Methodologies

Overview
Most studies focused on frequentist methods compared to the
Bayesian methods. Among frequentist methods, the most
prevalent category was clustering (n=29), followed by
descriptive (n=12), modeling (n=6), and spatiotemporal analyses
(n=2). More detailed explanations of the spatial methods used
in this study are provided in Multimedia Appendix 2.

Descriptive Analyses
Descriptive analyses were categorized into four groups: spatial
sampling (n=2), spatial overlay (n=2), proximity analysis (n=4),
and spatial interpolation (n=4).

Spatial Sampling

A 2 SD ellipse method is used to optimize spatial sampling
density. This ellipse contains almost 95% of the locations of
patients and is used to ensure that the collected samples reflect
the underlying spatial pattern in data, particularly when
resources are limited [61]. Lantos et al [38] and Lantos et al
[39] adopted this approach when sampling women who
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underwent cytomegalovirus antibody testing during pregnancy,
especially in peripheral areas with limited subject representation.

Spatial Overlay

Spatial overlay integrates various spatial data sources, often
maps, to represent their shared features. Wakefield et al [55]
overlaid the map of major radiation treatment interruptions
based on race onto the map of median household income. Their
analysis implied that regions with higher income levels
experienced lower rates of radiation treatment interruption.
Samuels et al [48] spatially joined patient addresses to the
nearest city parcels and computed an estimate of the incidence
of emergency department visits for asthma for each parcel [48].

Proximity Analysis

Proximity analysis includes measuring distances between
geographic features to identify nearby features within a defined
distance or buffer zone to uncover proximity patterns [62].
Wilson et al [56] created temporal and spatial buffers to assess
the correlation between individual exposure to violent crime
and blood pressure. Schwartz et al [49] evaluated the
associations between environmental factors and BMI within a
0.5-mile network buffer from the place of residence. Casey et
al [23] investigated the associations between prenatal residential
greenness and birth outcomes within 250-m and 1250-m buffers.
Using a geographic information system service area network
analysis, Jilcott et al [35] examined BMI percentile and
proximity to fast-food and pizza establishments among
adolescents within 0.25-mile Euclidean and network buffer
zones.

Spatial Interpolation

Ordinary Kriging is one of the most widely used spatial
interpolation techniques that leverages the spatial autocorrelation
structure of observed locations to estimate values at unmeasured
locations [63]. Hanna-Attisha et al [33] applied ordinary Kriging
with a spherical semivariogram model based on observations
of the children’s elevated blood lead level geocoded to the home
address to visualize blood lead level variations before and after
water source changes. Mayne et al [44] interpolated the levels
of neighborhood physical disorder based on an exponential
variogram. Patterson and Grossman [16] demonstrated spatial
variations for the incidence rates of each International
Classification of Diseases, Ninth Revision diagnostic code based
on an exponential variogram. Sun et al [53] estimated monthly
average concentrations of fine particulate matter to investigate
the associations between air pollution exposure during
pregnancy and gestational diabetes mellitus.

Spatial Clustering

Overview

Spatial clustering techniques assess whether health outcomes
are random, uniform, or clustered and pinpoint the locations of
clusters [64]. Spatial clustering was the most widely used
category (n=29) among all studied categories. Moran I clustering
and cluster detection were the most frequent techniques (n=10),
followed by kernel/point density estimation (n=5), spatial scan
statistics (n=4), and Getis-Ord Gi* statistics (n=4).

Kernel/Point Density Estimation

Kernel density estimation generates a smooth surface to
visualize areas of the most significant spatial intensity by
calculating a distance-weighted count of events within a
specified radius per unit area [65]. Several studies adopted
kernel density estimation to analyze patterns, including cholera
hospitalization [58], comparison of the spatial intensity of
chronic kidney disease with nonchronic kidney disease patients
[30], and comparison of the spatial intensity of breast cancer
and nonbreast cancer [52]. Using the point density function,
Beck et al [17] pinpointed hotspots of inpatient bed-day rates
within a 2-mile radius of a medical center, and Kane et al [36]
estimated the number of participants per square mile.

Global and Local Moran I

Global Moran I (GMI) evaluates the overall pattern for spatial
autocorrelation [66] by inferring if a variable is spatially
clustered or overdispersed versus being randomly distributed
under the null hypothesis [66]. Local Moran I (LISA) is used
to locate statistically significant clusters including hotspots,
cold spots, and outliers [67]. GMI has been adopted to analyze
spatial clustering of health outcomes including gestational
diabetes mellitus [53], day-of-surgery cancellation [43], obesity
[54], and COVID-19 [51]. All exhibited clustered patterns. Xie
et al [58] analyzed 3 groups: depression, obesity, and comorbid
cases, confirmed clustering for all outcomes, and identified
spatial clusters and outliers. Pearson and Werth [47] found
random distributions for dermatomyositis (DM) and subtypes,
classic DM, and clinically amyopathic DM. Meanwhile,
Davidson et al [25] pinpointed clusters with higher or lower
depression prevalence, and Winckler et al [57] identified a
cluster of low use of acute pediatric mental health interventions
in less-densely populated rural border areas.

GMI and semivariograms or variograms can also identify spatial
autocorrelation in model residuals. If detected, the models are
adjusted accordingly to avoid biased estimates. For example,
Lipner et al [42] modeled nontuberculous mycobacteria disease,
shifting the use from a nonspatial Bayesian model to a spatial
model when spatial autocorrelation was found in residuals.
Similarly, Georgantopoulos et al [29] incorporated spatial
random effects into a prostate cancer model due to significant
autocorrelation in the residuals. Sharif-Askary et al [50] used
variograms to assess spatial dependency in cleft lip or palate,
leading to a geostatistical model over standard logistic
regression. Conversely, Casey et al [23] found no spatial
autocorrelation in nonspatial model residuals.

The bivariate GMI quantifies the overall spatial dependence
between two distinct variables (positive value indicates high
values of one variable are surrounded by high values of the
other or low values are surrounded by low values, while negative
value implies high values of one variable are surrounded by
low values of the other) [68]. Bivariate LISA assesses the
relationship between the two variables at the local level. Pearson
and Werth [47] used bivariate GMI for the prevalence of DM,
classic DM, and clinically amyopathic DM with airborne toxics
but found no overall spatial dependencies. However, bivariate
LISA identified local dependencies at the zip code level. Garg
et al [31] applied bivariate GMI and found significant overall
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associations between longer (average) distances to the nearest
supermarket and higher incidence of diabetes, and bivariate
LISA identified significant “high-high” relationships at the zip
code level. Gaudio et al [28] used bivariate LISA and found no
local association between radiation therapy interruption and
social vulnerability index at the zip code level.

Getis-Ord Gi*

The Getis-Ord Gi* statistic identifies high- or low-value clusters
(hotspots and cold spots) by assessing deviations of health
outcomes at locations from the average within a defined
neighborhood [69]. Lê-Scherban et al [40] measured racial
residential segregation by examining the deviations in the
African American residents in each census tract from the mean
of neighboring tracts. Similarly, Mayne et al [45] measured
racial residential segregation for the percentage of non-Hispanic
Black residents. Ali et al [7] identified significant
community-onset methicillin-resistant Staphylococcus aureus
(CO-MRSA) hotspots with distinct patterns between cases and
controls. Kersten et al [37] detected the high- and low-value
clusters for the child opportunity index and median household
income.

Spatial Scan Statistics

The spatial scan statistics technique identifies high- and low-risk
clusters and estimates their relative risks [70]. It also can
incorporate covariates to characterize underlying patterns [71].
Lipner et al [42] found that people living in zip codes within
the primary cluster had an almost 2.5 times greater risk of
nontuberculous mycobacteria disease. Lieu et al [41] identified
clusters of underimmunization and vaccine refusal among
children, with rates ranging from 18% to 23% inside the clusters
compared to 11% outside.

The technique can also pinpoint cold spots. Brooks et al [21]
identified areas with significantly lower COVID-19 testing than
expected, indicating a need for interventions. Zhan et al [59]
observed significantly low rates of up-to-date colorectal cancer
screening.

Spatial Modeling (Frequentist)
Among the included studies, the generalized additive models
(GAMs) emerged as the most frequently used spatial models.
GAMs can account for spatial autocorrelation by incorporating
smooth functions (such as thin-plate regression) of spatial
coordinates [72], allowing the estimate of geographic variation
with or without covariate adjustments. GAMs were used to
identify the spatial variabilities in asthma prevalence [3,8] and
cytomegalovirus [38,39], although such variations often
diminished when adjusted for demographic factors such as race
and age. Less commonly used geospatial models were
generalized linear mixed effects [51] and spatial error [43]
models.

Spatiotemporal Analysis
Only 2 studies explored spatiotemporal patterns, and no
spatiotemporal modeling was conducted. Oyana et al [46] used

space-time scan statistics to study the spatiotemporal patterns
of childhood asthma and found a significant frequency increase
(2009-2013) and a rising trend from 4 to 16 per 1000 children
(2005-2015). Ali et al [7] used the space-time cube tool and
emerging hotspot analysis to analyze the spatial-temporal trends
and evolving patterns of CO-MRSA from 2002 to 2010. They
identified several types of space-time hotspots of CO-MRSA
including new, consecutive, intensifying, sporadic, and
oscillating hotspots.

Bayesian Analysis
The studies using Bayesian methods were categorized into
empirical Bayes smoothing (n=5) and Bayesian modeling (n=6).]

Empirical Bayes Smoothing

The empirical Bayes smoothing was used by Lê-Scherban et al
[40], Liu et al [43], Tabano et al [54], and Xie et al [58] to
stabilize estimated rates in areas with limited data points by
borrowing information from the overall population [73]. Zhao
et al [60] used nonparametric kernel smoothing to estimate the
prevalence of childhood obesity in areas with sparse
observations (n<20 individuals) [60].

Bayesian Modeling

Bayesian modeling can account for spatial and temporal
dependencies and quantify uncertainty by specifying prior
distributions [74]. Among the studies, the conditional
autoregressive (CAR) prior emerged as the most used, with 2
variants: intrinsic and multivariate CAR. Intrinsic CAR was
used to assess the spatial variations in diabetes in relationship
with racial isolation [18], hypertension related to racial isolation
[19], and type 2 diabetes mellitus with the built environment
[20]. Multivariate CAR was used to identify areas with higher
or lower-than-expected prostate cancer while controlling for
risk factors [29]. Moreover, hierarchical Bayesian that can
incorporate hierarchical structures for modeling [75] was used
to investigate spatial distributions of patients admitted for
drug-related reasons concerning the area deprivation index [24].
Bayesian negative binomial hurdle models that can account for
excessive zeros and overdispersion were used to examine spatial
variation between patient responses to the questions concerning
unhealthy home environments and the mean number of
emergency department visits after screening [26].

Phenotyping

Clinical Domain Characteristics and Themes
The largest category of studies was classified under the
infectious disease (n=7), endocrinology (n=7), and oncology
(n=6) domains. Additionally, 19 studies had a pediatric domain
or focus, as noted with an additional column in Table 3.
Maternal and newborn care was classified as its own domain
(n=8), but it overlapped with other domains such as nephrology,
endocrinology, and infectious disease.
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Table 3. Clinical domains and condition or problem of focus for each publication.

Pediatric population involvedSecondary clinical domainbCondition by clinical domaina

Pediatric

✓—dDoSCc [43]

✓—EBLLe [33]

✓—Disparities in inpatient bed-day rates [17]

Maternal and newborn care

✓—Under immunization; vaccine refusal [41]

—Preterm birth; small for gestational age; hypertensive disorder of
pregnancy [44]

—Preterm birth; small for gestational age; low birth weight; low Apgar
score [23]

—Hypertension [56]

—Hypertension [19]

EndocrinologyHypertension; diabetes [40]

Endocrine; nephrologyHypertension; diabetes; CKDf [31]

Maternal and newborn careHypertension, disorder of pregnancy [45]

Endocrinology

Maternal and newborn careGDMg [53]

—T2DMh [18]

—T2DM [20]

—Obesity [54]

✓—Obesity [49]

✓—Obesity [35]

✓—Obesity [60]

PsychiatryObesity; depression [58]

Psychiatry

✓—Acute pediatric mental health interventions or services [57]

—Depression [25]

✓—Telemedicine use in developmental-behavioral pediatrics [6]

Emergency medicineDrug overdoses [24]

Emergency medicine

✓—Disparities in pediatric acute care visit frequency and diagnoses [37]

✓—Disparities in use of PICUi [27]

—Emergency department use [26]

Pulmonary

Emergency medicineAsthma, emergency department asthma visits [48]

✓—Asthma [32]

✓—Asthma [46]

—Asthma [3]

—Asthma [8]

Infectious disease

PulmonaryCoccidioidomycosis [22]
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Pediatric population involvedSecondary clinical domainbCondition by clinical domaina

✓—Community-associated MRSAj [34]

✓—Community-onset-MRSA [7]

—COVID-19 [21]

—COVID-19 [51]

✓Maternal and newborn careCMVk [39]

✓—CMV [38]

—Nontuberculous mycobacterial infection [42]

Oncology

—RTIl [55]

—RTI [28]

—Colorectal cancer screening [59]

—Prostate cancer [29]

—TNBCm [52]

✓—Disparities in genomic answers for kids (GA4K) [36]

Maxillofacial

✓—Cleft lip or palate [50]

Nephrology

—CKD [30]

Rheumatology

Neurology; dermatologyDermatomyositis [47]

All domains

—Geospatial variation of disease incidence [16]

aCondition or problem of focus column displays the general condition of the study and may not directly correspond to the phenotype.
bPublications with more than 1 clinical domain and those with a pediatric component are noted as such.
cDoSC: day-of-surgery cancellation.
dNot applicable.
eEBLL: elevated blood lead levels.
fCKD: chronic kidney disease.
gGDM: gestational diabetes mellitus.
hT2DM: diabetes mellitus, type 2.
iPICU: pediatric intensive care unit.
jMRSA: methicillin-resistant Staphylococcus aureus.
kCMV: cytomegalovirus.
lRTI: radiation treatment interruption.
mTNBC: triple-negative breast cancer.

The relationship between the clinical domains and the
“conditions or problems of focus” in each study was examined
(Table 3). In some cases, direct correspondence was observed,
while in other instances, the “condition or problems of focus”
differed from the phenotype of the patient cohort. In many
studies, one or more overlapping domains were observed (eg,
rheumatology, neurology, and dermatology for the study of
DM). Asthma (n=5), hypertension (n=5), and diabetes (n=4)
were studied most frequently. Three studies did not focus on
any health condition but rather on examining disparities in either
a data source or a specific domain or cohort (eg, disparities in
the use of pediatric intensive care units).

Every study was attributed to at least one prominent theme,
with the possibility of multiple themes. SDOH themes were
prevalent in many studies. To organize and present this
information, we used the domains defined by the Healthy People
2030 framework [76]. There are 5 domains in the SDOH
framework (Table 4), with the corresponding counts of these
domains being seen as themes of the studies. Most studies had
1 or more SDOH themes (n=42). Many studies focused either
on all the domains or SDOH holistically without particular focus
on any specific domain (n=32). However, some studies
contained prominent themes that were not directly related to
SDOH, which were phenotypic features (n=4), followed by
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environmental (n=3), and ecological (n=2), with climate, genomics, and microbiome, each contributing one study.

Table 4. SDOHa themes examined within the framework of Healthy People 2030 SDOH domains [76].

Counts, nLabels and SDOH domains

SDOH 1

2Economic stability (employment, food insecurity, housing instability, poverty)

SDOH 2

N/AbEducation access and quality (early childhood development and education, enrollment in higher education, high school
graduation, language, and literacy)

SDOH 3

5Health access and quality (access to health services, access to primary care, health literacy)

SDOH 4

14Neighborhood and built environment (access to foods that support healthy dietary patterns, crime and violence, environmental
conditions, quality of housing)

SDOH 5

5Social and community context (civic participation, discrimination, incarceration, social cohesion)

36All 5 SDOH domains or SDOH as a whole

8Non-SDOH focus

aSDOH: social determinants of health.
bNot applicable.

Clinical Phenotype Features
For each publication, clinical phenotype definitions were
extracted (Multimedia Appendix 3). In almost all studies,
phenotype definitions included demographic details such as
patient age, race, and gender, along with some diagnostic
characteristics (eg, asthma diagnosis). Only a limited number
of phenotypes were observed to be validated (n=8). The most
frequently observed method for phenotype validation was a
manual chart review of all matches or a sample of matched
charts. None of the studies with chart review as a validation
method shared information on the match rate. Additionally,
only two studies [20,58] were observed to use validated
eMERGE Network computable phenotypes from the Phenotype
Knowledgebase [77-79].

Discussion

Principal Findings
This systematic review is the first comprehensive investigation
of spatial methodologies within EHR-derived data in the United
States. The findings reveal that a considerable portion of studies
predominantly focus on basic mapping or geocoding, with a
limited use of advanced spatial analysis methods. Spatial
clustering and descriptive analysis were the most used methods,
while space-time modeling, either frequentist or Bayesian, was
not widely applied. The diverse use of spatial analysis for
EHR-derived data in different health domains highlights the
potential to incorporate spatial methods to enhance the context
of individual patients for future biomedical research. We found
limited use of EHR-derived data for spatial analysis, probably
due to the challenge of safeguarding patient privacy. Address
data, crucial for spatial analysis, is highly confidential and often
restricted from sharing. Researchers and institutions often use

geographic masking techniques [6,80] to balance data use and
privacy protection by altering the precise geographic coordinates
while preserving the overall spatial characteristics of data.
Encouraging the adoption of spatial analysis could promote
biomedical knowledge sharing and collaboration.

The use of EHRs data for spatial analysis can present several
challenges, particularly in accurately geocoding patient
addresses. Issues, such as address formatting errors, incomplete
or outdated addresses, and potential inaccuracies in geocoding
services, can influence the outcome of spatial analysis [81].
Advanced geocoding algorithms and manual verification
processes can mitigate these issues. For instance, Goldberg et
al [82] developed a web-based system for rapid manual
intervention of previously geocoded data, significantly
improving the match rate and quality of individual geocodes
with minimal time and effort. Additionally, when addresses are
only available at the zip code level, additional nuances arise as
zip code boundaries are often not well-defined and can change
over time [83]. Spatial smoothing techniques and zip code
centroids can mitigate some of these challenges. We recommend
standardizing address formats before geocoding (using tools
like the US Postal Service address verification), using advanced
geocoding services, leveraging higher-resolution geographical
data when possible, and integrating multiple spatial scales to
enhance the accuracy and reliability of spatial analysis using
EHRs data.

We acknowledge that not all patient phenotypes are inherently
suited for spatial analysis, and integrating genomics, imaging,
and clinical notes phenotypes can be particularly challenging.
However, evidence suggests that spatial techniques can provide
valuable insights even in these areas where their application
may initially appear challenging. For instance, Baker et al [84]
demonstrated the effectiveness of spatial analysis in genomics
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by combining single-nucleotide polymorphism genotyping with
geospatial K-function analysis. Their study of typhoid in Nepal
found significant geographic clustering of cases. Canino [85]
developed a robust framework that integrated biological data
with geographic information from EMRs. Their system
identified correlations between patient profiles and geographic
factors such as environmental exposures related to pollution.
Future interdisciplinary studies can explore developing
frameworks that integrate genomics or notes with geospatial
datasets to reveal complex relationships and patterns.

The application of spatiotemporal analysis of EHR-derived data
was mainly limited to exploring spatiotemporal clusters with
no spatiotemporal modeling. This might be due to the technical
expertise required for analysis, data complexity, availability of
longitudinal data, and computational challenges. The Bayesian
framework offers a more adaptable framework to handle
complex spatial and temporal dependencies, control confounding
variables [86], and incorporate prior information, such as
existing medical literature and expert opinions, resulting in more
interpretable results [87,88]. Moreover, spatiotemporal Bayesian
modeling can aid in understanding disease trends and
progressions, seasonality, and long-term shifts at the local levels
[89]. Bayesian modeling can also account for uncertainty in
parameter estimates and predictions to assess the reliability of
findings before implementing interventions [90]. Thus, future
research should delve into spatial and spatiotemporal modeling,
focusing on Bayesian approaches. Moreover, ignoring spatial
dependence in modeling can bias parameter estimates [9,91,92].
Additional state-of-the-art methods, such as space-time
autoregressive models and generalized additive models for
location scale and shape, also provide flexibility in modeling
complex relationships. Spatiotemporal point process models
also contribute by analyzing the distribution of health events
and underlying states over space and time.

Among the health conditions studied, chronic and infectious
diseases emerged as the most frequently investigated domains
compared to others. This disparity may be attributed to the
pressing public health concerns posed by diseases with
immediate impacts that often attract more funding and resources
for research initiatives [93,94]. The historically high mortality
rates of these conditions likely led to continuous research.
Furthermore, the nature of spatial contamination and the spread
of infectious diseases has historically driven the development
of spatial analysis for clinical purposes, exemplified by John
Snow’s seminal cholera investigation. Surprisingly, despite the
plethora of funding in cancer research, we only found a small
number of studies within the cancer domain, which may likewise
be attributed to and indicative of the pressing needs of other
domains such as infectious disease.

We observed recurring and prominent themes related to the
SDOH. This emphasis may result from the growing maturity
and increased awareness within the biomedical informatics
community regarding the significant influence of social,
economic, and environmental factors on health outcomes.
Understanding the roles of SDOH in health disparities will likely
lead to the implementation of integrative health interventions
that address the needs of individuals affected by these health

disparities. These interventions can likewise be enhanced by
incorporating spatial perspectives.

Another missed opportunity is the limited use of computable
phenotypes—automated algorithms designed for characterizing
diseases and enrolling patients in studies. Most studies primarily
depended on the manual application of inclusion and exclusion
criteria to define phenotypes. While this method may be suitable
in certain scenarios, it often necessitates greater depth and
granularity to consistently and accurately capture the intended
patient cohorts. The accuracy and precision of the manual
approach can vary depending on the data sources and clinical
domains. Notably, only 2 of the studies in this review used
computable phenotypes, indicating a limited adoption of this
essential and potentially transformative approach, highlighting
a noteworthy area for growth. Furthermore, only 5 studies
carried out any form of chart review validation. Validation
methods, including chart reviews, genetic markers, and clinical
variables, are indispensable in phenotyping to guarantee the
accurate characterization of the desired cohorts. This applies
even to computable phenotypes within specific medical domains
[95].

Limitations
This study has several main limitations. First, we only
considered English-language studies, possibly introducing
language bias. Additionally, selection bias is possible due to
database availability. However, we mitigated these limitations
by searching Google Scholar and conducting backward reference
checking to identify relevant studies that might yet be identified
through our initial search strategy. Finally, we used a query
search strategy with limited keywords, which inherently
restricted the scope of studies we could retrieve, potentially
omitting studies that did not use these specific terms in their
abstract or title.

Our rationale to focus exclusively on US data was driven by
our familiarity with the reliability and availability of EHR-based
systems within the country. Moreover, we recognize that spatial
analyses of health data in regions, such as Europe, Asia,
Australia, and Canada, use different terminologies and labels
for their systems, which might not align with our search terms
for EHRs or EMRs. For instance, Canada’s national
administrative databases and electronic discharge records could
encompass significant work not captured by our key terms, a
situation that can be generalized to other countries. To avoid
inconsistencies arising from varying data labeling and storage
systems across different regions, we opted to concentrate on
the United States. Nevertheless, future research should endeavor
to include and explore contributions from these regions to
provide a more comprehensive understanding of emerging trends
in spatial analysis in characterizing patient phenotypes.

Conclusions
This systematic review provided a comprehensive overview of
the current use of spatial analysis in EHR-based research in the
United States and underscored the pivotal role that spatial
analysis can play in clinical decision support and interventions.
The use of EHR-derived spatial analysis is on an upward
trajectory, parallel with the widespread adoption of EHR
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systems. The volume of studies on this topic is anticipated to
continue to grow. The primary health outcomes investigated
were asthma, hypertension, and diabetes. Notably, patient
phenotypes involving genomics, imaging, and notes that are
notoriously high-dimensional and add to the computational

intensity of spatial methods were limited. This review also
highlighted the need for additional exploration of spatial analysis
techniques, including but not limited to spatiotemporal Bayesian
analysis and modeling, particularly in computable phenotypes
or patient phenotypes involving genomics, imaging, and notes.
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EMR: electronic medical record
EPR: electronic patient record
GAM: generalized additive model
GMI: global Moran I
LISA: local Moran I
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
SDOH: social determinants of health
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Abstract

Before deploying a clinical prediction model (CPM) in clinical practice, its performance needs to be demonstrated in the population
of intended use. This is also called “targeted validation.” Many CPMs developed in tertiary settings may be most useful in
secondary care, where the patient case mix is broad and practitioners need to triage patients efficiently. However, since structured
or rich datasets of sufficient quality from secondary to assess the performance of a CPM are scarce, a validation gap exists that
hampers the implementation of CPMs in secondary care settings. In this viewpoint, we highlight the importance of targeted
validation and the use of CPMs in secondary care settings and discuss the potential and challenges of using electronic health
record (EHR) data to overcome the existing validation gap. The introduction of software applications for text mining of EHRs
allows the generation of structured “big” datasets, but the imperfection of EHRs as a research database requires careful validation
of data quality. When using EHR data for the development and validation of CPMs, in addition to widely accepted checklists,
we propose considering three additional practical steps: (1) involve a local EHR expert (clinician or nurse) in the data extraction
process, (2) perform validity checks on the generated datasets, and (3) provide metadata on how variables were constructed from
EHRs. These steps help to generate EHR datasets that are statistically powerful, of sufficient quality and replicable, and enable
targeted development and validation of CPMs in secondary care settings. This approach can fill a major gap in prediction modeling
research and appropriately advance CPMs into clinical practice.

(JMIR Med Inform 2024;12:e57035)   doi:10.2196/57035

KEYWORDS

clinical prediction model; electronic health record; targeted validation; EHR; EMR; prediction models; validation; CPM; secondary
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Background

In health care, distinct tiers of care, namely primary, secondary,
and tertiary care, play vital roles in addressing patients’ diverse
medical needs. Patients requiring specialized medical attention
or hospital care are generally treated in secondary care settings.
Approximately one-third of primary care patients are referred
to secondary care, and the majority of these patients are treated
and monitored in this setting [1]. Tertiary care consists of highly
specialized services for highly complex diseases. Less than 5%
of patients require care in a tertiary setting. The distribution of
patients across primary and secondary care settings may differ
between countries and health care systems; some countries
require a referral from primary care to enter secondary care,
while in other countries patients have direct access to medical
specialists without a referral. While there can be significant

variability in primary and secondary care structures, variablity
in tertiary care structures are generally less pronounced. This
is because tertiary care focuses on highly specialized and
complex conditions that are often standardized based on
international research and protocols. Academic hospitals and
specialized centers provide similar highly specialized care
worldwide.

Due to the complexity of care, strong research facilities, and
involvement in clinical trials, most clinical understanding and
knowledge of medical conditions come from patients treated in
tertiary settings [2,3]. Similarly, in this setting many clinical
prediction models (CPMs) are developed. A CPM is a statistical
or artificial intelligence-based tool used in health care to predict
future health events in individual patients using a set of
predictors or risk factors. CPMs have the potential to combine
and weigh large amounts of patient information, enabling the
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stratification of patients based on their risk of future health
events. This informs decision-making processes and may guide
the allocation of resources and interventions. While such models
are also developed in primary and secondary settings, CPMs
developed in tertiary settings may have great potential to be
useful in secondary care, where the patient case mix is broad
and practitioners need to triage patients efficiently.

However, the usefulness of such CPMs depends significantly
on their quality in the population of intended use. Recent
discussions emphasize the importance of targeted validation,
which is the assessment of a CPM’s quality in the specific
population for which it is intended. Yet, this specification of
the population of intended use is often lacking in publications
[4]. Secondary health care settings, where large numbers of
patients with specialized medical needs are treated, accumulate
vast amounts of data in electronic health records (EHR) on a
daily basis. Despite this potential, CPMs are often not developed
or validated on data from secondary care populations due to the
scarcity of appropriate datasets. This is known as the “validation
gap.” In this viewpoint, we discuss the opportunities and
challenges faced when considering EHR data from secondary
health care settings for the development or validation of CPMs.

Importance of Targeted Validation of
CPMs

The performance of CPMs is significantly influenced by the
case mix of patients (ie, baseline characteristics of the patients)
and the prevalence of the outcome [5-7]. The case mix of a
secondary care population is essentially different from a tertiary
care population. Due to these case mix differences, a CPM
developed in tertiary care often performs poorly in secondary
care populations [8].

For instance, in cardiovascular risk prediction models, such
disparities in patient characteristics and outcomes between
tertiary and secondary care settings substantially impact model
performance. Research by Wynants et al [3] highlights the
challenges of model transportability and generalizability. In a
review, they showed that 23 out of 50 studies did not describe
the population of intended use. In those studies that reported
health care setting, all participating centers were in tertiary or
academic settings. One of the studies applied a tertiary CPM in
a secondary care setting. In this secondary care setting, patients
were older, the outcome was less prevalent, and patients more
often had (multiple) risk factors such as diabetes and
hypertension. Under these circumstances, the CPM severely
overestimated event probabilities when applied to secondary
care. Similarly, in chronic obstructive pulmonary disease
management, the use of CPMs is complicated by variations in
patient profiles across health care settings. While primary and
secondary care cohorts exhibit marked heterogeneity in health
status, tertiary care cohorts tend to comprise more homogeneous
samples [2].

These examples, along with many others in medical literature
[9,10], demonstrate poor model performance, specifically poor
calibration, of tertiary CPMs in the population of intended use.
Arguably, these prediction models are most useful at lower

levels of care, where the patient case mix is broad and
practitioners need to triage patients efficiently [11]. More
concretely, an overestimation of event probabilities means that
patients could be incorrectly categorized as high-risk based on
a CPM that is poorly calibrated to the target population. Such
inaccurate risk prediction can be misleading and may negatively
influence clinical practice; it may lead to false expectations
from the patientor professional, or patients may make personal
decisions in anticipation (or absence) of an event [12]. CPM
specialists argue that poor calibration may render an algorithm
less clinically useful than a competing model with lower
discriminative ability but is well calibrated [9].

While checklists exist to improve reporting quality [13,14] and
assess the risk of bias [15] in CPM development and validation,
targeted validation remains an uncommon practice. Sperrin et
al [4] rightly argue that we should report the intended population
of use more explicitly. This means that if, for example, a CPM
is intended to aid decision-making in a secondary care setting
in the Netherlands, then it should be developed and validated
in a secondary care setting in the Netherlands. Such targeted
validation requires data from the population of intended use.
The difficulty lies in the scarcity of structured or rich datasets
from secondary settings available to assess the quality of a CPM.
Addressing this validation gap remains a challenge in CPM
literature and hampers the implementation of CPMs in clinical
practice, emphasizing the importance of leveraging EHR data
from secondary health care settings for CPM development and
validation.

EHR Datasets and Text Mining Tools
Every day, hospitals collect an enormous amount of health
information in EHRs. Data in these EHRs have structured and
unstructured formats. Structured EHR data comprise data in
fixed numerical or categorical areas, such as diagnoses,
prescriptions, and laboratory values, while unstructured data
includes clinical documentation such as notes, referral letters,
or discharge summaries produced by health care personnel [16].
These documents are inputted as free text into EHRs and offer
a complete picture of a patient’s condition. It is estimated that
more than 70% of EHR data is stored as free text. Even
information that seems structured, such as a total score from a
questionnaire, is often stored as free text in the EHR in letters
or notes. To conduct good research in general, this data should
be converted into structured formats and datasets. Specifically,
to validate a CPM, it is required that a certain predictor, which
is part of the CPM, is collected and recorded in a consistent
manner. Leveraging the value of unstructured data is key to
generating meaningful insights from clinical data [16-18].

Text mining tools and natural language processing (NLP)
techniques allow us to transform unstructured documents into
a structured format to enable analysis and the generation of
high-quality CPMs [19]. Text mining applications are
increasingly used in research and computational settings, but
are now also commercialized in software applications (for
example, CTcue from IQVIA or Amazon Comprehend Medical
from Amazon Web Services) that allow hospitals to generate
structured data and subsequently cohorts of patients with a
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specific disease more efficiently from their electronic medical
files.

With respect to targeted development and validation of CPMs,
specific predictors can be found more easily, especially when
the CPM is based on commonly used clinical measures and
data. These datasets are often very large and are therefore
statistically powerful [16].

EHR Data Quality

Overview
Leveraging EHR data for research brings challenges with regard
to data quality. These records are prone to ascertainment bias
and missingness [18,20], especially concerning free text data,
where semantic and context understanding are required to
correctly classify types of information. Furthermore, data quality
depends on how and if a clinician records information in the
EHR [19]. This may be even more problematic in secondary
teaching hospitals, which have a higher turnover of personnel.
Another challenge is information overload, which poses a
substantial problem in accessing a particular, significant piece
of information from vast datasets. A recent systematic review
shows additional technical challenges such as lack of labeled
data, spelling correction, medical abbreviation, negation
detection, and clinical entity recognition [21].

Data quality is a key contributor to the quality and success of
developed CPMs: “rubbish in, rubbish out.” While NLP software
is developing rapidly and their quality improves, their output
needs to be checked and validated carefully. When using EHR
data for the development and validation of CPMs, alongside
the widely accepted checklists, we propose additionally
considering the following steps in the data extraction process:

Step 1: Include a Clinician, Nurse, or Health Care
Professional as the Local EHR Expert and in the EHR
Data Extraction Process
This is not always the case, as data extraction may be conducted
by supporting staff, business intelligence specialists, or students
and interns. However, clinicians have firsthand knowledge of
their patients’ conditions, treatments, and histories. Clinicians
and health care professionals may be aware of certain patient
details that are not well-documented in the EHR, such as
informal diagnoses or symptoms not coded in the system.
Including this information helps create a more comprehensive
and accurate dataset, informing the EHR data capturing process.
With regard to unstructured data; discuss the clinical workflow
and how and when specific clinical notes are made. As a simple
example: when extracting data from the “medical history” part
of medical notes, you might find “Hypertension: -.” Does this
mean that information on hypertension for this patient is
missing, is not applicable, or is absent?

With regard to structured data, check (if applicable) whether
protocol changes occurred in the period of interest. Unlike
research databases, major protocol changes are not documented
in EHRs. In a hospital setting, system updates are regularly
performed, new equipment is purchased, or measurement
methods are changed. This is not documented in the EHR of

individual patients. When using EHR data for research purposes,
such as developing or validating a CPM, these organizational
factors should be considered. For example, if the clinical
chemistry laboratory first measured thyroid hormone FT4 with
a Beckman Coulter analyzer with normal values between 7‐16
pmol/L and later switched to Siemens with normal values
between 11‐21 pmol/L, this significantly influences the
outcome of CPMs including FT4. Another example is the
measurement of the tumor marker carcinoembryonic antigen,
where levels of carcinoembryonic antigen measured with
Siemens are approximately 25% lower compared to those
measured with Beckman Coulter. Harmonization of such
laboratory results within a hospital, but also between hospitals,
is therefore important and requires knowledge of protocol
changes over time.

Step 2: Perform Validity Checks on the Generated
Dataset
Data validation and verification are broadly accepted exercises
in research settings. It is the process of checking whether entered
data is accurate and consistent. This may encompass the
crosschecking of data in a random set of cases, which may be
even more relevant in research where data is derived from EHRs.
EHR data are complex and heterogeneous, originating from
different systems, formats, and medical practices. This
variability can introduce inconsistencies and errors. Validation
and verification processes are essential to standardize the data,
correct inconsistencies, and ensure uniformity in the data used
for research.

In addition to checking the data quality of specific variables
extracted from EHRs, we advise also executing a crosscheck
on the included cases. Specifically, if software is used to
compose a cohort, let a clinician provide a list of patients that
they believe should be included in the generated dataset, and
check whether that is indeed the case (ie, do I find the cases that
I should find?). This is important for a number of reasons. First,
clinicians can identify patients who meet specific criteria based
on nuances that may not be captured in the EHR data alone.
This clinical insight is invaluable for ensuring that the correct
patients are included in the research cohort. Second, automated
systems rely on predefined algorithms to identify patients, but
these algorithms can sometimes miss relevant cases or include
irrelevant ones. Lastly, clinicians can provide supplementary
information to fill gaps in the EHR data, enhancing the
completeness and richness of the dataset. This additional
information can improve the robustness of the research
outcomes.

Step 3: Deliver Information or Metadata on How
Certain Variables Are Constructed
Information should be provided and made publicly available
on whether a variable is composed from structured codes or
from a search in unstructured free-text (for example, reports)
and include a list of search terms used (or excluded). Delivering
detailed information or metadata on how certain variables are
constructed, and understanding whether these variables come
from structured or unstructured electronic patient record data,
enhances data quality and integrity during the data extraction
process and is crucial for transparency and reproducibility [22].
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Knowing whether a variable comes from structured (eg, coded
fields or predefined formats) or unstructured (eg, free-text notes
or narratives) data is essential as they have different
characteristics. Structured data is generally more reliable, easier
to analyze, and in some cases similar across hospitals (eg,
Anatomical Therapeutic Chemical Classification System codes).
It follows a predefined format, making it straightforward to
extract and use in statistical analyses. Unstructured data, on the
other hand, is rich in detailed information but more challenging
to analyze due to variability and complexity. NLP and other
sophisticated methods are often required to extract meaningful
information from unstructured data. Clear documentation of
variable construction enhances the impact and credibility of
research findings, making it easier for clinicians and policy
makers to apply the results in real-world settings.

Conclusion

CPMs may be particularly valuable in secondary care settings,
and the introduction of software applications for text mining of
EHRs allows the generation of structured “big” datasets.
However, the imperfection of EHRs as a research database
requires careful validation of data quality. On using EHR data
for the development and validation of CPMs, alongside the
widely accepted checklists, we propose to additionally consider
three practical steps: (1) let a local EHR expert (clinician or
nurse) be involved in the data extraction process, (2) perform
validity checks on the generated datasets, and (3) provide
metadata on how variables were constructed from EHRs. If
successful, such datasets are statistically powerful and enable
targeted development and validation of CPMs in secondary care
settings, filling a major gap in prediction modeling research.
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Abstract

Interoperability has been designed to improve the quality and efficiency of health care. It allows the Centers for Medicare and
Medicaid Services to collect data on quality measures as a part of the Meaningful Use program. Covered providers who fail to
provide data have lower rates of reimbursement. Unintended consequences also arise at each step of the data collection process:
(1) providers are not reimbursed for the extra time required to generate data; (2) patients do not have control over when and how
their data are provided to or used by the government; and (3) large datasets increase the chances of an accidental data breach or
intentional hacker attack. After detailing the issues, we describe several solutions, including an appropriate data use review board,
which is designed to oversee certain aspects of the process and ensure accountability and transparency.
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Introduction

Background
Interoperability has been an overarching goal of the American
health care industry since the American Recovery and
Reinvestment Act in 2009. Provider-to-provider sharing of
patient information was designed to improve the safety, quality,
and efficiency of patient care. The next target for interoperability
was provider-to-patient sharing of information. The 21st Century
Cures Act called for patients to have electronic access to their
health care record [1]. Health Level 7 Fast Healthcare
Interoperability Resources was developed for secure data
exchange between computer systems using different information
storage methods [2].

Interoperability is a prerequisite for meaningful use (MU). The
Health Information Technology for Economic and Clinical
Health Act, a component of the American Recovery and
Reinvestment Act, included incentives for providers to adopt
electronic health records (EHRs) as well as penalties for failing
MU [3]. The Meaningful Use program requires providers to
share data with the Centers for Medicare and Medicaid Services
(CMS) to ensure satisfactory health care quality. Using the
Quality Reporting Document Architecture [4], providers are
required to submit data in support of the quality measures
applicable to their practice. If covered providers do not submit
data, their rate of reimbursement is reduced.

Although interoperability has been designed to improve the
quality and efficiency of patient care, there are unintended
consequences of data sharing. To date, few articles have

examined the negative consequences of data sharing by
providers to governmental entities [5,6]. Data must be generated
before it can be shared, so this article begins with clinical data
generation.

Ethical Considerations
This study does not include human subject research (no human
subject experimentation or intervention was conducted) and so
does not require institutional review board (IRB) approval.

Data Generation

Data are generated by both providers and patients during a visit.
While most data are generated to serve clinical needs, some are
generated solely to satisfy later MU reporting.

Uniform Data Generation
The criteria for satisfying a particular MU requirement do not
consider differences in specialty. For example, annual screening
for depression is one MU measure (Centers for Medicare and
Medicaid Services 2, version 12, 2023) [7]. Patients with
depression are frequently undiagnosed in general medicine
settings and therefore remain untreated. Explicit screening for
depression in these settings is important to identify patients and
offer appropriate treatment [8,9]. Administering a validated
screening instrument is one way to satisfy the screening portion
of the MU requirement.

In contrast, psychiatrists screen patients for depression using
implicit methods such as interviewing the patient [10,11].
Requiring them to report an instrument score for each patient
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does not further the goal of identifying and treating patients
with depression. It does, however, increase the burden of data
collection and documentation on both the provider and patient.

Proposed Solution: Broader Criteria for Meeting MU
Requirements
Instead of forcing all providers to perform the same task to meet
a particular MU requirement, providers should be allowed
limited flexibility to decide how best to meet the intent of the
requirement.

Free-Rider Problem
In the broadest definition, a free rider receives a benefit without
contributing to the cost of that benefit’s production [12]. Billing
codes determine the provider’s compensation for a given patient
visit. These codes in part represent the amount of time spent on
a given activity. However, there is no billing code for collecting
data only required for CMS reporting. Providers are penalized
for not providing the data but are not compensated for their time
spent; thus, the CMS is acting as a free rider.

Proposed Solution: Current Procedural Terminology
Code Modifiers
Current Procedural Terminology code modifiers further describe
a procedure code without changing its definition [13]. Creating
a modifier specifically for MU data collection would allow
providers to bill for the time spent on clinical data collection.
Additional payment for data collection should be made by the
CMS, since it receives the reports.

Data Ownership

Access to Data
Ownership of data has philosophical implications that differ
from ownership of real property [14,15]. A more useful
framework for understanding the consequences of MU data
collection may be access to data. Patients have a compelling
interest in managing their own data. Patients who do not trust
their provider with safeguarding their data may withhold
information, leading to adverse outcomes [6]. This is especially
true for marginalized groups [16].

Despite advances in interoperability and data-sharing mandates
[1], neither providers nor patients can usually access all data
pertaining to their role. Health care entities create data silos and
deny access to patients and providers who are not, or are no
longer, part of the entity. Data do not commonly follow patients
who are seen by multiple providers. Outside of closed systems
such as the Veterans Affairs, in which patients receive all care
within the system, data do not follow providers who work in
multiple health care settings, or who change jobs.

Proposed Solution: Improved Interoperability
Processes
While interoperability is constantly improving, the process of
data sharing continues to be cumbersome. We propose the
following process: When a patient begins receiving care at a
particular entity, the consent form should include data sharing
with providers outside of the entity. If the patient does not opt
out, any provider who has the patient’s demographics and

certifies that they need access to protected health information
(PHI) should receive it. Allowing patients to consent ahead of
time lowers the burden on both the patients and the providers.

Data Sharing

Overview
Data can be shared with the CMS either by a provider via EHRs
or by an insurance company. The CMS receives complete charts,
including all PHI. Neither providers nor patients are directly
involved in this process, and they may not know when or how
often data sharing occurs.

Calculating Compliance
Many MU measures include a numerical criterion. To calculate
the percentage of patients who have had a particular test or
screening requires collecting not only the charts of patients
satisfying the measure (the numerator) but also the charts of
patients not satisfying the measure (the denominator). In
practice, this means that any chart may be included in any
dataset, and that many charts are included in multiple datasets.
Patients and providers have no control over this process and no
way of knowing which charts are included in which dataset.

Lack of Patient Consent
Patient consent forms include consent for sharing data with
other members of their health care team, designated family
members, and insurance companies. Currently, consent forms
do not include sharing data with the CMS as part of MU
requirements. Patients are unaware that their data are shared
with the CMS, via their providers and their insurance companies,
and have no mechanism to give or deny consent.

Proposed Solution: Updated Consent Forms and Opt
Outs
Including a section on data sharing with the CMS in patient
consent forms is straightforward. Both providers and insurance
companies can include a section explaining that PHI may be
shared with the CMS and allow patients to opt out.

However, opting out could have unintended consequences.
Some patients may hesitate to share any health data with the
CMS. More patients may hesitate to share sensitive data, such
as mental health or substance misuse data, with the CMS.
Therefore, the CMS would need to decide how to handle
compliance calculations. Giving patients the opportunity to opt
out of data sharing also requires changes to EHR programming.

Data Use and Potential Misuse
The intent of MU data collection is to improve the efficiency
and effectiveness of health care. However, once collected, data
can be used for any number of other purposes. At present, it is
unclear what safeguards are in place to prevent other branches
of government from accessing the data for their own purposes.
For example, California allows a person to obtain a driver’s
license without proof of legal immigration status. The personal
data collected can then be accessed by the Department of
Homeland Security to perform civil immigration enforcement
[17].

JMIR Med Inform 2024 | vol. 12 | e52675 | p.302https://medinform.jmir.org/2024/1/e52675
(page number not for citation purposes)

Willcockson & ValdesJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Data Breaches
The US government has experienced multiple data breaches
over the last 15 years, both accidental and through hacking
[18-21]. Improvements in processes at least partially address
accidental breaches. Hacking by sophisticated foreign entities
is more difficult to prevent. Hackers may be attracted by the
combination of the volume of data and its potential sensitivity
[22,23].

Proposed Solution: An Appropriate Data Use Review
Board
We propose the creation of an independent board, modeled after
an IRB, to address many of the concerns related to data
collection and use. Research on human subjects requires the
approval of an IRB [24,25]. This requirement was put in place
in the United States after a series of egregiously unethical
experiments was conducted. Each IRB is required to have at
least 5 members, with at least one whose main concern is
scientific, one whose main concern is nonscientific, and one
who is not affiliated with the academic institution in which the
proposed research would take place.

As the data recipient is the CMS, a part of the federal
government, we propose the following composition for an
appropriate data use review board, made up of a minimum of
6 members to allow for group decision-making:

• At least one member who is employed at the CMS
• At least one member who is a clinician providing data
• At least one member who represents patients
• At least one member with communication experience
• At least one member who is a biomedical informatician

with big data expertise
• At least one member who owns and operates a small

market-share EHR software company

Each of the members of the appropriate data use review board
has a critical role to play. As the data recipient, the CMS needs
to lay out both the data required and the rationale behind
collecting the data. The clinician and EHR owner provide
important insight into the impact of data collection on
workflows, as well as the feasibility of modifying software to
streamline data collection and reporting. The patient
representative provides the patients’ perspective as well as
communication guidance. As any decision reached by the review
board needs to be communicated clearly and effectively to
patients, the communication specialist and patient representative
would work together to craft and disseminate necessary
information. The biomedical informatician can assist the CMS
with deciding on data needs as well as suggest the most current

data analysis methods. They can also help the patient
representative and communication specialist explain different
ways to protect patient data from unauthorized disclosure.

After an open application and vetting process, members to the
board should be appointed by a bipartisan committee of the US
House. Their term of service should be 4-5 years to allow
members to become proficient in their roles.

Proposed uses of data should be approved by the committee
and communicated to the public. Public input should be sought
through a variety of means and become an important aspect of
decision-making. Disclosure of data use and data breaches
should be prompt and effective, without further compromising
data security.

Effect of MU on the EHR Ecosystem
MU requirements affect not only patients and providers but also
EHR companies. MU certification and recertification is time
consuming and costly. While EHR companies with a large
market share can justify the expense and pass the cost on to
their customers, companies with a smaller market share cannot.
Lack of certification leads to decreased market share, thereby
encouraging consolidation across the industry.

Consolidation may be advantageous to the government because
it is easier to negotiate with fewer companies. However,
consolidation leads to increased costs for providers and less
competition. It makes independent, autonomous practice, away
from corporate monocultures, very difficult. Customer service
also suffers because customers have fewer choices.

Customer service is not the only casualty; innovation is also
affected. Smaller companies are more likely to produce
innovative products. However, given the high bar of MU
certification, bringing these innovations to the market often
proves to be cost prohibitive. Similarly, though open-source
software has also driven down costs and spurred innovation
[26], given the expense associated with MU certification, many
companies committed to open-source software have stopped
providing their code freely.

Conclusion

MU was made possible by progressive advances in
interoperability. While CMS data collection has the potential
to advance health care, it leads to the aggregation of large
datasets that are vulnerable to unintentional data breaches and
data misuse. Since the data collection is largely invisible to both
providers and patients, an appropriate data use review board is
needed to protect all participants.
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Abstract

With the popularization of large language models (LLMs), strategies for their effective and safe usage in health care and research
have become increasingly pertinent. Despite the growing interest and eagerness among health care professionals and scientists
to exploit the potential of LLMs, initial attempts may yield suboptimal results due to a lack of user experience, thus complicating
the integration of artificial intelligence (AI) tools into workplace routine. Focusing on scientists and health care professionals
with limited LLM experience, this viewpoint article highlights and discusses 6 easy-to-implement use cases of practical relevance.
These encompass customizing translations, refining text and extracting information, generating comprehensive overviews and
specialized insights, compiling ideas into cohesive narratives, crafting personalized educational materials, and facilitating
intellectual sparring. Additionally, we discuss general prompting strategies and precautions for the implementation of AI tools
in biomedicine. Despite various hurdles and challenges, the integration of LLMs into daily routines of physicians and researchers
promises heightened workplace productivity and efficiency.

(JMIR Med Inform 2024;12:e58478)   doi:10.2196/58478
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Introduction

Large language models (LLMs), exemplified by OpenAI’s
ChatGPT, have garnered significant attention as text-based
artificial intelligence (AI) tools in record time [1]. While they
excel in mimicking natural language patterns, LLMs lack
inherent factual accuracy and struggle with tasks requiring, for
instance, mathematical reasoning at the graduate level [2].
Current research explores the association between LLMs and
external databases [3], as well as the combination of LLMs with
preexisting data and software tools as seen in ChatGPT’s
incorporation within Microsoft Copilot. This facilitates the step
toward retrieving and articulating coherent responses using
factual information from web-based sources, which is
particularly relevant in fields like health care and the natural
sciences where supplementation with external and up-to-date
data is an essential prerequisite for meeting professional
standards. ChatGPT, for instance, already demonstrates versatile
applications in the medical domain, spanning from the
identification of research topics, aiding in medical education,
and supporting clinical and laboratory diagnosis to enhancing

knowledge dissemination among health care professionals,
extracting medical knowledge, and engaging in medical
consultation [4,5]. However, despite LLMs’ seemingly ideal
suitability for enhancing personal productivity and keeping up
to date with latest research, many professionals in our personal
circle, including one of the coauthors, report discouragement
after a few initial experiences with widely available LLMs.
From our experience, criticism that dampens the enthusiasm of
inexperienced users for adopting LLMs in work routine includes
(1) superficial responses from chatbots, which read well but fail
to capture the level of factual detail often expected in
professional context; (2) confabulated information that is
factually wrong or has no factual basis (also called
“hallucination”); (3) lack of citation and source disclosure; (4)
limited control over output format; and (5) failure to implement
adaptation requests or criticism. Fortunately, for many use cases,
these limitations can be effectively overcome by precisely
instructing the LLM. These input instructions, known as
“prompts,” can be formulated in natural language rather than
code, thus enabling intuitive usage. Nevertheless, there are
several recommendations on how to effectively interact with
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an LLM to obtain the desired output. This viewpoint article
provides practical guidance along with an overview of potential
LLM applications in the everyday work of health care
professionals and scientists who have limited experience with
LLMs so far. Selected examples will illustrate why LLMs offer
added value for these applications and how they can be used
effectively. Finally, we will discuss overarching aspects to
consider when using LLMs.

General Recommendations for Using
LLMs

Before delving into specific use cases within the medical and
scientific context, let us first introduce some universally
applicable suggestions for optimizing prompts. Drawing from
our experience, prevalent recommendations can be broadly
categorized into specifying the precise task for the LLM,
elucidating relevant contextual factors, and delineating the
desired output (Multimedia Appendix 1).

To align the outcome closely with personal expectations, it can
be advantageous to construct one or more exemplary outcomes
and append them as explicitly classified examples to the prompt,
separated by quotation marks or parentheses. Based on our usage
experience, the choice of language itself also influences output
quality; hence, formulating the prompt in a widely used
language, ideally English, is recommended, as it enables the

LLM to draw from a wider database. To refine the desired
output, unambiguous language should be used, preferably using
positive rather than negative formulations. Particularly with
complex tasks, the “Chain of Thought Prompting” technique
can yield improved results [6]. This technique enhances the
reasoning capabilities of LLMs by breaking down multistep
problems into a series of intermediate reasoning steps. For
generating suitable prompts, it is also feasible to integrate the
LLM by providing the program with relevant instructions and
subsequently request feedback to iteratively refine the desired
prompt. Further guidance on optimizing prompts can be found
within the realm of “Prompt Engineering” and on websites of
various popular LLM providers.

Use Cases

There are numerous opportunities for the use of LLMs in the
professional environment of scientists and health care
professionals [eg, 4,5]. The use cases presented in this
viewpoint, therefore, only provide a spotlight on this broad field
and by no means an all-encompassing overview. Based on
personal experience, our reasons for selecting the applications
presented in the following sections are that they are easy to
implement also for individuals with limited prior LLM
experience, quickly yield satisfactory results, and are
transferable to similar application scenarios (Table 1).

Table . Overview of presented use cases in this article and the complexity of their corresponding prompts. For each category of prompt complexity,
at least 1 illustrative example with the original prompt and output is given in the course of this article.

Prompt complexityDescriptionUse case

LowExecuting customizable translationsTranslation1

LowRefining text and extracting informa-
tion

Text editing2

MediumConstructing comprehensive
overviews and specialized insights

Information compilation3

MediumIntegrating ideas into cohesive nar-
ratives

Idea elaboration4

MediumDeveloping personalized learning
schedules and crafting educational
materials

Training and education5

HighFacilitating intellectual sparring and
creative brainstorming

Personalized sparring partner6

Customizing Translations
For widely spoken languages, the milestone of ensuring a
translation quality comparable to that of translation software
has been achieved, for instance, by ChatGPT [7]. In contrast
with dedicated translation tools, leveraging an LLM provides
diverse customization opportunities for vocabulary, tone, and
style, combining general benefits of a proficient translation
software with specific strengths inherent in an LLM. A
translation prompt should encompass details on the target
language, desired degree of alignment with the original text
(literal vs freely translated), intended target audience (eg, PhD
vs elementary school students), and writing style (formal vs
informal). A noteworthy application involves the analysis of

scientific information, wherein an LLM not only translates but
also succinctly condenses and linguistically adjusts the content
to the recipient while retaining its meaning. This facilitates
communication and understanding not only across language
barriers but also across diverse backgrounds and levels of
education, which is particularly crucial in medical and scientific
communication with laypeople.

An example for a translation prompt could look like the
following: “Translate the following text given in quotation
marks into Spanish. Stick closely to the original text. Adopt a
formal writing style. Make sure the text is understandable for
an adult layperson without medical training.”
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Editing Text and Extracting Information
One of the core strengths of LLMs lies in handling text, such
as summarizing and efficiently organizing written information.
For this use case, the text to be summarized or edited can be
either typed or uploaded to the LLM as a document, with the

latter feature, for instance, available from ChatGPT version 4.0
onwards. The output length, format, and style can be tailored
by a precise prompt, as shown in Figure 1. By specifying the
audience or assigning a writer persona, the output style and
depth of factual detail can be adjusted.

Figure 1. Tailored summaries of an uploaded document depending on the intended target audience. Two different prompts asking for a summary of
the same uploaded document (blue). A full-length PDF of one of the authors’ open access scientific articles was uploaded as the input [8]. The prompt
on the left specifies word count, output format, and audience for a summary to be used in a professional context. The prompt on the right exemplifies
how large language models can be used to extract key information and make the content widely accessible for any audience. Answers given by OpenAI’s
ChatGPT-4 are shown in gray.

Information Compilation: Creating Comprehensive
Overviews and Specialized Insights
As the body of available knowledge grows both in depth and
breadth, LLMs are a helpful tool to gain specialized insights or

general overviews over topics of interest. However, when LLMs
are confronted with factual questions, hallucination can occur,
meaning that the returned information is syntactically and
grammatically accurate but factually incorrect. Special attention
should be paid to this matter by meticulously verifying all facts,
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references, sources, and links provided by the LLM.
Furthermore, while LLMs without internet access often
explicitly mention that their “knowledge” is limited to a specific
time period, from our practical usage experience, there has rarely
been an indication that the prompt’s answer might be beyond
the capabilities of the program. For the current version (4.0) of
OpenAI’s ChatGPT, which has internet access, allowing it to
execute a web search and mine information, it has been
demonstrated that the incidence of hallucinations is significantly
lower than that of the previous version (ChatGPT-3.5) [9]. By
summarizing and comparing findings from various sources,
LLMs are especially useful for exploring a topic in which the
user may not be an expert yet. They can also aid in highlighting
trends across different sources or extracting divergent positions
on a debated topic. However, performing a thorough web search
with the help of LLMs often requires specific instructions.

For instance, while the prompt “What are the latest
developments in quantum computing?” triggered a web search
and quoted 3 sources, the more detailed prompt, “Search the
web for research on quantum computing from 2023. What are
the latest developments in the field?” yielded results based on
6 sources and a link leading to the web search. Adding “Include
your level of confidence, sources and date of answer, and
whether your answer is speculative. Make it a markdown table
at the end of your answer” returned a long answer based on 5
references and included a statement on research confidence and
speculation, as well as a tabular summary of the results and
sources. Asking the AI chatbot to “Consider at least 10 sources”
returned 8 brief paragraphs based on 12 different sources
(Multimedia Appendix 2).

Elaborating Ideas: Integrating Bullet Points Into
Flowing Text
Standardized documentation tasks are a frequent requirement
in medical-scientific fields. A substantial amount of time is
dedicated to formulating individual pieces of information into
full-text narratives. By acquainting an LLM with one’s preferred
or desired writing style, it becomes possible to transform
bullet-pointed information into full text. Initially, this involves
providing the LLM with examples of target frameworks in terms
of structure, content, and style. Once an example is established,
additional information can be incorporated and processed with
reference to this example. This approach thus represents the

opposing process to condensing an extensive text to fewer key
points. A specific application in the medical field might be the
generation of discharge summaries and medical reports [10].
Initially, structural layout and linguistic style need to be defined.
Subsequently, information needed for generating a medical
summary report can be listed in bullet points as a prompt and
transformed into full text by the LLM.

An exemplary prompt for this use case could appear as follows:

Here are two examples (named Example 1 and 2,
each in quotation marks) demonstrating the structural
and content-based layout of an epicrisis authored by
me: (“Example 1,” “Example 2”). Now, utilize the
following pieces of information to compose a coherent
text and align them linguistically and structurally to
the two examples mentioned above: (pieces of
information in bullet-point style)

For such applications, special precautions, such as anonymizing
all data that could be used to identify a person, must be strictly
observed.

Training and Education: Developing Customized
Learning Schedules and Teaching Material for
Students
Leveraging LLMs in the medical domain also offers applications
to training and education. Their adaptive learning capabilities
hold promise, for instance, in crafting personalized learning
plans for medical professionals. LLMs can also harness vast
repositories of medical information and scientific data to curate
tailored educational materials. By analyzing a learner’s
proficiency level, preferred learning modality, areas of interest
along with requirements and demands, LLMs can generate
personalized curricula and suggest resources, textbooks, or
web-based courses. In the context of student education, LLMs
present opportunities for the development and structuring of
seminars that optimize learning outcomes. By aggregating and
analyzing diverse sources of medical and scientific information,
LLMs can assist educators in designing seminars that align with
specific learning objectives and curriculum requirements [11].
As shown in Figure 2, LLMs can aid in crafting and structuring
seminar topics, designing interactive presentations, and
suggesting clinical scenarios for case studies, following a single
prompt.
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Figure 2. Designing customized teaching material to facilitate medical education. An example prompt asking for a course schedule on a given topic
for a specific audience (blue). The response by ChatGPT-4 is shown in gray. The output is presented in tabular format.

Personalized Sparring Partner: Challenging Ideas,
Supporting Brainstorming, and Being Queried
This chapter delineates the transformative potential of LLMs
as cognitive partners, elucidating their ability to challenge
preconceived notions, fuel imaginative thinking, foster
structured brainstorming, and provide feedback on the user’s
theories or hypotheses. Thus, using LLMs as personalized
assistants might help researchers overcome writer’s block and
break out of their creative rut by providing diverse perspectives.

The iterative dialogue with an LLM facilitates a reflective
process for individuals, compelling them to articulate their ideas
cogently. This fosters a deeper understanding of the proposed
concepts and enables refinement through robust debate and
structured discourse. This feature can be used, for instance, by
prompting the LLM to be queried on a specific topic, as shown
in Figure 3. It is helpful to first introduce the setting and specify
the desired output. To help the LLM process the task, the
respective prompt can be subdivided into several shorter inputs.
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Figure 3. Using ChatGPT as a personal sparring partner to simulate interactions and discussions. Exemplary prompts asking for a study plan on
rheumatology (blue) and then to be tested on the contents of the proposed plan. The task is broken down into 2 prompts, resulting in a conversational
interaction. First, ChatGPT-4 replies with a detailed schedule and specific advice for 21 study sessions over the course of 1 week (gray). The first answer
is truncated and shown in smaller font due to limited space. Next, ChatGPT-4 is asked to test the user on the proposed topics. Upon receiving an answer,
the large language model first corrects the user’s answer and then proceeds to pose the next question, thus correctly referring to the previously defined
task. EULAR: European Alliance of Associations for Rheumatology.

Technical Hurdles and Challenges

Regarding LLMs, the generation of factually incorrect responses
or an output that may be well worded but disconnected from
the input is known as a hallucination and may discourage further
use of LLMs, particularly among professional users who rely
on a high level of output accuracy. Consequently, using LLMs
as mere fact-finding tools not only carries substantial risks of
misinformation but also fails to fully exploit the actual strength
of LLMs in handling extensive volumes of text. Therefore, we

do not recommend using LLMs for looking up hard facts or for
conducting rigorous literature searches. While completely
preventing hallucinations is likely unattainable, various
prompting strategies, such as the previously mentioned
chain-of-thought prompting, specifying concrete example
outputs (few-shot prompting), or uploading reference documents
(retrieval-augmented generation) offer empirical evidence for
reducing hallucinations [12] and can also be applied by novice
users. On a broader level, another technical hurdle to achieving
a meaningful impact in health care is the seamless integration

JMIR Med Inform 2024 | vol. 12 | e58478 | p.311https://medinform.jmir.org/2024/1/e58478
(page number not for citation purposes)

Reis et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


of LLMs into existing systems and workflows [13]. Resource
constraints, a lack of clinical validation for these tools, and
opaqueness in decision-making are exemplary barriers in this
regard, which could be overcome in the future when more
practical application experience has been gained and clear
regulatory guidelines and frameworks have been established.

Random Versus Deterministic Responses

A limitation of the ChatGPT web interface is the randomness
of the responses, meaning that the model may provide a slightly
different reply for each new prompt. This is particularly evident
with long and complex outputs, which can vary greatly in length,
tone, and overall quality, even when the same prompt has been
used. The use of an application programming interface (API)
offers the same GPT models and functionalities as regular web
chats but comes with expanded features for users who wish to
purchase a customized model and integrate it into their business

software. The API not only enables users to integrate the various
available GPT models into their own applications and products,
but also allows for more precise customization of the LLM,
including a temperature setting. This parameter controls the
randomness of the LLM’s responses, with a low temperature
setting resulting in a more consistent and deterministic output,
while a higher temperature generates more varied and creative
responses. To demonstrate this, we asked GPT-4 to tell a joke,
as shown in Figure 4. At a temperature of 0, the model repeated
the same joke on scientists and atoms 3 times, varying its
response by only 1 word. With increasing temperature, the
program responded less often with its usual atom joke. A low
temperature setting may be useful to produce replicable outputs
of similar length, style, or structure. A high temperature setting
would potentially be useful, when similar prompts are used for
repetitive tasks, but a varying output is required, such as when
composing invitation emails for recurring professional events
without reusing identical content every time.
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Figure 4. Setting the output temperature via the application programming interface (API) to generate deterministic results. An identical prompt was
entered into the OpenAI API 3 times using the GPT-4 model (chat was cleared between prompts). When the temperature (Temp) was set to 0, the output
showed only minimal variation as the model behaved deterministically. At higher values of Temp=1 or Temp=2, the output variety also increased.

Responsible Use of LLMs

The transformative potential of using and integrating LLMs
into clinical workflows and health care systems must be
approached with caution and guided by rigorous ethical
principles and regulatory oversight. One of the foremost
challenges lies in patient privacy and data security. As LLMs
rely on vast amounts of patient data for training, there are major
concerns regarding privacy breaches and unauthorized access
[13]. Robust data anonymization, secure storage, and adherence
to privacy regulations are essential. Consent for data use must
be transparently obtained. From an ethical perspective, LLMs

may inadvertently perpetuate biases present in their training
data, leading to unequal treatment recommendations [14].
Rigorous bias detection and model fine-tuning are necessary,
while legal frameworks should ensure algorithmic fairness and
accountability. Lastly, transparency of decision-making
processes is crucial, as clinicians need insights into how LLMs
arrive at their recommendations [15]. All these limitations
should be considered when LLMs are used by health care
professionals or scientists. Striking a balance between
technological advancement and human safety, multiple
governments, companies, and institutions have established
guidelines for responsible LLM use. The World Health
Organization, for instance, emphasizes the significance of
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adhering to ethical principles when using LLMs in health by
outlining 6 core principles: protecting autonomy, promoting
human well-being, ensuring transparency, fostering
responsibility, ensuring inclusiveness, and promoting sustainable
AI [16].

Conclusion

LLMs are potent tools, providing immediate and user-friendly
access to substantial computational capabilities for a broad range
of individuals, while bypassing the necessity for programming
skills. Despite certain technical, legal, and ethical challenges,
the integration of LLMs into the daily practices of medical
professionals and researchers holds potential for significant
enhancements in productivity and efficiency. However, as for
any tool, the impact of LLMs will be shaped by their intended
application. In summary, to address the various challenges

arising from the use of LLMs, we believe that a multistage
evaluation process is indicated: first, it should be determined
which tasks can be appropriately outsourced to such a tool and
weighed up against potential implementation hurdles [17,18].
Issues with regulatory, ethical, and legal requirements also need
to be examined. Subsequently, the generated material must be
thoroughly checked for content accuracy and appropriate
references to mitigate the risk of hallucinations or plagiarism
[18,19]. Finally, any use of these tools must be transparently
disclosed, with accountability always resting with the human
user [20]. Overall, the orientation toward a bioethical framework
composed of the principles of beneficence, nonmaleficence,
autonomy, and justice provides valuable guidance for the
deployment of LLMs in a medical context [21]. We advocate
for responsible LLM usage, necessitating a comprehensive
understanding of their limitations, an awareness of potential
data biases, and a consistent adherence to ethical standards.
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Abstract

The growing adoption and use of health information technology has generated a wealth of clinical data in electronic format,
offering opportunities for data reuse beyond direct patient care. However, as data are distributed across multiple software, it
becomes challenging to cross-reference information between sources due to differences in formats, vocabularies, and technologies
and the absence of common identifiers among software. To address these challenges, hospitals have adopted data warehouses to
consolidate and standardize these data for research. Additionally, as a complement or alternative, data lakes store both source
data and metadata in a detailed and unprocessed format, empowering exploration, manipulation, and adaptation of the data to
meet specific analytical needs. Subsequently, datamarts are used to further refine data into usable information tailored to specific
research questions. However, for efficient analysis, a feature store is essential to pivot and denormalize the data, simplifying
queries. In conclusion, while data warehouses are crucial, data lakes, datamarts, and feature stores play essential and complementary
roles in facilitating data reuse for research and analysis in health care.

(JMIR Med Inform 2024;12:e54590)   doi:10.2196/54590
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data reuse; data lake; data warehouse; feature extraction; datamart; feature store

Introduction

Over the last few decades, the widespread adoption and use of
health information systems (HISs) have transitioned a substantial
amount of clinical data from manual to electronic format [1].
HISs collect and deliver data for care, administrative, or billing
purposes. In addition to these initial uses, HISs also offer
opportunities for data reuse, defined as “non-direct care use of
personal health information” [2], such as research, quality of
care, activity management, or public health [3]. Hospitals have
gradually adopted data warehouses to facilitate data reuse [4,5].
Even if the data warehouse is a popular concept, data reuse is
not limited to feeding and querying a data warehouse. In this

viewpoint, our objective is to outline the different components
of the data reuse pipeline and how they complement and
interconnect with each other. This definition is derived from
our personal experiences and insights gained through
collaboration with colleagues at various institutions [5-8].
Additionally, we draw on the collective experiences shared by
professionals in the field, contributing to a comprehensive
understanding of data reuse practices in diverse health care
settings. The pipeline is illustrated in Figure 1 and detailed
below. Table 1 compares characteristics of each component.
Last, Multimedia Appendix 1 provides examples of data,
structures, and architectures for each component of the data
reuse pipeline.
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Figure 1. Components of the complete pipeline for data reuse. EHR: electronic health records; ETL: extract-transform-load.
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Table . Characteristics of each component of the data reuse pipeline.

Feature storeDatamartsData warehouseData lakeSoftwareCharacteristics

Features and metadata
about feature

FeaturesDataData and metadataData and metadataContent

CentralizedCentralizedCentralizedCentralizedDistributedArchitecture

AggregatedAggregatedFine-grainedFine-grainedFine-grainedDetail level

CleanedCleanedCleanedRawRawData

StandardizedStandardizedStandardizedHeterogeneousHeterogeneousNomenclature

DenormalizedNormalizedNormalizedNormalizedNormalizedData model

Column-orientedRow-orientedRow-orientedRow-orientedRow-orientedData structure

Prespecified purposePrespecified purposeAll purposesAd hoc exploratory
queries

Transactional software
purpose

Purpose

Ethical Considerations

This study does not include human participants research (no
human participants experimentation or intervention was
conducted) and so does not require institutional review board
approval.

Health Information System

The raw data stored in the HIS are distributed across multiple
software, making it impossible to cross-reference information
between sources due to variations in data formats, ranging from
tabular to hierarchical structures and free text [9]. Different
technologies and distinct identification schemes for patients,
admissions, or any other records compound the complexity.
Additionally, direct write access to the software databases is
typically unavailable, as software editors rarely grant such
privileges to prevent any potential disruption to routine software
operation. In transactional software databases, data consist of
meticulously organized and highly accurate records presented
in rows. These records are collected with great precision to
fulfill the specific functions of the software. Alongside the data,
a wealth of metadata is also present, including information
regarding data collection (eg, information on the individuals
inputting data, record timestamps, and biomedical equipment
identifiers), as well as software configurations. Notably, a
significant portion of these metadata may not be directly relevant
to our research purposes, as they primarily support the routine
functioning of the software.

The Data Lake

An optional first component of a comprehensive data reuse
pipeline is the data lake [10-14]. A data lake is a centralized,
flexible, and scalable data storage system that ingests and stores
raw data from multiple heterogeneous sources in its original
format [12,15]. Data are stored in a fine-grained, row-oriented,
and raw format, in a secure and cost-effective environment.
These raw data still encompass diverse formats, from structured
data to unstructured text documents, images, songs, videos, and
sensor data, ensuring that a wide spectrum of information is
readily available for various data analytics endeavors [12].

The technologies implemented for the data lake can include the
usual relational databases, such as PostgreSQL or Oracle, but
also NoSQL databases and big data technologies, such as the
Hadoop Distributed File System or Apache Hudi for the storage
and Apache Spark, Hadoop MapReduce, or Apache Kudu for
the data processing.

Unlike structured data typically integrated into data warehouses,
the data lake refrains from immediate structuring or
transformation, allowing for a more agile and adaptable
approach. This flexibility enables exploration, manipulation,
and, if necessary, transformation of the data to fulfill specific
research or analytical requirements. By delaying the application
of predefined data models, the data lake cultivates an
environment where information can be uncovered without
predetermined hypotheses. This includes insights that may not
have been evident during the initial phases of data collection
and storage. The system further facilitates on-the-fly query
processing and data analysis [12,15].

In a data pipeline without a data lake, it is essential to finalize
the extract-transform-load (ETL) process before leveraging the
data. This introduces a time delay, as it necessitates identifying
relevant data in the HIS, updating the data warehouse data model
for their accommodation, and subsequently designing and
implementing the ETL.

In addition, when interpreting the results, if it becomes apparent
that relevant data are missing for the analysis, it requires
updating both the ETL process and the data model to incorporate
the missing data. This iterative cycle of identifying, modifying,
and reimplementing can lead to prolonged timelines and may
hinder the agility of the data analysis process. Therefore, a data
lake approach proves advantageous in providing a more flexible
and dynamic environment for data exploration and analysis,
potentially avoiding some of these challenges encountered in a
traditional pipeline.

The Data Warehouse

The data warehouse stands as the most prevalent component of
the pipeline and acts as a centralized repository of integrated
data from 1 or more disparate sources [5,8,16-19]. It stores
historical and current fine-grained data in a format optimized
for further use. This involves a single storage technology, a
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consistent naming convention for tables and fields, and coherent
identifiers across data sources. This is a departure from the data
lake where all these elements varied between sources.

The data warehouse is supplied through an ETL process [9,18].
The primary objective of this process is to select and extract
relevant data from the HIS or other external resources [19].
During this initial phase, the majority of metadata linked to
software operations (such as usage logs or interface settings),
monitors, and individuals inputting data are usually excluded.
Indeed, these types of metadata do not relate to patient care
information and would introduce an unnecessary volume of
data. Subsequently, the ETL process enhances the raw data by
identifying and correcting any abnormal or erroneous
information. Following this refinement, data are integrated into
a unified data model independent of the source software [9,19].
Notably, there is a strong focus on harmonizing identifiers from
diverse data sources to ensure data integrity and streamline
queries involving information from multiple origins. The ETL
process is also responsible for regularly updating the data
warehouse with new information recorded in the original data
sources.

The data warehouse, as a relational database, is typically
implemented using systems like PostgreSQL, Oracle, SQL
Server, Apache Impala, or Netezza. However, for a data
warehouse, exploring NoSQL technologies such as MongoDB,
Cassandra, or Couchbase can also be interesting, offering
advantages in handling unstructured or semistructured data, and
providing scalability for large-scale data storage and retrieval
[20]. The ETL process can be developed using 2 types of
technologies. The first one, with programming languages such
as R (R Core Team), Python (Python Software Foundation), or
Java (Oracle Corporation), can be used, coupled with a scheduler
like Apache Airflow (Apache Software Foundation), to organize
the execution of scripts and retrieval of logs and error messages.
The second kind of application is graphical user interface
software, such as Talend (Talend) or Pentaho (Hitachi Vantara).
They do not require programming capacities, because graphical
components, corresponding to data management operations, are
organized through a drag-and-drop interface.

To foster collaboration among institutions and facilitate the
sharing of tools, methods, and results, several initiatives have
emerged to offer common data models (CDM). As a result,
table and field names are standardized following a common
nomenclature, and local vocabularies and terminologies are
mapped to a shared vocabulary. Among these CDMs, the
Observational Medical Outcomes Partnership CDM was
developed by the Observational Health Data Sciences and
Informatics community, which brings together multiple countries
and thousands of users [21] and led to methodological and
practical advancements [22,23].

As a result, the data warehouse functions as a unified,
centralized, and normalized repository, for both fined-grained
historical data and metadata, and continues to present
information in a row-oriented format. The modeling approach
presented by Inmon [24] and described as a “subject-oriented,
nonvolatile, integrated, time-variant collection of data” implies

that data are stored persistently without any assumptions as to
their future use, thus remaining open-ended in their usage.

The Datamarts

While the data warehouse serves as a unique standardized
repository, primarily dedicated to data storage, querying these
data can be time-consuming due to the volume and distribution
of data in the relational model. Furthermore, raw data integrated
into the data warehouse may not be readily aligned with specific
research or analytical questions, as these data lack the necessary
aggregated features. For instance, the data warehouse retains
all biological measurements (eg, potassium and sodium), while
what will be stored in the datamart are the features related to
the biology values, such as the occurrence of hypokalemia,
hyperkalemia, hyponatremia, or hypernatremia. Thus, the
datamart acts as a dedicated resource for transforming the data
into usable and meaningful information [19,25,26]. This
transformation process involves feature extraction, achieved
through the application of algorithms and domain-specific rules
[6,7]. The outcome is data that are tailored to address specific
research questions or analytical needs. For instance, within a
clinical setting, the datamart can convert raw mean arterial
pressure values into a format suitable for detecting perioperative
hypotension [5].

Moreover, datamarts can be organized in the form of online
analytical processing (OLAP) cubes, offering a multidimensional
view of the data [27]. This cubical structure allows for in-depth
analysis, enabling users to efficiently explore and navigate
across various dimensions such as time, geography, or specific
categories, gaining profound and contextualized insights. These
datamarts are often modeled in either a snowflake or star
schema, optimizing their structure for the creation of OLAP
cubes. The star schema, with its central fact table surrounded
by dimension tables, or the snowflake schema, which further
normalizes dimension tables to minimize data redundancy, both
serve to facilitate the creation of these OLAP cubes. Such
schemas play a pivotal role in enhancing the efficiency of
multidimensional data analysis within the OLAP environment,
providing a structured framework for faster and more
comprehensive insights.

In the context of health care, an example of an OLAP cube could
encompass dimensions such as patient (eg, age and gender);
time (eg, admission and discharge dates); medical conditions
(eg, primary and secondary diagnoses and medical procedures);
hospital unit (eg, information on services, departments, and bed
types); health care provider (eg, physicians); and outcome (eg,
length of stay, treatment outcomes, and medical costs). The
cube would include various facts, such as the number of patients,
average length of stay, and average treatment costs. This
multidimensional structure allows health care professionals to
conduct in-depth analyses, explore trends over time, compare
costs across different hospital units, and assess the impact of
medical interventions on patient outcomes [19,28].

Datamarts, owing to the structured nature of their data, are
typically stored on relational databases (eg, PostgreSQL, Oracle,
and SQL Server) [25]. In the case of OLAP cubes, this may
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include Apache Kylin or other proprietary OLAP tools built on
relational databases [28,29].

In contrast to Inmon’s [24] approach, the Kimball [9] bottom-up
approach places datamarts at the core, with their design driven
primarily by business requirements. However, by directly
developing datamarts, the Kimball approach may overlook some
crucial data that were not initially identified as relevant during
the business requirements phase.

As a result, the datamart stands as a centralized component for
cleaned and aggregated features for dedicated purposes, still
stored in row-oriented structure.

The Feature Store

The feature store addresses the limitations of the traditional
row-oriented, relational database structure typically used in
datamarts. This architecture, which relies on multiple tables,
may not fully meet various analytical requirements. For instance,
effective statistical analysis often necessitates a single, flat file
with column-oriented variables, mandating the transformation
of data from a row-based to a column-based format within the
feature store. This process streamlines data access, simplifying
complex queries into straightforward selections from a single
table. Consequently, the feature store emerges as a centralized
repository housing well-documented, curated, and
access-controlled features. In addition to features extracted from
datamarts, which are often calculated by algorithms derived
from business rules, the feature store can also receive features
generated by machine learning algorithms [30].

The design of the feature store aims to provide data scientists
with direct access to these features, eliminating the need for
additional data cleaning, aggregation, or pivoting [31]. This
specialized role enhances efficiency and promotes the use of
high-quality, analysis-ready data, significantly contributing to
the effectiveness of data-driven research in the health care
organization. Notably, the feature store not only stores the
features themselves but also their associated metadata,
documenting how they were calculated and used [31]. It ensures
the preservation of all feature versions, guaranteeing the
reproducibility of analyses.

When derived from business rules, features are stored in
relational databases (eg, PostgreSQL, Oracle, and SQL Server)
or in a NoSQL data store such as MongoDB to also store

metadata. When features originate from machine learning
models, they are stored and shared from big data platforms such
as Databricks or Hopsworks [30,32].

As the final component of the data reuse pipeline, the feature
store plays a pivotal role in various analytical applications within
the health care organization. It significantly contributes to the
creation of insightful dashboards and automated reports,
delivering real-time and historical information. In research, its
most crucial contribution lies in generating denormalized flat
tables, similar to questionnaire data tailored for statistical
analyses.

Conclusions

In this opinion paper, we propose standardized nomenclature
and definitions for the components of a data reuse pipeline.
Table 2 summarizes the advantages and limitations of each
component in this pipeline.

While the data warehouse serves as a necessary initial stage,
the integration of datamarts and a feature store enhances its
effectiveness. Datamarts compute pertinent information from
raw data, while the feature store organizes it into columns,
streamlining data set construction. Additionally, the data lake
emerges as a valuable resource for storing raw data in a single
location, allowing for exploitation without having to wait for
the entire pipeline to be developed.

Notably, in a data pipeline without a data lake, the requirement
to complete the ETL process before analysis introduces delays.
This involves identifying relevant data in the HIS, adapting the
data warehouse data model, and implementing the ETL.
Additionally, discovering missing data during result
interpretation prompts iterative updates to both the ETL process
and the data model, potentially prolonging timelines and
hindering data analysis agility.

It is important to emphasize that the specific components and
their characteristics described here are not rigidly fixed and can
vary based on the unique organizational needs and
configurations. For instance, the inclusion of a data lake and
feature store is often discretionary, influenced by factors such
as the scale and intricacy of source data, the quantity of features,
the scope of research projects, the team’s size, and the
imperative for study reproducibility over time.
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Table . Advantages and disadvantages of the components of the data reuse pipeline.

DisadvantagesAdvantagesComponent

Data lake •• Inconsistencies in data formats and struc-
tures

All data sources on the same server
• Independence from source software

• Lack of standard schema can make querying
complex

• On-the-fly query processing and data analy-
sis without the need for the complete devel-
opment of an extract-transform-load (ETL)
process

• Analyses reproducibility

Data warehouse •• ETL process must be implemented to stan-
dardize the data

Querying data from both administrative and
biology systems is facilitated by the unified
data model (ie, data from both systems are
linked, and the model conventions are con-
sistent)

• Multidimensional data model with several
statistical units

• Fine-grained data is not directly usable and
adapted for statistical analysis or decision-
making

• Relevant data are retained at the finest level
of detail (eg, dates, diagnoses, and all biol-
ogy values), enabling the answering of nu-
merous questions without necessarily iden-
tifying them beforehand

Datamarts •• Features are still organized with a row-for-
mat (ie, 1 feature per row) in several data-
marts

Features are ready to be used directly

Feature store •• Having developed the entire pipeline before-
hand

Using features directly, without the need
for data management tasks such as joining
datamarts or pivoting to reorganize features
into columns
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Abstract

This viewpoint article explores the transformative role of large language models (LLMs) in the field of medical education,
highlighting their potential to enhance teaching quality, promote personalized learning paths, strengthen clinical skills training,
optimize teaching assessment processes, boost the efficiency of medical research, and support continuing medical education.
However, the use of LLMs entails certain challenges, such as questions regarding the accuracy of information, the risk of
overreliance on technology, a lack of emotional recognition capabilities, and concerns related to ethics, privacy, and data security.
This article emphasizes that to maximize the potential of LLMs and overcome these challenges, educators must exhibit leadership
in medical education, adjust their teaching strategies flexibly, cultivate students’ critical thinking, and emphasize the importance
of practical experience, thus ensuring that students can use LLMs correctly and effectively. By adopting such a comprehensive
and balanced approach, educators can train health care professionals who are proficient in the use of advanced technologies and
who exhibit solid professional ethics and practical skills, thus laying a strong foundation for these professionals to overcome
future challenges in the health care sector.

(JMIR Med Inform 2024;12:e55933)   doi:10.2196/55933
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Introduction

Technological advancements have significantly shaped medical
education, leading to transformative shifts in approaches to
teaching and learning. The recent rapid evolution of artificial
intelligence (AI) technology has entailed unprecedented changes
and challenges in this field, particularly due to the emergence
of large language models (LLMs). LLMs, which are extensively
trained on vast text data sets, are advanced AI systems best
exemplified by OpenAI’s GPT series, Google’s Gemini, and
Twitter’s Grok [1]. By using complex neural network
architectures, especially those based on transformer design,
LLMs can identify and replicate subtle linguistic nuances. Their
capabilities extend beyond the generation of text; they can also
produce corresponding images or even videos based on text
inputs, thereby addressing a wide variety of linguistic tasks.
Notably, the use of LLMs in medical education is increasingly
becoming a focal point of global research and discussion [2,3].

In the context of medical education, LLMs can answer questions
regarding medical concepts, generate simulated cases, assist
researchers, and support clinical decision-making [4,5]. These
applications not only optimize the efficiency of teaching but
also offer students a more personalized, digital, and adaptable
learning experience [6]. However, as this tool is integrated into
medical education, challenges pertaining to the accuracy of
information, privacy, potential overreliance on such technology,
and academic integrity have emerged [7].

This viewpoint article, which is based on current international
research, thoroughly explores the impacts associated with the
integration of LLMs into medical education. The article also
analyzes in depth the adaptive changes that teaching methods
should make in response to these opportunities and challenges.
The primary goal of this article is to provide a nuanced
perspective on the use of technological innovation in medical
education and to serve as a reference for future teaching
practices and strategies.
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Opportunities in Medical Education The various uses of LLMs are gradually changing traditional
medical education. The opportunities presented by LLMs in the
context of medical education are illustrated in Figure 1.

Figure 1. Opportunities associated with the use of large language models in medical education. CME: continuing medical education.

Enhancing the Efficiency and Quality of
Teaching

The integration of LLMs into medical education heralds a
transformative advance in the efficiency and quality of
instruction. A study that focused on the ChatGPT 3.5 platform
in the context of a problem-based learning teaching model
revealed that the application of ChatGPT significantly enhanced
collaboration and participation among members of learning
groups. This approach also increased students’ motivation,

encouraging them to pose questions more actively [8]. A
randomized controlled study that compared ChatGPT-assisted
learning with traditional literature-based learning reported that
students’ examination scores significantly improved as a result
of ChatGPT-assisted learning [9]. By leveraging these advanced
tools, educators can swiftly craft comprehensive syllabi, develop
engaging lecture materials, and create detailed textbooks. This
approach is particularly effective within the frameworks of
case-based learning and problem-based learning, which
emphasize contextual and practical learning [10,11]. LLMs
offer 2 advantages in educational settings. First, they can
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generate visual content, such as illustrative diagrams to depict
disease progression or 3D models of anatomical structures, and
they can even source existing educational imagery on the
internet to meet specific learning objectives. This capability not
only enriches teaching materials but also caters to diverse
learning styles, thus facilitating students’ retention and
understanding of complex concepts. Second, LLMs excel in the
tasks of analyzing and interpreting visual data. They can help
educators and students decipher complex medical images such
as computed tomography (CT) or magnetic resonance imaging
(MRI) images. Through such digital and visually driven learning
experiences, LLMs significantly enhance students’
comprehension and retention of information regarding
challenging medical subjects, such as pathology or clinical
diagnosis. The use of LLMs in medical education substantially
improves the efficiency of preparing instructional material as
well as the quality of the material itself. By enhancing students’
collaboration skills and learning motivation, this approach
effectively improves learning outcomes.

Facilitating Personalized Learning

Personalized learning involves tailoring instructional content
and strategies to the specific needs, abilities, interests, and
learning styles of students. Compared to traditional educational
models, LLMs offer a more flexible, digital, and immediate
approach to learning [12]. Traditional education often relies on
standardized curriculum structures and educator guidance, while
LLMs can adapt to each student’s unique learning needs and
style, thereby providing students with customized guidance and
feedback. Such assistance not only enhances student engagement
but also helps students grasp knowledge at their own pace
[13,14].

Xu et al [15], who conducted interviews with 6 higher education
professors and 3experts in information and communication
technology, revealed that ChatGPT significantly improves
students’ cognitive skills, such as their ability to process
information, solve problems, and understand concepts. It also
enhances students’ noncognitive skills, such as motivation and
self-efficacy, and facilitates their development of metacognitive
skills, thus helping students plan and adjust their learning. These
improvements are crucial for enhancing personalized and
interdisciplinary education in higher education [15]. This support
is particularly crucial for students in dynamic fields such as
medicine, in which context triggering intrinsic motivation for
self-learning and offering a timely understanding of the latest
research findings in depth are essential.

Moreover, ChatGPT facilitates a discussion-based learning
approach that is closely connected to real-world scenarios. This
type of interaction not only facilitates knowledge acquisition
but also serves as a platform through which students can engage
LLMs as debate partners, thereby fostering the development of
critical thinking skills by enabling students to present and
evaluate different viewpoints [16]. Accordingly, students can
use LLMs to create a tailored learning journey based on their
own interests, knowledge gaps, and learning pace, thereby
crafting a personalized educational path that aligns with their
individual needs. Additionally, a study that evaluated students’

reasoning abilities by referencing published case reports and
simulated clinical cases revealed that ChatGPT significantly
enhances the clinical reasoning abilities of medical professionals
[17]. This kind of reasoning ability is developed through
personalized feedback based on the individual learning progress
and needs of each person. Through these digital and customized
teaching solutions, LLMs effectively meet the personalized
learning needs of students. This approach can enhance students’
engagement and promote the development of crucial skills such
as critical thinking and logical reasoning, thereby helping
students overcome the challenges entailed by an ever-evolving
knowledge landscape effectively.

Reinforcing Clinical Skills

Traditional clinical skills training relies heavily on real clinical
cases or standardized patients (SPs), which can allow students
to interact with patients and address authentic clinical challenges
directly. However, this approach has significant drawbacks,
including high costs, temporal and spatial constraints, the
inclusion of only a limited variety of medical conditions, issues
related to patient privacy, and the inability to provide timely
feedback regarding learning outcomes.

The integration of LLMs into clinical skills training can
effectively address these limitations, as demonstrated by a
pioneering study conducted in China. The use of ChatGPT to
simulate SPs not only addresses the scarcity of SPs but also
obviates the need for supplementary training, thereby conserving
substantial human and material resources. Crucially, LLMs such
as ChatGPT can emulate a diverse array of SPs, thereby
delivering intelligent, articulate, and vivid responses that are
tailored to specific scenarios [18]. This innovation enables
students to engage in repetitive practice in a low-risk
environment that can obviate concerns regarding patient welfare
and privacy, thereby enhancing students’ diagnostic reasoning
and communication skills [19].

The use of LLMs to simulate clinical patients offers other
significant advantages. First, given that the accessibility of
LLMs—for instance, ChatGPT 3.5 and Microsoft Gemini—do
not require registration and can be seamlessly integrated into
browsers—clinical simulation exercises can become ubiquitous,
thus transcending the traditional confines of clinical settings.
This flexibility significantly enhances the adaptability of
learning [12]. Second, the ability of LLMs to replicate a
spectrum of diseases, ranging from common ailments to rare
conditions, broadens the scope of educational content and
experiences, thereby addressing students’ lack of exposure to
rare clinical cases. According to Scherr et al [5], LLM
simulations facilitate the early development of independent
diagnostic and therapeutic reasoning among medical students.
Furthermore, LLMs can adaptively refine their responses based
on student interactions, thereby offering a more authentic
reflection of real-world patient-provider communication than
is possible using conventional, static simulation models.
Moreover, LLMs provide an inexhaustible supply of free
simulation opportunities, thus democratizing access to medical
education, particularly for students from economically

JMIR Med Inform 2024 | vol. 12 | e55933 | p.327https://medinform.jmir.org/2024/1/e55933
(page number not for citation purposes)

Zhui et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


disadvantaged backgrounds or for institutions with limited
resources [5].

Although LLMs currently do not extend to procedural skill
training in medical education, such as training in surgical tasks,
including debridement and suturing, the prospective integration
of LLMs with virtual reality and augmented reality technologies
could represent a transformative advance in this regard. This
combination could facilitate the establishment of a
multidimensional, digital, and highly authentic simulation
learning environment, thereby leading to the advent of a new
era of innovative teaching methodologies and content in the
context of medical education. Such advancements can address
students’ diverse educational needs, enrich the learning
landscape, and imbue the domain with fresh momentum.

Improving Medical Teaching
Assessments and Examinations

Traditional medical education assessments, which include
standardized examinations, interviews, and clinical skills
evaluations, require considerable preparation, detailed grading,
and extensive time to compile students’ scores. In contrast,
LLMs such as ChatGPT represent a dynamic shift in this context
by streamlining the creation of diverse, integrated assessment
questions; they are, thus, closely aligned with instructors’needs.
A study conducted in Hong Kong, Singapore, and the United
Kingdom highlighted the ability of the ChatGPT to generate 50
multiple-choice questions rapidly, with the questions thus
generated exhibiting a quality comparable to that of questions
developed by university professors while offering a significant
reduction in preparation time [20]. This efficiency extends to
case-based questions, in which context the outputs of ChatGPT
have been reported to be equally robust [21].

The evolving research on LLMs has focused on their precision
regarding addressing a spectrum of medical questions, thus
highlighting their ability to enhance educational assessments.
The success of the ChatGPT in passing rigorous examinations
regarding medical theory, such as the United States Medical
Licensing Examination and the Objective Structured Clinical
Examination in Singapore, highlights the proficiency of this
LLM in domain-specific knowledge and its potential
applicability across a variety of medical assessments [22,23].
In addition to generating questions, LLMs excel in the tasks of
delivering immediate, detailed feedback, identifying student
errors, and highlighting areas for improvement [24].
Furthermore, LLMs provide deep insights into examination
results, thereby offering educators real-time insights into the
learning challenges faced by students. This analytical capability
fosters a more nuanced understanding of student performance,
thus enabling educators to tailor their teaching strategies
effectively [25].

The integration of LLMs into medical education heralds a more
efficient, personalized assessment process, thereby decreasing
educators’ workloads while providing students with a clearer
comprehension of their academic progress. This innovative
approach enriches the educational experience, shifting from a

conventional focus on scores to a more holistic perspective on
the efficacy of learning and teaching.

Enhancing the Efficiency of Medical
Research

Information retrieval in the context of medical research has long
been associated with challenges such as information overload,
time-consuming classification processes, and a lack of
personalized suggestions. Due to their intelligent information
retrieval capabilities, LLMs can offer more precise and
personalized literature search suggestions based on researchers’
queries. This technology can help researchers swiftly locate
relevant information and effectively mitigate issues pertaining
to information overload [26]. Moreover, LLMs can summarize
lengthy papers and offer reasonable advice regarding research
methods, experimental design, and statistical analysis, thereby
accelerating the research process and enhancing the efficiency
of research [27]. Additionally, LLMs can facilitate data analysis
and visualization, enabling researchers to interpret and
summarize research results efficiently and streamlining the
research workflow [2].

LLMs also provide cross-lingual assistance to researchers from
non-English-speaking countries, thereby improving the quality
of research [28-30]. Numerous studies have indicated that
ChatGPT can help researchers refine papers and that the ability
of LLMs to write abstracts is comparable to that of humans,
thus highlighting the potential of this technology regarding
providing support for academic writing [31-33]. Indeed, scholar
King [34] successfully published a paper produced with
ChatGPT that required no further language editing. Additionally,
ChatGPT can help researchers draft cover letters, thus enabling
them to convey the significance and relevance of their research
effectively when submitting papers to journals [35,36]. The
combined impact of these capabilities can significantly boost
the ability of researchers from non-English-speaking
backgrounds to engage in international academic communication
and support the results of their research.

Support for Continuing Medical Education
and Professional Development

Rapid advancements in the field of medicine require health care
professionals to engage in lifelong learning to enhance their
professional competence continuously. In this context, LLMs
represent an efficient, convenient, and flexible approach to
continuing medical education. For instance, LLMs can
systematically and specifically help medical professionals
remain up-to-date regarding the most recent developments in
medical research, treatment guidelines, and clinical practices
[24]. Several comparative studies focusing on various LLMs
and search engines have consistently revealed that LLMs can
generate evidence-based medical recommendations tailored to
specific topics [37,38]. The experience of clinical doctors is
often limited due to their frequent encounters with common and
prevalent cases, which often causes them to lack sufficient
expertise regarding rare diseases or emerging epidemics, as was
observed at the onset of the COVID-19 pandemic. In this regard,
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LLMs can address the knowledge gaps of health care
professionals by collecting global medical information or
providing clinical experiences with respect to the diagnosis and
treatment of specific diseases. By using LLMs, health care
professionals can pursue continuing education in a manner that
requires minimal economic and time investments, thereby
enhancing their clinical decision-making capabilities. This
approach ensures that professionals in the field of health care
can effortlessly remain up-to-date in terms of their knowledge
and skills despite their demanding clinical schedules [39].

Challenges Associated With Medical
Education

Despite the numerous opportunities in the field of medical
education associated with the use of LLMs, this approach also
entails a series of challenges and limitations. The challenges
posed by LLMs in the context of medical education are
summarized in Figure 2.

Figure 2. Challenges associated with the use of large language models in medical education. AI: artificial intelligence.
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Concerns Pertaining to the Accuracy of
Information

In medical education, the accuracy of knowledge is of
paramount importance, as even minor errors can threaten patient
safety. For students who have only limited background
knowledge, identifying inaccuracies or misleading information
can be particularly challenging. Alkaissi and McFarlane [40]
reported that ChatGPT can generate fabricated data, cite
nonexistent literature, and provide incorrect citations, a
phenomenon known as AI hallucination. Additionally, LLMs
may sometimes provide varying responses to identical queries
[40,41]. Therefore, the current LLMs cannot yet be fully relied
upon in education or research fields. A detailed evaluation of
180 questions answered by the ChatGPT, which was conducted
by 33 doctors from 17 medical specialties, revealed that while
some responses were highly accurate, significant errors occurred
in response to more complex questions [42].Other studies in
the medical field have also confirmed this, showing that the
ambiguities or errors in LLMs’ responses to complex questions
stem from their limited depth of understanding and reasoning
capabilities [43,44]. Furthermore, the levels of accuracy
exhibited by different language models varied. A study of the
accuracy of multiple LLMs in the context of generating answers
to dental questions revealed that ChatGPT-4 was significantly
more accurate than ChatGPT 3.5, Google Bard, and Microsoft
Bing Chat. However, all these LLMs provided irrelevant
information, vague answers, or even entirely incorrect responses
[38]. Similar conclusions have been reported in several other
studies [45-47]. This limitation is primarily due to the training
data used for LLMs, which are largely drawn from the internet
and often lack rigorous screening and quality control.
Consequently, the inclusion of errors, biases, or outdated
information directly impacts the accuracy of the outputs of
LLMs. Additionally, while current LLMs such as Google
Gemini can directly incorporate references from open-access
journals into their responses, thus significantly enhancing
confidence in the accuracy of the information, access to the
subscription sections of certain authoritative databases, such as
PubMed, remains limited. This constraint continues to impede
the accuracy and comprehensiveness of their responses [48,49].

Concerns Pertaining to Overreliance and
Academic Integrity

Students may depend excessively on LLMs to perform learning
tasks, such as writing papers or preparing for examinations.
While the content generated by LLMs is original, students who
submit text generated by LLMs directly as their own work might
engage in plagiarism and academic dishonesty [34,50]. In
particular, the integration of LLMs with search engines, which
allow direct access to original texts and multimedia, significantly
increases the risk of plagiarism. One study indicated that when
university professors are presented with abstracts generated by
LLMs and those written by humans, they struggle to determine
whether these abstracts were authored by a machine or by a
human [31]. In a study conducted in 2023, reviewers were able
to identify only 63% of fabricated abstracts generated by

ChatGPT [27]. This finding suggests that the quality of the text
produced by LLMs has equaled or exceeded the quality of the
text produced by professionals, thereby providing opportunities
for students to engage in academic misconduct by using LLMs
to generate summaries, data, or even complete drafts of papers.
Furthermore, the ability of LLMs to achieve high scores on
exams such as the United States Medical Licensing Exam, as
mentioned previously, inevitably raises the possibility of
students using them to cheat on exams. Overreliance on LLMs
not only entails the risk of academic misconduct but also may
impair students’ development of independent research and
critical thinking abilities, causing them to have only a shallow
grasp of topics and affecting their ability to accurately diagnose
complex medical conditions. According to a survey of 370
undergraduate medical students in India, more than 53% of
these medical students expressed concerns about the possibility
that the widespread application of LLMs might lead to such
overreliance, which could hinder their development of clinical
reasoning skills [51]. Mechanically extracting answers from
LLMs inevitably deprives students of invaluable face-to-face
engagement with teachers and peers, thus impeding the
development of critical thinking skills, which must be refined
through dynamic and diverse intellectual exchanges. Therefore,
while LLMs offer significant reference value in medical
education, it is crucial to establish appropriate guidelines and
balanced strategies to ensure that students can develop
independent thinking skills and clinical judgment.

Bias and Transparency

In medical education, when LLMs are employed, it is essential
to scrutinize potential biases in the training data and algorithms
underlying these LLMs as well as to address the opacity of the
models’ decision-making processes [52]. If an LLM
overemphasizes a specific treatment while neglecting others, it
might bias students’ perceptions, potentially instilling in them
a narrow view of patient care. In January 2024, Zack et al [53]
used the Azure OpenAI application interface to evaluate
ChatGPT-4 and discovered that the model inadequately
represented demographic diversity in terms of medical
conditions. It consistently generated clinical vignettes that
reinforced stereotypes associated with specific demographic
groups. Furthermore, the differential diagnoses produced by
the ChatGPT-4 regarding standardized clinical vignettes tended
to include stereotypical biases pertaining to certain races,
ethnicities, and genders. The assessments and plans generated
by the model were significantly linked to demographic
attributes; the model thus often recommended more costly
procedures and exhibited disparities in terms of patients’
perceptions. This widespread unfair response primarily arises
from training data and algorithmic biases. Even if the training
data are unbiased, bias in the algorithmic design of LLMs can
still lead to biased outputs [54]. The harm of LLMs that
output-biased information lies not only in the decline of teaching
quality but also in their potential to distort medical students’
ethical principles, leading to unfair treatment of clinical patients
and even endangering their health and lives.

When faced with responses from LLMs, users often struggle to
understand how these responses are generated or the underlying
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logic, a phenomenon known as the “black box” effect, indicating
a lack of transparency in the model [55]. In medical education,
the lack of transparency in LLMs may prevent teachers and
students from accurately assessing the accuracy of information,
posing risks to patient safety in clinical practice [56].
Additionally, failure to comprehend the logic behind LLMs’
responses may lead to rigid thinking among students,
overlooking the importance of logical thinking in medical
curriculum learning and thereby weakening the cultivation of
critical thinking.

Risks Pertaining to Privacy and Data
Security

AI has long been used to assist in facilitating the diagnosis and
treatment of diseases by examining patients’ medical histories
and examination images [36]. In medical education, when
sensitive patient information such as names, ages, diagnoses,
and other details is input for case-based teaching simulations
or even as raw data for training LLMs, as well as CT or MR
images containing patient information for image interpretation
or diagnostic purposes, LLMs may inadvertently disclose patient
privacy during the reasoning process or through their “memory”
effects [52,57]. Even more concerning, current research has
shown that even anonymized information could lead to privacy
breaches through cross-referencing with other available
web-based data, resulting in the reidentification of personal
information [57]. Studies have demonstrated that with only 15
demographic characteristics, 99.98% of personal information
can be reidentified [58]. As a cloud-based service, LLMs face
various cybersecurity risks regarding data storage and
processing, including hacking attacks or the infiltration of
malicious software. Any such security vulnerabilities could lead
to the leakage of sensitive data, thereby leading to significant
risks and legal liabilities [59]. Companies that develop chatbots,
such as OpenAI, may employ users’ personal information for
various purposes, including service analysis, improvement, and
research. Such companies also reserve the right to share users’
personal information with third parties without prior notification
or explicit consent from users [60]. All these factors introduce
risks pertaining to privacy and data security to the process of
medical education.

Lack of Emotional Intelligence

Cultivating empathy is a cornerstone of medical education.
Although language models such as the ChatGPT can be trained

to mimic empathetic language and used to facilitate patient
communication [61], artificial empathy cannot replicate genuine,
subtle empathy on the part of health care providers, which is
crucial for patient care and can easily be identified by patients
[62]. Prof Marc Succi from Harvard University believes that
excessive reliance on artificial emotional communication in
medical settings can exacerbate societal loneliness [63]. The
subtlety, profundity, and diversity of empathy that is expressed
in the context of human-to-human interactions are currently
irreplaceable in LLMs. When LLMs simulate patients, all the
emotional responses they exhibit are expressed as textual
descriptions, thus preventing the student from interpreting or
responding to nonverbal cues such as facial expressions, tone
of voice, and gestures. These cues are even more crucial for
genuine human empathy than verbal expressions [64]. The
empathy conveyed through the programmed responses of LLMs
poses a challenge for medical students’ attempts to acquire the
basic experience necessary to engage in interpersonal
relationships by interacting with these models. The
establishment and development of empathy also involve
addressing the inherent complexity and uncertainty associated
with real interactions, in which context the diverse backgrounds,
beliefs, and values of real patients lead to a wide range of
emotional expressions in interpersonal communication. LLMs
struggle to simulate such personalized and diverse emotional
responses. Furthermore, cultivating empathy requires ongoing
practice over time. LLMs are static models that cannot engage
in long-term interaction and provide personalized feedback;
accordingly, they are unable to facilitate the deep practices
necessary for students to develop empathy.

Changes in Teaching Methods

LLMs are currently revolutionizing numerous aspects of medical
education. As we exploit the power of these advanced
technologies to promote innovation in medical education, we
must also address the various challenges they entail. In the
context of teaching activities, educators must continue to play
a leadership role in the classroom, emphasize the value of
traditional classroom settings, enhance students’critical thinking
abilities, and highlight the crucial role of practical experience.
In this manner, we can not only benefit from the advantages of
LLMs but also ensure the comprehensiveness and effectiveness
of the educational process. The specific content of the adaptive
changes made by educators in response to the challenges entailed
by LLMs is summarized in Figure 3.
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Figure 3. Main content of adaptive changes in educators’ teaching methods. LLM: large language model.

To ensure the reliability of the information imparted during
medical education, educators must exercise critical scrutiny,
especially in light of students’ tendency to trust their teachers
to a considerable extent. Compared to one-on-one
human-machine interactions, one-to-many scenarios during
teaching may exacerbate the adverse effects of misinformation
transmission. When using chatbots such as Microsoft’s Copilot
or Google’s Gemini, which can access and cite real-time data
directly from the internet, it is crucial to recognize that medical
students may lack the necessary skills to evaluate the
authenticity of such information. Therefore, employing multiple
methods to verify information and teaching students how to
discern the truthfulness of information has become an urgent
and important educational need. Educators should corroborate

AI-generated content by providing references to trusted sources
such as PubMed, the Cochrane Library, or UpToDate.
Additionally, seeking insights from subject matter experts can
provide valuable perspectives on complex or nuanced medical
topics. Cross-verification, which involves comparing the
responses provided by various language models, serves as
another means of such validation, which can lead to further
investigation of discrepancies. This not only involves effectively
transmitting precise knowledge but also helps in developing
students’ critical thinking skills.

Simply prohibiting the use of language models to address
challenges pertaining to academic integrity is not a practical
solution. Educational institutions must establish explicit policies
regarding academic misconduct in the context of these
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technologies. Educators should clearly define how assignments
should be completed and inform students of the consequences
of academic dishonesty. Just as the response to King’s [34]
inquiry to ChatGPT about the strategies college professors
should use to prevent students from cheating with ChatGPT
suggested, designing assignments that incorporate a variety of
assessment methods is an effective approach. This approach
includes changing traditional homework methods and
supervising students’ independent completion of assignments
related to specific topics in class. The introduction of classroom
presentations, group discussions, practical activities, and video
productions, which are tasks that LLMs cannot complete
independently, can highlight students’ knowledge and skills.
Additionally, when students inevitably use LLMs to complete
assignments, they should be required to clarify the role of LLMs
in their work and provide examples of such human-computer
interactions for reference. Educators can also use plagiarism
detection software to identify copied or unoriginal content in
submitted papers [34]. These changes in teaching methods can
not only foster critical thinking but also prevent overreliance
on AI as well as academic dishonesty.

The development of critical thinking skills is also essential in
light of the biases and unfairness entailed by LLMs. Although
educators may not have the capacity to alter the biases inherent
in training data or LLM algorithms, it is imperative for us to
scrutinize the outputs of LLMs critically and to cultivate a
similar critical perspective on the part of our students. When
case-based instruction is employed, inclusivity should be
ensured in terms of diverse populations and medical scenarios
to avoid reinforcing stereotypical associations with specific
demographic groups or medical conditions. LLM-generated
clinical vignettes should be used as pedagogical tools by
prompting students to engage in structured activities such as
group discussions, role-playing, or debates. These activities
should focus on dissecting the reasoning process, diagnostic
conclusions, and therapeutic recommendations presented in the
cases in question, thus emphasizing the process of identifying
and critiquing potential biases and logical inconsistencies.
Additionally, the broader ethical, societal, and cultural
ramifications of the deployment of LLM-generated insights in
medical decision-making should be explored. Students should
be encouraged to engage in reflective practices after interacting
with LLMs, thus prompting them to assess their decision-making
trajectory and outcomes introspectively and to recognize and
address their inherent biases and cognitive patterns.

Educators should prioritize hands-on experience and advocate
for experiential learning anchored in authentic clinical settings.
Regarding data privacy and security, it is crucial to adhere
strictly to legal standards regarding patient confidentiality.
Educators should aim to minimize the use of actual patient data
in LLMs and prefer to use synthetic or hypothetical scenarios
to avert any potential privacy breaches. In cases in which it is
necessary to input patient-specific medical history, examination
images, and other sensitive information into LLMs, it is
imperative for students to obtain informed consent from the
patient, obtain the necessary approval from an ethics committee,
and implement appropriate data anonymization measures.
Additionally, it is vital to provide medical students with

comprehensive education and training regarding patient privacy
protection, including lawful and ethical procedures for the
collection, use, and storage of patient information. By actively
engaging in clinical practices that emphasize the importance of
patient privacy and preventing data leakages, medical students
can cultivate a profound understanding of the legal and ethical
responsibilities associated with patient privacy protection.

An emphasis on clinical practice is essential for the development
of fundamental clinical skills and the promotion of profound
empathic connections, both of which are rooted in medical
practice. To cultivate empathy, practical teaching methods such
as role-playing and simulated patient interactions can be used
to enhance students’ effective doctor-patient communication
skills. These skills include listening techniques, nonverbal
communication, and appropriate expressions of empathy and
care. Engaging with real patients allows medical students to
observe, learn from, and emulate the empathetic behaviors of
experienced instructors and to apply these insights to patient
care. Accumulating experiences in empathy by engaging in
diverse patient interactions and a process of immersive reflection
can enable students to understand and empathize with patients
deeply, thereby equipping them to address the complexities of
patient care effectively. Moreover, the incorporation of
disciplines such as psychology and other disciplines in the
humanities into medical curricula can provide students with a
theoretical foundation for understanding patients’ emotional
and psychological states, thereby enriching the practical
application of their skills in clinical settings.

We must acknowledge the positive role played by LLMs in
education, and educators must ensure that this technology can
complement traditional teaching methods rather than replace
them. Teachers should respond to the opportunities and
challenges associated with the use of LLMs by adapting their
teaching methods and content, promoting critical thinking
among students, and emphasizing the importance of practical
experience to ensure that teachers continue to play a leading
role in medical education. In the future, establishing unified
ethical principles or guidelines for the application of LLMs in
medical education could better guide educators and students on
how to effectively and safely use LLMs. Such a balanced
approach can ensure that future medical professionals are better
equipped by combining technological advancements with the
enduring values of medical education.

Conclusion

We explored the diverse opportunities and challenges associated
with the use of LLMs in medical education. While LLMs offer
new avenues for exploration and innovation in the context of
medical education, educators must recognize that these
technologies serve as supplementary tools to traditional teaching
methodologies. The expertise and foresight of educators remain
paramount regarding safeguarding the quality of teaching.
Educators must possess the ability to exploit these emerging
technologies while continuing to play a guiding role in student
learning, nurture critical thinking skills, and consistently
emphasize the significance of clinical practice in medical
education, thus ensuring that students use LLMs judiciously
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and efficaciously. By obtaining a comprehensive understanding
of the strengths and limitations of LLMs and making
corresponding adjustments to their teaching approaches,

educators can steer medical education toward a more innovative,
intelligent, and practice-oriented future.
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Abstract

The extensive utilization of personal health data is one of the key success factors of modern medical research. Obtaining consent
to the use of such data during clinical care, however, bears the risk of low and unequal approval rates and risk of consequent
methodological problems in the scientific use of the data. In view of these shortcomings, and of the proven willingness of people
to contribute to medical research by sharing personal health data, the paradigm of informed consent needs to be reconsidered.
The European General Data Protection Regulation gives the European member states considerable leeway with regard to permitting
the research use of health data without consent. Following this approach would however require alternative offers of information
that compensate for the lack of direct communication with experts during medical care. We therefore introduce the concept of
“health data literacy,” defined as the capacity to find, understand, and evaluate information about the risks and benefits of the
research use of personal health data and to act accordingly. Specifically, health data literacy includes basic knowledge about the
goals and methods of data-rich medical research and about the possibilities and limits of data protection. Although the responsibility
for developing the necessary resources lies primarily with those directly involved in data-rich medical research, improving health
data literacy should ultimately be of concern to everyone interested in the success of this type of research.

(JMIR Med Inform 2024;12:e51350)   doi:10.2196/51350
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Data-Rich Research, Broad Consent, and
Informedness

Various initiatives around the world are currently working on
the technical and organizational requirements to make data from
different sources and contexts usable for medical research (eg,
MyHealthRecord in Australia, FINDATA in Finland, and the
Medical Informatics Initiative in Germany). The starting points
of these endeavors often are local, regional, or national health
care data repositories that must nevertheless be highly linkable
to allow full exploitation of their scientific value. This
connectivity requirement implies that the data cannot be fully
anonymized before being moved into the research domain.

One of the ethical prerequisites for research on humans—and
thus for research using identifiable personal health data—is the
informed consent of the data subjects. However, being properly
informed requires that those affected (1) are capable of making
self-determined decisions in the first place; (2) were informed
about the nature, benefits, and risks of the research in question;
(3) have understood the importance of this information; and (4)
are able to decide voluntarily and without coercion for or against
participation.

Not least because of the increasing relevance of hypotheses-free
research approaches (keyword: big data), the storage and use
of data for future, currently undeterminable purposes also play
an increasingly important role in medical research. Recent
studies have shown that patients and members of the general
public are very willing to share personal health data for research
(eg, [1]), even if no information about the purposes and aims
of the research can be provided at the time consent is given.
Notably, this attitude turned out to be mainly motivated by
altruism, solidarity, and the idea of reciprocity. Since the
paradigm of project-related informed consent is difficult to
transfer to such unspecific practice, the World Medical
Association changed its regulations on research with identifiable
data when revising the Declaration of Helsinki in 2013 [2].
There was no longer a requirement for specific information
about the subjects of future research, thereby paving the way
for a new form of “broad consent.”

In essence, “broad consent” means the one-off, unspecific
agreement to the use of one’s personal data for medical research
without knowing who will access the data when and to what
end. However, since the data in question are usually collected
in a clinical care context, the suitability and practicality of broad
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consent as a legitimation for their research use is limited. First,
the temporal and spatial linking of the consent process to care
measures can lead to incorrect therapeutic [3] and diagnostic
[4] assumptions on the side of the patient. Second, in the time
available, it is hardly possible to create sufficient understanding
of the benefits and risks of the envisaged research, despite great
efforts to ensure that the corresponding information and consent
documents are legible. Finally, asking for consent during clinical
care bears a substantial risk of low and unequal approval rates,
which can lead to methodological problems in the scientific use
of the data.

In view of these shortcomings, and of the proven willingness
of people to contribute to medical research by sharing personal
health data, the means to achieve practically feasible and truly
informed consent needs to be reconsidered. In particular, is
consent-free data use for medical research, combined with the
possibility of straightforward opt-out by the data subjects after
thorough consideration, a better option for legitimizing the
secondary use of health data? This question is all the more
justified as numerous studies in the United Kingdom, Iceland,
Norway, Sweden, and Germany, among others, have shown a
generally positive attitude of people toward such a regulation
(eg, United Kingdom [5]; United Kingdom, Iceland, Norway,
and Sweden [1]; Norway [6]; and Germany [7,8]).

In the following, we will first introduce “data donation” as an
opt-out approach to legitimizing the secondary research use of
personal medical data. Since opt-out would imply that patients
are no longer informed directly about the research-associated
risks and benefits, alternative ways of information provision
must be explored in the context of data donation if the paradigm
of informedness was to be maintained. We therefore also
introduce the concept of “health data literacy,” defined as the
capacity to find, understand, and evaluate information about
data-rich medical research. Although a case for general health
data literacy can be made independently of the issue of patient
consent, its consideration becomes particularly urgent for the
latter if the framework of consenting was to change from opt-in
to opt-out.

Data Donation: Consent-Free Research
Use of Medical Data Plus Opt-Out

The European General Data Protection Regulation (EU-GDPR)
gives European member states considerable leeway with regard
to permitting the research use of health data without consent.
While Article 9 Paragraph 1 of the EU-GDPR clearly prohibits
the processing of personal genetic, biometric, or health data,
Article 9 Paragraph 2(j) explicitly exempts processing for
scientific research purposes [9]. In addition, Article 89 allows
national legislation to provide for this exception, subject to
appropriate safeguards for the rights and freedom of the data
subjects.

In Germany, the ethical, legal, technological, and organizational
framework of the consent-free use of health data was examined
in 2020 in a detailed report to the Federal Ministry of Health
[10]. In addition to its legal admissibility, the report addressed
the scientific benefits of such an approach, its impact upon the

right of informational self-determination, and the necessity and
possibilities for fair involvement of the data subjects. The
authors concluded that it would be possible in Germany to
replace the requirement for explicit consent for research with
personal medical data by an equivalent legal permission,
combined with an easy-to-exercise opt-out. Under certain
conditions, such “data donation” (as it was termed in the report)
would be both legally possible and ethically reasonable.

The above notwithstanding, the authors were also unequivocal
that the actual process of data access by potential users should
be independent of whether access is legitimized by opt-in or
opt-out. The involvement of an ethics board or a use-and-access
committee that reviews and decides data applications remains
essential in both cases. Notably, such institutions also play an
important role in weighing the potential risks and benefits of
individual research projects, a legitimation mechanism that was
deliberately placed on the same level as consent by the
EU-GDPR.

Importantly with a view to the following considerations, the
report clarified that, in addition to technical and organizational
protective measures, one prerequisite for the acceptability of
data donation would be that patients and citizens were
sufficiently well informed about it. This proviso inevitably leads
to the question of how sufficient knowledgeability can be
achieved if the decision about sharing one’s data for research
purposes is no longer made actively, following thorough verbal
explanation, but passively by exercising or not exercising a right
of objection.

Limits of Top-Down “Informability”: the
COVID-19 Infodemic as an Example

Since data donation, in the above sense, would be temporally
and spatially decoupled from medical care and instead be
anchored in everyday life, alternative offers of information
would have to compensate for the lack of direct communication
with medical or scientific experts [11]. Yet, the COVID-19
pandemic recently highlighted that the expansion of top-down
media campaigns alone is not sufficient to adequately convey
the complex aspects of medical research to the general public.
Instead, it turned out that, despite the general increase in
information provided, many people who opposed vaccination
in the first place still were not sufficiently receptive to scientific
facts [12]. Moreover, even some kind of social grouping
occurred along people’s vaccination status, and the COSMO
study carried out in Germany and Austria revealed that the
stronger the identification with being unvaccinated, the lower
the inclination to change this status, and the greater the feeling
of discrimination [13]. Obviously, the ability to become
informed (“informability”) had reached its limits in view of the
amount of information available, a paradox that lamentably also
had a negative impact upon the effectiveness of public health
measures taken.

In connection with the COVID-19 pandemic, the World Health
Organization (WHO) coined the term “infodemic” for the
increasingly observed susceptibility of people to fake news as
a result of reduced informability. According to the WHO, the
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infodemic caused a high degree of uncertainty in the population,
a greater willingness to engage in health-damaging and
risk-taking behavior, and an increased distrust of the health
authorities [14]. The “Infodemic Management” called for by
the WHO aimed to enable the population to better understand
information from health experts and to become more resistant
to misinformation [15].

Ways to Better Informability?

In view of its complexity, it seems unrealistic to convey all
relevant information about the research use of personal health
data at once. We therefore propose “health data literacy” as a
basis for better informability of the general population and,
hence, as a means to uphold the paradigm of informed consent
even in the context of data donation in the above sense. For a
well-informed general public, data donation would indeed mean
nothing more than a change in decision format—from opt-in to
opt-out.

In a narrower sense, the word “literacy” stands for the ability
to read and, thereby, to acquire education and knowledge.
According to the Organisation for Economic Co-operation and
Development (OECD), understanding and interpreting written
material should enable citizens to develop their own potential
and to fully participate in societal affairs [16]. The starting point
of our considerations on health data literacy therefore will be a
class of communication models that focus upon the possible
causes of limited informability.

One decisive factor for the success of communication is the
thought system of the recipient. Since we often have little time
to consider large amounts of everyday information, we believe
statements that we have heard very often to be more credible
than others [17]. This effect is reinforced by the phenomenon
of group polarization: those who share a widespread opinion
on complex issues are more likely to be reserved about new
information and tend to believe whatever confirms their own
viewpoint rather than information that does not fit. This selective
form of information intake can, for example, increase
polarization in social disputes even in the presence of reliable
evidence and information [18]. The concept of health data
literacy picks up on the basic idea of these communication
models and aims to create anchor points in the knowledge base
of people, where information on the benefits and risks of
data-rich medical research can be stored and evaluated.

Value congruence approaches aim in a similar direction, in that
they try to increase trust in certain institutions [19,20]. Such
trust will be greater when more individuals perceive that their
interests and values are shared by the institution in question,
because trust is also largely based upon the perception of
common values. This applies all the more to institutions that
use health data for research, and it is therefore in the best interest

of such institutions to develop and represent values that are
highly rated by the public [19,20]. In this context, widespread
health data literacy could form the breeding ground for the
perception of a congruence of values and, thus, for greater trust
in the recipients and beneficiaries of data donation.

The Concept of “Health Data Literacy”

An individual’s health data literacy is positioned between their
health literacy and their data literacy, where the latter in
particular has been promoted politically, for example, by the
data strategy of the German federal government [21].

• In view of the increasingly specific treatment options
promised by so-called “precision medicine,” citizens would
be well advised to take an interest in issues related to disease
prevention and medical care [22]. The associated term
“health literacy” summarizes both the motivation and the
ability to find, understand, evaluate, and apply the
information underlying personal health–related decisions
[23]. Numerous international studies have measured and
compared the level of health literacy in different populations
(eg, [24]), as well as spurring considerations as to how
health literacy can be increased (eg, [25]).

• The term “data literacy” refers to knowledge about data
and their use in general, including legal, ethical, and social
aspects. Data literacy thus forms the basis of personal
self-determination in an increasingly digitalized society
[26]. The aim of data literacy is an ability to weigh one’s
own personal rights against the potential benefits of making
personal data available to others [27].

In combining both abovementioned terms, “health data literacy”
stands for the capacity to find, understand, and evaluate
information about the risks and benefits of medical research
with personal health data; to compare this information with
one’s own values; and to act accordingly. Health data literacy
is thus a transformer of information into informed action, aimed
at a level of thematic familiarity that enables self-determined
decision-making about the sharing of one’s own health data
with the research community. Specifically, health data literacy
should at the very least include basic knowledge about the goals
and methods of data-rich medical research and about the
possibilities and limits of data protection.

The increasing relevance of personal health data for medical
research has led to a large number of measures to increase the
societal acceptance of the use of such data. However, legislative
regulations on data governance and data protection, as well as
efforts to increase patient involvement and public information,
are likely to have greater impact when they are met with more
adequate prior knowledge in the sense of health data literacy
(Figure 1).
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Figure 1. Health data literacy as a breeding ground for the societal acceptance of data donation.

When the mental anchor points set by health data literacy receive
information on scientific successes, new technical and
organizational developments, as well as possible setbacks of
data-rich medical research (keyword: transparency), this

information can be evaluated competently by the recipient and
compared to their own expectations. In the aftermath of such
reflections, informed self-determination and sufficient trust in
regulations and institutions can develop (Figure 2).

JMIR Med Inform 2024 | vol. 12 | e51350 | p.341https://medinform.jmir.org/2024/1/e51350
(page number not for citation purposes)

Richter & KrawczakJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Transparency nourishes confidence and trust in data-rich medical research.

Outlook: Feasibility and Implementation
of Health Data Literacy

Numerous international studies among patients and in the
general population have revealed a broad positive attitude
toward the provision of personal health data to medical research
(eg, [28]). This approval was consistently found to be driven
by a sense of reciprocity, that is, a wish to give something back
after benefiting from research (eg, [29,30]). Evidence also
emerged for the widespread belief in a social duty of citizens
to contribute their own data to research, independent of their
personal benefit [31,32]. At the same time, however, a craving
for more detailed information was observed, up to and including
the view that every individual is responsible themselves to find

out about the nature and benefits of research with personal health
data (eg, [33]).

In summary, we are thus in a situation where (1) there is little
doubt about the need to utilize personal health data from
different contexts to achieve the goals of modern medical
research, (2) the consent-free use of such data meets broad
approval by the general public, and (3) there is a widespread
willingness of people to acquire the knowledge necessary to
make a self-determined decision about data donation. The most
compelling argument for general health data literacy is therefore
self-evident: widespread background knowledge of the risks
and benefits of data-rich medical research would allow the
paradigm of informedness to be maintained even if consent to
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participation in research is implement by opt-out, rather than
opt-in.

However, the appeal of general health data literacy undoubtedly
goes beyond the issue of data donation. Its necessity arises from
the increasing complexity of data-rich medical research, which
can no longer be explained adequately via waiting room leaflets
or doctor consultations. We are also aware that improved health
data literacy could, in principle, help to reduce some of the
misunderstandings of patients that we somehow held against
broad consent when advocating data donation. However, in
view of the many advantages of data donation summarized
above, we think that only little importance should be attached
to this possibility.

Attempts to establish general health data literacy should strive
for a certain level of competence across as broad a proportion
of the population as possible. This goal not only expresses
fairness and ensures equal representation of different societal
groups in medical research but can also help to reduce the
vulnerability to fake information as a potential threat to public

health, as observed during the COVID-19 pandemic. Achieving
equity in practice will require the development and provision
of target group–specific offers of information and education.
One particularly efficient way to increase health data literacy
across the board would be to start this process in school, as
suggested previously to strengthen health literacy [25]. This
approach is not only easy to implement in practice; it would
also offer the opportunity to use children as multipliers among
friends and family.

Further research is needed to determine exactly what kind of
information should be communicated, in what form, and to
whom to improve health data literacy in a given population.
These questions are ideally answered through cocreation
research involving representatives of different target groups to
enhance the credibility of the education curriculum and content
among end users. However, although the responsibility for
developing the necessary resources lies primarily with those
directly involved in data-rich medical research, improving health
data literacy should ultimately be of concern to everyone
interested in the success of this type of research.
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Abstract

Implementing artificial intelligence to extract insights from large, real-world clinical data sets can supplement and enhance
knowledge management efforts for health sciences research and clinical care. At Vanderbilt University Medical Center (VUMC),
the in-house developed Word Cloud natural language processing system extracts coded concepts from patient records in VUMC’s
electronic health record repository using the Unified Medical Language System terminology. Through this process, the Word
Cloud extracts the most prominent concepts found in the clinical documentation of a specific patient or population. The Word
Cloud provides added value for clinical care decision-making and research. This viewpoint paper describes a use case for how
the VUMC Center for Knowledge Management leverages the condition-disease associations represented by the Word Cloud to
aid in the knowledge generation needed to inform the interpretation of phenome-wide association studies.

(JMIR Med Inform 2024;12:e53516)   doi:10.2196/53516
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Introduction

The rapid advancement and availability of artificial intelligence
(AI) approaches provide biomedical informatics groups with
opportunities for exploring and generating insights from internal
and external data at scale to enhance health sciences research
and clinical care [1,2]. One such opportunity is using natural
language processing (NLP) to extract usable knowledge from
the vast amounts of structured and unstructured clinical data
captured daily via the electronic health record (EHR). Insights
from this process can be used to inform patient care, target
information provision, and generate research hypotheses. This
paper presents some of the activities that such usable knowledge
makes possible.

Vanderbilt University Medical Center (VUMC) maintains an
electronic health repository containing data for over 4.6 million

individuals, going back to 1995, which includes structured data
(eg, laboratory results and vital signs), textual data (eg, provider
notes and radiology interpretations), reports (eg,
electrocardiograms and pulmonary function test results), and
image data. Included in this vendor-agnostic repository are all
VUMC patient data captured from the in-house developed
StarPanel EHR (VUMC) dating back to 2001 [3] and VUMC’s
current vendor-based EHR (Epic; Epic Systems Corporation),
which was implemented in 2017 [4]. Roughly 850,000 new
documents are added daily.

To identify and quickly represent the most critical information
about a particular patient or population from this large data set,
VUMC established the Word Cloud, a real-time and at-scale
concept extraction tool that uses NLP to create a visual,
time-oriented representation of clinical data [5-7]. The Word
Cloud NLP uses a rules-based, finite-state machine approach
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to process all nonimage incoming documents in real time and
extract coded concepts using the Unified Medical Language
System (UMLS) terminology [8]. With a processing speed of
more than 50,000 documents per minute, the Word Cloud NLP
is faster than currently available concept extraction NLP tools
such as Apache cTakes (50,000 documents per hour; Apache
Software Foundation, Mayo Clinic) [9] and MetaMap (22
citations per minute; National Library of Medicine) [10]. The
rapid speed allows for better integration into the clinical
workflow as real time–generated Word Cloud concepts are
immediately presented to health care providers as they access
the feature in the medical chart. The system handles all linguistic
phenomena in clinical text, including acronyms, abbreviations,
misspellings, negation, family history, uncertainty, and
differential diagnosis. Excluding image data, the entire EHR
repository is included in the Word Cloud NLP database, which
uses close to 14,000 UMLS concepts to index 1.7 billion
documents. In addition to the individual patient concepts, which
include pointers to the original documents, the database also
includes population-level associations of any pair of concepts.

The original purpose of the Word Cloud data was to provide a
user interface that displays all concepts extracted from a
patient’s clinical documents in a word cloud display, with the
size of each concept indicating how often the concept was
documented for the patient. This interface is available to all
users of the EHR. The Word Cloud data have been used since
2019 to generate clinical alerts for a variety of situations, such
as flagging patients with implanted cardiac devices and a
positive blood culture, patients with signs of serious
inflammation due to immune checkpoint inhibitors, or patients
with Andersen-Tawil syndrome who might be candidates for
enrollment into a research study. The Word Cloud data drive
real-time decision support by injecting detected concepts back
into the VUMC EHR [11]. Because all the concepts extracted
by the Word Cloud NLP are stored in the enterprise data lake,
these data are also available for retrospective research and can
be easily combined with other data such as the International
Statistical Classification of Diseases codes or coded medications
data [11].

The Center for Knowledge Management (CKM) has explored
how the Word Cloud can be leveraged by information scientists
engaged in EHR projects. The CKM facilitates the discovery
and integration of external knowledge into medical practice and
promotes curation, archiving, and reuse of internal knowledge
across VUMC [12-15]. This viewpoint paper details how the
CKM’s innovative application of the Word Cloud enhances
knowledge generation processes and describes future directions
for NLP in knowledge management.

Case Description

Collaborations with medical center researchers comprise the
majority of the CKM’s partnership activities. A recent project
to inform the interpretation of phenome-wide association studies

(PheWASs) using evidence-linked knowledge bases illustrates
these types of partnerships [16]. PheWASs examine
relationships between markers (genetic or nongenetic) and
phenotypes, producing extensive lists of possibly relevant
marker-phenotype associations [17,18]. A methodological
approach to compare known associations with PheWAS results
can make it easier to identify potentially novel PheWAS
outcomes [16]. Knowledge bases—created in part from
synthesized evidence sources and primary literature
documenting disease causes, risks, and complications—can be
used for these comparisons.

For this research collaboration, the CKM created a “condition
flowchart” with the causes, risk factors, and complications of
a given medical condition. The sources consulted to create the
flowchart include evidence synthesis resources (eg, UpToDate;
UpToDate, Inc), medical textbooks (eg, Goldman-Cecil
Medicine), and consumer health websites (eg, MedlinePlus;
National Library of Medicine). From each source, the CKM
team identified all causes, risk factors, and complications for
the condition of interest and added them to the flowchart. Our
collaborators then used the flowchart to create a knowledge
base of phecodes for the PheWAS analysis. During flowchart
creation, the CKM leveraged the Word Cloud to identify
meaningful disease-condition associations—based on real-world
population-level data—and target appropriate primary literature
to substantiate the observed linkages.

Identifying Meaningful Condition
Associations From the EHR

Each flowchart focuses on a specific clinical condition (eg,
hypertension and hypotension), which is searched against the
Word Cloud. Using a population-level analysis feature, the
Word Cloud returns a list of all UMLS concepts represented in
the EHR records of patients with the specified condition. The
expected value is calculated for each UMLS concept [19] and
the ratio of actual-to-expected patient cases (ie, strength of
association) is then used to rank the list of causes, risk factors,
and complications on the flowchart. This ranking thus provides
our team with rapid knowledge acquisition of what is associated
with the condition of interest. The actual-to-expected ratio for
concept 1 and concept 2 is computed as follows:

where T=total population size, a1,2=number of patients with
both concept 1 and concept 2, n1=number of patients with
concept 1, and n2=number of patients with concept 2.

A strength of association ratio of 15 or higher indicates that the
concept occurs more often than expected by chance and signifies
a meaningful relationship between the UMLS concept and the
condition. Figure 1 provides an example of the UMLS concepts
most associated with orthostatic hypotension in 71,996 patients.
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Figure 1. Snapshot of the Word Cloud population-level list of UMLS concepts associated with orthostatic hypotension. Concepts are listed in descending
order by the strength-of-association ratio, that is, the ratio of actual to expected number of cases in the VUMC EHR with the pairwise association of
UMLS concepts. The population frequency of each term is also displayed. The ratio is used to rank the condition flowchart. CUI: concept unique
identifier; EHR: electronic health record; Misc.: miscellaneous; MsgBskts: message baskets; NewRes: new results; Pop. Freq.: population frequency;
Pt.Chart: patient chart; Pt.Lists: patient lists; StNotes: Star Notes; UMLS: Unified Medical Language System; VUMC: Vanderbilt University Medical
Center; WhBoards: white boards.

The Word Cloud also aids in identifying concepts most
applicable to guide the ranking by displaying each term’s UMLS
semantic type. In the UMLS Metathesaurus, each concept term
is assigned to 1 or more of 127 types in the vocabulary’s
hierarchical semantic network [20]. Semantic types most
relevant for comparison with the condition flowchart include
disease or syndrome, injury or poisoning, mental or behavioral
dysfunction, sign or symptom, finding, and congenital
abnormality. The Word Cloud provides a filter to exclude
concepts with semantic types nonrelevant to this task (eg,
procedures).

The Word Cloud often lists multiple UMLS concepts that can
be grouped to correspond with a single term on the condition
flowchart. For example, the Word Cloud concepts associated
with orthostatic hypotension include Shy-Drager syndrome,
multisystem degeneration of autonomic nervous system, and
multisystem atrophy (Figure 1). In 1998, Shy-Drager syndrome
was newly categorized as a multisystem atrophy and is no longer
the preferred term [21]; the UMLS also lists it as a narrower
concept of the term “multiple system atrophy” [8]. In the UMLS,
the relationship between “multiple system atrophy” and
“multisystem degeneration of autonomic nervous system” is
vaguely and imprecisely defined as an “RO” relationship type.
RO relationships are described as “other than synonymous,
narrower, or broader,” however, in this case, the RO
determination in the UMLS lacks the relationship attribute that
is normally included [8]. The phecodeX map, the term mapping

table used for the CKM collaborator’s PheWAS, matches
“multisystem atrophy” to the phecode “multi-system
degeneration of the autonomic nervous system” [22]. Given the
evolution of the Shy-Drager syndrome terminology, the UMLS,
and the phecodeX mapping, we subsequently considered all 3
of the Word Cloud concepts as a group of related terms; the
highest ratio within the group was then used to rank order the
condition flowchart.

Through the combined processes of documenting
actual-to-expected case ratios of the Word Cloud’s relevant
UMLS concepts, excluding nonrelevant semantic types, and
grouping related concepts, our team creates rank-ordered lists
of disease causes, risk factors, and complications reflecting our
medical center’s real-world clinical data.

Substantiating Disease-Condition
Associations With Evidence

Providing primary literature to substantiate the associations on
the condition flowchart is a key component of our research
collaboration. CKM information scientists derive synonyms
from the Word Cloud to strengthen the search strategy. When
conducting a search, they first compile controlled vocabulary
and synonyms from Medical Subject Headings and Emtree
[23,24]. Next, they brainstorm additional permutations and
extract terms from a scan of the literature; these keywords are
subsequently checked for inclusion in the PubMed phrase index.
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Figure 2 shows an example of this process for the UMLS
concept “gastrointestinal bleeding.” Consulting the Word Cloud
identified 4 phrases that were not in the initial list of search

strategy terms; 3 were found in the PubMed phrase index.
Additional terminology was found by scanning collocated terms
in the phrase index.

Figure 2. Word Cloud concepts leading to supplemental terminology for a search strategy on gastrointestinal hemorrhage. An asterisk denotes the
truncation of a term or phrase to capture permutations. GI: gastrointestinal; MeSH: Medical Subject Headings; UGI: upper gastrointestinal.

In addition to aiding with identifying terminology and concepts
to build upon our search strategies, we increasingly realize the
importance of the Word Cloud’s actual-to-expected patient case
ratio for locating appropriate evidence. When creating the
condition flowchart, our team may encounter associations for
which it is difficult to locate substantiating evidence. In these
cases, a Word Cloud ratio that is nonexistent, or lower than 15,
can aid in validating literature scarcity. For example, snake bites
can lead to nonseptic distributive shock [25]. In the Word Cloud,
the association between snake bite and distributive shock has
a low ratio of 5.38. Substantiating evidence for the association
was found only in case reports and case series (ie, studies with
few patients). Similarly, searching for literature to support
hypertrophic cardiomyopathy as a cause of obstructive shock
yielded only case reports as the best available evidence. A
review of the Word Cloud UMLS concepts revealed a ratio of
8.7. In these instances, the evidence may still be used, but the
low ranking, due to the low ratio, aids in understanding the
strength of association when compared with other causes, risk
factors, and complications listed on the condition flowchart.

Conclusions

This viewpoint paper describes a novel use of an institution’s
AI-driven, large-scale aggregation of condition-specific patient
data extracted from free-text clinical documents. The Word
Cloud NLP system can inform and guide knowledge generation
processes by enhancing our ability to represent, substantiate,
and prioritize condition associations for use in PheWAS
interpretation.

The VUMC Word Cloud NLP is a valuable resource that
provides real-time concept extraction from all clinical
documentation and makes the resulting data viewable
interactively, available for real-time decision support and

alerting, and available as a rich source of coded data for
research. An important limitation, however, is that this type of
resource would be expensive and difficult to port directly to
other institutions, thus limiting its generalizability. The
emergence of generative AI, and in particular large language
models, makes it conceivable that some of these limitations
might be reduced in the near future; for example, large language
models might be used to perform a significant portion of the
concept extraction task, turning clinical free text into sets of
terms which might then be mapped to coded terminologies (such
as the UMLS). This possibility is still largely hypothetical and
will need to be investigated to evaluate whether it is feasible,
performant, and economically viable.

It is also worth noting that in addition to the population-level
analysis features offered by the Word Cloud as described in our
research collaboration for PheWAS analysis, the CKM also
uses its capability of providing summary views of individual
patient charts for other projects, such as our synthesized
evidence provision services [14,26]. In response to providers’
complex clinical questions, information scientists consult the
visual display of the Word Cloud to gain a holistic understanding
of each patient’s comorbidities, medications, and other
prominent clinical history. This greatly facilitates our ability to
generate tailored syntheses of the published evidence that are
personalized to each specific patient case [26]. Additional
applications of the Word Cloud and other AI tools are also under
exploration at our center, including the use of AI for scaling the
maintenance of evidence syntheses over time [27-29]. Through
both of these approaches—leveraging the Word Cloud NLP for
population-level concept analysis and individual patient-level
assessment—the CKM achieves the rapid knowledge acquisition
strategy critical for informing clinical health care and research
at our institution.
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Abstract

Background: In the 21st century, Chinese hospitals have witnessed innovative medical business models, such as online diagnosis
and treatment, cross-regional multidepartment consultation, and real-time sharing of medical test results, that surpass traditional
hospital information systems (HISs). The introduction of cloud computing provides an excellent opportunity for hospitals to
address these challenges. However, there is currently no comprehensive research assessing the cloud migration of HISs in China.
This lack may hinder the widespread adoption and secure implementation of cloud computing in hospitals.

Objective: The objective of this study is to comprehensively assess external and internal factors influencing the cloud migration
of HISs in China and propose promotional strategies.

Methods: Academic articles from January 1, 2007, to February 21, 2023, on the topic were searched in PubMed and HuiyiMd
databases, and relevant documents such as national policy documents, white papers, and survey reports were collected from
authoritative sources for analysis. A systematic assessment of factors influencing cloud migration of HISs in China was conducted
by combining a Strengths, Weaknesses, Opportunities, and Threats (SWOT) analysis and literature review methods. Then, various
promotional strategies based on different combinations of external and internal factors were proposed.

Results: After conducting a thorough search and review, this study included 94 academic articles and 37 relevant documents.
The analysis of these documents reveals the increasing application of and research on cloud computing in Chinese hospitals, and
that it has expanded to 22 disciplinary domains. However, more than half (n=49, 52%) of the documents primarily focused on
task-specific cloud-based systems in hospitals, while only 22% (n=21 articles) discussed integrated cloud platforms shared across
the entire hospital, medical alliance, or region. The SWOT analysis showed that cloud computing adoption in Chinese hospitals
benefits from policy support, capital investment, and social demand for new technology. However, it also faces threats like loss
of digital sovereignty, supplier competition, cyber risks, and insufficient supervision. Factors driving cloud migration for HISs
include medical big data analytics and use, interdisciplinary collaboration, health-centered medical service provision, and successful
cases. Barriers include system complexity, security threats, lack of strategic planning and resource allocation, relevant personnel
shortages, and inadequate investment. This study proposes 4 promotional strategies: encouraging more hospitals to migrate,
enhancing hospitals’ capabilities for migration, establishing a provincial-level unified medical hybrid multi-cloud platform,
strengthening legal frameworks, and providing robust technical support.

Conclusions: Cloud computing is an innovative technology that has gained significant attention from both the Chinese government
and the global community. In order to effectively support the rapid growth of a novel, health-centered medical industry, it is
imperative for Chinese health authorities and hospitals to seize this opportunity by implementing comprehensive strategies aimed
at encouraging hospitals to migrate their HISs to the cloud.

(JMIR Med Inform 2024;12:e52080)   doi:10.2196/52080
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Introduction

In the 21st century, innovative business models have emerged
in Chinese hospitals, such as online diagnosis and treatment,
cross-regional multidepartment consultation, real-time sharing
of medical test results, and continuous public health surveillance.
However, most hospitals still rely on traditional hospital
information systems (HISs) designed for in-hospital
management that are inadequate to support the development of
these new business models [1]. Cloud computing has emerged
as a promising global information technology recognized as a
new infrastructure for future economic growth [2,3]. Since 2010,
it has also been prioritized by the Chinese government as a
“national strategic emerging industry” [4]. The adoption of
cloud computing technologies can significantly reduce hospitals’
costs associated with system construction and maintenance [5],
expand medical services to partner institutions or patients
outside the hospital [6], provide more secure network protection
than self-built data centers [7], and facilitate large-scale
collection and analysis of clinical data essential for scientific
clinical decision-making [8]. Based on these advantages, there
has been a surge in China’s medical cloud service market and
application research in recent years [9].

However, despite the increased attention given to cloud
computing in various disciplinary domains such as disease
monitoring, health surveillance, and clinical diagnosis, there is
a lack of research on the cloud migration of HISs. A
comprehensive review of the PubMed and HuiyiMd databases
only yielded 3 relevant studies: an Iranian study that identified
key driving factors for hospitals adopting cloud computing [10],
a Greek study that proposed a method for migrating clinical and
laboratory data based on local hospital conditions [11], and an
American study that focused on essential considerations for
chief financial officers before venturing into the cloud [12].
However, none of these studies have adequately addressed the
aforementioned issue. Without conducting prior assessments,
hospitals may struggle to fully comprehend the external
environment, internal conditions, and potential opportunities
and risks, thus failing to ensure prudent decision-making.
Blindly following trends could pose significant threats to the
security, operational efficiency, and maintenance costs of
already deployed cloud-based information systems and existing
hospital networks [13]. Therefore, this study aims to
systematically assess factors influencing the cloud migration
of HISs in China, identify associated challenges, and propose

corresponding strategies for advancement. It can assist hospitals
in gaining a comprehensive understanding of this work while
safely implementing their cloud-based medical services.
Additionally, it serves as a foundation for formulating policies
aligned with Chinese hospital informatization development in
the new era by health authorities while being referenced by
other countries or regions facing similar challenges.

Methods

Information Sources
The primary data source for this study was obtained from
literature databases to understand the practical applications of
cloud technology in Chinese hospitals. The articles published
between January 1, 2007, and February 21, 2023, were selected
from MEDLINE (accessible through PubMed) and HuiyiMd
(accessible through the Huiyi Medical Literature Express Service
System).

In order to overcome the inherent limitations of academic
articles, this study augmented a wealth of pertinent internal and
external environmental information by extensively consulting
authoritative sources such as government agencies, industry
organizations, academic institutions, and market research
companies. These sources of information included national
policies, action plans, white papers, implementation guidelines,
survey reports, and statistical data from the past 10 years.

Search Strategies
The search strategy for PubMed: (((cloud [Title/Abstract]) OR
(cloud-based [Title/Abstract])) AND (hospital [Title/Abstract])
AND (“2007/01/01” [Date-Publication]: “2023/02/21”
[Date-Publication])). The search strategy for HuiyiMd: ([TI]
(cloud AND hospital) OR [AB] (cloud AND hospital) OR [MH]
(cloud AND hospital)) AND ([PY]>=2007). The search strategy
for authoritative sources involves entering the keywords
“hospital” AND “cloud” in the search box on websites.

Inclusion and Exclusion Criteria
Based on specified inclusion and exclusion criteria (Textbox
1), irrelevant articles or those covering the same topic from the
same institution were excluded. Subsequently, an Excel
(Microsoft) spreadsheet (Multimedia Appendix 1) and a
reference list (Multimedia Appendix 2 [1,2,6,8,14-26]) were
generated for literature review and Strengths, Weaknesses,
Opportunities, and Threats (SWOT) analysis.
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Textbox 1. Inclusion and exclusion criteria for literature review.

Inclusion criteria

• Article type: fully retrievable

• Language: English, Chinese

• Nationality of the first author: Chinese (including Hong Kong and Taiwan)

• Article topic: the research, development, and application of cloud technology in Chinese hospitals

• Publication date: from January 1, 2007, to February 21, 2023

Exclusion criteria

• Article type: nonretrievable

• Language: other languages

• Nationality of the first author: other countries

• Article topic: other topics

• Publication date: before January 1, 2007; after February 21, 2023

Information Extraction
The accessible articles were assessed based on the following
criteria: title, authors, first author, first author affiliation,
publication year, journal name, digital object identifier (DOI),
PubMed unique identifier (PMID), first author nationality,
abstract, and conclusion. Furthermore, the positive and negative
impacts, research methods, disciplinary domains, cloud service
models, and institutional affiliations were taken into account
for further in-depth analysis purposes. The findings were
documented and statistically analyzed in Excel.

Analysis Methods
The SWOT analysis is a systematic assessment of strengths (S),
weaknesses (W), opportunities (O), threats (T), and other factors
that influence a specific topic, objectively describing the current
situation of an organization or enterprise and formulating
corresponding strategies [14]. It is widely used in strategic
decision-making and competitor analysis within organizations
or businesses due to its ability to simplify complex problems

into essential issues, enabling more focused problem-solving.
This study uses the SWOT method to assess the factors
impacting China’s cloud migration of HISs and proposes
promotional strategies.

Results

Literature Review

Identification Process
The identification process in this study consists of four steps
(Figure 1): (1) A total of 880 articles were retrieved from
PubMed and HuiyiMd databases. (2) The search results were
amalgamated, resulting in 460 deduplicated articles. (3)
Screening the titles and abstracts eliminated 138 irrelevant
articles based on the exclusion criteria. (4) The full text of the
remaining articles was meticulously examined against
predefined inclusion and exclusion criteria, resulting in a final
selection of 94 relevant articles.
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Figure 1. Flow diagram for the identification process.

Comprehensive Description of the Literature

Research and Application of Cloud Technology in Hospitals
Has Grown Rapidly and Continuously Expanded in
Disciplinary Domains

In terms of time line, there was a gradual step-like increase in
the number of articles starting in 2012 and reaching its peak at
20 articles in 2022. The compound annual growth rate (CAGR)

was approximately 35%, highlighting the escalating quantity
of research into and application of cloud technology in hospitals,
as shown in Figure 2. The number of disciplines involved has
increased from 1 in 2012 to 10 in 2022, encompassing a total
of 22 domains. Specifically, research and application are
predominantly observed in the domains of disease monitoring,
health surveillance, clinical diagnosis and treatment, safe
medication tracking, and medical devices, constituting 51%
(48/94) of the overall distribution.

Figure 2. Time distribution of disciplinary domains involved in academic articles.

JMIR Med Inform 2024 | vol. 12 | e52080 | p.355https://medinform.jmir.org/2024/1/e52080
(page number not for citation purposes)

XuJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Implementation of Cloud Technology Can Yield Favorable
Outcomes for Hospitals to a Certain Extent

The analysis of 94 articles identified 3 categories and 9 research
methods (Table 1). The “technology” category was the most
prevalent, with 47 (50%) articles focusing on information
systems, cloud platforms, and associated technologies. The
“experience” category followed closely, with 40 (43%) articles,
primarily validating the performance of or applying cloud-based
information systems through empirical research, case-control
studies, experience sharing, and cohort studies. Finally, the
“literature” category consisted of only 7 literature reviews on

this subject matter. The consistent findings of these studies
demonstrate the implementation of cloud technology in hospitals
can yield positive impact to some extent, such as enhancing
precision in management practices, expanding disease
monitoring capabilities, reducing workload for medical
personnel, and providing convenient and cost-effective health
care services for patients. However, 5% (n=5) of the articles
also acknowledged certain negative impacts, such as
underdevelopment of digital methods in hospitals, cybersecurity
risks, and low satisfaction rates among physicians and
community pharmacists.

Table 1. The correlation between research methods used in academic articles and the institutional affiliations of their first authors.

Associations or companies, n (%)Universities or colleges, n (%)Hospitals, n (%)Research methods

Technology

N/Aa14 (15)13 (14)System research and development

N/A5 (5)5 (5)Cloud platform construction

N/A8 (9)2 (2)Technical research

Experience

1 (1)7 (7)14 (15)Empirical research

N/A2 (2)11 (12)Case control study

N/AN/A3 (3)Summary of experience

N/AN/A2 (2)Cohort study

Literature

N/A2 (2)4 (4)Retrospective study

N/A1 (1)N/AStandard study

aN/A: not applicable.

More Than Half of the Studies Focused on Task-Specific
Cloud-Based Systems, While Only 1 in 5 Addressed
Integrated Cloud Platforms

Out of the 94 articles analyzed, the majority (n=49, 52%)
focused on task-specific cloud-based systems in hospitals. In
contrast, only 21 (22%) articles discussed or developed
integrated cloud platforms for sharing within a region, medical
alliance, or hospital. Furthermore, as shown in Figure 3, 67%
(n=33) of task-specific cloud-based systems were used in

patient-related domains such as disease monitoring, health
surveillance, clinical diagnosis and treatment, medical care, and
medical devices. A total of 15 regional cloud platforms (16%)
were commonly used for safe medication tracking, data storage,
and medical imaging. A total of 3 medical alliance cloud
platforms (3%) found use in disease treatment-related domains
such as disease monitoring, clinical diagnosis, and treatment
along with medical imaging. A total of 3 hospital cloud
platforms (3%) primarily originated from digital hospitals or
HIS upgrades.
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Figure 3. The cross-distribution of cloud service models and disciplinary domains covered in academic articles.

More Supplementary Materials Were Collected to Support
the SWOT Analysis for This Study

Because the literature review provided insufficient information
to support the analysis of internal and external factors for this
study, supplementary materials were collected, including
national policies, action plans, white papers, implementation
guidelines, research reports, and statistical reports from
authoritative websites, such as government agencies, industry
organizations, academic institutions, and market research
companies. In total, 37 supplementary documents were included
in the SWOT analysis: 4 policy papers, 11 industry reports, 15
academic articles, 2 dissertations, 2 official bulletins, and 3
news articles. All of them were recorded in an Excel file
(Multimedia Appendix 2).

SWOT Analysis

External Opportunities (O)

Politics: Governments Worldwide Prioritize Cloud
Technology and Have Implemented Supportive Policies

The United States introduced the Cloud First policy [2] and the
CLOUD Act [15]. Similarly, the European Union aims for
digital sovereignty through initiatives like the Gaia-X
Association and the EU Cloud Computing Strategy [27]. China
also prioritized cloud computing as a “national strategic
emerging industry” in 2010 and implemented policies to
promote its adoption by the government and businesses [28].
Consequently, China has rapidly developed in this field and
ranks among global leaders [29].

Economy: Both Nations and Enterprises Have Made
Substantial Capital Investments to Foster Its Development

According to Gartner’s data from 2011 to 2022, the market scale
increased from US $95.24 billion to US $491 billion with a

CAGR exceeding 16% [30]. The global medical cloud
computing market reached US $39.4 billion, with Asia-Pacific
exhibiting the fastest growth rate at 22% per year; China and
India are significant contributors to this expansion [9]. In China,
the market size has surged from less than US $270 million in
2011 to US $66.91 billion in 2022, with a consistent CAGR
surpassing 40%, and will exceed US $150 billion by 2025 [30].

Social: Online Health Care Has Become a Norm in Modern
Life

According to the National Telemedicine and Connected
Healthcare Center of China, as of June 2021, there were 239
million users accessing health care services online and more
than 1600 internet-based hospitals in China [31]. Another survey
revealed that approximately 63% (n=465) of the surveyed
hospitals (738 hospitals across 30 provinces) used cloud services
to some extent in 2022 [32]. Moreover, the COVID-19 pandemic
has further fueled the demand for online health care services
[6]. Consequently, these services have become as commonplace
in our lives as online shopping.

Older Adult Care: The Older Adult Care Industry Urgently
Needs Advanced Technological Support

By the end of November 2020, China’s population of people
aged 60 years and older was 264,018,766, accounting for 19%
of the total population, making it the country with both the
largest older population and the fastest-aging society worldwide
[33]. Consequently, relying solely on their children, nursing
homes, or communities to provide older adult care services has
become increasingly impractical. Recognizing this challenge,
the National Health Commission of China issued a document
in October 2019 emphasizing the need to fully harness modern
technologies such as cloud computing, artificial intelligence
(AI), and the Internet of Things to develop an intelligent service
model known as “Internet plus Healthy Aging” [34].

JMIR Med Inform 2024 | vol. 12 | e52080 | p.357https://medinform.jmir.org/2024/1/e52080
(page number not for citation purposes)

XuJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


External Threats (T)

Market: Technological Monopolies Pose a Significant Threat
to the Digital Autonomy of Nations

A total of 81 (81%) of the Forbes Top 100 cloud computing
companies are American [35], and they possess significant
technological and capital advantages. They continuously expand
their global market share; they captured 60%-70% (JPY
¥1,725-¥2,012 billion [US $11.6-$13.6 million]) of the Japanese
cloud market in 2020 [36] and 69% of the European cloud
market in 2021 [37]. The passage of the Clarifying Lawful Use
of Data Abroad Act (CLOUD Act) by the US Congress in March
2018 caused European countries to feel threatened due to the
potential loss of digital sovereignty [15], which prompted them
to initiate their “European cloud” project in 2020 [27]. Other
nations may face similar challenges.

Competition: Fierce Competition May Lead to Uncertain
Levels of Service Quality

In November 2021, 5 bidders for a public cloud service project
in Shijiazhuang City, China, submitted bids of CNY ¥0, sparking
concerns among stakeholders [38]. The intense competition
may lead to unpredictable service performance issues for users,
such as limiting hospitals’ access to better pricing and a wider
range of choices by restricting the interoperability and portability
of HISs or causing sudden disruptions in cloud-based medical
services after winning the bid, which poses significant risks to
patient safety [16].

Security: Hospitals Express Apprehensions Regarding
Diverse Cyber-Attacks Targeting Cloud Infrastructure

Security is the primary challenge for cloud-based systems due
to various cyberattacks faced by current cloud environments,
especially in the health care sector where sensitive data such as
personal privacy, health records, diagnostics, and treatments
are stored [13]. Even prominent cloud providers like Azure
(Microsoft), Docker Hub (Docker), and Everis (NTT DATA)
have experienced malicious intrusions [30], while both the
United Kingdom’s National Health Service (NHS) in 2017 and
Ireland’s Department of Health information system in 2021
were both targeted and resulted in a complete paralysis [39,40].

Legislation: The Lack of Precise Legislation Hinders the
Efficient Implementation and Enforcement of Regulatory
Measures

To support the implementation of the “Cloud Normal” and
“Internet Plus” strategies, the Chinese government has enacted
laws, regulations, and management measures. However, there
are limited directly applicable legal provisions for cloud
migration of HISs. Imperfect laws and regulations, insufficient
safety standards, unclear legal liabilities, and the absence of a
damage assessment mechanism hinder the proper development
of cloud services. As a result, doctors and patients may
encounter challenges in protecting their rights during disputes
[17].

Internal Strengths (S)

Data: Hospitals Generate Substantial Volumes of Medical
Data on a Daily Basis

Hospitals are natural suppliers of big data. For instance, the
Chinese National Cloud-Based Telepathology System
(CNCTPS) has collected 23,167 cases and served 9240 users
in 4 years (2016-2019), providing comprehensive details from
whole-slide images to diagnostic reports [5]. Additionally,
medical big data can provide substantial value to both hospitals
and patients. For example, the aforementioned CNCTPS
application can save patients around US $300,000 per year [5].
Abundant electronic health and care records in the United
Kingdom’s NHS can reduce hospital operational costs by
approximately £5 billion (US $ 3.9 billion) annually and save
patient welfare expenses by roughly £4.6 billion (US $3.6
billion) [41]. Furthermore, traditional computing tools are unable
to handle the processing and analysis of such massive amounts
of data—this is exactly where cloud computing technology
excels [18].

Business: The Provision of Comprehensive Medical Services
Necessitates Extensive Interdisciplinary Collaboration

Medical services are complex and innovative, requiring
synchronization of knowledge, technology, experience, and
resources from diverse disciplines. Cloud computing provides
extensive connectivity, offering robust support for these tasks,
including interdisciplinary expert consultations, collaborative
surgeries, and integrating medicine and care [19]. The Huashan
Hospital, affiliated with Fudan University, uses a medical
consortium cloud platform where experts from higher-level
hospitals offer diagnostic advice to lower-level hospitals for
subsequent care and daily treatment, ensuring positive outcomes
for patients with epilepsy [42].

Application: Multiple Cloud Technology Applications Have
Been Effectively Implemented Across Various Medical
Domains

As shown in Figure 2, cloud technology is receiving increasingly
extensive research and application in the medical field, and even
some regional or medical alliances have constructed their own
medical cloud platforms to store health data, share medical
images, and facilitate collaboration. Furthermore, a national
survey conducted in 2022 also confirmed these findings by
revealing that out of the 738 surveyed hospitals, 63% (n=465)
partially used cloud services across nearly 20 different medical
business scenarios [32]. These effective practices can serve as
valuable references and support for other hospitals yet to
implement such initiatives.

Demand: The Provision of Health-Centered Medical Services
Necessitates Advanced Technological Support

The transition from disease-centered to health-centered hospital
development in the new era has rendered traditional HISs
increasingly inadequate as they were previously designed solely
for managing information within hospitals. Cloud computing
can significantly expand hospitals’ medical services beyond
their physical premises, enabling online chronic disease
management, individual life-cycle health surveillance, and
remote diagnosis for patients in remote areas. This enhancement
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empowers hospitals to provide health-centered medical services
[20]. The findings of this study also strongly support this notion.
As depicted in Figure 3, cloud technology has been extensively
used in closely associated domains with patients, encompassing
disease monitoring, health surveillance, clinical diagnosis and
treatment, and safe medication tracking.

Internal Weaknesses (W)

System: The Complexity of HISs Poses Challenges for
Hospitals When Migrating Them to the Cloud

The HISs are the most complex organizational information
management systems developed by various contractors in
diverse environments, covering a wide range of business
functions and user groups [21], as depicted in Figure 3, with
only 94 articles included but spanning across 22 distinct
disciplinary domains as well. Therefore, the cloud migration of
HISs presents significant challenges, particularly for those
systems abandoned by development companies due to
insolvency or insufficient technical support. Nevertheless, if
there existed an all-encompassing and authoritative medical
cloud platform enabling hospitals to tailor services based on
their specific requirements, it would undoubtedly expedite the
overall migration process.

Security: The Security of Existing Hospital Networks Still
Faces Numerous Risks

Currently, most HISs still operate in self-constructed networks
instead of using cloud-based solutions, which poses information
security challenges due to insufficient infrastructure,
overreliance on a single protective measure, incomplete
regulatory frameworks, and potential vulnerabilities from
privilege abuse [22]. For example, the 2019-2020 China Hospital
Informatization Survey Report revealed that around 28%
(n=282) of surveyed hospitals experienced unplanned core
system failures lasting more than 30 minutes [43]. To effectively
address these concerns, proficient IT teams like reputable cloud
vendors or organizations equipped with advanced technologies
such as cloud computing should collaborate rather than solely
rely on in-house hospital IT capabilities.

Plan: Strategic Planning and Resource Allocation in
Hospitals Exhibit Certain Deficiencies

According to Figure 3, more than half of the research articles
focused on hospital-specific systems for various tasks. These
systems still adhered to traditional information system designs,
had limited scalability and functionality, and operated
independently. As a result, there were significant challenges in
effectively using cloud computing’s computing capabilities,
storage capacity, and integrated analysis to generate valuable
information supporting government scientific decision-making.
The survey results from China’s National Health Commission
also confirmed this point as many internet hospitals were not
fully developed yet and encountered diverse issues [44].
Moreover, only 14% (n=101) of hospitals had migrated their
core business operations to the cloud with a mere 13% (n=100)
planning to do so in the next 3-5 years [32]. Therefore, it is
crucial for hospitals to reorganize and integrate their operations
and resources before incorporating their HISs into the cloud in

order to meet the demands of cloud capabilities and new health
care models.

Personnel: The Allocation of Information Personnel Is
Inadequate and Lacks Specialization Levels

With the increasing integration of cloud computing, AI, and
robotics, hospitals urgently require highly skilled IT
professionals to effectively implement these new technologies
[23]. However, a national survey in 2021 revealed that the
average number of information department personnel in 9376
secondary and tertiary hospitals was only 6. Most of these
personnel held undergraduate or junior college computer degrees
and possessed limited interdisciplinary expertise. This falls
significantly below national standards [24], particularly for
hospitals below grade 2 or in economically underdeveloped
areas [45].

Investment: Primary Hospitals Lack Sufficient Investment
in Information Technology and Cloud Services

According to a 2020 survey by the National Health Commission
of China, most primary hospitals allocated less than 1% of their
budgets to HIS development, facing challenges such as unstable
funding and support [25]. A nationwide survey conducted in
2022 revealed that only 53% of the surveyed 738 hospitals had
expenses related to public cloud services in the previous 2 years,
with 54% spending less than US $14,000. Particularly for
primary hospitals, establishing a cloud service system is even
more financially challenging [32]. Clearly, these primary
hospitals require more reliable financial guarantees for the
smooth operation of their HISs and cloud services.

Discussion

Principal Findings
Extensive literature review and systematic SWOT analysis
indicate that cloud computing is increasingly being applied in
nearly 22 discipline domains in Chinese hospitals; it plays a
crucial role in monitoring patient-related diseases, health
surveillance, clinical diagnosis and treatment, and safe
medication tracking. However, more than half of the research
and applications are limited to cloud-based systems for specific
hospital tasks, which fail to fully leverage the robust integrated
analytical capabilities of cloud computing due to limited data
scale and functionality that could otherwise generate valuable
information supporting hospital or government decision-making
processes. Additionally, challenges such as market sovereignty
disputes, intense industry competition, network attacks,
inadequate regulation, and hospitals’ internal weaknesses like
complexity of HISs, insufficient resource integration, and limited
manpower and investment, hinder widespread adoption of cloud
technology among most hospitals that exhibit a relatively weak
willingness to migrate their core operations to the cloud within
the next 3-5 years. Nevertheless, cloud computing is widely
recognized as a novel infrastructure driving global economic
growth. Integrating cloud technology in hospitals can enhance
medical service quality, foster interdisciplinary collaboration
and remote consultations, and promote coordinated development
within regional health care economies. Consequently, it is
imperative for hospitals and health authorities to pay special
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attention to this matter and actively implement diverse strategies
to facilitate its advancement. Based on the aforementioned
research findings, this study proposes a set of promotional

strategies for collective deliberation among peers. The overall
framework depicting these proposed strategies is illustrated in
Figure 4, which will be further elucidated in subsequent sections.

Figure 4. SWOT analysis and response strategies diagram for cloud migration of HISs. HIS: hospital information system; SWOT: Strengths, Weaknesses,
Opportunities, and Threats.

Implementing Multiple Initiatives to Encourage More
Hospitals to Migrate Their HISs to the Cloud
The primary objective of this strategy is to address the issue of
“whether or not to adopt cloud technology.” Based on the
outcomes of the SWOT analysis, despite the pressing need for
cloud technology to enhance health-centered medical service
delivery today, hospitals remain cautious about its
implementation due to external threats and internal weaknesses.
Furthermore, providing cloud-based medical services has
brought about a significant transformation within the medical
industry that exceeds traditional independent operations and
self-financing models used by hospitals. Therefore, governments
should make greater efforts by implementing more active
measures such as policy guidance, training planning,
demonstration projects, or provision of cloud vouchers, in order
to encourage more hospitals to securely migrate their HISs onto
the cloud and meet demands for innovative medical services in
this modern era.

Enhancing Hospitals’ Overall Capability for Cloud
Migration of HISs
The strategy aims to address the issue of “what preparations are
necessary.” As previously mentioned, cloud migration of HISs
is a highly intricate system engineering project that requires
hospitals to be fully prepared for its successful implementation.
These preparations encompass various aspects including, but
not limited to the following. First, human resources: hospitals
should enhance employees’ medical information literacy and

application skills through comprehensive training programs,
specialized lectures, or successful case studies. Second, material
resources: hospitals should redesign and integrate existing
systems and resources based on future development, existing
foundations, and expert recommendations in order to optimize
the use of cloud resources for acquiring more valuable
information. Third, financial resources: hospitals require
long-term financial investment planning to support the provision
of cloud-based medical services. Moreover, health authorities
should acknowledge that primary hospitals serve as both
frontline institutions addressing medical needs and significant
sources of authentic data. Therefore, moderate increases in
investment in HIS construction of primary hospitals are
necessary to ensure a continuous input of firsthand authentic
data. Fourth, tools: a hospital that has robust IT capabilities can
leverage free cloud migration consultation and tools provided
by major cloud providers such as Alibaba, Tencent, Google,
Microsoft, and Amazon Web Services, which can expedite the
process of migrating information systems. However, it should
be noted that the cloud services used (eg, computing and storage)
may incur charges.

Establishing a Provincial-Level Unified Medical
Hybrid Multi-Cloud Platform
The strategy aims to address the issue of “how to implement
changes efficiently.” In response to numerous complex internal
and external situations, this study proposes a coping strategy:
establishing a unified medical hybrid multi-cloud platform in
each province or municipality.
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First, the hybrid multi-cloud platform highly aligns with hospital
operations. Hospitals require private clouds for storing sensitive
and core data, nonpublic community clouds for internal
consultations and other collaborations, public clouds for
providing more extensive medical services to the public, and
adopting a “multi-cloud” strategy to reduce risks such as vendor
lock-in or declining service quality.

Second, a medical cloud platform at the provincial or municipal
level can achieve maintainable security and more highly
effective cloud migration. In comparison to hospitals, health
authorities at this level possess stronger technological expertise,
greater manpower resources, maintainable financial support,
and relevant assets for constructing comprehensive platforms
while effectively mitigating internal and external risks.
Moreover, this approach can also foster overall advancements
in cloud migration and system function quality of hospitals
(particularly primary ones), as well as minimize redundant
construction and maintenance expenses.

Last but most importantly, the scale of data possessed by one
or several individual hospitals is insufficient to constitute true
big data, limiting the opportunities for leveraging cloud
computing’s powerful intelligent analysis capabilities in
uncovering hidden objective laws that can support the
government to make scientific decisions. Considering factors
such as data scale, cloud computing capabilities, and government
economic support capacity, a provincial or municipal regional
medical cloud platform is a more suitable choice.

Enhancing Legal Framework and Technical Support
for Cloud-Based HISs
The primary goal of this strategy is to address the issue of “how
to create a supportive environment.” As an ancient Chinese
proverb states, “A single log cannot support a crumbling
building,” indicating that relying solely on a provincial-level
medical cloud platform is still insufficient to counter all external
threats and internal risks faced by hospitals. Therefore, it
requires a more proactive role from the government, which
strengthens cooperation with relevant departments and
enterprises to build a more robust and secure supporting
environment for medical cloud platforms. Specifically, 2 aspects
of support are necessary. First, credible legal support: although
the Chinese government has been improving laws regarding
cybersecurity, personal information protection, and data security,
its support for cloud-based medical services remains inadequate.
For example, in resolving disputes related to cloud medical
services, health authorities still rely on laws such as the
Physician Practice Law and Regulations on Prevention and
Handling of Medical Disputes in China. However, these
regulations have not explicitly defined the status and
responsibilities of all parties involved in cloud-based medical
services, which poses challenges in terms of judgments and

penalties [26]. Therefore, it is essential to further refine relevant
legislation and update existing regulations regarding doctors’
practice rights, insurance responsibility, and reimbursement for
medical insurance, ensuring doctors and patients can confidently
participate in cloud-based medical services. Second, holistic
technical support: as indicated by SWOT analysis results,
hospitals often lack professionals with deep knowledge of
cutting-edge technologies like cloud computing, AI, and big
data. Therefore, establishing an organization like a medical
cloud technology association becomes necessary. This
organization should consist of experts from various relevant
fields, including IT, communication, engineering, cryptography,
medicine, and more. Their responsibilities would include
devising unified long-term plans and action plans, standardizing
contracts between hospitals and cloud service providers,
reviewing hospitals’ cloud migration plans and contracts, and
conducting regular evaluations of the construction and operation
of cloud-based HISs.

Conclusions
In conclusion, cloud computing is prioritized by the Chinese
government as a “national strategic emerging industry.” Despite
encountering numerous challenges, the cloud migration of HISs
in China exemplifies a prevailing development trend. Therefore,
hospitals should adopt an open mindset and focus on enhancing
their capabilities to develop medical services based on the cloud.
Health authorities should also use more effective strategies to
incentivize hospitals to migrate their HISs safely to the cloud,
thereby fostering the flourishing growth of a novel
health-centered medical industry.

The main contribution of this study is a comprehensive literature
review and systematic SWOT analysis on the current status of
cloud migration of HISs in China, and corresponding strategies
for different combinations of internal and external influencing
factors. It can help hospitals gain a clearer understanding of the
overall situation while having more specific goals and methods
when planning and implementing related work. Moreover, it
can serve as a foundation for health authorities to develop
policies aligned with the development of hospital informatization
in the new era, as well as provide references for other countries
or regions facing similar challenges.

There are 2 limitations in this study: first, not all personnel from
hospitals contribute to writing papers, thus limiting the
comprehensiveness of literature information; second, the SWOT
analysis method assumes a distinction between internal and
external factors, as well as a differentiation between strengths
and weaknesses, overlooking the interrelated effects among
influencing factors. To supplement and improve these aspects,
more empirical investigation data are needed, along with a more
rigorous analysis of the interactions among influencing factors.
This will be the focus of my future research.
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Abstract

Inhaled corticosteroid (ICS) is a mainstay treatment for controlling asthma and preventing exacerbations in patients with persistent
asthma. Many types of ICS drugs are used, either alone or in combination with other controller medications. Despite the widespread
use of ICSs, asthma control remains suboptimal in many people with asthma. Suboptimal control leads to recurrent exacerbations,
causes frequent ER visits and inpatient stays, and is due to multiple factors. One such factor is the inappropriate ICS choice for
the patient. While many interventions targeting other factors exist, less attention is given to inappropriate ICS choice. Asthma is
a heterogeneous disease with variable underlying inflammations and biomarkers. Up to 50% of people with asthma exhibit some
degree of resistance or insensitivity to certain ICSs due to genetic variations in ICS metabolizing enzymes, leading to variable
responses to ICSs. Yet, ICS choice, especially in the primary care setting, is often not tailored to the patient’s characteristics.
Instead, ICS choice is largely by trial and error and often dictated by insurance reimbursement, organizational prescribing policies,
or cost, leading to a one-size-fits-all approach with many patients not achieving optimal control. There is a pressing need for a
decision support tool that can predict an effective ICS at the point of care and guide providers to select the ICS that will most
likely and quickly ease patient symptoms and improve asthma control. To date, no such tool exists. Predicting which patient will
respond well to which ICS is the first step toward developing such a tool. However, no study has predicted ICS response, forming
a gap. While the biologic heterogeneity of asthma is vast, few, if any, biomarkers and genotypes can be used to systematically
profile all patients with asthma and predict ICS response. As endotyping or genotyping all patients is infeasible, readily available
electronic health record data collected during clinical care offer a low-cost, reliable, and more holistic way to profile all patients.
In this paper, we point out the need for developing a decision support tool to guide ICS selection and the gap in fulfilling the
need. Then we outline an approach to close this gap via creating a machine learning model and applying causal inference to
predict a patient’s ICS response in the next year based on the patient’s characteristics. The model uses electronic health record
data to characterize all patients and extract patterns that could mirror endotype or genotype. This paper supplies a roadmap for
future research, with the eventual goal of shifting asthma care from one-size-fits-all to personalized care, improve outcomes, and
save health care resources.

(JMIR Med Inform 2024;12:e56572)   doi:10.2196/56572

KEYWORDS

asthma; causal inference; forecasting; machine learning; decision support; drug; drugs; pharmacy; pharmacies; pharmacology;
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Introduction

Asthma is a chronic disease characterized by inflammation,
narrowing, and hyperactivity of the airways causing shortness
of breath, chest tightness, coughing, and wheezing [1]. Asthma
affects about 25 million people in the United States [2]. In 2021,
there were 9.8 million exacerbations of asthma symptoms (or
asthma attacks) leading to over 980,000 emergency room (ER)
visits and over 94,500 hospitalizations [2]. Asthma costs the
US economy over US $80 billion in health care expenses each
year, work and school absenteeism, and deaths [3].

Inhaled corticosteroid (ICS) is a mainstay treatment for
controlling asthma and preventing exacerbations in patients
with persistent asthma [4] accounting for over 60% of people
with asthma [5,6]. Many types of ICS drugs are used, either
alone like fluticasone (Flovent, Arnuity, and Aller-flo),
budesonide (Pulmicort, Entocort, and Rhinocort), mometasone
(Asmanex), beclomethasone (Beclovent, Qvar, Vancenase,
Beconase, Vanceril, and Qnasl), ciclesonide (Alvesco), and so
forth, or in combination with a long-acting beta2 agonist like
fluticasone/salmeterol (Advair), budesonide/formoterol
(Symbicort), mometasone/formoterol (Dulera), and
fluticasone/vilanterol (Breo), and so forth [4]. Regular use of
appropriate ICSs improves asthma control and reduces airway
inflammation, symptoms, exacerbations, ER visits, and inpatient
stays [7-9].

Despite the widespread use of ICSs, asthma control remains
suboptimal in many people with asthma [10-13] including 44%
of children and 60% of adults based on asthma exacerbations
in the past year [14,15], 72% of patients based on asthma control
test [10], 53% of children and 44% of adults based on asthma
attacks in the past year [16], and 59% of children based on the
2007-2013 Medical Expenditure Panel Survey [17]. Suboptimal
control leads to recurrent exacerbations, causes frequent ER
visits and inpatient stays, and is projected to have an economic
burden of US $963.5 billion over the next 20 years [18].
Suboptimal control is due to multiple factors [19-23] including
(1) failure to recognize and act on early signs of declining
control [24,25], (2) lack of self-management skills, (3)
nonadherence to therapy [26], and (4) inappropriate ICS choice
for the patient [27-32]. While interventions targeting other
factors exist, less attention has been given to inappropriate ICS
choice.

Asthma is heterogeneous with variable profiles in terms of
clinical presentations (phenotypes) and underlying mechanisms
(endotypes) [33,34]. Molecular techniques have revealed a few
phenotype and endotype relationships, allowing the
categorization of asthma into two main groups (1) T-helper type
2 (Th2)-high (eg, atopic and late onset) and (2) Th2-low (eg,
nonatopic, smoking-related, and obesity-related) [33,34]. It is
known that within the 2 groups, there are many subgroups
[33,35] with different biomarker expressions (eg,
immunoglobulin E [IgE], fractional exhaled nitric oxide [FeNO],
interleukin [IL]-4, IL-5, and IL-13) [36]. So far, only a few

biomarkers have been characterized for use in clinical practice.
Despite a few successes using biomarkers for targeted therapy,
ICS choice, especially in the primary care setting, is largely by
trial and error and many patients remain uncontrolled [37-42].

Besides patient nonadherence and environmental factors,
response to ICS treatment is affected by genetic variations in
ICS metabolizing enzymes [43,44], regardless of whether the
ICS is used alone or is combined with another asthma
medication like a long-acting beta2 agonist. Single nucleotide
polymorphisms in cap methyltransferase 1 (CMTR1), tripartite
motif containing 24 (TRIM24), and membrane associated
guanylate kinase, WW and PDZ domain containing 2 (MAGI2)
genes were found to be associated with variability in asthma
exacerbations [43]. Additional evidence supports that these
genes also cause variability in ICS response [44]. Due to genetic
variations in cytochrome P (CYP) 450 enzymes that metabolize
over 80% of drugs including ICS, up to 50% of people with
asthma have altered metabolism to certain ICSs [45-51]
impacting asthma control [52,53]. CYP3A5*3/*3 and
CYP3A4*22 genotypes were found to be linked to ICS response
[54,55]. These studies provide evidence that genetic variations
greatly affect ICS responsiveness, although the exact
relationships between genetic variations and ICS response
remain largely unknown [36,56,57]. Currently, many candidate
genes are being studied, and pharmacogenetics has not yet
reached routine clinical practice in asthma care.

ICS choice for patients is often dictated by insurance
reimbursement, organizational policies, or cost, leading to a
one-size-fits-all approach [37-42]. Some insurers require patients
to first fail on a cheaper ICS before authorizing a more
expensive ICS [39]. Nonmedical switch due to preferred drug
formulary change is common and leads to bad outcomes, with
70% of patients reporting more exacerbations after the switch
[39]. Patients also often report that they tried a few different
ICSs before ending up with the drug that gave them the most
relief, with 60% reporting it was hard for their providers to find
the effective drug [37-39]. Cycling through various ICSs delays
the start of an effective ICS and is neither efficient nor
cost-effective [39]. New strategies are needed to allow a faster
and more efficient way to tailor ICS selection to each patient’s
characteristics [36].

While the biologic heterogeneity of asthma is vast, few, if any,
biomarkers or genotypes can currently be used to systematically
profile all patients with asthma and predict ICS response
[36,58,59]. Readily available electronic health record (EHR)
data collected during clinical care offer a low-cost, reliable, and
more holistic way to profile all patients [36,60]. With a high
accuracy of 87%-95% [36], machine learning models using
EHR data have been used to profile patients in various areas,
for example, to develop a phenotype for patients with Turner
syndrome [61], identify low medication adherence profiles [62],
find variable COVID-19 treatment response profiles [63], and
predict hypertension treatment response [64]. Yet, while
machine learning has helped find various asthma profiles
[65-72], no prior study has predicted ICS response. Also, prior
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studies are mostly from single centers with small sample sizes
and have not moved the needle of precision treatment for asthma
[58,60].

A decision support tool is greatly needed, especially in the
primary care setting, to guide providers to select at the point of
care the ICS that will most likely and quickly ease patient
symptoms and improve asthma control. Forecasting which
patient will respond well to which ICS is the first step toward
creating this tool, but no prior study has predicted ICS response,
forming a gap.

To shift asthma care from one-size-fits-all to personalized care,
improve outcomes, and save health care resources, we make
three contributions in this paper, supplying a roadmap for future
research: (1) we point out the above-mentioned need for creating
a decision support tool to guide ICS selection; (2) we point out
the above-mentioned gap in fulfilling this need; and (3) to close
this gap, we outline an approach to create a machine learning
model and apply causal inference to predict a patient’s ICS
response in the next year based on the patient’s characteristics.
We present the central ideas of this approach in the following
sections.

Creating a Machine Learning Model and
Applying Causal Inference to Predict ICS
Response

Overview of Our Approach
We use EHR data from a large health care system to develop a
machine learning model and apply casual inference to predict
a patient’s ICS response based on the patient’s characteristics.
As endotyping or genotyping all patients is infeasible, our model
uses EHR data to characterize all patients and extract patterns
that could mirror endotype or genotype. Our model is trained
on historical data, and can then be applied to new patients to
guide ICS selection during an initial or early encounter for
asthma care. The optimal ICS choice identified by our approach
can be either an ICS (generic name and dosage) alone or an ICS
combined with another asthma medication like a long-acting
beta2 agonist.

Both pediatric and adult patients with asthma are treated by
primary care providers (PCPs) who are mostly generalists and
asthma specialists including allergists, immunologists, and
pulmonologists. Large differences exist between PCPs and
specialists in terms of knowledge, care patterns, and asthma
outcomes, with asthma specialists adhering more often to
guideline recommendations [73-76]. A greater difference exists
between PCPs and specialists in controller medication use [76].
Compared to PCPs, asthma specialists tend to achieve better
outcomes [77], including higher physical functioning [78], better
patient-reported care [78], and fewer ER visits and inpatient
stays [78-84]. As over 60% of people with asthma are cared for
by PCPs [85], our machine learning model primarily targets
PCPs, although asthma specialists could also benefit from this
model.

The asthma medication ratio (AMR) is the total number of units
of asthma controller medications dispensed divided by the total

number of units of asthma medications (controllers + relievers)
dispensed [86,87]. Higher AMR (≥0.5) is associated with less
oral corticosteroid use (a surrogate measure for asthma
exacerbations), fewer ER visits and inpatient stays, and lower
costs [87-89]. Lower AMR (<0.5) is associated with more
exacerbations, ER visits, and inpatient stays [90,91]. Approved
by Healthcare Effectiveness Data and Information Set (HEDIS)
as a quality measure, AMR is widely used by health care
systems [89]. AMR is a reliable reflection of asthma control
and gives an accurate assessment of asthma exacerbation risk
[92]. We use change in AMR as the prediction target of our
model for predicting ICS response, as AMR can be calculated
on all patients. In comparison, neither asthma control nor acute
outcomes (eg, ER visits, inpatient stays, or oral corticosteroid
use) is used as the prediction target, as the former is often
missing in EHRs and the latter does not occur in all patients.
An effective ICS will lead to less reliever use and increased
AMR. An ineffective ICS will lead to more reliever use and
reduced AMR. We formerly used EHR data to build accurate
models to predict hospital use (ER visit or inpatient stay) for
asthma [93-95]. We expect EHR data to have great predictive
power for AMR, which is associated with hospital use for
asthma [87-91]. Using the AMR can facilitate the dissemination
of our approach across health care systems.

We outline the individual steps of our approach in the following
sections.

Step 1: Building a Machine Learning Model to Predict
a Patient’s ICS Response Defined by Changes in AMR
We focus on patients with persistent asthma for whom ICSs are
mainly used. We use the HEDIS case definition of persistent
asthma [96,97], the already validated [98] and the most
commonly used administrative data marker of persistent asthma
[97]. A patient is deemed to have persistent asthma if in each
of 2 consecutive years, the patient meets at least one of the
following criteria: (1) at least 1 ER visit or inpatient stay with
a principal diagnosis code of asthma (ICD-9 [International
Classification of Diseases, Ninth Revision] 493.0x, 493.1x,
493.8x, 493.9x; ICD-10 [International Classification of
Diseases, Tenth Revision] J45.x), (2) at least 2 asthma
medication dispensing and at least 4 outpatient visits, each with
a diagnosis code of asthma, and (3) at least 4 asthma medication
dispensing. In the rest of this paper, we always use patients with
asthma to refer to patients with persistent asthma. The prediction
target or outcome is the amount of change in a patient’s AMR
after 1 year. The AMR is computed over a 1-year period [86,87].

We combine patient, air quality, and weather features computed
on the raw variables to build the model to predict ICS response.
Existing predictive models for asthma outcomes [93-95,99-110]
rarely use air quality and weather variables, but these variables
impact asthma outcomes [111-117] (eg, short-term exposure to
air pollution, even if measured at the regional level, is associated
with asthma exacerbations [113-117]). For each such variable,
we examine multiple features (eg, mean, maximum, SD, and
slope). We examine over 200 patient features listed in our
papers’ [93-95] appendices and formerly used to predict hospital
use for asthma, which is associated with AMR [87-91]. Several
examples of these features are comorbidities, allergies, the
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number of the patient’s asthma-related ER visits in the prior 12
months, the total number of units of systemic corticosteroids
ordered for the patient in the prior 12 months, and the number
of primary or principal asthma diagnoses of the patient in the
prior 12 months. We also use as features the patient’s current
AMR computed over the prior 12 months [86,87], the generic
name and the dosage of the ICS that the patient currently uses,
and those of the long-acting beta2 agonist, leukotriene receptor
antagonist, biologic or another asthma medication, if any, that
is combined with the ICS.

Step 2: Conducting Causal Machine Learning to
Identify Optimal ICS Choice
Our goal is to integrate machine learning and G-computation
to develop a method to estimate the causal effects of various
ICS choices on AMR for patients with specific characteristics.
This causal machine learning method [118] processes large data
sets by capturing complex nonlinear relationships between
features, thereby revealing the cause-and-effect relationships
between ICS choice and change in AMR. We use the machine
learning model built in step 1. Using G-computation [119,120],
an imputation-based causal inference method, we estimate the
potential effects of hypothetical ICS choices with specific
dosages on changes in AMR after 1 year. G-computation builds
on the machine learning model of the outcome as a function of
ICS indicators, ICS dosages, and other features to predict AMR
outcomes under different counterfactual ICS choice scenarios.
CIs are estimated through 10,000 bootstrap resampling with
replacement [121].

We apply causal machine learning to estimate the impact of
ICS choices on patients with specific characteristics by
averaging predicted AMR after 1 year for a given ICS and these
characteristics across all participants. This estimation is
contrasted with the averaged predicted outcome in the absence
of any ICS choice. The ICS choice with the highest and
statistically significant contrast estimation is identified as the
optimal choice for patients with these characteristics. All
hypotheses can be tested at a significance level of .05.

Step 3: Assessing the Impact of Adding External
Patient-Reported Asthma Control and ICS Use
Adherence Data on the Model’s Predictions
EHRs have limitations regarding patient-reported data with
extra predictive power such as asthma control and ICS use
adherence. For asthma, asthma control and ICS use adherence
are critical variables, as (1) a patient’s asthma control fluctuates
over time and drives the provider’s decision to prescribe or
adjust ICSs and (2) ICS use adherence impacts the patient’s
asthma control and helps assess whether the patient is actually
responding to an ICS. However, despite their high predictive
power for patient outcomes, these variables are not routinely
collected or included in EHRs in clinical practice. At
Intermountain Healthcare, the largest health care system in Utah,
we pioneered the electronic AsthmaTracker, a mobile health
(mHealth) app used weekly to assess, collect, and monitor
patients’ asthma control and actual ICS use adherence [122].

Like most patient-reported data, these patient-reported variables
have been collected on only a small proportion of patients with
asthma. To date, 1380 patients with asthma have used the app
and produced about 45,000 records of weekly asthma control
scores and ICS use adherence data (eg, the ICS’ name and the
number of days an ICS is actually used by the patient in that
week). If we train a predictive model using EHR and
patient-reported data limited to this small proportion of patients,
the model will be inaccurate due to insufficient training data.
Yet, for these patients, combining their patient-reported data
with the outputs of a model built on all patients’ EHR data can
help raise the prediction accuracy for them. To realize this, we
propose the first method to combine external patient-reported
data available on a small proportion of patients with the outputs
of a model built on all patients’ EHR data to raise prediction
accuracy for the small proportion of patients while maintaining
prediction accuracy for the other patients.

To illustrate how our method works, we consider the case that
the model created in step 1 is built using Intermountain
Healthcare EHR data. The weekly asthma control scores and
ICS use adherence data collected from the 1380 patients with
asthma are unused in step 1. Now we add features (eg, mean,
SD, and slope) computed on patient-reported asthma control
and ICS use adherence data to raise prediction accuracy for
these patients. Among all patients with asthma, only 1% have
asthma control and ICS use adherence data. We use the method
shown in Figure 1 to combine the asthma control and ICS use
adherence data from this small proportion of patients with the
outputs of a model trained on EHR, air quality, and weather
data of all patients with asthma. We start from the original model
built in step 1. This model is reasonably accurate, as it is trained
using EHR, air quality, and weather data of all patients with
asthma and all features excluding those computed on asthma
control and ICS use adherence data. For each patient with
asthma control and ICS use adherence data, we apply the model
to the patient, obtain a prediction result, and use this result as
a feature. We then combine this new feature with the features
computed on asthma control and ICS use adherence data to train
a second model for these patients using their data. The second
model is built upon and thus tends to be more accurate than the
original model for these patients. The original model is used
for the other patients. Our method is general, works for all kinds
of features, and is not limited to any specific disease, prediction
target, cohort, or health care system. Whenever a small
proportion of patients have extra predictive variables, we could
use this method to raise prediction accuracy for these patients
while maintaining prediction accuracy for the other patients.

For the patients with asthma control and ICS use adherence
data, we compare the mean squared and the mean absolute
prediction errors gained by the model built in step 1 and the
second model built here. We expect adding asthma control and
ICS use adherence data to the model to lower both prediction
errors. The error drop rates help reveal the value of routinely
collecting asthma control and ICS use adherence data in clinical
care to lower prediction errors. Currently, such data are rarely
collected.
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Figure 1. Our method to raise prediction accuracy for the small proportion of patients with asthma and asthma control and ICS use adherence data
while maintaining prediction accuracy for the other patients with asthma. EHR: electronic health record; ICS: inhaled corticosteroid.

Discussion

Principal Findings
Besides the variables mentioned in the “Step 1: Building a
machine learning model to predict a patient’s ICS response
defined by changes in AMR” section, environmental variables
beyond air quality and weather and many other factors can
impact patient outcomes. Moreover, there are almost infinite
possible features. For any first future study that one will do
along the direction pointed out in this paper, a realistic goal is
to show that using our methods can build decent models and
improve asthma care rather than to exhaust all possible useful
variables and features and obtain the theoretically highest
possible model performance. Not accounting for all possible
factors limits the generalizability of these models to medication
selection for other diseases.

We use the G-computation method to conduct causal inference.
This method relies heavily on correctly specifying the predictive
model for ICS response, including accurately identifying all
relevant confounders and interactions and incorporating them
into the model. Misspecification of the model can lead to biased
estimated effects of various ICS choices on AMR. To address
this issue, we can adopt several preventive strategies during
model development. We engage with subject matter experts to
ensure that the model includes all relevant variables and reflects
the underlying process. To guide model development and help
identify potential sources of bias, we construct a directed acyclic
graph that lays out the relationships among the independent and
dependent variables. We use machine learning techniques that
provide flexible modeling approaches to capture complex
relationships among variables. When reporting our findings,
we keep transparent about the final model specification and the
rationale behind our model building process. We believe using
these strategies will mitigate the risk of model misspecification

and strengthen the reliability of our estimated effects of various
ICS choices on AMR.

AMR is reported to be a reliable reflection of asthma control
and of asthma exacerbation risk [92]. In a future study that we
plan to do along the direction pointed out in this paper, we can
use Intermountain Healthcare data to validate this relationship.
Specifically, we use multivariable linear regression to assess
the relationship between the AMR computed on EHR data and
the patient’s asthma control level obtained from the external
patient-reported data, while controlling for other factors. We
expect to see a strong and positive association between the AMR
and the patient’s asthma control level.

When creating the model in step 1, we can include medication
persistence measures computed on insurance claim data [123],
such as the proportion of days covered for ICS, as features.
However, this does not obviate the need to examine
patient-reported ICS use adherence data in step 3. ICS
persistence measures give information on the possession of ICS,
but not on actual use of ICS. Each ICS persistence measure is
computed at a coarse time granularity as an average value over
a long period. In comparison, our patient-reported ICS use
adherence data offer information on the actual use of ICS. The
data are at a fine time granularity, with 1 set of values per week
for a patient. This enables us to compute features on various
patterns and trends that can be useful for making predictions.

Conclusions
In asthma care, ICS choice is largely by trial and error and often
made by a one-size-fits-all approach with many patients not
achieving optimal outcomes. In this paper, we point out the
need for creating a decision support tool to guide ICS selection
and a gap in fulfilling this need. Then we outline an approach
to close this gap via creating a machine learning model and
applying causal inference to predict a patient’s ICS response in
the next year based on the patient’s characteristics. This supplies
a roadmap for future research.
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Abstract

The pursuit of groundbreaking health care innovations has led to the convergence of artificial intelligence (AI) and traditional
Chinese medicine (TCM), thus marking a new frontier that demonstrates the promise of combining the advantages of ancient
healing practices with cutting-edge advancements in modern technology. TCM, which is a holistic medical system with >2000
years of empirical support, uses unique diagnostic methods such as inspection, auscultation and olfaction, inquiry, and palpation.
AI is the simulation of human intelligence processes by machines, especially via computer systems. TCM is experience oriented,
holistic, and subjective, and its combination with AI has beneficial effects, which presumably arises from the perspectives of
diagnostic accuracy, treatment efficacy, and prognostic veracity. The role of AI in TCM is highlighted by its use in diagnostics,
with machine learning enhancing the precision of treatment through complex pattern recognition. This is exemplified by the
greater accuracy of TCM syndrome differentiation via tongue images that are analyzed by AI. However, integrating AI into TCM
also presents multifaceted challenges, such as data quality and ethical issues; thus, a unified strategy, such as the use of standardized
data sets, is required to improve AI understanding and application of TCM principles. The evolution of TCM through the integration
of AI is a key factor for elucidating new horizons in health care. As research continues to evolve, it is imperative that technologists
and TCM practitioners collaborate to drive innovative solutions that push the boundaries of medical science and honor the profound
legacy of TCM. We can chart a future course wherein AI-augmented TCM practices contribute to more systematic, effective,
and accessible health care systems for all individuals.

(JMIR Med Inform 2024;12:e58491)   doi:10.2196/58491
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Introduction

Traditional Chinese medicine (TCM) is a vibrant and enduring
medical system that has been refined for thousands of years,
thus offering a rich tapestry of health and healing practices [1].
With its roots deeply embedded in Chinese philosophy and a
profound understanding of the human body’s relationship with
the natural world, TCM has developed a unique set of diagnostic
and therapeutic methodologies. These methodologies include
herbal medicine, acupuncture, and the identification of syndrome
patterns, which are grounded in the fundamental concepts of

yin and yang and the 5-element theory, thus providing a holistic
approach to health that addresses the body, mind, and spirit. As
a traditional medical system, TCM primarily depends on
personal experience and lacks standardized and systematic
diagnosis and treatment procedures, which potentially
discourages its more widespread adoption. Thus, the rapid
expansion of artificial intelligence (AI) can significantly improve
the reliability and accuracy of TCM diagnostics, thereby
increasing the effective use of therapeutic methods for patients
[2]. AI is currently being used in diagnostics to detect
abnormalities in medical imaging, such as identifying lung
nodules or other suspicious lesions in early cancer screening
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[3]. These tools can assist physicians in making an initial
diagnosis by analyzing large amounts of imaging data to identify
potential signs of cancer and can also help physicians more
accurately characterize suspicious lesions, including their shape,
volume, histopathological diagnosis, disease stage, and
molecular features. AI also has potential therapeutic value for
the diagnosis of mental disorders such as major depressive
disorder by successfully distinguishing patients from healthy
controls through machine learning [4,5]. This characterization
is critical for determining treatment options and predicting
disease progression. However, applying AI to TCM exhibits a
range of both opportunities and challenges. AI can enhance the
diagnostic process by enabling physicians to make more accurate
assessments of diseases and patient constitutions through the
analysis of extensive TCM clinical data. It can also be
instrumental in creating personalized treatment plans that are
tailored to the unique conditions of each patient. Concurrently,
the integration of AI into TCM raises significant concerns about
patient privacy and data security. Although the establishment
and learning of classification criteria still cannot eliminate
subjectivity, efforts must be made to refine these processes.
Addressing these issues necessitates the establishment of
stringent ethical standards and robust privacy measures.

The successful integration of AI into TCM is contingent upon
collaborative efforts across various disciplines, including
medicine, computer science, and data science. Building
interdisciplinary teams and fostering effective communication
are crucial for driving innovation in this field. As technology
evolves, it possesses the potential to revolutionize TCM
practices provided that it is implemented with careful
consideration of the ethical implications and needs of the TCM
community. In the realm of TCM, diagnosis is a pivotal element
wherein practitioners engage in comprehensive inquiry and
conduct head-to-toe examinations of patients. This process is
central to collecting health-related data. Such a diagnostic
approach facilitates an in-depth evaluation of the patient’s
overall health status coupled with a nuanced understanding of
the fundamental characteristics of the disease. TCM diagnosis
is based on a holistic perspective and involves a comprehensive
assessment of both physiological and psychological aspects of
health rather than relying solely on objective diagnostic criteria
such as molecular markers and physiological indicators. There
are generally 4 main diagnostic methods in TCM: inspection,
auscultation and olfaction, inquiry, and palpation. These facets
of TCM have been widely accepted by TCM practitioners
worldwide. This aspect of TCM is particularly pronounced for
highly skilled physicians who are able to derive diagnostic
insights through visual inspection alone, often without an
explicit need for detailed procedural explication. Moreover,
they believe that nonrational thinking, which encompasses
implicit meanings, intuition, inspiration, and imagination, plays
a vital role in TCM diagnosis and treatment [6]. In conjunction
with the concept of the 4 diagnostic methods, practitioners assess
and integrate various clinical data to investigate evidence,
identify a disease’s root causes, establish treatment strategies,
assess treatment efficacy, and anticipate healing progress [7].
The integration of AI into TCM diagnosis respects and uses the
intuition and experience of practitioners, thus serving as an
auxiliary means of clinical research to evaluate and verify

diagnostic results rather than replace human judgment. AI can
be designed to analyze complex patterns in patient data, thereby
augmenting traditional diagnostic methods. For example,
machine learning models can be trained to recognize subtleties
in patient inquiry responses, thus enhancing the practitioner’s
ability to identify the root causes of diseases and tailor treatment
strategies. AI systems can be developed to consider the holistic
approach that is inherent in TCM. By analyzing a wide range
of clinical data, AI can provide a more comprehensive health
assessment that aligns with the TCM concept of integrating
various aspects of a patient’s condition. This not only supports
the practitioner’s diagnostic process but also aids in anticipating
healing progress and the efficacy of treatments. In addition, AI
can tailor treatments to patients’ individual needs and conditions
by considering their unique body states and responses to various
therapeutic interventions, thus leveraging the ability of AI to
process and learn from large data sets as well as the enormous
potential for personalized treatment in TCM. The role of AI in
TCM is to augment the expertise of physicians, thus providing
insights and analytics that support the holistic and personalized
approach to health care that is at the heart of TCM. By doing
so, AI can contribute to enhancing patient care and ensuring
that the rich heritage of TCM is carried forward and developed
in the modern health care era.

AI in TCM Diagnosis

Inspection
In the practice of TCM, the method of inspection primarily
focuses on the acquisition of diagnostic information through
direct observation. This approach involves assessing the
patient’s condition by scrutinizing various physical changes
across the body. Distinct from the paradigm of Western
medicine, which predominantly relies on objective, empirical
evidence, TCM tends to base its diagnostic conclusions on
subjective interpretations by medical practitioners [8]. The scope
of inspection for diagnosis is quite broad. Although the methods
comprise craniofacial observations, tongue and face diagnoses
are the primary methods used for inspection. An inspection of
the tongue’s shape, size, color, and texture aids in the assessment
of organ function and the development of medical conditions.
Facial expression analysis is a diagnostic method that aligns
with the theory of 5 zang organs, corresponding to 5 elements
and colors. It involves distinguishing different changes in facial
color, such as green, red, yellow, white, and black, based on the
principles of yin and yang and the 5-element theory [9]. Building
on this traditional foundation, technological advancements have
introduced new methods to enhance TCM diagnostics. For
example, the development by Chen [10] of a neural
network–based system marked a significant advancement in
this research. This innovative platform automates the diagnostic
and treatment process in TCM with a focus on symptom
analysis. It empowers physicians to efficiently access crucial
medical records, thus providing valuable insights into the
effectiveness of TCM treatments for similar conditions.
Furthermore, the system streamlines the prescription process,
thus enabling precise electronic prescriptions to be quickly
dispatched to relevant departments and patients. This integration
of AI with TCM improves diagnostic accuracy and facilitates
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the sharing of expertise among practitioners, thus ultimately
enhancing the standard of care in TCM. AI is currently one of
the most discussed topics in medical imaging research. It serves
as a significant enabler for handling vast amounts of medical
images, thereby deciphering disease features that may be
imperceptible to the human eye. Similarly, AI-based facial
diagnosis and tongue diagnosis hold promise for further
development. Recently, Liu et al [11] reviewed AI methods in
the field of tongue diagnosis. They identified two main
challenges that hinder development in this field: (1) the authority
of data sets and (2) a misconception about a sole reliance on
single features for diagnosis in traditional Chinese tongue
diagnosis [11]. The combination of AI with this field overcomes
the inherent subjectivity of TCM diagnosis and provides a more
objective and standardized approach to tongue diagnosis.
Technological advances such as multiscale features and the
incorporation of previous knowledge have been successfully
applied to improve the accuracy and reliability of AI-assisted
tongue analysis. In addition, robust data sets and reliable
performance evaluations are still needed to address existing
problems in the field. The future of intelligent tongue diagnosis
is promising, with potential breakthroughs in self-supervised
methods, multimodal information fusion, and tongue pathology
research that are expected to have a significant impact on
research and clinical practice. On the basis of this scenario, we
propose potential solutions to address these issues. First,
standardizing data sets for tongue diagnosis should be a
collaborative effort that involves experts in TCM. Second,
leveraging multimodal data in AI is a crucial approach for the
AI-driven transformation of TCM.

The future of AI in the inspection component of TCM is poised
to transform traditional diagnostic practices through innovative
research and practical applications. One of the primary research
directions is the development of sophisticated AI algorithms
that can analyze and interpret tongue and facial diagnostics at
a level of detail that surpasses human perception. By training
these algorithms on diverse and high-quality data sets, AI
systems can learn to identify subtle patterns and changes that
indicate underlying health conditions, thus complementing the
expertise of TCM practitioners.

Auscultation and Olfaction
Auscultation and olfaction in TCM involve the use of a
physician’s hearing to detect changes in a patient’s voice and
sounds. Olfaction relies on the physician’s sense of smell to
detect changes in odors. The theoretical basis for these practices
in TCM is the belief that a patient’s speech sounds and body
odors can reflect the physiological and psychological states of
their internal organs. Consequently, auscultation and olfaction
have long been highly regarded in the field of TCM. However,
objective studies and literature on auscultation and olfaction
are scarce, which may be attributed to the complex acoustic
properties of sounds, including a plethora of natural noises,
similar acoustic signals, and diverse chemical compositions of
thousands of volatile organic compounds in exhaled gases.
These factors have hindered the development of objective
research on TCM auscultation and olfaction. Chiu et al [12]
introduced quantifiable parameters for TCM auscultation, which
allowed for the identification of nonvacuity, qi vacuity, and yin

vacuity characteristics in participants. This quantification
process enhances the practice of TCM auscultation. There is
still a need for more quantitative data on auscultation and further
advancements in the application of AI to analyze such
quantitative data. The integration of AI into this method is
facilitated through the use of advanced sensor technologies and
audio analysis algorithms. For example, digital stethoscopes
can capture and record bodily sounds with greater clarity. These
sounds are then processed by AI algorithms that can filter out
background noise and enhance the relevant audio signals. With
regard to objective olfactory analysis, there have been several
recent studies from a TCM perspective. A recent study
introduced a new odor map with the ability to characterize odor
quality that was comparable to that of highly skilled human
“sniffers” [13]. The algorithms of these odor detection tools
have significant potential for quantifying olfactory diagnosis
in TCM. AI algorithms are then applied to data generated by
these devices to identify specific volatile organic compound
profiles that are associated with different health conditions. This
is a complex task given the vast number of potential volatile
organic compounds and their concentrations; however, machine
learning models have shown the ability to handle this complexity
and provide objective data for diagnosis. Therefore, the primary
focus should be on building an AI odor monitoring system.
Such a detection system can be developed by selecting specific
biomarker reagents [14]. The development of diagnostic
molecular biomarkers for olfaction diagnosis in TCM is also a
substantial task. These biomarkers should be capable of
quantifying the olfactory diagnostic process in TCM more
accurately.

However, there are still some challenges in the application of
AI to auscultation and olfaction, including challenges regarding
data quality and standardization. The collection of auditory and
olfactory data requires highly accurate sensors and devices.
Data quality and standardization are critical for training accurate
AI models. Inaccurate or inconsistent data can lead to
misjudgments by the AI system. The second challenge involves
the recognition of extremely complex sound and smell patterns
that can be perceived differently among individuals. AI needs
to be able to recognize and understand these complexities, which
places high demands on the design and training of algorithms.
We need to explore and develop more advanced sensor
technologies to improve the accuracy and consistency of data
collection and use deep learning techniques to improve the
ability of AI models to recognize complex sound and odor
patterns.

Inquiry
Interrogation diagnosis (or inquiry diagnosis) directly asks
patients questions about various physiological and psychological
feelings. This methodology includes gathering information
about the patient’s family history, primary complaints, living
conditions, dietary habits, sleep patterns, and other physical
condition characteristics. This process allows the practitioner
to gain a comprehensive understanding of the patient’s overall
health, including factors that may contribute to their current
condition. A thorough understanding of a patient can also avoid
the influence of a previous medical history on treatment. The
inquiry aims to provide a holistic view of the patient in
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consideration of not only physical symptoms but also lifestyle
and environmental factors that could impact their health. The
content of TCM inquiries is mainly based on the “Ten Brief
Inquiries”; however, at present, TCM inquiries also incorporate
past history, allergy history, and family history from modern
medical records [15]. The GatorTron system, which was
developed by Yang et al [16], enhances the use of clinical
narratives in the creation of various medical AI systems, thus
ultimately leading to better health care delivery and health
outcomes. However, electronic health record (EHR) analysis
for TCM inquiry is not yet well developed and primarily relies
on natural language extraction techniques to extract electronic
medical record data, which are then used to establish a
knowledge repository for traditional Chinese clinical cases. For
example, AI systems are capable of identifying TCM-specific
symptoms such as “fatigue” and “dry mouth” from patient
narratives, thus correlating these symptoms with associated
internal organ imbalances. This sophisticated recognition aids
physicians in assessing patients’ constitutions and developing
personalized treatment plans. For individuals with chronic
conditions, AI facilitates a more in-depth analysis by sifting
through extensive health records to forecast disease progression,
thereby providing physicians with a solid foundation for accurate
diagnoses. Moreover, AI extends its support to patients who
require ongoing care by offering tailored advice on diet and
exercise, thus significantly contributing to the enhancement of
their quality of life and the mitigation of relapse risks. The
advent of smart wearables has further empowered AI by
enabling real-time health data collection, which is swiftly
relayed to AI for analysis. This system proactively notifies
health care providers and patients about emerging health
concerns, thus exemplifying the potential of AI in diagnostics
and proactive patient care within the framework of TCM.

In the future, it will be essential to confirm the accuracy of large
language models (LLMs) such as GPT-3.5 and GPT-4 in TCM
diagnosis [17]. This process requires a nuanced approach that
acknowledges the complexity and richness of TCM terminology.
The first step is to collect comprehensive patient data, including
symptoms, medical history, lifestyle factors, and any other
relevant information. These data must be preprocessed to ensure
that they are suitable for AI analysis. AI models, especially
LLMs, are trained in neurolinguistic programming to understand
and interpret human language. In the context of TCM, this
involves training models to recognize and analyze specific
terminology that is used in patient inquiries. Afterward, AI
models must be trained to understand the context in which TCM
terms are used. This includes recognizing relationships between
different symptoms and their implications with regard to overall
health according to TCM principles. However, TCM is practiced
worldwide, and patient inquiries may also be in various
languages or dialects. AI models need to be trained on diverse
data sets to ensure that they can handle different languages and
cultural interpretations of TCM terms. A significant amount of
labeled data and expert input are subsequently required for
validation. Collaborations with TCM practitioners to annotate
and validate data can improve the model’s accuracy. In
summary, although AI with LLMs shows significant promise
for managing EHRs, TCM inquiry demonstrates a unique
knowledge system. The fine-tuning of LLMs is essential for

transforming these general-purpose models into specialized
models that are adept at handling TCM EHRs [18]. Future
efforts should entail constructing a knowledge system for TCM
diagnosis. It will then be necessary to fine-tune LLMs for TCM
diagnosis based on existing LLM data models, thus providing
AI tools for case analysis in TCM diagnosis. The integration of
AI into the TCM inquiry process is a complex task that requires
the careful consideration of unique aspects of TCM terminology
and practice. With the right approach, including ongoing
research and collaboration with TCM experts, AI can be
effectively used to analyze patient data and enhance the
diagnostic process in TCM.

Palpation
Pulse diagnosis is one of the 4 main pillars of TCM assessment.
By palpating the pulse at 3 specific positions on the wrists
(“cun,” “guan,” and “chi”), practitioners can gain a
comprehensive understanding of a person’s overall health and
the state of specific organs. TCM pulse diagnosis consists of
approximately 29 different pulse types that encompass a range
of descriptors, including floating pulses and scattered pulses
[19]. The intersection of pulse diagnosis and AI presents 2 main
challenges. TCM pulse detection has historically relied on
manually palpating the arteries beneath the skin to detect the
pulse, thus lacking objective standards. In the process of
AI-driven traditional Chinese pulse diagnosis, 2 critical issues
need to be addressed: the development of pulse measurement
devices and the standardization of pulse detection data. Lan et
al [20] created a sensing device that features a multipoint sensor
to measure pulse. Due to the complexity of pulse detection,
previous methods that have primarily relied on multipoint
sensors have only offered a limited scope of information. The
development of pulse measurement devices has led to significant
technological advances in recent years, and these advances are
mainly reflected in innovations in sensor technology and the
application of AI algorithms. Photovoltaic volumetric pulse
wave sensors, which are based on photoplethysmography, are
among the most common types of sensors used in pulse
measurement devices. Pulse waves are measured by detecting
the flow of blood in the microvasculature to obtain physiological
parameters such as heart rate [21]. Photoplethysmographic
sensors, such as smartwatches and fitness trackers, are widely
used in consumer electronics. Some devices use pressure sensors
to measure pulse waves, especially in continuous blood pressure
monitoring. These sensors are often embedded in wearable
devices that can monitor changes in blood pressure over time.
To address the challenge of normalizing pulse data, AI
algorithms preprocess the data before analysis, including
filtering, denoising, and normalization, to ensure data quality.
AI technology that is currently under development is working
to improve the cross-device compatibility of algorithms so that
data from devices from different manufacturers and models can
be consistently analyzed, thus promoting data standardization
and interoperability. The standardization of TCM pulse
diagnosis is key to promoting the use of AI technology in TCM
pulse measurements. It is necessary to establish unified pulse
data and diagnostic standards along with integrating more
diagnostic methods such as tongue diagnosis and diagnostic
observation, from which we can develop an integrated TCM
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diagnostic platform and improve the comprehensiveness and
accuracy of diagnosis.

In the future, more powerful multipoint sensing devices and
multimodal detection devices will be needed to comprehensively
examine pulse data and achieve better quantification. A
challenge still remains in determining whether pulse data from
these detectors can adequately reflect the characteristics of pulse
diagnosis and in improving the classification of pulse patterns.
To address the challenge of enhancing the precision of AI in
interpreting pulse data for future research and development,
noncontact pulse measurement techniques have demonstrated
significant advancements. These methods eliminate the need
for physical contact with the patient, which is particularly crucial
for monitoring in unique or sensitive situations. For instance,
the polarized multispectral imaging technique for noncontact
heart rate measurement has refined the accuracy of data
acquisition by pioneering new methods for extracting pulse
waves from the palm [22]. This innovation contributes to the
establishment of a standardized framework for pulse data, thus
facilitating seamless data sharing and comparisons across
various devices and systems. However, the attainment of
high-quality data hinges on precise labeling, which is a process
that can be both labor intensive and costly. In the context of
electrocardiogram data annotation, the requirement for
specialized physicians introduces variability, in which different
medical professionals may offer conflicting assessments. This
reality compounds the complexity and challenges associated
with data preprocessing. To overcome these obstacles, it is
imperative to refine data annotation protocols and invest in the
development of more efficient and accurate labeling tools. By
doing so, we can ensure that AI systems are trained on the most
reliable data, thereby improving their diagnostic capabilities
and contributing to the advancement of AI in health care. In
summary, the development of detection methods and
quantification of detection-based data are bottlenecks in the
process of AI-driven pulse diagnosis.

AI-Powered Tuina Massage Robot
Tuina massage (also known as Chinese medical massage) is a
traditional hands-on manipulation treatment that is guided by
the principles of TCM. It is widely used to treat various ailments,
such as knee osteoarthritis, chronic neck pain, and insomnia
[23-25]. The tuina massage serves 3 primary functions:
facilitating the circulation of meridians, harmonizing qi and
blood circulation, and augmenting the immune system [26-28].
These functions are essential for disease prevention and
treatment and overall well-being. The integration of AI into
tuina massage therapy is in its early stages. Efforts are underway
to develop highly intelligent massage equipment and robotics
based on TCM tuina to enhance its effectiveness, with a focus
on improving the comfort, intelligence, and safety of massage
robots [29]. Vibration and percussion are the 2 main types of
tuina massage robotics. These devices offer acupressure
techniques; however, manual massage from experienced
physiotherapists provides additional popular movements, such
as light stroking, stretching, and advanced kneading techniques,
that machines cannot replicate. Therefore, the development of
massage robots is a significant research focus for greater health
care demands. Challenges mainly exist in their control, structure,

and path planning; however, ongoing efforts aim to optimize
their design and functionality. For example, the incorporation
of a series-parallel hybrid structure may enhance flexibility
while maintaining stiffness and precision [30]. Future research
should focus on ergonomics to design high-performance
massage robots that integrate advanced AI technologies for
better control, sensing, and essential functions.

In current TCM tuina practice, the Expert Manipulative Massage
Automation (EMMA) electronic massager, which was developed
by AiTreat Pte Ltd in Singapore, is widely used. To deliver
precise and effective massage based on muscle feedback,
EMMA uses advanced sensor-based technology to identify
focus points and adjust pressure levels. By detecting stiffness
and resistance, EMMA can pinpoint muscle knots and tension
points, thus applying varying pressure levels based on feedback
and user preferences. In addition, EMMA incorporates Internet
of Things technology for remote control, programming, and
updates, thus enhancing its functionality in “green” Internet of
Things applications. In EMMA technology, machine learning
algorithms (especially convolutional neural networks in deep
learning) are used to identify and analyze muscle tension
patterns, acupuncture point locations, and physiological
responses of patients. Through training, these algorithms are
able to identify specific treatment points from sensor data to
provide a customized massage solution for the patient. This
pattern recognition capability allows the robotic massage
therapist to pinpoint the area to be treated, thus mimicking the
diagnostic process of an experienced massage therapist. The
robotic masseur is able to adjust the intensity and speed of the
massage based on real-time feedback from the patient. For
example, if the sensors detect that a patient is experiencing
discomfort at a certain pressure level, then the AI system can
immediately adjust the intensity to ensure the comfort and
effectiveness of the treatment. Through its advanced data
analytics and learning capabilities, the AI application in EMMA
technology is able to accurately identify treatment points and
adjust massage intensity based on the patient’s real-time
feedback. The EMMA massager has garnered high levels of
acceptability and satisfaction among healthy volunteers, thus
demonstrating its feasibility [31]. Nonetheless, research on
massage robots still faces challenges, particularly regarding
their clinical effectiveness. In addition, massage robots are
categorized as class-I medical devices that do not require Food
and Drug Administration approval for marketing in the United
States [32]. Traditional medical device classification focuses
on physical and biological characteristics, whereas the
functionality of AI devices relies more on software and
algorithms. Therefore, new classification criteria need to be
developed that consider the specificities and potential risks of
AI technologies. In the future, there will be a need for more
standardized regulations to oversee research on massage robots
[33]. Medical devices process and analyze large amounts of
patient data, which requires regulations to include stringent
requirements for data security and privacy protection. Medical
device regulations need to incorporate specifications for data
collection, storage, processing, and transmission to ensure the
security and confidentiality of patients’ information, including
the validation and clinical testing of AI algorithms. The use of
AI medical devices involves the collection and analysis of large
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amounts of personal health information, which can threaten
patients’ privacy. Regulations must ensure that the collection
and use of patient information comply with privacy protection
standards to prevent unauthorized access and data breaches.
This will entail validating the functionality and therapeutic
efficacy of medical devices to guarantee their safety and efficacy
for users.

We propose the following perspective on the development of
tuina robots. First, the overall stability of the tuina technique
involves the stability of variable mechanical parameters and
resulting morphological changes in mechanical effects during
technique operation. These factors include mechanical
characteristics such as force; speed; frequency; displacement;
and kinematic features such as limb range of motion, joint
angles, and overall movement amplitude. For example, the
dexterity of the robotic arm is key to achieving an accurate
simulation of a human masseur’s maneuvers; however, it
requires sophisticated mechanical design, including joint
flexibility, end-effector versatility, and overall structural
stability. The robot arm’s control system also needs to process
large amounts of data and make decisions in real time. This
includes trajectory planning, motion control, and complex
algorithms for force and position control. To ensure safety,
collision detection and response mechanisms also need to be
implemented. Consequently, tuina has significant limitations
and subjectivity, thus making it difficult to objectively quantify
and accurately assess efficacy. AI offers unique advantages in
addressing this issue, which is primarily manifested in the
digitization of tuina techniques (ie, the development of precision
and flexibility in massage robots). Addressing the accuracy of
the tuina technique is a prominent issue that may require more
diverse AI algorithms to digitize massage techniques and
analyze the clinical effects of different massage methods. The
accuracy of Chinese massage largely depends on the precise
positioning of acupoints. Researchers are developing a human
body model based on the mechanism of “bone degree and
minutes” in Chinese medicine, which realizes the calculation
of 3D coordinate values of acupoints through robotics as well
as identifying and tracking human body features by using such
sensor technologies as depth cameras, thus realizing the precise
positioning of acupoints. Second, another advantage of AI
includes personalized health care services. The personalized
parameter settings of massage robots are core parameters for
future tuina robots. There are significant differences in
individuals’ sensitivity and tolerance to pressure. The comfort
and pain thresholds of people can vary, thus significantly
affecting their experience with massage robots. AI can analyze
the user’s physical condition, health data, and personal
preferences to design a personalized massage program. Through
the integration of advanced intelligent sensors, massage robots
can monitor users’ physiological responses, such as muscle
tension and body temperature, in real time. According to these
data, massage robots can adjust their massage strength, speed,
and focus area to overcome the “subhealth pain problem” of
accurate positioning and efficient massage. At present, there
are few studies on the clinical effectiveness of AI nudging
robots, and patient self-reported changes in pain level, duration
of pain relief, reduction in drug dependence, and objective
measures of mobility (such as gait analysis) will be important

indicators for evaluating their effectiveness in the future. When
considering factors such as safety and comfort, AI data recording
and analysis can also be used to measure the clinical efficacy
of tuina robots.

AI-Directed Acupuncture Manipulation

Acupuncture, which is a therapeutic technique in TCM that has
been practiced for thousands of years, has gained widespread
global acceptance and demonstrated significant efficacy for
various chronic diseases, particularly pain-related conditions.
This therapeutic approach involves stimulating specific areas,
known as acupoints, on the patient’s body, thus eliciting
sensations such as soreness, numbness, fullness, or heaviness,
which is commonly referred to as “De Qi” or achieving qi [34].
Due to the inherent subjectivity and reliance on experience in
traditional acupuncture practices, there is growing interest in
parameter-based electroacupuncture to address these limitations
[35]. By setting different parameters using an electroacupuncture
device, clinical efficacy can be enhanced, thus facilitating further
research. However, the efficacy of acupuncture is still not
universally recognized [36], possibly for 2 main reasons. First,
the inadequate design and implementation of past clinical
research methods have led to a lack of clinical evidence. Second,
the mechanism of acupuncture remains unclear, thus
necessitating more high-quality evidence to elucidate its
biological mechanisms for informed clinical decision-making
[37]. The integration of AI and acupuncture shows great
potential for substantially improving the precision of
acupuncture prescriptions and treatment techniques. A
bibliometric study by Zhou et al [38] demonstrated substantial
progress in AI research within the acupuncture field over the
past 2 decades, with significant contributions from the United
States and China. However, the application of AI in acupuncture
lacks a clear framework, with a scarcity of systematic research
and a lack of organization of relevant technologies and
application approaches.

Given the unique characteristics of AI and the importance of
data mining in clinical acupuncture practice and manipulation,
further research is needed [39]. Clinical trials are costly and
limited, and most articles that analyze the safety and efficacy
of acupuncture are of low quality and lack comprehensive
analyses. There is still a lack of standardized acupuncture point
selection protocols for many diseases [40]. Therefore, future
efforts should focus on standardizing TCM while improving
the quality of randomized controlled trials on acupuncture to
obtain more and higher-quality clinical data, thus providing a
foundation for AI-based clinical data mining. AI can analyze a
patient’s symptoms, signs, and physiological data and compare
them to a large body of medical knowledge. Through machine
learning and pattern recognition algorithms, AI can help
clinicians interpret diagnostic data and provide potential
pathological patterns or disease classifications that can help
acupuncturists in developing treatment strategies. AI can then
be used to analyze large amounts of clinical data and research
the literature to determine the most effective point selection for
a particular condition or disease situation. A recent study
“linked” original studies and 332 systematic evaluations of
evidence in 20 disease areas by using AI analysis techniques to
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comprehensively improve clinical evidence for acupuncture
therapy in the Epistemonikos database, which constructed a
total of 77 evidence matrices [41]. This will facilitate the
development of a machine learning framework to predict the
efficacy of acupuncture and patient prognosis. Acupuncture
manipulation techniques are crucial components of acupuncture
therapy, and their efficacy is paramount [42]. However, the
determination of the optimal stimulation intensity in clinical
research is often challenging because of technique selection,
treatment duration, needling speed, and force [43-45]. Therefore,
the quantification and standardization of acupuncture
manipulation, such as needle insertion force, duration, and
direction, are essential for achieving clinical efficacy and
AI-guided acupuncture manipulation. In response to the
problems in standardizing operation techniques, AI technologies,
especially machine learning models and sensor technologies,
are being used to capture and analyze the nuances of manual
needling operations. Acupuncture robots that are currently under
development can accurately gauge the location of acupuncture
points by measuring a person’s height and sebum thickness and
use ultrasound sensors to control the depth and speed of
needling. These sensors and machine learning models are able
to identify key parameters such as the needling force, speed,
and angle to ensure the standardization and consistency of
treatment. The application of sensor technology in acupuncture
focuses on the precise control and measurement of the depth,
force, and speed of needling. This robot uses an ultrasound
sensor to control the depth and speed of needling. By emitting
ultrasonic waves and receiving their echoes, the ultrasonic sensor
can accurately measure the distance between the tip of the needle
and the surface of the tissue to ensure that the depth of the
needles is appropriate and avoid unnecessary injury to the
patient. Through built-in mechanical sensors, the robot can also
automatically adjust the needle insertion process according to
changes in needle insertion resistance to ensure safe needle
insertion.

The standardization of acupuncture manipulation forms the
basis of the use of AI in acupuncture. With AI technology, we
propose three different ways to help standardize acupuncture:
(1) imaging recognition–based standardization of acupuncture
practitioners’ techniques, (2) analysis of parameters derived
from acupuncture practitioners’ lifting and thrusting techniques
using neural network image analysis systems, and (3) extraction
of spatiotemporal features from video images of acupuncture
operations by using computer vision technology [46]. In
addition, a hybrid model that combines 3D convolutional neural
networks and neural networks is used to recognize and classify
dynamic hand gestures in acupuncture operation videos, thus
enabling quantitative analyses and technical inheritance research
for various techniques. Another approach involves recording
acupuncture practitioners’ movements and mechanical
parameters during acupuncture procedures by using 3-axis
posture sensors. Davis et al [47] developed force and motion
sensor technology (acusensors) to quantify the linear and
rotational movements of acupuncture needles and the force and
torque that are generated during manual needle manipulation.
A standardized TCM acupuncture manipulation database was
established for the quantification of motion and force patterns.
These data serve as a crucial tool for future AI applications in

acupuncture. Finally, acupuncture parameters based on other
electrophysiological signals have been recorded, thus showing
significant differences in electrophysiological signals between
acupuncture points and nearby nonacupuncture points and
highlighting the electrical specificity of acupoints [48,49]. This
finding serves as compelling evidence for TCM theory and
provides parameters for the standardization of acupuncture
stimulation. In addition, collaboration between AI experts,
acupuncturists, and biomedical engineers is essential for
developing and improving acupuncture-related technologies.
The data analysis and intelligent algorithms that are provided
by AI experts can help acupuncturists better understand
treatment effects and optimize treatment plans. The clinical
experience and theoretical knowledge of acupuncturists can
guide AI experts in developing intelligent systems that better
meet clinical needs. Moreover, there are some prominent
conditions or events existing outside of normal circumstances
that exist beyond the abilities of AI. In such cases,
acupuncturists can make judgments based on their own
experience and knowledge. Technical support from biomedical
engineers subsequently ensures that these intelligent systems
can be effectively applied in practice. Close collaboration among
the 3 factors is the key to promoting technological innovation
in acupuncture, improving treatment outcomes, and
standardizing and popularizing acupuncture techniques. Through
this interdisciplinary collaboration, modern technology can be
better used to enhance the value and impact of traditional
acupuncture medicine. AI technology can be used to simulate
acupuncture operations and provide support for learning and
training. For example, through virtual reality and augmented
reality technologies, AI can create simulated acupuncture
treatment scenarios that allow learners to practice acupuncture
techniques and decision-making processes in a virtual
environment. This approach improves learning efficiency and
reduces risks in actual practice.

Outlook

The future is promising for the integration of AI into TCM
diagnosis (Figure 1). The core of TCM diagnosis involves 4
fundamental methods: inspection, auscultation and olfaction,
inquiry, and palpation. First, through inspection, we can explore
the application of AI in facial and tongue diagnosis. By
leveraging image processing techniques, we anticipate
groundbreaking innovations in these areas. Due to the low
contrast and noisy nature of ultrasound images, which require
extensive knowledge of tongue structure and ultrasound data
interpretation, it can be challenging for medical professionals
to accurately diagnose various conditions. To overcome these
challenges, researchers have proposed new deep neural
networks, referred to as BowNet models [50]. These models
leverage the global prediction capabilities of encoder-decoder
fully convolutional neural networks and the high-resolution
extraction features of dilated convolutions. The models are
designed to automatically extract and track the tongue contour
in real-time ultrasound data. By providing more accurate and
objective tongue contour tracking, AI can assist TCM
practitioners in making more informed diagnoses and treatment
decisions. However, the digitization of valuable empirical data
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from TCM facial and tongue diagnosis remains a challenge,
although unsupervised machine learning may provide a solution.
First, addressing the challenge of digitizing TCM experience
data often requires seamless collaboration among diverse teams,
which encompasses TCM practitioners, AI experts, and health
care institutions. This initiative involves partnering with medical
facilities to meticulously gather and curate a rich array of TCM
clinical case data, thus encompassing detailed patient
complaints, symptomatic expressions, tongue diagnoses, and
pulse assessments. Subsequently, synergy between TCM
professionals and AI researchers has extended to the intricate
task of knowledge structuring. The translation of the profound
insights of TCM theories, herbal formulas, and medicinal
properties into a web-based knowledge graph can greatly
enhance the accessibility and utility of this ancient medical
wisdom. This graph facilitates a nuanced understanding of
intricate relationships within TCM, underpins the development
of intelligent recommendation systems, and assists in informed
decision-making within the realm of TCM. Through these
collaborative efforts, the rich tapestry of TCM experience data
is meticulously incorporated into accessible, digital formats,
thereby bridging the gap between ancient wisdom and modern
technological advancements. These initiatives have propelled
the modernization and globalization of TCM and significantly
contributed to the broader landscape of health care innovation.
Second, TCM diagnosis through auscultation and olfaction
provides new avenues for development. We can develop
specialized AI tools for auditory and olfactory systems that can
complement TCM diagnosis. Third, the analysis of inquiry in
TCM diagnosis presents an exciting frontier. There has been

significant progress in Western medicine in this area with regard
to LLMs, and TCM EHRs contain unique knowledge graphs
that are specific to TCM diagnosis. Therefore, fine-tuning is
necessary for the analysis of TCM EHRs. Fourth, pulse
diagnosis is a cornerstone of TCM diagnosis and requires the
development of more advanced pulse detection tools. By
obtaining substantial pulse data, we can standardize objective
pulse analysis. By leveraging machine learning and classification
techniques, we can align these data with TCM pulse patterns,
thus ultimately achieving AI-driven pulse diagnosis.
Quantifiable metrics or benchmarks are instrumental in ensuring
the high performance of AI systems, establishing unambiguous
objectives, and measuring advancements in the integration of
AI technologies. For example, metrics such as diagnostic
accuracy and generalization capability can assess AI systems’
proficiency in managing patient data across varying regions,
age groups, and sexes, thereby ensuring their efficacy across a
wide array of populations. By juxtaposing outcomes that are
generated by AI systems with diagnoses that are rendered by
seasoned TCM experts, the precision of AI systems in
pinpointing specific conditions can be quantified. This
quantification is facilitated through the computation of statistical
indicators such as sensitivity (true positive rate), specificity
(true negative rate), precision, and the F1-score. These
benchmarks serve as a foundation for the continuous refinement
of AI systems, thus ensuring their optimal integration and
application within the sphere of TCM. These directions of
development have the potential to revolutionize TCM diagnosis,
thus enhancing its accuracy and efficiency.

Figure 1. Overview of artificial intelligence (AI) development strategies based on traditional Chinese medicine (TCM) diagnosis. The acquisition and
standardization of unimodal data through TCM diagnostic techniques is followed by the integration of multimodal data using a comprehensive model.
This approach aids in enhancing predictions and supports TCM diagnoses for treatment and prognosis. GPU: graphics processing unit.
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Challenges

There are unique challenges to the use of AI in TCM (Figure
2). First, regarding data quality and availability, the successful
implementation of AI in TCM relies on access to reliable and
standardized data sets. High-quality data can potentially promote
clinical diagnosis and treatment in precision TCM. However,
data collection and digitization efforts in TCM can be
challenging, and the quality and interoperability of existing data
sets may vary. Varied interpretations of identical conditions
among TCM practitioners can result in divergent diagnostic
criteria and terminological applications. Such disparities,
coupled with the potential for errors and biases in manually
entered data, can significantly impact the learning efficacy of
AI systems. Consequently, the establishment of standardized
TCM diagnostic criteria and terminology glossaries, in addition
to the implementation of uniform data entry protocols for TCM
practitioners, is essential for mitigating interpractitioner
discrepancies. Furthermore, the use of advanced automated data
collection techniques, including image recognition and natural
language processing, is instrumental in enhancing the quality
and precision of the collected data. These measures collectively
contribute to the refinement of the analytical capabilities of AI
within the realm of TCM, thus ensuring a more accurate and
reliable diagnostic process. Second, to bridge the gap between
TCM and AI expertise, the integration of AI technologies into
TCM requires collaboration and communication among TCM
practitioners and AI experts. Bridging the gap between these
domains is crucial for developing AI algorithms that align with
TCM principles and meet specific clinical needs. Measures
could be taken to promote collaboration between TCM
organizations and technology companies, as well as
higher-education institutions, to facilitate the development of
AI-driven TCM diagnostic and therapeutic tools. These
collaborations will foster innovation and create platforms for
TCM students and practitioners to perform internships in the
technology industry. In addition, the provision of scholarships
and research grants is critical for incentivizing and sustaining
interdisciplinary scholarship. By allowing students and
researchers to delve into the convergence of TCM and AI, we
can accelerate the digitization of TCM knowledge. Third, TCM
theories must be interpreted in a computational context. TCM
theories are often complex and based on holistic and
individualized perspectives. The translation of this knowledge

into AI algorithms and computational models is a significant
challenge that requires careful consideration of cultural,
philosophical, and theoretical aspects. Many concepts in Chinese
medicine, such as qi, yin and yang, and the 5 elements, are
abstract and ambiguous, and it is difficult to describe these
concepts in precise mathematical language; therefore, ambiguous
logic can be used to address ambiguous concepts in TCM, and
Bayesian networks can be used to simulate causality and
uncertainty in the theory of Chinese medicine. Fourth, there are
notable ethical and safety considerations regarding this scenario,
as with any implementation of AI in health care [51]. Ensuring
patient privacy, data security, and transparency in algorithm
decision-making is essential for building trust and ethical
practices in AI-supported TCM. Informed patient consent must
be obtained before collecting and using patient data. This
includes a full explanation of the purpose of data collection,
how the data will be used, how long they will be stored, and
potential risks. To protect patients’ privacy, all the data sets that
are used for machine learning should be anonymized by
removing or encrypting any personally identifiable information.
During the development and deployment of AI systems, ethical
review committees need to be established to ethically review
the design, implementation, and evaluation of AI systems to
ensure that all the activities meet ethical standards. Fifth, the
integration of AI into TCM necessitates clear regulatory
frameworks and policies that govern its implementation,
including issues related to data protection, algorithm validation,
and clinical decision-making. Sixth, the function and efficacy
of TCM are broadly accepted worldwide; however, the
underlying mechanism has remained enigmatic, thus limiting
people’s confidence in TCM and precision therapy that is
learned by AI. In summary, the process of implementing and
validating AI tools in a clinical setting requires careful planning
and rigorous execution. Representative and actionable clinical
environments are selected to develop pilot projects. These
projects should focus on specific TCM diagnostic tasks, such
as tongue analysis, pulse recognition, and symptom assessment.
Clinical trials need to be designed and executed to evaluate the
performance of AI tools in real clinical settings. This includes
randomized controlled trials and prospective cohort studies to
assess the impact of AI tools on patient outcomes. Finally, the
results and experiences will be published and shared through
academic journals and conferences to promote communication
and learning within the industry.
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Figure 2. Summary of the challenges of integrating artificial intelligence (AI) into traditional Chinese medicine (TCM) diagnosis.

Conclusions

In conclusion, the integration of AI into TCM exhibits immense
promise for improving diagnosis, including inspection,
auscultation and olfaction, inquiry, and palpation. The successful
integration of AI into TCM is evident through advancements
in areas such as image analysis for tongue diagnosis, the
development of intelligent tuina massage systems, and the
application of machine learning to refine treatment protocols
based on individual patient data. Addressing the challenges of
data quality, the standardization of data sets, interdisciplinary
collaboration, the interpretation of TCM theories, ethical
considerations, and regulatory frameworks is crucial for the
successful and responsible implementation of AI in TCM. By
overcoming these challenges, we can leverage the power of AI
to enhance patient care, personalize treatments, and advance
our understanding of TCM. Moreover, we can develop more
precise AI models that are tailored to TCM, thus creating a
positive cycle of problem-solving and progress that ultimately
leads to better patient care. By combining the wisdom of TCM
with the power of AI technology, we can improve patient
outcomes and promote the integration of TCM into modern
health care systems. It is imperative to conduct more research

into AI’s ability to decode complex diagnostic patterns that are
inherent to TCM. The validation of AI-enhanced TCM treatment
methods through clinical trials is essential to ensure their safety
and efficacy, thus providing empirical support for their
widespread adoption. As we advance the integration of AI into
TCM, it is vital to uphold ethical standards that prioritize patient
rights, cultural integrity, and data privacy. The responsible use
of AI will ensure that technological advancements align with
the principles and practices of TCM, thus safeguarding the
well-being of patients and respecting the cultural significance
of this ancient medical system. The fusion of AI with TCM has
the potential to bridge traditional and modern medical practices,
enrich global health, and foster cultural exchange. By integrating
these 2 domains, we can create a more comprehensive health
care system that is both innovative and respectful of historical
practices.

Finally, a call to action is made to all stakeholders (practitioners,
researchers, policy makers, and investors) to collaborate and
support the integration of AI into TCM. Through collective
efforts, we can harness AI to transform patient care, broaden
our understanding of TCM on a global scale, and identify new
horizons in health care that are both deeply rooted in tradition
and boldly futuristic.
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Abstract

Integrating machine learning (ML) models into clinical practice presents a challenge of maintaining their efficacy over time.
While existing literature offers valuable strategies for detecting declining model performance, there is a need to document the
broader challenges and solutions associated with the real-world development and integration of model monitoring solutions. This
work details the development and use of a platform for monitoring the performance of a production-level ML model operating
in Mayo Clinic. In this paper, we aimed to provide a series of considerations and guidelines necessary for integrating such a
platform into a team’s technical infrastructure and workflow. We have documented our experiences with this integration process,
discussed the broader challenges encountered with real-world implementation and maintenance, and included the source code
for the platform. Our monitoring platform was built as an R shiny application, developed and implemented over the course of 6
months. The platform has been used and maintained for 2 years and is still in use as of July 2023. The considerations necessary
for the implementation of the monitoring platform center around 4 pillars: feasibility (what resources can be used for platform
development?); design (through what statistics or models will the model be monitored, and how will these results be efficiently
displayed to the end user?); implementation (how will this platform be built, and where will it exist within the IT ecosystem?);
and policy (based on monitoring feedback, when and what actions will be taken to fix problems, and how will these problems be
translated to clinical staff?). While much of the literature surrounding ML performance monitoring emphasizes methodological
approaches for capturing changes in performance, there remains a battery of other challenges and considerations that must be
addressed for successful real-world implementation.

(JMIR Med Inform 2024;12:e50437)   doi:10.2196/50437
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Introduction

As machine learning (ML) models integrate into clinical
practice, ensuring their continued efficacy becomes a critical
task. A pervasive limitation in ML is the inability of most
models to adapt to changes in their environment over time. As
a result, a model that may have performed exceptionally in its
development environment can become gradually or immediately
less accurate while in production [1,2]. This problem has been
well studied by the ML community, with current literature

offering invaluable methodological strategies for the detection
of declining model performance and the ethical implications of
such declines [3-7]. However, the proper choice of monitoring
algorithm is only one step in the larger series of problems and
considerations surrounding the sustained maintenance of these
models in a real-world scenario. While some authors address
the wider set of problems encountered in the long-term
maintenance strategy of a deployed model, it is typically only
an acknowledgment of these problems, rather than the personal
experiences and solutions developed to solve them [8,9]. As
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such, we aimed to supplement current literature with an
alternative approach in which we provided an in-depth review
of the experiences and challenges encountered when integrating
our ML monitoring solution into clinical practice.

This paper focuses on an ML model implemented into Mayo
Clinic’s practice in 2018. The model, known as “Control
Tower,” is a fully integrated health care delivery model that
predicts the need for inpatient palliative care through modeling
palliative care consultation. The model runs automatically on
all inpatients at Mayo Clinic’s St Marys and Methodist Hospitals
in Rochester, Minnesota, with patient scores monitored by the
palliative care practice [10]. The approach was to treat the
palliative care consult as a time-to-event outcome. Some of the
features used are static (patient demographics and prior history),
while others are time varying or dynamic (such as laboratory
values, vitals, and in-hospital events). To capture the
time-varying nature of these covariates, we used a heterogeneous
Poisson process. Furthermore, it was crucial to account for
nonlinearity and interactions; as a result, we used a gradient
boosting machine. The model was validated through a clinical
trial conducted from 2019 to 2022 to assess real-world
effectiveness and is still in use by the palliative care practice as
of July 2023 [11,12]. The study by Murphree et al [10] provides
a complete methodological overview of the ML model and
validation procedure. The Control Tower monitoring platform
was developed and implemented over the course of 6 months.
The platform has been used and maintained for 2 years and is
still in use as of July 2023.

This paper provides a series of guidelines for developing and
integrating ML performance monitoring into a team’s workflow.
Guidelines were developed from real-world experiences and
challenges encountered throughout this process by a data science
team at Mayo Clinic. In addition, a comprehensive overview
of the developed monitoring platform is provided, as well as
the accompanying source code for demonstration purposes
(Multimedia Appendix 1). Overall, this paper serves as a primer
for considerations that must be made when implementing and
maintaining a model-monitoring system in a clinical setting,
coupled with the corresponding solutions that our team had
used.

Development of the Model Monitoring
Platform

Overview
Traditionally, guidelines are developed through expert-driven
processes, such as the Delphi method that seeks to provide
standards through initial conceptions followed by several rounds
of revisions until ultimately converging to an agreed-upon set
[13]. However, in emerging areas where expertise is sparse,
expert-driven approaches are often costly when seeking
consensus of multiple experts through multiple rounds of
responses [14]. An alternative to the expert-driven approach is
experience-driven methodologies, which emphasize the personal
experiences and observations of individuals who have directly
encountered the phenomena. Normally these methodologies
focus on practical knowledge through the explication of the

“real world.” Our team opted to derive a set of guidelines based
on our specific real-world experiences and the challenges faced
when designing, implementing, and integrating the Control
Tower monitoring platform. Our specific methodologies used
throughout this process are documented here and later
generalized into a series of guidelines in the Design
Considerations section.

Establishing the Team and Responsibilities
When planning the phases of Control Tower, it was decided
that the role of monitoring the model would remain with the
model development team. The task of monitoring was divided
among 4 team members, rotating the responsibility of
monitoring, monthly. This approach ensured monitoring would
not significantly inhibit the bandwidth of any 1 team member.
Monitoring responsibilities did not fall to the team member who
developed the model, as their primary task in monitoring would
be to retrain the model when necessary. The monitoring platform
was checked biweekly, Mondays and Thursdays, to balance
coverage and analyst time. The Monday check ensured
immediate response to any issues that may have occurred during
the previous weekend, and the Thursday check provided enough
time before the upcoming weekend to identify and resolve any
errors that may have occurred during the week. Typically, a
single-model monitoring session would take approximately 5
to 10 minutes, assuming no problems were encountered.

Platform Development

Overview
Performance monitoring of Control Tower was accomplished
through the development of an R Shiny web application that
comprised data visualizations and interactive tables. The goal
was to create a centralized, user-friendly platform for all team
members to check model performance. The platform consisted
of 5 different tabs addressing different types of data shift,
providing multiple degrees of granularity depending on the
depth of investigation required. The model used a set of 126
features, measured daily, and was called an average of 80,000
times per day. Daily metrics collected for performance
monitoring included mean and scale covariate shifts per feature,
predicted probabilities, and the number of daily predictions
made by the model. The resulting data size of these collected
performance monitoring metrics was trivial; however, capturing
patient-generated data resulted in data creation on the order of
GB per day, requiring a dedicated storage space.

Figure 1 provides an overview of the system architecture for
the Control Tower model and monitoring platform. The figure
details the offline data pipeline used for the initial training of
the Control Tower model; the components of the broader
production environment and pipelines necessary for the
predictive model and clinical graphical user interface (GUI)
app; and finally, the components necessary for monitoring the
performance of the Control Tower model. A more detailed
visualization and comprehensive description of the system
architecture is provided by Murphree et al [10]. Briefly, they
outlined our deployment strategy which integrates a
Representational State Transfer application programming
interface within a Docker container, enabling the integration of
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predictive models into the Control Tower GUI. The data
ingestion and preprocessing pipeline, integrated with IBM
Streams and Operational Decision Manager, facilitates real-time
prediction processing triggered by updates to institutional health

records (Health Level Seven messages by our electronic health
record). The Control Tower GUI application is built with
Angular (Google LLC).

Figure 1. System architecture for Control Tower. For the Control Tower monitoring platform, we have 3 parent processes (training, production, and
monitoring) that constitute our deployment. Child processes include the orchestration of the streams, events, and the prediction pipeline, which sends
scores to the graphical user interface (GUI). EHR: electronic health record; REST API: Representational State Transfer application programming
interface.

Monitoring Model Probabilities
In the absence of ground truth labels, predicted probabilities
from the model were monitored as an alternative to evaluating
model performance. The platform visualizes these predicted
probabilities as distributions of daily risk scores (Figure 2).
Distributions are plotted on probability and logarithmic scales,
allowing for easier detection of shifts when most predicted
probabilities are low, considering that most patients will not be
“high risk.” Historical daily distributions extend back 2 weeks,
which is considered an optimal amount of time to notice shifts
without overwhelming the user with data. Alongside these

visualizations, several statistics are presented for comparing the
prior 2 weeks data against the original training data. Means and
SDs for the incoming and training distributions, the standard
difference, and a P value for the Kolmogorov-Smirnov test of
differences between the 2 distributions are provided. These
statistics allow the user to detect gradual, more long-term
changes that may go unnoticed when surveying 2 weeks of
historic data. Overall, the tab shown in Figure 2 provides an
overview of model predictions, allowing the user to quickly
gauge whether a sudden or gradual probability shift has
occurred.
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Figure 2. The startup screen of the Control Tower performance monitoring platform. This screen provides the user a quick overview of the model’s
predicted probabilities over the past 2 weeks. The table near the top provides several statistics comparing the distribution of predicted probabilities over
the last 2 weeks with the predicted probabilities on the training data. The 2 graphs contain a series of violin plots featuring the daily distribution of
predicted probabilities. Given that the predicted probabilities cluster near 0, the distributions are also displayed on the log scale for easier visual inspection.

Monitoring Covariate Shift
Covariate shift was addressed in Control Tower by creating an
interactive table containing all features included in the model
(Figure 3) [4]. The table lists feature names and type, that is,
continuous or discrete, and displays different statistical tests
and plots, dependent on the feature type. To assess the impact
of a feature with drift, the team included global feature
importance scores from the originally trained model, in this
case, the gradient boosting machine’s relative influence rank
statistic. Providing a ranking of features based on the extent of
error reduction in the model enables the user to triage different
drifts. All other things being equal, a drifting feature with higher
importance to the model than another feature would indicate a
higher priority need of a fix. Similar to the predicted probability
tab, the previous 2 weeks of incoming data are compared with
the training data, with standard differences, means, and SDs
provided. To accommodate for the discrete variables present,
the distributional Kolmogorov-Smirnov test is changed to the
chi-square test. The user can sort the table by column, allowing
them to quickly pinpoint features, for example, with high
standard difference. Clicking on a feature’s row in the table
generates 2 plots underneath the table: the first is a line graph
visualizing the daily standard differences, spanning back 2
weeks, and the second plot is dependent on the feature type.
For continuous variables, the plot compares the feature’s daily
distributions over the past 2 weeks with the distribution of the

training data, using box plots. For discrete variables, bar plots
are displayed in a similar fashion indicating the percentage of
patients where the discrete feature was present or “True.” In
tandem with the interactive table, these plots provide an efficient
means of investigating a feature’s historic values at a glance.

When a deeper investigation into a feature is necessary, the
2-week “look-back” may be insufficient. Therefore, the platform
also keeps a log of the full historic feature trends, spanning back
to when the model was deployed (Figure 4). Feature plots are
sorted by the model’s global feature importance and color-coded
“green” or “red” to indicate whether the feature significantly
drifted from the initial training distribution. Significance was
determined via a nonparametric test developed by Capizzi and
Masarotto [15], using a P value of .05. A nonparametric model
was used because a moderate number of features were highly
skewed, making traditional methods that assume normal
distributions unworkable. Each feature contains plots for the
location (level) and dispersion (scale) of the distribution.
Overall, this tab, in addition to serving as a historical reference,
provides a simple way to spot check for gradual shifts. Finally,
an additional tab (Figure 5) is provided to assess the proportion
of missing values over time, using the same visualizations and
tests.

The final tab of the platform provides a simple line graph
displaying the number of daily calls made to the model within
the previous 2 weeks (Figure 6). Monitoring the number of daily
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calls can provide quick insight into whether the model is
performing appropriately. For example, an abnormal number

of model calls in a day, such as 0, may indicate an error in the
data pipeline or model environment.

Figure 3. The “Features” screen of the platform details the distributions of all features used by the model. The distribution of each feature based on
the last 2 weeks of data is compared with the feature’s distribution from the training data. These comparisons are provided via statistics in the table near
the top, which can be sorted by each statistic to quickly find features with potential drift. Clicking on a feature populates 2 graphs, which are displayed
below the table. The first graph displays the standardized difference between the feature’s distribution for that day against the distribution from the
training data. Below this graph, one of the 2 graphs will be displayed depending on whether the selected feature was binary or continuous. These graphs
display the daily distributions of the feature, using bar graphs for binary features (red outline) or box plots for continuous features (yellow outline).
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Figure 4. The “Historical Covariates” screen of the platform visualizes each feature’s daily distribution, beginning with the training data and then
spanning from the day the model was deployed and onward. Each feature contains plots for the location (level) and dispersion (scale) of the nonparametric
distribution. Each feature’s graph is color-coded “green” or “red” to indicate whether the feature’s distribution has significantly drifted from the initial
training distribution, with red indicating significant drift.

Figure 5. The “Historical NA’s” screen of the platform visualizes each feature’s historical missingness, beginning with the training data and then
spanning from the day the model was deployed and onward. Each feature contains plots for the location (level) and dispersion (scale) of the nonparametric
distribution. Each feature’s graph is color-coded “green” or “red” to indicate whether the feature’s missingness has significantly drifted from the initial
training distribution, with red indicating significant drift. NA: not available.
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Figure 6. The “Number of Daily Observations” screen visualizes the number of model calls or predictions made each day over the past 2 weeks.

Error Classification
Any production-level model is susceptible to various errors,
and Control Tower was no exception. Most errors primarily
revolved around technical infrastructure, particularly issues with
databases being inaccessible due to nightly processing or a high
influx of requests. In Textbox 1, a sample of encountered errors
while monitoring Control Tower is presented. Although some
errors were seemingly random occurrences, such as server
reboots or expired certificates, others were more frequent and
persistent. For instance, every night at specific hours, the
database that supplies data to Control Tower, called Clarity,
became unresponsive due to data updates. On January 5, 2022,
this process was delayed and caused errors in the morning
scores. In addition, updates to our electronic health record (Epic,

Epic Systems Corporation), often resulted in Clarity being
temporarily unavailable. In such cases, most issues were
resolved on the same day, requiring no further action besides
acknowledging the possibility of outdated or missing scores.
However, a few errors necessitated intervention. On November
7, 2022, a data mart containing diagnosis codes underwent
structural changes, breaking a Control Tower query.
Furthermore, the team identified a covariate shift where they
observed a gradual decrease in troponin blood tests. This error
was traced back to a change in laboratory codes used for
troponin; the clinical practice had adopted a new laboratory
code that was not present in the training data. To address this,
the error was rectified by associating the new codes with the
“Troponin” feature on the platform’s back end.
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Textbox 1. Error logging: A convenience sample of encountered errors while monitoring Control Tower is presented. This was constructed through
email chains of discussions between IT personnel who oversaw the Control Tower system and the data scientists who oversaw model delivery.

Date and error

• August 26, 2019

• Multiple errors in logs. It looks like calls were during 1:45 AM to 6:00 AM. During the period 1:45 AM to 6:00 AM, all messages are failing
due to Clarity Refresh.

• November 27, 2019

• Server reboot schedule, Control Tower team was not notified of schedule leading to unexpected downtime.

• July 24, 2020

• Increase in FHIR (Fast Healthcare Interoperability Resources) API (application programming interface) for real-time observation calls
leading to timeouts of model predictions.

• February 15, 2021

• Generic FHIR API error call: “HTTP error code: 500.”

• April 8, 2021

• Model errors after Epic upgrade.

• July 30, 2021

• Troponin issues fixed causing covariate drift in model scores.

• September 15, 2021

• Production system competed for resources requiring scale back of Control Tower scores updates. Errors created and schedule has now been
updated for processing.

• January 5, 2022

• Nightly Clarity Database delay causing morning score errors.

• May 16, 2022

• IBM queue server certificate update causing server errors.

• November 7, 2022

• Data mart for diagnoses codes update causing pipeline to break down.

• November 8, 2022

• Issues with Clarity Database slowing down Control Tower queues.

• March 21, 2023

• Control Tower FHIR API for real-time unit changes failing for a single request, causing payload slowdown.

• April 5, 2023

• JSON structure changing causing model error (unintended repo change).

• May 1, 2023

• An unplanned issue impacting Enterprise API Services, who manages real-time data feeds, resulting in internal server error.

Monitoring Protocol
Actions prompted by model monitoring feedback were
synthesized into a protocol to communicate model failures and
downtimes with clinical staff. The Control Tower protocol used
a triage system, consisting of 4 stages in which each stage
prompts a message to the clinical team, as outlined in Figure 7.

The first stage (blue) was reserved for when everything was
operating as expected. Stage 2 (green) indicated a minor change
in the layout of the tool, such as a user interface change. These
first 2 stages delivered informational prompts to the user,
notifying them of the tool’s status and requiring no action from
the user. The third stage (yellow) indicated possible performance
degradation, such as when patient scores from the model were
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not up-to-date, that is, a day old. The day-old scores can still
provide evidence for action, but the clinical team may need to
be cautious, as updated scores can change the patient’s risk. As
such, users were notified of these issues and asked to use the

tool at their discretion. The last stage (red) indicated a significant
error within the tool, such as a covariate completely missing
from the model’s input. This stage would notify staff not to use
the tool until a fix was implemented.

Figure 7. Communication triage protocol for Control Tower. The protocol’s stages are color-coded to signify different statuses and recommendations:
blue for normal operation, green for minor layout changes, yellow for potential performance issues, and red for significant errors.

Design Considerations

Overview
From our experience of developing and implementing the
Control Tower monitoring platform, we have derived a series
of broader considerations necessary for model monitoring to
serve as generalized guidelines for future implementations.
Central to these guidelines arose themes of feasibility, design,
implementation, and policy. While existing frameworks have
proven successful in managing long-term IT infrastructure
projects in health care, ML models are experimental and
inherently open systems, entailing costly development and
maintenance. As such, they demand additional considerations
due to their reliance not solely on technical data but also on
statistical and clinical assessments to identify errors.
Consequently, there is no unequivocal, predetermined signal
that can be provided to an IT group lacking clinical or data
science expertise to detect these errors. Identifying them often
necessitates the accumulation of statistical data over time. While
readily available and accessible data may be used to identify
some errors, others may require weeks or months of new data
collection to draw inferences. Furthermore, in traditional
software operations, refinements can be implemented more
quickly. Responding to user feedback can often be met with
bug fixes or minor feature requests. However, implementing

refinements to an ML model often requires a longer development
cycle, as many changes will require a complete retraining of
the model or the acquisition of novel data. Such complications
in model maintenance underscore the need for input from
multiple teams, alongside established structures and policies,
to ensure effective orchestration of model maintenance.

Feasibility: Are the Resources to Facilitate Productive
Monitoring Available?
Successful real-world implementation of models must consider
the present and future bandwidth limitations of a team. In an
ideal scenario, a team would be provided ongoing dedicated
time or personnel to ensure the upkeep of deployed models.
However, this is not always feasible, and the responsibility of
maintenance competes with a team’s constant stream of new
projects and tasks. As such, it is important to first determine
how long-term monitoring of a model (or eventually, models)
will be integrated into the team’s workflow. For example, who
will check in on the model and with what frequency? If and
when the model requires retraining, who will perform the
retraining, and how will they be guaranteed the flexibility to
shift from their current projects to accomplish this?

In addition to personnel, computational resources must also be
considered for long-term monitoring. Regarding storage
requirements, the amount of data produced from monitoring
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depends on a variety of factors, including the model’s feature
set, the frequency of calls made to the model, and the number
of feature and performance metrics that will be tracked. For
example, a model that delivers constant, real-time feedback in
a critical care setting may, in turn, require constant monitoring
to ensure performance does not suddenly degrade, resulting in
performance metrics and feature distribution logs needing to
be generated continuously.

When assessing the feasibility of long-term monitoring, an
attractive option to consider is automated monitoring:
developing models that detect whether a significant change has
occurred in a deployed model’s predictions or its incoming data.
While our team chose a “hands-on” approach, others have found
success in implementing an additional model for performance
monitoring to notify the team of data shifts and, in some cases,
automatically retrain the original model [16]. Ultimately, the
decision to use an automated monitoring model comes down
to the type of model deployed, the bandwidth of the team, and
the reliability of the data to support automatically retraining the
deployed model. In any case, even an automated monitoring
model will still require some human monitoring as well. Our
team is currently working on an automated monitoring system
for this purpose.

Design: Deciding What and How to Monitor?

Overview
The design of an investigative platform to facilitate model
monitoring may range from dynamic and interactive interfaces
to static reports, the choice of which is dependent on feasibility
factors and nuances of the particular scenario, but design should
ultimately enable rapid and comprehensive assessment.
Furthermore, there are standard functionalities each platform
should feature to appropriately assess long-term model
performance.

Deployed models encounter performance declines through
distributional and relational shifts in the underlying data [17].
These shifts are the crux of why postdeployment monitoring is
necessary, and no model is immune to them, regardless of how
well it performed in its testing environment [18]. This
impediment has received a wealth of attention from the ML
community and has been synthesized into 3 types of distinct
shifts.

Prior Probability Shift
The distribution of the target variable Y changes between the
training data and incoming data, but not P (X|Y) [19]. This can
occur when the prevalence of a disease changes over time in
the target population; however, the underlying factors that cause
the disease remain constant, for example, a spike in influenza
rates during the influenza season. Prior probability shift is
assessed by monitoring the distribution of the target variable
over time, measuring for any sudden or gradual changes.

Covariate Shift
Distributions of input data diverge between training data and
new incoming data [4]. Such shifts may occur in the clinical
setting, for example, when diagnostic screenings are updated.
This procedural change may decrease the specific laboratory

values, which are heavily relied upon by the model. Conversely,
diagnostic variables that were initially infrequent may become
more prevalent over time. This can result in situations where
the model, which had limited instances of these variables during
training, struggles to fully capture, and therefore use, their
predictive signals.

Concept Drift
The relationship between the incoming input data and target
variable changes over time, drifting from the original
relationship captured in the training data [20]. The COVID-19
pandemic provided a real-world example of concept drift, as
hospital census models were affected by admissions that
drastically moved toward higher-risk patients due to increases
in complications from the COVID-19 disease and decreases in
hospital use among people with a milder spectrum of illness
[21].

Usability
A successful UI will take into consideration the professional
backgrounds of those using the platform. However, when the
responsibilities of monitoring are handed to a different group,
the new group’s level of familiarity with the model should guide
the design. For example, guidelines for what is acceptable
variance should be established and implemented. One method
for accomplishing this may be through using control charts,
allowing the modeling team to prespecify a simple and visual
approximation of how much drift is tolerable before action must
be taken [22].

Implementation: How Will the Platform Be Built and
Sustained?
When implementing a monitoring platform, it is necessary to
consider how the back end of the platform will process and store
the necessary data elements. The efficiency of this task is critical
and must accommodate the model’s scale and responsiveness.
Data can amass quickly as large feature sets are monitored, and
the model may be called frequently to predict on many patients
throughout the day. Furthermore, the back end must be capable
of efficiently parsing, formatting, and, if necessary, compressing
the data into clean data sets for the platform to analyze and
visualize. For Control Tower, many of these data storage
requirements were already in place for capturing and storing
the necessary patient elements. This will likely be the case for
many clinical scenarios, as patient data must be securely and
efficiently housed. Instead, implementation efforts are more apt
to center around ensuring these data elements are efficiently
piped to the monitoring platform.

Using a web application for model monitoring provides a
dynamic interface, allowing any user with log-in permissions
to view the real-time status of the model and the surrounding
data. This investigation mechanism can eliminate potential
confusion, which may arise from a routine generation and
sharing of static technical reports, such as accidentally
referencing outdated documents. When selecting a programming
language to build the app, preference should be given to those
languages that facilitate efficient app development. For Control
Tower, R Shiny was used given the team’s previous experience
with the package and strong background in R. The R package
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provides a user-friendly environment for quickly creating,
testing, and publishing web applications. Similar web application
tools exist across multiple programming languages including
Python and Java, and as such, teams are likely to find a web
application package in a language they are familiar with.

When coding the app, modular coding practices should be
adopted to ensure flexibility and scalability. Such adoption
promotes versatility of the app to incorporate additional
statistical measures or visualizations and allows the app to be
easily translated for other monitoring use cases. Leveraging
modular coding practices at the onset of app development allows
for future additions, revisions, and ports to be made with
minimal effort. For Control Tower, modular coding practices
were primarily used to better facilitate development across
multiple team members. This practice allowed for functions to
be easily repurposed by other team members to avoid duplication
of work and to allow the app to be easily extended to other ML
models within Mayo Clinic.

The number of programming languages used in the data pipeline
plays a significant role in shaping the development process and
the overall efficiency of the monitoring. To facilitate this,
minimizing the number of programming languages used across
the various tasks can streamline development and maintenance
through ease of interpretability and integration. This can reduce
maintenance costs and overhead by reducing interoperability
concerns and decreasing the learning curve for new team
members. Minimizing these ongoing costs is a necessity when
considering the model will ideally be in production long term.
However, if the development team is proficient in multiple
languages, leveraging the strengths of each may have its
advantages, such as reducing bottlenecks in development or
data transfer, while increasing the flexibility of a system. In the
case of Control Tower, R (R Foundation for Statistical
Computing), Python (Python Software Foundation), and shell
scripts were used, favoring R for app development, Python for
data processing, and shell scripts for scheduling various model
and platform tasks.

In addition, upstream problems will inevitably manifest;
therefore, implementing a notification system for these errors
can proactively address disruptions, minimizing the downtime
of the pipeline. One method for accomplishing this is to
incorporate error logging and alerts into cron jobs, which can
immediately notify the team of any failures. Such notifications
are critical for model monitoring, as some errors may be
undetectable to the end user, resulting in the continued use of
inaccurate information. As such, it is vital for monitoring teams
to identify, communicate, and resolve errors as soon as possible.

Finally, integrating regular checking of the platform into the
team workflow allowed the team to not only stay abreast of
model performance but also maintain an intuitive sense of
potential broader complications surrounding the model. For
example, monitoring the probability distributions of the model
ultimately provided the team with a sense of whether further
investigations into the model would be necessary. However,
investigations into the distributions of the individual features
allowed for potential diagnoses as to why the model may begin
to degrade in performance, as well as alluded to data pipeline

errors that may be present. By maintaining a sense of these
wider issues, shifts in the outcome could be more easily
prevented and diagnosed

Policy: What Is the Response to Platform Feedback?

Overview
Once the monitoring platform is deployed and available, the
next stage of considerations surrounds how knowledge provided
by the platform will be used. A set of policies must be developed
to determine which actions will be taken based on monitoring
feedback, addressing such questions as “At what point is a data
shift significant enough to prompt retraining?” and “How will
errors be communicated with technical and clinical staff?”
Generally, such a policy should cover error designation and
response, when to retrain, and how to communicate failures. In
addition, a well-defined policy allows for the task of monitoring
to more easily be extended across various teams and roles.

Error Designation and Response
It is essential to establish and define a process that determines
when a specific degree of shift or drift in the model qualifies as
an error warranting a response. The question “How much drift
is necessary to take action?” represents one of the more
subjective aspects of model monitoring. In scenarios where
multiple team members are tasked with overseeing model
performance or possess limited familiarity with the model,
substantial interrater variability becomes a concern. For
example, one team member might observe a 5% shift in the
distribution of a feature and consider it inconsequential, while
another member might view it as a reason for immediate action.
To address this variability, the Control Tower team would send
email updates to other team members detailing any shifts that
were noticed; this would allow for a collective discussion on
whether to take action as well as allow for a convenient forum
to keep all team members updated on the model’s status.
Regardless of the criteria used to identify shifted covariates or
outcomes, team members must communicate and establish
agreement on the minimal drift threshold requiring action, while
ensuring that utmost priority is placed on maintaining optimal
model accuracy.

Even with consensus on the magnitude of a shift, several
contextual factors can influence the team’s risk tolerance toward
these shifts. Significant changes may occur without sustained
trends, indicating a regression to the mean. Alternatively, a
dramatic shift might happen for a variable with minimal
contribution to the risk score. While predefined cutoff points
could be considered to standardize investigations, these
benchmarks may still necessitate ongoing human review and
could vary for each feature, making it impractical to define for
every feature in large feature sets.

Even if an error is defined with a certain level of risk in mind,
there are considerations in the response to the error and the
amount of time one needs to allocate for remediation. A
deployed model is prone to errors from a variety of sources,
ranging from data shifts to IT scheme modifications. Given the
diversity of potential errors, an effective policy will include
guidelines for the categorization of errors along with the
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appropriate responses to each. The errors encountered with
Control Tower fell broadly into 4 categories.

1. Technical infrastructure: database issues, expiration of
certificates, and password updates often causing the pipeline
to fail

2. Explained shift: a significant data shift with an identified
root cause

3. Unexplained shift: a significant data shift with an
unidentified root cause

4. Performance loss: a decrease in the model’s performance
metrics, which may manifest with or without data shift

Categorizing errors for appropriate response is crucial, as it
establishes a standardized knowledge base for reporting,
ultimately enhancing the efficiency of troubleshooting.
Categorization often leads to the discovery of similar strategies
for mitigating similar error types. For instance, errors related
to database refreshing or password expiration typically do not
require immediate intervention, while performance losses in
accuracy or calibration often necessitate retraining of the model.
Appropriate categorization also offers the advantage of reducing
risk tolerance while enhancing response efficiency. Having
encountered an error previously increases the likelihood of
streamlining investigations, enabling the examination of
lower-risk shifts or drifts.

When ongoing outcomes data are available, performance loss
can be detected by looking for significant shifts across a variety
of classification performance metrics including area under the
receiver operating characteristic, area under the precision-recall
curve, calibration, subgroup differences, and so on. When such
data are absent, as in the case of Control Tower, performance
loss can only be inferred by looking for significant shifts in the
distribution of predicted probabilities of the model. To
supplement assessing predicted probabilities, potential
performance loss may also be identified by looking for
significant shifts in the features of the model. While significant
shifts may occur in these features without significant shifts in
the model’s output, drifts in feature distributions can signal
other potential problems necessary to address. While
performance loss may be resolved or mitigated through upstream
pipeline errors, some instances may require the model to be
retrained.

Model Retraining
The circumstances for when to retrain a model will vary across
teams and platforms, often dependent on the cost of retraining.
As such, it is necessary for a platform policy to clearly state
when, and when not, to retrain. For example, many errors will
not require model retraining such as simple pipeline errors or
data shifts due to changes in medical coding, requiring only a
small update to the pipeline. Therefore, it is important to first
identify and fix any upstream errors before considering
retraining. There are even instances of significant shifts that do
not warrant retraining. For example, one could have several
shifted covariates in the model with trivial importance scores,
effectively having no impact on predictive performance. From
the perspective of model importance, one may bin covariates
that have little impact and essentially treat them as nuisance
variables.

Assuming no upstream errors are present, a model should always
be retrained when significant and sustained performance loss
is encountered. Defining significant and sustained will be
specific to each scenario, depending on the algorithm and health
care delivery model. However, it is incumbent upon the team
to define an appropriate window for performance to vary, with
a lower limit triggering retraining.

It is important to note that retraining does not have to be used
sparingly, assuming the bandwidth is available. When feasible,
it may be good practice to routinely retrain the model with the
expectation that updated data are more current with clinical
practice. Such versioning of the model would allow for new
features, incremental improvements, and technical debt
management. For Control Tower, versioning allowed us to spot
potential bugs or fixes and investigate new features.

Communicating With Clinical Staff
The clinical team using the model’s outputs must be consistently
informed about the model’s status due to its significance to their
workflow and overall trust in the model. The model’s standard
operating procedure outlines how the clinical team should use
the model and details communication protocols between IT,
data science, and the clinical users. Protocols should consist of
dedicated contacts for various issues and plans for how to
operate during model performance shifts and downtime.

Discussion

Principal Findings
As ML models require consistent monitoring to ensure sustained
accuracy, a series of decisions must be made for how best to
integrate model monitoring into a team’s workflow. Problems,
considerations, and solutions that arise from this process can
vary greatly depending on the setting, nature of the model, and
available bandwidth, both from the technical team and their
computational resources. While prior work has established the
importance of monitoring and corresponding statistical solutions,
this paper provides specific considerations and solutions derived
from the real-world implementation and day-to-day use [23,24].
Throughout the integration of Control Tower, our team found
that these considerations centered around 4 phases that serve
as a road map when planning a long-term modeling strategy:
feasibility, design, implementation, and policy.

Experiences
Development and implementation of the platform faced several
obstacles, which we attribute to the inherent realities of
integrating real-world applications. First, the team was unable
to complete the platform by the time the associated clinical trial
for the Control Tower model began recruitment. This required
the team to omit crucial features from the platform, such as
monitoring for concept drift. Monitoring concept drift required
collecting ground truth outcomes, that is, whether patients
actually received palliative care. Collecting these patient
outcomes required building a separate data pipeline, which was
the team’s original intent, but as the team took on additional
tasks, the pipeline was passed over in favor of monitoring
predicted probabilities. While omitted from Control Tower in
scenarios where outcomes data are tracked, we direct the readers
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to literature providing a more comprehensive understanding of
concept drift [25-27].

The original intention for Control Tower was to have the model
run any time a patient’s laboratory values were updated,
ensuring that the patient’s risk scores were always reflective of
current data. While the model was originally deployed using
this dynamic system, it, unfortunately, proved too taxing for
the IT infrastructure in which it was hosted. To alleviate this
problem, the model and platform were switched to running on
a batch schedule, updating patient risk scores and the monitoring
platform every 4 hours. While this delivery schedule proved
more manageable, model calls made between these 4-hour
updates ran the risk of using outdated patient data, potentially
impacting performance. Given that the workload imposed by
the original schedule was infeasible, this was considered a fair
compromise. Finally, the implementation of the platform
occurred during the COVID-19 pandemic, which affected
staffing and resulted in IT furloughs. Unfortunately, this meant
that technical infrastructure problems, which could typically be
fixed by IT on the same day, instead, took up to 1 week to fix,
resulting in prolonged downtime for the model.

Despite these challenges, there were several positive experiences
to highlight. First, a significant amount of collaboration occurred
within the data science team in order to have the monitoring
platform in a usable state by the time of the model’s clinical
trial. This required analysts to tend to a variety of tasks, often
on a moment’s notice. Following deployment, there was also
sufficient bandwidth from the team members to continue
monitoring the platform as they took on additional projects.
Second, IT furloughs as a result of the pandemic were resolved
within 6 months, allowing routine technical infrastructure issues
to once again be resolved on the day of occurrence, resulting
in less model downtime. Finally, the model’s predicted
probabilities remained, for the most part, consistent, making
for a stable tool throughout the documented 2 years of use.
Using a simple linear regression model, we examined the
relationship between daily predicted probabilities (dependent
variable) and time since deployment (independent variable),
observing a slope of 0.005 at a P value of <.001, suggesting a
statistically significant, but functionally small trend, with the
mean probability increasing .005% each day.

Limitations
Despite a thorough detailing of our experiences, it is important
to note that this paper covers only a single implementation.
While we have recounted the challenges and considerations
necessary for Control Tower, this is not an exhaustive list, and
other teams and platforms may encounter challenges foreign to
ours.

Future Considerations
The Control Tower platform allowed our team to successfully
monitor performance and maintain our deployed model for 2
years. Moving forward, our team is planning to automate parts
of this task, for example, by implementing an automated email
notification system, notifying the team when the number of
model calls, predicted probabilities, and incoming data streams
shift beyond their respective significance thresholds. While this
modification is not intended to outright replace the manual
checks of the platform, it will allow the team to check the
platform at a lesser frequency. This system will serve as a
placeholder while the team develops a new model to monitoring
the performance of Control Tower, leveraging supervised
learning to detect shifts in the probability and multivariate
covariate distributions [28,29].

The team also considered an online or continuous learning model
to automatically address data drift. In continuous learning, the
algorithm would update its predictions as new data come in and
alleviates the need to manually retrain the data [30]. Although
appealing, an automated system, in this sense, would require
more policy changes and would bring with it a number of issues.
First, there are several cost and computing issues that could
make an implementation difficult, as entire systems would need
to know when to train and to do it without interrupting the
current pipeline, as well as a validation step to ensure sustained,
if not improved, accuracy. Second, the algorithm must remain
trustworthy for clinicians. Did the algorithm unlearn anything
important? Did it learn anything irrelevant or incorrect? As an
example, if a covariate shift occurred due to a missing laboratory
code, resulting in increasingly missing values of that laboratory,
we would not want the model to learn a new relationship with
the missingness; instead, we would make an update to the data
pipeline to resolve the missingness. Finally, all continuous
learning models require ready access to the gold-standard
outcome, which might not be feasible in all cases.

Conclusions
Once an ML model has been successfully developed and
deployed, it must be continuously monitored to ensure its
efficacy amidst an ever-evolving practice and stream of patients.
While a variety of methods have been proposed to statistically
monitor the performance of models, this is only one factor to
consider when implementing a long-term modeling strategy.
By disseminating the broader experiences of integrating ML
monitoring platforms into clinical practice, readers will be better
equipped for the considerations and challenges encountered
during their own implementations.
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Abstract

The economic trend and the health care landscape are rapidly evolving across Asia. Effective real-world data (RWD) for regulatory
and clinical decision-making is a crucial milestone associated with this evolution. This necessitates a critical evaluation of RWD
generation within distinct nations for the use of various RWD warehouses in the generation of real-world evidence (RWE). In
this article, we outline the RWD generation trends for 2 contrasting nation archetypes: “Solo Scholars”—nations with relatively
self-sufficient RWD research systems—and “Global Collaborators”—countries largely reliant on international infrastructures
for RWD generation. The key trends and patterns in RWD generation, country-specific insights into the predominant databases
used in each country to produce RWE, and insights into the broader landscape of RWD database use across these countries are
discussed. Conclusively, the data point out the heterogeneous nature of RWD generation practices across 10 different Asian
nations and advocate for strategic enhancements in data harmonization. The evidence highlights the imperative for improved
database integration and the establishment of standardized protocols and infrastructure for leveraging electronic medical records
(EMR) in streamlining RWD acquisition. The clinical data analysis and reporting system of Hong Kong is an excellent example
of a successful EMR system that showcases the capacity of integrated robust EMR platforms to consolidate and produce diverse
RWE. This, in turn, can potentially reduce the necessity for reliance on numerous condition-specific local and global registries
or limited and largely unavailable medical insurance or claims databases in most Asian nations. Linking health technology
assessment processes with open data initiatives such as the Observational Medical Outcomes Partnership Common Data Model
and the Observational Health Data Sciences and Informatics could enable the leveraging of global data resources to inform local
decision-making. Advancing such initiatives is crucial for reinforcing health care frameworks in resource-limited settings and
advancing toward cohesive, evidence-driven health care policy and improved patient outcomes in the region.

(JMIR Med Inform 2024;12:e58548)   doi:10.2196/58548

KEYWORDS

Asia; electronic medical records; EMR; health care databases; health technology assessment; HTA; real-world data; real-world
evidence

Introduction

Real-world data (RWD) in medical and health research describes
data relating to patients’ health status or the delivery of health
care in an environment outside of conventional clinical trials.
This includes data routinely collected for treatment and disease
registries, electronic medical records (EMRs), insurance claims,

and other health databases that collect information reported by
patients or health care professionals [1,2]. Extending from this
concept of RWD is real-world evidence (RWE), which is the
analyses produced from appropriate, well-designed studies using
RWD [3].

In randomized controlled trials, patients with severe forms of
disease or multiple comorbidities are typically excluded from
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participating due to potential risks or adverse events [2]. This
leads to a large number of underrepresented patients, reducing
the generalizability of interventions in the population,
particularly for those who may need it most. RWD can provide
the external validity needed when exploring different
interventions and treatment strategies across the health care
system [2]. To provide external validity for different
interventions and disease management strategies, different study
styles are used for RWD generation. These can be broadly
categorized as comparative effectiveness research (CER) and
descriptive studies (non-CER) [4]. CER can be defined as
studies that primarily compare interventions and strategies,
while non-CER are observational studies that aim to provide a
descriptive overview of factors such as disease prevalence or
treatment patterns [4,5].

Two scoping reviews have been conducted to explore the
spectrum of RWE from linked databases in Asia and their
possible impact on health care evolution, strategy, and policy
[6,7]. The literature search for these reviews was conducted on
PubMed in September 2022 and May 2023, and analysis of
RWD publications across these countries assumed a linear
distribution of studies [6,7]. In the initial scoping review, the
trends and research warehouses for RWD-published studies
from 3 countries in Asia with varying health care systems,
Taiwan, India, and Thailand, were evaluated. The second
scoping review continued this explorative research in 7 other
diverse Asian health care systems using the established protocol
from the prior review [4,7]. This study aimed to understand the
evolving landscape of RWD use and its implications across
Hong Kong, Indonesia, Malaysia, Pakistan, the Philippines,
Singapore, and Vietnam. The number of total publications and
single-country studies (SCS) and cross-country collaboration

studies (CCCS) from all the countries in these scoping reviews
was used to archetype them as either “Solo Scholars” if they
published predominantly SCS with relatively higher number of
studies published in last 5 years or “Global Collaborators” if
they published less numbers and predominantly CCCS [7].
Hong Kong, India, Malaysia, Singapore, Taiwan, and Thailand
were categorized as Solo Scholars, and Indonesia, Pakistan, the
Philippines, and Vietnam were categorized as Global
Collaborators (Multimedia Appendix 1).

Using these archetypes generated from the 2 scoping reviews,
this viewpoint review intends to evaluate evolving trends and
patterns in the use of various RWD warehouses and
contextualize these findings within the broader health care and
economic trends. Studying these evolving trends is crucial as
it helps understand how RWD warehouses are generating RWE,
which in turn informs health care policy and economic decisions
[8]. Health technology assessment (HTA) organizations evaluate
the clinical and economic aspects of medicines and health care
technologies and recommend reimbursement and other policy
criteria. Country HTAs are increasingly incorporating RWE for
crucial complementary evidence, particularly in
cost-effectiveness analyses [8,9]. However, data accessibility
issues, lack of knowledge on robust methodologies, and a
shortage of qualified researchers limit the generation of RWE
for regulatory and reimbursement decision-making [10]. Our
selection of countries for this scoping review was strategically
based on the contrasting spectrum of HTA expertise at different
timelines of development, from relatively mature systems in
Taiwan, Singapore, Hong Kong, Malaysia, and Thailand to
emerging frameworks in India, Indonesia, the Philippines, and
Vietnam, and nascent systems in Pakistan (Figure 1).

Figure 1. Timeline of HTA development across selected 10 countries in Asia. ACE: Agency for Care Effectiveness; CDE: Centre for Drug Evaluation;
DAC: Drug Advisory Committee; HA: Hospital Authority; HITAP: Health Intervention and Technology Assessment Program; HSPI: Health Strategy
and Planning Institute; HTA: health technology assessment; HTAIn: Health Technology India; InaHTAC: Indonesian Health Technology and Assessment
Committee; MaHTAS: Malaysian Health Technology Assessment; MOH: Ministry of Health; UHC: universal health coverage.
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Country Trends and Key Identified
Databases for 10 Asian Countries

Harnessing RWD is pivotal for improving health care outcomes,
and understanding country-specific trends and the databases
that underpin this research is crucial [11,12]. The following
section provides a granular view of the health care and RWD
landscape across 10 Asian countries, dissecting the trends in
research publications and the key linked databases that have
been pivotal in generating RWE (Multimedia Appendix 2
[13-20]). Countries are listed in order of highest to lowest counts
of generated RWD publications in the last few years [6,7].

Solo Scholars

Taiwan
Taiwan is a thriving democracy with a population of 23.3 million
and a prosperous market economy. Taiwan’s gross domestic
product (GDP) grew by 2.45% in 2022 [21]. Development of
the digital infrastructure in health care is one of the Taiwan
government’s major goals in the next few years [22]. Although
there seems a lower overall usage of EMRs or electronic health
records (EHRs) in SCS for Taiwan (71/623, 11.4%) (Figure 2),
there was a noticeable increase in their usage from 2.8% (1/36)
to 19.4% (20/103) from 2017 to 2022 [6]. As shown in Figure
2, Taiwan has a high percentage of CER in their SCS (410/623,
65.8%). Inversely, the trend for higher CER is not seen in the
CCCS (14/51, 27.5%).

Figure 2. Real-world data landscape for Taiwan (2017-2022). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
EHR: electronic health record; EMR: electronic medical record; SCS: single-country studies.

Taiwan has a robust health care system, which is reflected in
the percentages describing their RWD publications. Following
the creation of the National Health Insurance (NHI) in 1995,
Taiwan has set a benchmark in the region with a successful
universal health coverage (UHC) scheme in their health care
system [23]. Enrollment in the NHI provides coverage for
essential medical care and pharmaceuticals for all residents [24].
The success of this system is exemplified in Taiwan’s favorable
result on the world’s health and health systems ranking in 2023
[25], on which they were placed fourth (based on the Legatum
Prosperity Index that also accounts for economic and social
well-being). Furthermore, most health care facilities in Taiwan
upload the claims data of each visit to NHI, including patient
visits, drug prescriptions, surgeries, and examinations [23].
However, Taiwan’s NHI has changed since its creation in 1995
and continues to evolve [26]. In 2007, Taiwan implemented its
HTA within their Centre for Drug Evaluation to evaluate the
financial suitability and clinical effectiveness of new drugs for
reimbursement decisions [27]. This evolved into the formation
of the Division of HTA in 2008 [28]. The high proportion of
NHI drug expenses was a huge burden on Taiwan’s health care

system, and there were general recommendations to have a
reduction in drug expenditure [29]. As such, with this goal of
reducing drug expenditures, some behind-the-counter products
were delisted from Taiwan’s national Drug Reimbursement
Scheme [23]. Along with this, coverage change was aimed at
reshaping patient expectations and attitudes toward health.
Taiwan’s vision for 2030 includes “precision health,” which
places an important focus on health promotion. This concept
of precision health involves using data to gather sufficient
information that can be used to predict health risks and prevent
diseases at the population level [30]. This vision relies on
adopting descriptive RWD to produce RWE that can aid in the
refinement of specific health policies that contribute to precision
health and less comparative research. This also partially explains
why there was a decrease in the publication of CER studies
most notably from 75% in 2018 to 60% in 2022 [6]. It is worth
noting that the literature search on the publication of RWE from
linked databases in Taiwan was conducted in September 2022
on PubMed, and the analysis assumed a linear distribution for
studies in 2017 and 2022.
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Taiwan stands out as a significant contributor to RWD studies
in Asia, predominantly through SCS, because it employs a
diverse array of databases and holds a wealth of insurance claims
data.

The key identified databases contributing to RWD publications
included the following [6]:

• Chang Gung Research Database (CGRD): CGRD is a
multi-institutional EMR database collected from the Chang
Gung Memorial Hospital system, which is the largest
medical system in Taiwan [31]. Except for 2 municipal
hospitals, all EMR data from Chang Gung Memorial
Hospital are included in the CGRD. The database includes
approximately 6%-20% outpatient and 10%-12% inpatient
claims records [32,33].

• Taiwan Cancer Registry (TCR) Database: TCR was
developed to monitor cancer incidence at the national level.
The TCR holds basic information on patients with newly
diagnosed cancer from hospitals with >50 beds throughout
the country [34].

• Registry for Catastrophic Illness Patients: It is associated
with the National Health Insurance Research Database
(NHIRD) and is used to identify patients with catastrophic
illness in the Taiwan health insurance system [35].

• Taiwan Death Registry: It contains information on accurate
causes of death and dates for all residents of Taiwan [36].

• Taiwan Stroke Registry: This is a nationwide hospital-based
registry that enrolls patients with stroke from 19 academic
medical centers, 37 regional hospitals, and 8 district
hospitals. The data are collected prospectively by trained
neurologists and study nurses [37].

• Taiwan Renal Registry Data System: It collects patients’
clinical and laboratory information from all dialysis units
in Taiwan [38].

• Taiwan Hepatitis C Virus Registry: This registry program
is a nationwide hepatitis C virus platform implemented by
the Taiwan Association for the Study of the Liver [39].

• Taipei Out-of-Hospital Cardiac Arrest Registry: It includes
prehospital and hospital information on patients with
out-of-hospital cardiac arrest in Taipei [40].

• Taiwan Bone Marrow Transplant Registry: This registry
holds clinical data from consecutive allogeneic
hematopoietic cell transplant recipients from 15 transplant
centers in Taiwan [41].

• Acute Coronary Syndrome-Diabetes Mellitus Registry: It
is a nationwide registry of patients with acute coronary
syndrome in Taiwan that collects real-world clinical
practices and outcomes data [42].

• Taiwan Society of Cardiology Registry: This registry
collects data from patients at 21 medical centers or teaching
hospitals in Taiwan from patients who are hospitalized with
acute new-onset heart failure or acute decompensated
chronic heart failure with a reduced ejection fraction [43].

• NHIRD: It covers >99.6% of the Taiwanese population and
collects claims data from outpatient and inpatient hospital
care settings [26].

• Longitudinal Health Insurance Database: This database is
derived from the NHI system and includes the registration
files and original reimbursement claims of a million
randomly selected beneficiaries, under the NHI program
[44].

• Longitudinal Cohort of Diabetes: This is a de-identified
subset of data from the NHIRD [45].

Singapore
Singapore is a prosperous nation with one of the highest GDP
per capita in Asia. In 2022, Singapore’s GDP grew by 3.6%
[46]. In 2023, the Singapore government announced the plan
to spend US $2.5 billion on info-communications technology
with the redevelopment of major hospitals [47]. Compared with
Taiwan, Singapore relies on higher use of EMRs or EHRs for
real-world SCS (43/80, 53.8%), which is balanced with their
use of clinical registries (46/80, 57.5%) [7]. Although Singapore
SCS was predominantly in CER style (54/80, 67.5%), unlike
Taiwan, the percentage of CCCS publications remained
relatively high (57/77, 57.1%; Figure 3).

Figure 3. Real-world data landscape for Singapore (2018-2023). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
EHR: electronic health record; EMR: electronic medical record; SCS: single-country studies; TB: tuberculosis.

JMIR Med Inform 2024 | vol. 12 | e58548 | p.408https://medinform.jmir.org/2024/1/e58548
(page number not for citation purposes)

Julian et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


In 2023, Singapore was regarded as top-ranking in the world’s
health and health systems, 3 places ahead of Taiwan [25].
Despite emerging issues surrounding health care services and
the affordability of health care, Singapore is able to achieve
good health outcomes with a health index score of 86.9 through
a hybrid public and private health care model that is dominated
by public hospitals in the hospital sector and private clinics in
the outpatient sector [25,48]. Trusted Research and Real World
Data Utilization or TRUST platform stands as the cornerstone
for national data exchange in Singapore by facilitating the secure
and anonymized sharing of health-related RWD between public
and private health care sectors [49]. The Ministry of Health
(MOH) aimed to increase health care capacity to enhance health
care affordability in the Healthcare 2020 Masterplan [50].
Within the MOH, the Agency for Care Effectiveness was
established in 2015 as the national HTA agency with the aim
of evaluating drugs for subsidization and medical technologies
[51,52]. This may partially explain Singapore’s relatively high
percentage of CER publications in both SCS and CCCS,
particularly as these types of studies enable a comparison of
different medications and health management strategies. This
is further magnified by the observation that the percentage of
SCS CER publications from Singapore increased from 2018 to
2023 (analysis of these publications assumed a linear distribution
for studies in 2018 and 2023) [7].

The key identified databases contributing to RWD publications
from Singapore included the following [7]:

• National Healthcare Group: This record links key
administrative and clinical information from a group of
National Healthcare Group health care institutions for
patients with chronic diseases such as diabetes mellitus,
hypertension, dyslipidemia, stroke, cardiovascular diseases,
and chronic renal disease [53].

• Living Matters—Advance Care Planning (ACP): This
framework provides a comprehensive web-based resource
about ACP, including options for documenting patients’
care preferences, particularly valuable in emergencies or
when making critical care decisions. ACP details are also
integrated into EMR or EHR, and all health care providers
involved in patient care can easily access and understand
a patient’s end-of-life care preferences [54].

• Pan-Asian Resuscitation Outcomes Study Registry: The
Pan-Asian Resuscitation Outcomes Study registry contains
information from dispatch centers, ambulances, and
hospitals from 7 countries in the Asia Pacific region (Japan,
South Korea, Taiwan, Thailand, United Arab
Emirates-Dubai, Singapore, and Malaysia) [55].

• Singapore Myocardial Infarction Registry: It is an
island-wide registry that is being managed by the National
Registry of Diseases Office that contains epidemiological
data on acute myocardial infarction cases diagnosed in
public and private sector hospitals and some out-of-hospital
deaths certified by medical practitioners in Singapore [56].

• National Immunization Registry of Singapore: This registry
collects and maintains accurate, complete, and current

vaccination records of children and adults living in
Singapore [57].

• National Human Immunodeficiency Virus Registry: This
registry is a name‐based system that holds identifiable
data for known human immunodeficiency virus cases in
Singapore, as well as contacts of cases that were reported
[58].

• Singapore National Tuberculosis Registry: This registry is
electronically linked to the 2 mycobacterial culture
laboratories in Singapore and captures all positive
Mycobacterium tuberculosis complex culture results in the
country [59].

• Singapore Registry of Births and Deaths: This death registry
is maintained by the Ministry of Home Affairs Immigration
and Checkpoints Authority. It collects data on the cause
and date of death of all Singaporeans and permanent
residents in Singapore [60].

• Singapore National Stroke Registry: This is a countrywide
registry of risk factors, stroke subtypes, management, and
outcomes of incident and recurrent stroke in Singapore [61].

• National Trauma/Death Registry: This is a registry that
contains anatomical injury codes, indicators of physiological
response to injury, and patient demographics [62].

• MOH’s Central Claims Processing System: It is used in
Singapore to process the patient’s MediSave and
MediShield claims [63].

India
India is the largest lower-middle-income country in the world
and accounts for around 18% of the total population [64].
According to Nexdigm, the Indian health care industry is
expected to reach more than US $610 billion by 2026, as there
is a growing demand for specialized and higher-quality health
care facilities [65]. Hospitals, clinical trials, telemedicine,
medical tourism, medical devices, medical and diagnostic
equipment, and health insurance are among the key products
and services that would drive this growth [66].

Compared with Taiwan and Singapore, India has a less extensive
health care system [25], which is also reflected in its
comparatively lower percentage of SCS (12/81, 14.8%) and
CCCS (10/52, 19.2%; Figure 4). India attracts a growing medical
tourism market with a growth of 22%-25% from 2014 and
advocacy for adoption of EMR across the country [67]. Among
RWD databases, the studies primarily use EHR or EMR (45/81,
55.6%), with an increasing trend from 20% in 2017 to 48% in
2022 [6]. Its usage is expected to continue to rise with the
National Digital Health Mission, since 2020 [68]. India has
made commitments toward achieving UHC and has been
producing policies and institutional changes that are directed
toward increasing health coverage and access to health services
[69]. Government-funded health care sector is the provider of
health care to lower-income populations; however, the private
health care sector is the dominant health care provider [70]. In
2020, 70% of hospital market share was controlled by private
sector providers, and 63% of hospital beds were provided by
the hospital sector [71,72].
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Figure 4. Real-world data landscape for India (2017-2022). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
EHR: electronic health record; EMR: electronic medical record; SCS: single-country studies.

India launched Ayushman Bharat—one of the most ambitious
health missions ever to achieve UHC in 2018 [73]. Ayushman
Bharat encompasses 2 complementary schemes, Health and
Wellness Centres and the National Health Protection Scheme
[69]. Along with this, there have been other initiatives to achieve
UHC [69]. The Pradhan Mantri Jan Arogya Yojana scheme
provides secondary and tertiary hospital care insurance to the
bottom 40% of the population [68]. Previously called the
“Medical Technology Assessment Board,” HTAIn, founded in
2017, is the HTA agency within the Ministry of Health and
Family Welfare tasked with developing an HTA system to aid
in decision-making for resource allocation at the national and
state levels [74,75]. Reflecting these policy aims, the proportion
of CER for SCS and CCCS was low in India but increased from
2017 to 2022 (12/81, 14.8% and 10/52, 19.2%, respectively,
Figure 4), assuming a linear distribution for studies in 2017 and
2022 [6].

The key identified databases contributing to RWD publications
from India included the following [6]:

• HealthPlix EMR: This is an artificial intelligence–powered
electronic medical software system in India [76].

• EyeSmart EMR: This is an EMR and Hospital Management
System in India that integrates the clinical, surgical,
financial, and operational functions of the LV Prasad Eye
Institute on a single platform [77].

• Envision en-ABL-e Registry: This was a multicenter registry
that enrolled 2500 patients treated with 3286 Abluminus
DES (Envision Scientific, Surat, India) across 31 centers
across the country from June 2012 to December 2018 [78].

• Nanoluté Registry: Nanoluté registry was used to observe
the clinical performance of a novel sirolimus-coated balloon
(Concept Medical Research Private Limited, India) for
treating coronary de novo and restenotic lesions [79].

• Primary Percutaneous Coronary Intervention Registry of
Kerala: This registry is a large multicenter primary
percutaneous coronary intervention registry from Kerala,

India. It reports long‐term outcomes of patients presenting
with ST‐segment–elevation myocardial infarction to
percutaneous coronary intervention–capable hospitals or
facilities [80].

• OncoCollect Lymphoma Registry: This registry was set up
in 2017 as a collaborative group effort to evaluate current
practices for managing diffuse large B-cell lymphoma in
middle-income countries [81].

• Association of Surgical Gastroenterologists of Kerala
Colorectal Cancer Registry: This registry collects
demographics and perioperative outcomes of colorectal
cancer in Kerala from volunteer members of the Association
of Surgical Gastroenterologists of Kerala [82].

• Towards Improved Trauma Care Outcomes in India: It is
a multicenter trauma registry that contains data on trauma
patients admitted to 4 public university hospitals in Mumbai,
Delhi, and Kolkata from October 1, 2013, to September 30,
2015 [83].

• The Indian Pediatric Continuous Renal Replacement
Therapy-International Collaboration of Nephrologists and
Intensivists for Critical Care Children Neonatal Kidney
Educational Registry: This registry is a database of all
admitted neonates ≤28 days who received intravenous fluids
for at least 48 hours [84].

• Aarogyasri Health Insurance Scheme: This is a social
insurance scheme with a private-public partnership model
to deal with the problems of medical expenditures for poor
households [85].

Hong Kong
Health care services in Hong Kong are provided by both private
and government-funded public sectors, with public medical
services provided by the Department of Health and the Hong
Kong Hospital Authority (HA) [86]. Hong Kong has a
well-developed health care system that ranked 14th among the
health and health systems ranking of countries worldwide in
2023 [25]. Hong Kong’s system is a parallel, segmented public

JMIR Med Inform 2024 | vol. 12 | e58548 | p.410https://medinform.jmir.org/2024/1/e58548
(page number not for citation purposes)

Julian et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


and private financed and provided health care, where the public
sector accounted for 51% of total health expenditure and the
private sector accounted for 49% in 2017/18 [87]. With the
government’s commitment to provide UHC, the Drug Advisory
Committee is used to evaluate and advise on new drugs listed
on the Hospital Authority Drug Formulary, which is the largest
public health care service provider in Hong Kong. One of the
missions of the Drug Advisory Committee is to ensure equal
access of patients to cost-effective drugs with proven safety and
efficacy [88].

As shown in Figure 5, CER publications made up 66.3% (57/86)
of SCS publications and 70.5% (31/44) of CCCS. To put these
high percentages into context, the drug appraisal and review
process involves an assessment of clinical evidence and health
economic evidence that is then used to make recommendations
on reimbursement of new drugs [89]. In Hong Kong, there has
been an increase in the requirement for a systematic HTA,
placing emphasis on the value and comparison of emerging and
conventional drugs [88]. In line with this, there is an upward
trend in the percentage of SCS CER publications for Hong Kong
from 2018 to 2023, assuming a linear distribution for studies
in 2018 and 2023 [7].

Figure 5. Real-world data landscape for Hong Kong (2018-2023). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
EHR: electronic health record; EMR: electronic medical record; SCS: single-country studies.

The key identified databases contributing to RWD publications
from Hong Kong included the following [7]:

• Clinical Data Analysis and Reporting System (CDARS):
CDARS is a centralized database developed for research
and audit purposes. It is managed by the HA. It collects
anonymized records of demographics, admission,
prescription, diagnosis, procedure, laboratory test, and death
information [90].

• Hong Kong Diabetes Registry: This is a diabetes registry
used for quality assurance and risk stratification to facilitate
subsequent triage of patients to different clinic settings [91].

• Hong Kong Cancer Registry: This is a population-based
registry committed to collecting and conducting analyses
on data from all cancer cases in Hong Kong [92].

• Hong Kong Biologics Registry: This is a registry that was
established in December 2005 by The Hong Kong Society
of Rheumatology to capture efficacy and safety data
regarding the use of biological agents for the treatment of
rheumatic disease [93].

Malaysia
Malaysia is an upper-middle-income country with a population
of about 34 million [94]. It is located at the heart of Southeast

Asia and represents one of the regional hubs for information
and communication technology and medical travel [95].
Digitalization of information forms across major industrial
sectors will help secure Malaysia’s role in the future global
economy. As of 2023, Malaysia was ranked 42nd on the health
and health systems of countries worldwide [25]. Malaysia’s
health care system consists of tax-funded and highly subsidized
government-led services, with a fast-growing private sector
[96]. Their dual-tier system consists of a government-led public
sector with an existing private sector, and in 2019, their public
health expenditure amounted to 52% of their total health
expenditure.

Malaysia’s 2023 Health White Paper outlines a transformative
masterplan for health management information and data system
[97]. They aim to improve the health outcomes and well-being
of Malaysians and the use of the Malaysian Health Technology
Assessment, also termed as MaHTAS. HTA has been formalized
in Malaysia as a central structure within the MOH since 1995
and is a trusted medical evidence source [97]. Their generation
of RWD publication used registries, with no, or low
contributions from other database types [7] (Figure 6). In line
with other countries that use HTA, 56% (28/50) of SCS were
CER, as were 54% (27/50) of the CCCS [7].
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Figure 6. Real-world data landscape for Malaysia (2018-2023). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
EHR: electronic health record; EMR: electronic medical record; SCS: single-country studies.

The key identified databases contributing to RWD publications
from Malaysia included the following [7]:

• Malaysian National Cardiovascular Database Registry:
This is a service supported by the Malaysian MOH to collect
information about cardiovascular diseases [98].

• National Diabetes/Diabetic Registry: This is a registry used
to enable tracking of glycemic control and clinical outcomes
of patients with diabetes managed at MOH health clinics
[99].

Thailand
Thailand is also an upper-middle-income country but with the
second largest economy (after Indonesia) in the Association of
Southeast Asian Nations (ASEAN). Its GDP in 2022 was US
$526 billion [100]. Thailand has the fourth greatest number of
Joint Commission International accreditation–certified hospitals
after Saudi Arabia, the United Arab Emirates, and Brazil. Yet
the medical expenses in Thailand are 50%-80% lower than those
in Europe, the United States, and Canada [101].

On the health and health systems ranking of countries worldwide
in 2023, Thailand was ranked 13th [25]. In 2020, the private
health expenditure in Thailand accounted for about 71.2% of
the total health expenditure [102]. Furthermore, Thailand has
become internationally known for its success with UHC policy
since its development in 2002 [103]. The National List of
Essential Medicines is a drug reimbursement list for the public
health insurance schemes in Thailand, and the Health
Intervention and Technology Assessment Program is a Thai
HTA agency established in 2007 that supports reimbursement
decisions [104]. Thailand used a relatively low percentage of
EHR or EMR warehouses in their RWD publications, with only
22% contribution in SCS publications and 16.1% in CCCS
publications (Figure 7). Surprisingly, they also had a relatively
low percentage of CER publications with 26.5% of their SCS
being CER publications and 29% of the CCCS being CER
publications [6].
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Figure 7. Real-world data landscape for Thailand (2017-2022). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
COOL-AF: Cohort of Antithrombotic Use and Optimal International Normalized Ratio Levels in Patients with Atrial Fibrillation; EHR: electronic
health record; EMR: electronic medical record; SCS: single-country studies.

The key identified databases contributing to RWD publications
from Thailand included the following [6]:

• COOL-AF Registry: The “Cohort of Antithrombotic Use
and Optimal International Normalized Ratio Levels in
Patients with Atrial Fibrillation (COOL-AF)” registry is a
database of patients with atrial fibrillation in Thailand [105].

• Type 1 Diabetes and Diabetes Diagnosed Before Age 30
Years Registry: This registry was established in 2014 and
involves 31 hospitals to evaluate glycemic control and
complications in patients with type 1 diabetes [106].

• Cardiac Intervention Association of Thailand Registry:
This nationwide registry was an initiative of the Cardiac
Intervention Association of Thailand. All cardiac
catheterization laboratories in Thailand were invited to
participate [107].

• Khon Kaen Cancer Registry: This is a population-based
cancer registry of Khon Kaen that covers 26 districts in
Northeastern Thailand [108].

• Thai Lymphoma Study Group Registry: This is a web-based
nationwide lymphoma registry from the Thai Lymphoma
Study Group [109].

• Rheumatic Disease Prior Authorization Registry: This is a
national registry used for government reimbursement in the
Rheumatic Disease Prior Authorization system. This registry
contains data on patients’ demographic and clinical
characteristics at baseline, data-related disease activity, and
type of biologic medication prescribed [110].

• 43-Files Database: These are administrative data collected
by the Thai Ministry of Public Health for the purpose of
reimbursement and health service use [111].

• Universal Coverage Scheme: This health coverage scheme
consists of 3 main public insurance schemes that offer
full-service coverage. The 3 schemes are the Civil Servants
Medical Benefits Scheme for civil servants and their
dependents, Social Health Insurance for private sector
employees, and the Universal Coverage Scheme that covers
70% of the population in Thailand [112,113].

Global Collaborators

Indonesia
Indonesia is a country of 279.5 million people and is South East
Asia’s largest economy with a GDP of ~US $1.32 trillion in
2022. Ranked 97th in the 2023 health and systems ranking,
Indonesia is progressing their UHC through the expansion of
NHI (Jaminan Kesehatan Nasional scheme) [25,114,115]. The
Indonesian government established the Indonesian Health
Technology and Assessment Committee as an HTA committee
in 2014 to be the center of HTA activity, and as a starting point
for the development of HTA [116]. Similar to the other Solo
Scholars in this study, Indonesia was responsible for a relatively
low number of RWD publications [7]. Of their SCS, 28.6%
(2/7) used EMR and 42.9% (3/7) were CER (Figure 8).
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Figure 8. Real-world data landscape for Indonesia (2018-2023). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
EHR: electronic health record; EMR: electronic medical record; SCS: single-country studies.

The key identified databases contributing to RWD publications
from Indonesia included the following [7]:

• Nationwide Percutaneous Coronary Intervention Registry:
This is a multicenter registry of interventional cardiology
projects involving 9 centers across Indonesia [117].

• Jakarta Province COVID-19 Epidemiological Registry:
This is a database of patients with confirmed COVID-19
cases from Jakarta province [118].

• Hasan Sadikin Lupus Registry: This is a registry created in
January 2016 that reports the medical records of patients
with systemic lupus erythematosus from the Dr Hasan
Sadikin General Hospital [119].

Pakistan
Health care has been identified as one of the best industry
prospects for Pakistan, a country with a population of more than

240 million and a GDP growth rate of 0.29% in 2023 [120].
Ranked 124th on the health and health systems ranking of
countries in 2023, Pakistan’s health care comprises a 3-tier
system of primary, secondary, and tertiary levels. The public
and private sectors work together to provide the best possible
care, but there have been tremendous concerns about the failure
of the delivery of quality care due to various factors, ranging
from inadequate infrastructure to inequitable distribution of
health care facilities [121]. Of note, to our knowledge, there are
currently no formal HTA programs in Pakistan [122].

These challenges are reflected in their low number of
publications and, more specifically, their low number of SCS.
Among the SCS, only 7.7% (1/13) were CER studies.
Alternatively, due to their inadequate infrastructure, more CER
was conducted in CCCS (12/18, 66.7%) (Figure 9).

Figure 9. Real-world data landscape for Pakistan (2018-2023). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
EHR: electronic health record; EMR: electronic medical record; SCS: single-country studies.
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The key identified databases contributing to RWD publications
from Pakistan included the following [7]:

• Cardiac Registry of Pakistan: This is a cardiac registry that
includes 25 facilities from 3 provinces of Pakistan.
Standardized data are collected every 3 weeks for this
database [123].

• Punjab Cancer Registry: This registry collects
population-level cancer statistics in Pakistan [124].

• Transfusion-Dependent Thalassemia Quality Improvement
Registry: It is a database comprising patients with
transfusion-dependent thalassemia from 4 centers in
Karachi, Pakistan [125].

Vietnam
In the 2022 ASEAN Business Outlook Survey, AmCham
Singapore members indicated Vietnam as the top Asia Pacific
country (30%), where companies are considering expansion,
followed by Malaysia (25%), Thailand (24%), and Indonesia
(23%) [126]. The per capita GDP for Vietnam was US $4086
in 2022 and is meant to increase to at least US $18,000 by 2035.
A large population of almost 100 million (half of which are
younger than 30 years), consistent strong economic growth, and
ongoing reform have created a dynamic and rapidly evolving
commercial environment in Vietnam [126].

Vietnam was ranked 44th on the health and health systems
ranking of countries in 2023 [25]. The Vietnamese MOH
manages 3 levels of health service delivery: primary level in
districts and communes, secondary level in provinces, and
tertiary level in national institutions under central government
control. Working within this hierarchical system, Vietnam aims
to build a solid health care infrastructure from the grassroots
[127]. Despite the significant progress, the health care system
still faces challenges to keeping ahead of the country’s escalating
population [127]. Vietnam is making significant progress toward
achieving UHC and is committed to delivering UHC [127]. In
2014, Vietnam introduced the HTA, working closely with the
Health Strategy and Planning Institute to facilitate its
institutionalization [128].

Similar to the other Global Collaborators, Vietnam generated
a low percentage of publications. However, 71.4% (5/7) of SCS
and 55% (11/20) of CCCS were CER (Figure 10). Based on the
literature search of RWE publications from linked databases in
Vietnam conducted in May 2023 on PubMed where the analysis
assumed a linear distribution for studies in 2019 and 2023,
Vietnam also exhibited the most significant increase with a
growth rate of 24.5% in RWD publications in the last 5 years
[7].

Figure 10. Real-world data landscape for Vietnam (2018-2023). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
EHR: electronic health record; EMR: electronic medical record; SCS: single-country studies.

The key identified databases contributing to RWD publications
from Vietnam included the following [7]:

• Ho Chi Minh City Cancer Registry: This registry documents
all diagnosed cancer cases in Ho Chi Minh City [129].

• Vietnam Health Insurance Scheme Database: This claims
database is managed by the Vietnam Social Security Service
and it contains medical examinations and care, preventive
care, rehabilitation, maternity care, and prescribed
medications [130].

Philippines
The health care system is shared between the public and private
sectors in Philippines and was ranked 96th on the health and

health systems ranking of countries worldwide in 2023 [25].
To respond to health financing gaps, the Philippines made major
reforms including the passage of the Universal Health Care Law
in 2019; however, there are ongoing issues with expenditure
[131]. Following this passage, there were increased efforts to
institutionalize HTA in the Philippines and as a result, a health
technology assessment unit was set up and is under development
[52]. During the time period of 2018-2023, the majority of the
Philippines’RWD publications were CCCS (19/22, 86.4%) and
only 33.3% (1/3) each of SCS were CER and used EMR (Figure
11). Although the adoption of EMR for research is low and the
publication count has been scanty in the last 5 years [7], the
Philippines is estimated to spend approximately US $4.4 billion
on digital infrastructure over the next 6 years [132].
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Figure 11. Real-world data landscape for Philippines (2018-2023). CCCS: cross-country collaboration studies; CER: comparative effectiveness research;
EHR: electronic health record; EMR: electronic medical record; SCS: single-country studies.

The key identified databases contributing to RWD publications
from the Philippines included the following [7]:

• Lysosomal Storage Disease Registry: It is a registry of
Filipinos diagnosed with any lysosomal storage disease
[133].

• Philippine Renal Disease Registry: This is a registry
consisting of 2 major components: The Chronic Renal
Disease Registry and the End Stage Renal Disease Registry.
The Chronic Renal Disease Registry is composed of the
Renal Biopsy Registry, and the End Stage Renal Disease
Registry is composed of Haemodialysis, Peritoneal Dialysis,
and Transplant Registries [134].

Discussion

RWD is used to inform policies in different capacities across
the countries. Focusing on the types and sources of RWD, we
noted key differences across the countries. For example, Taiwan
has a strong market economy [21], with a robust and successful
health care system [25]. It was noted that they had fewer
publications using EHR or EMR and more so used health
insurance or administrative claims for their numerous
publications. They also had many identified databases and, as
such, were able to access several data sources to generate RWE
(Figure 1). Taiwan exemplifies a country with the infrastructure
and resources to comfortably produce RWE. A trend in Solo
Scholar countries such as Taiwan was that they are prolific in
the publication of SCS, with a general decrease in CER studies
over time [6,7]. Typically, Global Collaborators have less robust
economies and health care systems. These were countries that
had less variety in data sources within their health system and
a lack of standardized or integrated databases. These countries
published more CCCS with a general increasing trend in the
percentage of CER studies [7].

For Global Collaborators, CCCS are important for the generation
of RWE. This highlights the necessity for data-sharing strategies

and a need for the development of data-sharing frameworks,
particularly to aid countries that have weaker health care systems
and less established infrastructure for RWD [7]. It also
underscores the potential benefits of opening data initiatives,
where governments play a pivotal role [135]. Opening these
data resources to a broader spectrum of stakeholders, including
academic institutions, can spur innovation, improve public
health outcomes, and foster a more collaborative ecosystem
[136]. Such initiatives not only democratize access to valuable
health data but also pave the way for a more inclusive approach
to tackling global health challenges. This reflects a growing
recognition of the importance of transparency and collaboration
between the public sector and external entities in enhancing
health care delivery and research [137]. Indeed, many nations
such as Vietnam leverage regional and global studies conducted
in a CER style to match their requirements for HTA. HTA
agencies across Asia could contribute to these types of
developments as this may be beneficial to them. In 2011, the
HTAsiaLink Network was set up as a collaborative network for
HTA agencies in Asia [138]. There is also the International
Network of Agencies for Health Technology Assessment, which
is an international HTA community, though to our knowledge,
Taiwan, Singapore, and Malaysia are the only countries
discussed that are part of this network [139]. Cross-sectoral
partnerships through HTAsiaLink Network and International
Network of Agencies for Health Technology Assessment could
help address challenges related to RWE generation, which are
much more common in lesser developed countries, and support
country HTA and regulatory decision makers in decision-making
[140,141]. However, there is also a need to improve database
identification and integration across countries as there is no
consistent naming of the databases, resulting in difficulty in
identifying and analyzing RWD publications across Asia.
Outside of reimbursement decisions, these improvements would
be helpful for a range of groups including health professionals
and researchers, health system managers, researchers, policy
makers, and investors. Along with these improvements, there
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is a need for focused use of EMR to streamline the process of
generating RWD for disease surveillance and management
[142].

In recent years, an increasing number of Asian countries have
begun to recognize the importance of HTA in making informed
pricing and reimbursement decisions for health care technologies
[143]. This shift toward evidence-based health care policy is
critical to ensure that decisions around health care technologies
are transparent and equitable [144]. To further enhance the
transparency and effectiveness of the HTA process, it is crucial
to involve all stakeholders at every step of the implementation.
In this context, global observational networks such as the
Observational Health Data Sciences and Informatics (OHDSI)
program offer a promising avenue for enriching HTA processes
with robust RWE. Countries such as Taiwan, Singapore, and
India already participate in OHDSI, although the global presence
remains limited [145]. By aligning governmental initiatives
with the Observational Medical Outcomes Partnership Common
Data Model used by OHDSI, there is a unique opportunity to
rapidly scale up the generation and use of RWE [146]. Such
collaboration broadens the evidence base for HTA and facilitates
international cooperation and benchmarking in health care
technology assessment. Moreover, linking HTA processes with
Observational and Medical Outcomes Partnerships or OHDSI
could serve as a catalyst for developing sophisticated and
evidence-driven health care policies.

In the Hong Kong government’s 2021-2022 budget, an increase
of US $480 million was allotted to the HA to meet increasing
demand for health care services [86]. One such service is the
CDARS, which emerged as the key EMR database for Hong

Kong [7]. It is a database developed by HA, which is readily
used in Hong Kong for RWD [90]. Among all 10 countries,
Hong Kong leveraged EMR for most of its RWD SCS (80.2%)
(Figure 4). Streamlined use of EMRs has the potential to collect
a variety of RWD, which reduces the need to set up multiple
disease-specific clinical registries for generating
non–cost-related RWE. The CDARS database is a good example
of this as it has been established for research purposes and
contains necessary medical information, including patient
demographics, details on admission, diagnosis, and prescription
and laboratory tests [90].

Conclusions
RWD plays a significant role in informing policy decisions
across Asia. There are differing trends and patterns in the use
of databases for published RWD across Asia and clear gaps in
usage of warehouses across countries. However, based on the
economic and health care development trends, there seems a
great potential in generating fit-for-purpose RWE across distinct
health care systems. Global Collaborators demonstrate a reliance
on international partnerships for CCCS, due to a strategic drive
to overcome infrastructural limitations. The review stresses the
necessity for enhanced data-sharing strategies and more robust
database integration, which are critical for countries with limited
health care system resources. Furthermore, the consistent naming
and use of databases, especially EMRs, are pivotal for advancing
disease surveillance and RWD generation across Asia. The
findings call for joint efforts by HTA agencies and stakeholders
to fortify RWD frameworks, which would not only aid
reimbursement decisions but also support the broader spectrum
of health care stakeholders.
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Abstract

Background: Computerized clinical decision support systems (CDSSs) enhance patient care through real-time, evidence-based
guidance for health care professionals. Despite this, the effective implementation of these systems for health services presents
multifaceted challenges, leading to inappropriate use and abandonment over the course of time. Using the Non-Adoption,
Abandonment, Scale-Up, Spread, and Sustainability (NASSS) framework, this qualitative study examined CDSS adoption in a
metropolitan health service, identifying determinants across implementation stages to optimize CDSS integration into health care
practice.

Objective: This study aims to identify the theory-informed (NASSS) determinants, which included multiple CDSS interventions
across a 2-year period, both at the health-service level and at the individual hospital setting, that either facilitate or hinder the
application of CDSSs within a metropolitan health service. In addition, this study aimed to map these determinants onto specific
stages of the implementation process, thereby developing a system-level understanding of CDSS application across implementation
stages.

Methods: Participants involved in various stages of the implementation process were recruited (N=30). Participants took part
in interviews and focus groups. We used a hybrid inductive-deductive qualitative content analysis and a framework mapping
approach to categorize findings into barriers, enablers, or neutral determinants aligned to NASSS framework domains. These
determinants were also mapped to implementation stages using the Active Implementation Framework stages approach.

Results: Participants comprised clinical adopters (14/30, 47%), organizational champions (5/30, 16%), and those with roles in
organizational clinical informatics (5/30, 16%). Most determinants were mapped to the organization level, technology, and adopter
subdomains. However, the study findings also demonstrated a relative lack of long-term implementation planning. Consequently,
determinants were not uniformly distributed across the stages of implementation, with 61.1% (77/126) identified in the exploration
stage, 30.9% (39/126) in the full implementation stage, and 4.7% (6/126) in the installation stages. Stakeholders engaged in more
preimplementation and full-scale implementation activities, with fewer cycles of monitoring and iteration activities identified.
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Conclusions: These findings addressed a substantial knowledge gap in the literature using systems thinking principles to identify
the interdependent dynamics of CDSS implementation. A lack of sustained implementation strategies (ie, training and longer-term,
adopter-level championing) weakened the sociotechnical network between developers and adopters, leading to communication
barriers. More rigorous implementation planning, encompassing all 4 implementation stages, may, in a way, help in addressing
the barriers identified and enhancing enablers.

(JMIR Med Inform 2024;12:e60402)   doi:10.2196/60402

KEYWORDS

medical informatics; adoption and implementation; behavior; health systems

Introduction

Background
The integration of digital technologies in health care services,
especially the implementation of computerized clinical decision
support systems (CDSSs), promises to enhance the quality,
safety, and efficiency of patient care [1]. Evidence continues to
build in favor of implementing CDSS for the optimization of
clinical management decisions [2], thereby enabling more
effective risk-based decision-making and the delivery of
personalized care within the realm of acute health care [3].
Noteworthy applications include the adoption of computerized
provider order entry systems [4], the deployment of point-of-care
alerts to enhance patient safety [5], and the integration of
electronic health record data and artificial intelligence (AI) for
decision support [6,7].

Indeed, CDSSs are increasingly incorporating AI and machine
learning to realize several critical benefits to clinical
decision-making [8]. AI and machine learning techniques
facilitate rapid analysis of extensive clinical data, including
patient records and medical literature, surpassing traditional
rule-based systems in swiftly generating insights and
recommendations [1,8]. These technologies excel in identifying
intricate patterns and relationships within data, enhancing
diagnostic accuracy and treatment recommendations [1]. The
relevance of AI and machine learning to CDSS adopters, such
as health care providers, lies in the ability to tailor
recommendations and predictions to specific scenarios [9]. For
instance, machine learning can enhance diagnostic accuracy for
common medical conditions by learning from large datasets,
which directly benefits the adopters by providing more precise
and actionable insights [10]. Although AI-enhanced CDSSs
promise more precise, timely, and personalized clinical support,
they are designed to complement rather than replace human
judgment, necessitating careful consideration of implementation
risks and limitations to optimize patient care and outcomes [11].

Despite these considerable potential benefits, the effective
implementation of these systems within health services presents
multifaceted challenges [1,12]. These include managing diverse
stakeholder expectations, emergent clinical and sociopolitical
contexts, and changing strategic priorities [13,14]. Failing to
address these challenges may give rise to unanticipated
outcomes related to low adoption rates [15,16], inappropriate
use [17,18], unforeseen consequences [19,20], and long-term
technology abandonment [21].

CDSSs can be valuable tools in health care, offering guidance
to professionals; however, these systems can face limitations
in practice. For example, CDSSs may struggle to accommodate
patients with complex comorbidities, potentially leading to
treatment recommendations that inadvertently worsen certain
conditions such as prescribing heart disease medication that
could harm kidneys [1]. Furthermore, CDSSs often do not
incorporate patient preferences, cultural beliefs, or financial
constraints as these data sources are not considered, necessitating
personalized adjustments by clinicians to ensure treatment
adherence and efficacy [1]. In acute care settings, CDSS may
not keep pace with rapidly evolving clinical conditions, requiring
clinicians to rely on their real-time assessments rather than
potentially outdated CDSS guidance [1,9]. Moreover, there are
high costs associated with the implementation, adoption, and
maintenance of CDSSs [22,23]. These limitations of CDSSs
underscore the critical role of effective implementation so that
the right CDSS can provide the right information at the right
time to the right patient [1].

Examining the factors that drive the successful adoption of
CDSSs and those that impede its progress contributes to a deeper
understanding of the dynamic interplay between technology
and health care delivery [24-26]. This can be approached
systematically [1,12-21] with guidance from well-established
theories within the discipline of implementation science, which
also accounts for organizational complexity [27,28]. A recent
scoping review found that models, rather than theories or
frameworks (18/42, 43% of the included studies), were most
frequently used to guide CDSS adoption and evaluation
strategies [29]. Unlike frameworks, models can be limited in
examining the complexity of sustained implementation,
acceptability, and adoption of technology across organizational
and system levels [29,30]. The Non-Adoption, Abandonment,
Scale-Up, Spread, and Sustainability (NASSS) framework uses
a complex systems approach, which encapsulates the
determinants NASSS of technological adoption overtime in
health care settings [24]. This framework serves as a conceptual
lens through which technological interventions are viewed as
part of a complex system consisting of many processes and
components. The utility of the NASSS framework lies in its
ability to identify contextually appropriate determinants and
inform implementation strategies, thereby shedding light on the
factors that impact the success of digital health implementations
[31-33]. Contextually informed implementation strategies
tailored to influence clinician behavior could have a greater
influence on CDSS adoption than technological design and
content features [15,24-26,34].
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Objectives
As such, this research was characterized by 2 principal aims.
First, we aimed to identify the NASSS theory-informed
determinants that either facilitate or hinder the application of
CDSSs within a metropolitan health service. These include
multiple CDSS interventions at the health-service level and at
a single hospital setting spanning for 2 years. Second, this study
aimed to map these determinants into specific stages of the
implementation process, thereby developing a systems-level
understanding of CDSS application across implementation
stages. A stage-specific mapping approach allows for more
nuanced and tailored strategies for CDSS integration, ensuring
that the unique challenges and opportunities associated with
each implementation stage are addressed [35-37].

Methods

Ethical Considerations
The Metro South Health Human Research Ethics Committee
granted ethical clearance for this research
(HREC/2020/QMS/64807). All participants provided written
and verbal informed consent before participating in the study.
Participation was voluntary and participants could withdraw at
any time. All data were deidentified and handled in accordance
with the Metro South Human Research Ethics Committee
guidelines.

Study Design and Theoretical Framework
This qualitative study used a hybrid inductive-deductive
approach [38]. The deductive approach was informed by the
NASSS framework to identify contextually specific determinants
associated with the use of CDSS technology in a large
metropolitan health service across discrete implementation
cycles during a 2-year period. The NASSS framework positions
technological interventions as part of a complex system and has
been used to guide implementation efforts and identify factors
that influence technology implementation success in health
services [24,31-33].

Study Setting
This study was conducted in a metropolitan health service
comprising 5 hospitals, which serve a large catchment area

(3856 km2) in Australia. Consequently, those employed by the
health service within the digital health and informatics portfolio
were recruited to take part in the study. It must be noted that
this department operates at both a health-service level and a
facility level. In addition, clinicians who worked at either of the
2 largest hospitals within the health service were also recruited.
With a facility of 1033 beds, hospital 1 is the largest teaching
and training university hospital and is equipped with all major
medical specialties except maternity services and pediatrics.
Hospital 2 comprises most medical specialties, with 459 beds,
including maternity services and pediatrics. Both hospitals (and
the health service at large) used the same integrated electronic
medical record system that had been implemented before the
commencement of the study.

Participant Recruitment and Sample
The participants sampled in this study included staff from the
clinical informatics unit, which operated at the health-service
level. In addition, clinical staff who worked within the 2 largest
(defined according to the number of available beds) hospitals
within this health service were also recruited to participate in
the study. In this study, CDSSs were defined as any electronic
system or interface designed to provide health system users
with tailored information to inform decision-making within a
particular context or situation [1,31]. The participants who met
the following selection criteria were recruited for this study:
experience with decision-making, governance, purchasing,
design, and implementation of CDSS initiatives within the health
service. This could include those with roles in informatics,
governance, and management, as well as frontline clinical staff.
The researchers used purposive sampling throughout the study,
seeking representativeness of participants who were involved
in using or implementing CDSS. The researchers also sought
representativeness across a range of implementer roles, that is
involved in making decisions or engaging in CDSS procurement,
rollout, and upgrades, and adopter roles, that is clinician users
of the CDSS [39,40]. To obtain this representativeness, the
researchers estimated a sample size of 30 to 40 participants.

Acting as a knowledge broker, SM, an academician who is also
embedded in the health service, used a knowledge brokering
process [41] to identify potential participants during informal
discussions with health-service staff. Those identified were then
formally invited to the study using internal memos and emails
sent from SM, with participants given a week to respond.
Nonresponders were followed up one more time within a
fortnight of the initial email. Saturation was deemed to be
achieved when no new concepts or understanding were
identified after 3 consecutive interviews following purposive
sampling [39].

Study Materials and Data Collection
The reporting of findings was guided by the Standards for
Reporting Qualitative Research checklist (Multimedia Appendix
1). A semistructured, NASSS framework–informed interview
guide, which focused on the availability, development, and
perceptions of CDSS within the participants’ health system
(Multimedia Appendix 2), was developed. Questions also
explored decisions around the implementation of CDSS as well
as their adoption, use, and sustainment in the course of time.

Data collection was conducted between March 2021 and March
2023. On the basis of the participants’ preferences and
availability, data were collected through one-on-one interviews
or through focus group discussions among groups consisting
of 6 participants. This was done through in-person and
web-based (Teams; Microsoft Corporation) techniques.
Interviews and focus group discussions were led by SM, an
experienced digital health and health services researcher (male,
PhD qualified, embedded in health service, and familiar to a
few participants), and SN, an experienced mixed methods health
services researcher (male and PhD qualified). The interview
duration was approximately 1 hour, while focus group
discussions were conducted for up to 2 hours. The interviews
and focus group discussions were audio recorded and transcribed
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verbatim. Preliminary findings were monitored and discussed
with the research team. This information was used to guide
recruitment until saturation was reached [33,42].

Obtaining Saturation
Initially, SN analyzed the transcripts thematically and
concurrently with data collection to facilitate purposive sampling
and identify saturation. Early analysis of transcripts allowed us
to identify preliminary themes and gaps, informing subsequent
interviews and ensuring that a diverse range of perspectives
were explored [33,42,43]. This iterative process of concurrent
analysis and interviewing was integral to refining our
understanding and ensuring the trustworthiness of the findings
[42,44]. At the completion of the interviews and focus group
discussions, MF and SN analyzed data using qualitative content
analysis [31] and framework analysis [31,45-47]. Framework

analysis is a systematic qualitative analysis widely used in health
and social care research to organize and analyze large volumes
of textual data, enabling comparison by case and theme [48].

The data analysis process is outlined in Figure 1. First, barriers,
facilitators, and neutral factors associated with CDSS across
implementation cycles were assigned a short summarizing
phrase [31,42]. This was done through inductive open coding
of each transcript. These initial phrases were discussed and
revised, with a few being discarded, amended, or subsumed to
create higher-order codes [31]. Through an initial inductive
analysis of codes, the researchers aimed to capture the
context-specific elements of the data without prematurely
applying a predefined framework [38,46]. This approach enabled
the discovery of preliminary themes and patterns, which were
subsequently aligned with the NASSS domains and subdomains
during the deductive phase of the analysis [33,38,46].
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Figure 1. Analytic process used in data analysis. CDSS: clinical decision support system; NASSS: Non-Adoption, Abandonment, Scale-Up, Spread,
and Sustainability.

Alignment With the NASSS and Active Implementation
Stages Frameworks
As a part of this process, where appropriate, illustrative quotes
were extracted for each of these codes [42]. The selection of
illustrative quotes during qualitative analysis was guided using
a consensus approach after discussion with MF, SN, BA, and
ZT. The selection of quotes aimed to capture diverse

perspectives and enrich subsequent mapping to the NASSS
framework to showcase the variations within each theme and
subtheme, ensuring that findings were both grounded in the data
collected and demonstrative of the range of perspectives
expressed by the participants [33,45,46,48-50]. The outcome
of this process was to reflexively map each of the higher-order
themes onto ≥1 of the NASSS domains and subdomains with
which they were aligned [31]. This analysis was primarily
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deductive, with the intent to align barriers, facilitators, and
neutral factors identified in our inductive analysis with
preexisting domains within the NASSS framework [31]. It is
important to note that, in the analysis, no restriction was placed
on the number of domains or subdomains with which an
individual-coded barrier, facilitator, or neutral factor could align
[31]. This was not only to categorize using the NASSS
framework but to reflect on the role of the theoretical framework
in capturing the complexity of CDSS implementation within a
real-world health service [31,51]. Themes not aligned to an
NASSS domain or subdomain were coded separately [46].
Finally, the Active Implementation Framework [35,36] was
used to categorize and display identified determinants according
to the stages for digital health implementation. These stages
include exploration, which is focused on the feasibility and
organizational readiness, installation, which is centered on the
organizational preparation, initial implementation, which covers
implementation-initiation techniques such as training, and full
implementation, which emphasizes sustainment [35-37].

Data Presentation and Interpretation
A descriptive numerical summary of the identified determinants
was collated in an Excel (Microsoft Corporation) spreadsheet,
mapping determinants to the NASSS framework domains and
the Active Implementation Framework stages [31,42]. To
illustrate the alignment of barriers, facilitators, and neutral
factors with the NASSS framework and the Active

Implementation Framework, the researchers developed visual
matrices to depict the frequency and salience of the identified
themes and their association with various implementation phases
[31]. This visual and numerical representation aimed to
demonstrate common findings across the NASSS domains
relating to CDSS implementation and to identify gaps in the
implementation of CDSS across different phases.

Trustworthiness
Throughout the analysis, the researchers maintained
trustworthiness and reflexivity by reflecting on the research
process through discussion as a research team and considering
how their perspectives and the chosen frameworks may have
influenced data interpretation [45-47,49]. This study provided
a narrative report of the framework mapping to each NASSS
domain and subdomain supported by direct quotes from the
interviews and focus groups [33,45,46] and discussed the
implications for practice.

Results

Participant Characteristics and Implementation Roles
A total of 30 participants, including implementers, decision
makers, and CDSS end users, across several departments took
part in this study. Table 1 provides comprehensive demographic
information about the participants.

Table 1. Participant demographics (N=30).

Participants, n (%)Position and categories

Sex

13 (43)Female

17 (57)Male

Portfolioa

16 (53)Medical specialty (ie, radiology, pharmacy, and cardiology)

8 (27)Digital health and informatics directorate

6 (20)Nursing and allied health

Job role

18 (60)Physician (ie, residents, junior physicians, consultants, specialists, and directors)

6 (20)Clinical informatics (ie, project manager, senior management, and data analyst)

6 (20)Allied health and nursing (ie, physiotherapist and triage nurse)

Implementation role

14 (47)Adopter-clinician (ie, physicians, allied health staff, and nursing staff)

5 (17)Organizational staff–implementer informatics

5 (17)Adopter-clinician and organizational staff champion

4 (13)Adopter-clinician and organizational staff leadership

1 (3)Adopter-clinician and organizational staff-implementer informatics

1 (3)Wider system–interorganizational networker

aPortfolio refers to the health service department associated with the participant, recognizing that some participants had a clinical background, that is,
physician, but were experienced at a department level with decision-making, governance, purchasing, design, and/or implementation of clinical decision
support system initiatives within this health service.
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Participants were mapped to NASSS-informed implementation
roles, highlighting their level of decision-making within the
hospital systems of interest, as shown in Figure 2. Of the 30
participants, 14 (47%) clinical staff identified solely as adopters
of CDSS tools. In addition, 17% (5/30) of clinical staff took on
the role of organizational staff champions, that is, clinicians
who advocate for the technology and its use [52,53]. Overall,
17% (5/30) of participants were informatics professionals, 13%

(4/30) of participants acted in dual roles of organizational staff
leadership and clinical adopters, that is, as clinical directors.
Only 1 (3%) participant encompassed adopter-clinician and
organizational staff–implementer informatics roles, that is, as
a clinician who worked within the digital health and informatics
directorate portfolio. Only 1 (3%) participant was considered a
wider system–interorganizational networker.

Figure 2. Non-Adoption, Abandonment, Scale-Up, Spread, and Sustainability (NASSS) framework–informed implementation roles of participants
(N=30).

Key Determinants Associated with CDSS
Implementation
The identified determinants encompass specific elements
pertinent to CDSS implementation. These elements were
classified into barriers, enablers, and neutral factors. For a
comprehensive breakdown of these determinants, refer to

Multimedia Appendix 3. The findings were mapped to the
NASSS domains and subdomains, as shown in Figure 3. Barriers
(71/126, 56.3%), enablers (50/126, 39.6%), and neutral factors
(5/126, 3.9%) associated with CDSS implementation were
identified in this study. Most determinants were mapped to the
organization (39/126, 30.9%), technology (32/126, 25.3%), and
adopter (25/126, 19.8%) domains.
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Figure 3. Key determinants associated with clinical decision support system (CDSS) implementation mapped to the Non-Adoption, Abandonment,
Scale-Up, Spread, and Sustainability (NASSS) domains.

Framework Analysis of NASSS Domains and
Subdomains

Organizational Domain
Key organizational level determinants were mapped to the
following NASSS subdomains. The barriers included limited
implementation capacity stemming from a lack of longer-term
implementation planning know-how:

That’s something that’s a little bit vague for me, do
we plough on? With a state that shows it works. Then
you bring in your usability. Or do you bring in your
app and then do your study?...And so that, that design
of the next phase sort of up here, but I don’t know the
best way to do it would be...how I’d explain it.
[Clinical adopter, senior management]

The participant highlights a concern on whether to continue
with existing approaches that show some amount of success
(eg, state that shows it works) or to introduce new technologies
(eg, apps) and evaluate their impact. This decision-making
process ties into limited implementation capacity, underscoring
the importance of strategic planning and expertise in guiding
successful implementation efforts. This may have flow-on
effects, resulting in inappropriate resource prioritization, which
is identified as a barrier that needs to be worked on:

Generally, they will provide support for when they’re
rolling out something new. But often you don’t
actually discover issues or problems with that new

process or software until you’re using it. [Clinical
adopter]

Furthermore, this impacted technological readiness as a barrier,
as stated by a participant:

I think [Health Service] really hasn’t accommodated
us because...if you’re on a VPN connection, you’re
throttled down to three or four megabits per second.
[Clinical adopter]

While not every clinician in the hospital may always be on a
virtual private network (VPN), VPN throttling affects system
performance in hospitals by limiting bandwidth, thereby
hindering the speed and efficiency of accessing critical systems
or data. This can negatively impact workflow efficiency and
user satisfaction for those required to use a VPN. This quote
also reflects participant’s concerns about organizational
readiness to adopt new technologies effectively in comparison
to existing organization infrastructure and practices. Conversely,
the organization appeared well- equipped to support initial or
early-stage CDSS implementation activities, including training:

Champions are trained, they’ve done validation, then
it’s a case of, OK, now we go live with that product.
[Informatics staff, senior management]

The organization has also established a highly skilled clinical
informatics workforce, as stated by a participant:

They’re the only group that has a clinical informatics
solution. So, you can do a training...in clinical
informatics. So, it’s nice because they have some
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champions now integrated. [Clinical adopter, digital
consultant]

This workforce ensures ongoing maintenance and support in
navigating the digital ecosystem:

There is a department in place to help you navigate
all the things you need to do. Whether that’s from an
IT procurement perspective, whether or not that’s
from a cybersecurity perspective... [Informatics staff]

These enablers were mapped to the subdomain of work needed
to plan, implement and monitor change. It must also be noted
that the inclusion of organizational champions across clinical
contexts was a significant enabler in the adoption of several
CDSSs across this hospital system. This was a key factor in
enabling the initial work needed to plan, implement, and monitor
change.

The informatics team has a close familial culture due to the
team members working together for a long time:

All of us have been working together for 10 plus
years, some of them 15. Very close-knit team. So that
is what holds us together. [Informatics staff]

The tight-knit nature of the informatics team can be seen as part
of the organizational culture, impacting how the team works
together, their ability to innovate, and their readiness to
implement changes in the organization. Although mapped to
the organizational domain of the NASSS framework, given that
the primary focus of this culture was not strictly covered by
standard organizational structures or leadership theories
associated with the NASSS framework’s general capacity to
innovate [54] but instead highlighted the unique interpersonal
dynamics within the team, we coded this separately from the
NASSS framework.

Technology Domain
In the hospital system, the most common technological barrier
was associated with the interoperability of CDSSs, which was
mapped to the material properties subdomain:

Sometimes, the lack of interface between the
systems...they run a parallel system. [Clinical adopter]

Participants also shared that they were not always fully aware
of CDSS modifications:

There used to be a feature in the IEMR where you
could taper medication doses...I don’t know what ever
happened to it and it just wasn’t there anymore.
[Clinical adopter]

In addition, users were not always aware of the best ways to
optimize using CDSS technology in this hospital system:

I know as someone who works in digital health and
informatics, there is...a little button to the side of that
that says, Click to see the ‘information. But I don’t
think a lot of people realize that... [Clinical adopter,
digital consultant]

However, when participants were able to experience how CDSS
supported effective practice, they were more likely to engage
and use the technology:

If you’re not too familiar with this medication or
you’ve forgot what the maximum dose should be or
you were distracted by something else, the power plan
[CDSS] has it there and says you shouldn’t be going
above this...so I think that’s good from a patient safety
perspective. [Clinical adopter]

I would imagine ease of use for a start...if it’s too
clunky, they won’t go anywhere, you know, even
introducing a new app into the system if it...takes 10
minutes to set it up. [Clinical adopter, senior
management]

Ease of use drives clinicians’ confidence. [Clinical
adopter, senior management]

These quotes are illustrative of how ease of use can enhance
clinicians’ overall confidence and proficiency in using the
technology effectively. This aspect minimizes the learning curve
and allows users to operate the CDSS with minimal training or
interruption. This can lead to increased confidence among
clinicians because they are able to interact with the system more
efficiently and focus more on patient care rather than struggling
with the technology. Therefore, this enabler mapped to the
NASSS subdomains of knowledge generated by the technology
and knowledge to use it.

Adopter and Condition
Despite some participants viewing technology as supportive of
effective practice, others expressed concerns with machine
learning found in modern CDSSs. These concerns were about
limiting the capacity for critical thinking, professional autonomy,
and personal legal ramifications:

The threat of machine learning would be that you
could become reliant on, you know, what an algorithm
is telling you and directing you to do, and you might
lose that art of being able to, like, go well...I recognise
this issue because I’ve seen it before. [Clinical
adopter]

This is where I think it’s something we’re going to
have to have to work out and develop some
protections around it...I want to make sure this thing
is safe. [Clinical adopter]

Conversely, adopters expressed positive perceptions of CDSS
technology when there was a clear lived experience of improved
workflow:

From a workflow perspective, it reduces the number
of clicks and the number of individual actions you
need to do to...So I think it makes things a lot easier
in that respect. [Clinical adopter]

This was also the case for patient-centered care observed through
improved outcomes:

I think that’s...the excitement of machine learning is
learning more...individualising the dose for a patient.
[Clinical adopter]

Effective adaptation to the local clinical context was also an
enabler, as stated by a participant:
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One sort of springs to mind that we do use as a
screening tool...It’s helpful to do it, sort of pops up
for every patient during your initial clinical
assessment...it’s just like three little questions that
you ask...it is an incentive for me to do a complete set
of vitals each time...I feel like I do it more often
because I’ve got that incentive to get that score.
[Clinical adopter]

Participants emphasized the importance of adapting CDSSs to
local clinical environments. CDSS was viewed positively when
demonstratively relevant adaptations were made in contrast to
a clear lack of clinically contextual adaptation:

Sometimes it can be a bit too rigid, and if you’re
wanting to do something that falls out of the power
plan, they sometimes can make the job harder...
[Clinical adopter]

The warfarin one works well and I think it's a better
example of how our plans would be used. [Clinical
adopter]

Consequently, this determinant was also mapped to the condition
domain.

Value Proposition
CDSS using AI was seen as valuable to adopters by enabling
efficiency in protocolized tasks with predefined workflows:

So, it’s really saving time on things that can very well
be done by sort of an artificial intelligence...it won’t
replace the reporting. [Clinical adopter, senior
management]

In contrast, when considering the relationship between
demand-side value (to adopters) and supply-side value (to
developers), different priorities can create misalignment
regarding the value proposition of a CDSS initiative. This
misalignment may lead to communication barriers:

I think our clients and customers, they think they’re
things really important. Because they have no
visibility of the strokes that we’re managing at the
moment, yeah so. For them, it’s hard to say what do
you mean. My initiative in one tiny little ward, which
means so much to me...you can’t help me. And I think,
because truthfully, they don’t have visibility of all the
other things that we’re doing. [Informatics staff]

Wider System
The lack of clear and consistent governance surrounding the
application of CDSSs within the hospital context was perceived
as a major wider system barrier by most participants:

But it’s also really raised a lot or highlighted a lot of
the areas where there could be more maturity...I
guess, operating in terms of making sure that
whatever processes need to be in place for governance
and decision-making, ethics, liability. [Informatics
staff, senior management]

However, participants also noted that the experience of the
COVID-19 pandemic showed that wider system
decision-making to facilitate the appropriate use of digital
technology could be streamlined in an effective and efficient
manner:

I think COVID certainly showed us that we can
streamline a lot of our decision making... [Clinical
adopter, digital consultant]

Embedding and Adaption With Time
Participants noted the resilience of this hospital system in
adapting to and accommodating the application of technology
as a key strength. This stemmed from an innovation culture and
recognition of the importance of evaluating technology across
implementation cycles, even if they did not currently have the
resources or exact know-how to do so:

I’m a massive champion of that whole point of we do
go through a cycle, right? Where you plan your
budget, you deliver, you maintain most systems...go
to that next step, which is to evaluate and more
importantly, evaluate does this thing still deliver the
same value statement that we thought it would at the
start. [Informatics staff]

A noted barrier was the acknowledgment that adapting complex
CDSSs, particularly AI, to contextual changes in the system in
the course of time was specialized and labor intensive:

So, we need to optimise it...how do we then make sure
that the tool stays accurate over time? No one really
has, I think, quite worked out, I think “that’s going
to be the challenge.” [Clinical adopter, senior
management]

Mapping NASSS-Informed Determinants to
Implementation Stages Across the Health Service

Overview
It must be noted that when mapped to Active Implementation
Framework stages [35-37], there was an uneven distribution of
determinants across implementation stages, with most
determinants falling in the scope of the exploration and full
implementation stages. This highlighted a tendency of
stakeholders to engage in the frequent preimplementation or
exploration activity and full-scale adoption activity. In contrast,
fewer determinants were associated with identifying contextual
drivers, developing adopter readiness, and facilitating contextual
capacity building to sustain ongoing adaption within an
established feedback and monitoring strategy. Figure 4 illustrates
the uneven distribution of the 126 identified determinants; Out
of the identified determinants, 77 (61%) were solely associated
with the exploration stage, 39 (31%) with the full
implementation stage, and 6 (5%) with the middle installation
stage.
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Figure 4. A tabular diagram illustrating the Non-Adoption, Abandonment, Scale-Up, Spread, and Sustainability (NASSS) determinants mapped to
implementation stages.

Exploration
Most determinants described in this study were identified during
the preimplementation stage, which is associated with assessing
organizational readiness and technological procurement
(exploration stage). Enablers in this stage included mapping
CDSS procurement to the clinical context and recognizing the
importance of involving diverse stakeholders. Conversely, there
were several barriers relating to the organizational,
technological, and wider system within the exploration stage.
This included a lack of streamlined executive decision-making
for CDSS procurement and adaption and navigating complex
governance processes.

Installation and Initial Implementation
These stages describe actions associated with identifying
contextual factors, which may facilitate the integration of a
CDSS into a system to inform an initial smaller-scale rollout
or pilot. The organization appeared to have engaged in fewer
installation-stage piloting activities; however, the key enabling
determinants were identified. Among these adopter-level factors
associated with enhancing clinician trust in CDSSs through
education, training, and leveraging peer champions were noted.
Conversely, barriers in this stage included a lack of targeted
resourcing to facilitate full-cycle CDSS implementation
planning.

Full Implementation
This stage represents a state of full technological integration
across an entire system or organization. This involves activities
associated with ongoing monitoring and iteration, scalability,
and replicability. Several enablers were identified within this
phase, particularly at an organizational and technological level,
when considered in the context of adaption and embedment in
the course of time. This included decision makers recognizing
the need for ongoing investment in capacity building to sustain
a digitally informed workforce and the need for ongoing iteration
of CDSSs to support effective practice in the course of time.
The barriers identified included the lack of sustained
organizational champions postadoption and insufficient training
and information on technology upgrades which occurred over
time.

Multistage Implementation Activities
Four determinants spanned multiple stages. Organizational-level
training of champions supported CDSS adoption in both
exploration and installation stages. A notable barrier was the

lack of knowledge and guidance for implementation planning,
affecting organizational readiness. Trust in CDSS was
recognized as varying among clinicians and was not systemically
evaluated across all implementation stages. Inbuilt tracking
mechanisms to measure uptake and patterns of CDSS were seen
as beneficial for transparency and user fidelity throughout
implementation cycles but were not uniformly explored or
applied.

Discussion

Principal Findings
By mapping NASSS-informed determinants influencing CDSS
implementation cycles using the Active Implementation
Framework stages [35-37], our research provides pragmatic
insights to inform tailored integration strategies of these
technologies into large hospital systems. Despite encountering
limitations in implementation capacity and planning know-how,
the institution demonstrated strength through a well-equipped
clinical informatics workforce and early-stage training of its
adopter workforce. This finding aligns with existing literature,
emphasizing the critical role of organizational culture and
support structures in successful technology adoption [13,31].
Second, CDSS implementation faced technological hurdles,
including interoperability and interface issues, a frequently
reported CDSS engagement barrier [15,22,55]. However,
positive user experiences emerged as a significant factor
influencing CDSS use, particularly when adopters could directly
experience improved efficiency and better patient outcomes for
themselves. This underscores the importance of user-centric
design and showcases the practical impact of CDSS on health
care workflows, aligning with the broader pattern of
emphasizing end user perspectives in technology adoption
[12,15,17]. The presence of peer champions among clinicians
emerged as a significant enabler. Peer-to-peer support and
advocacy played a crucial role in enhancing clinician confidence
and acceptance of CDSSs, contributing to a smoother initial
implementation process. Moreover, the study reveals wider
systemic barriers, such as a lack of clear governance for CDSS
applications, aligning with the ongoing discourse on the
necessity for robust regulatory frameworks in the broader
implementation of digital health care technologies [25,56]. This
finding emphasizes the need for a systemic approach to address
governance gaps and ensure the effective integration of CDSSs
into health care systems. These findings strongly align with our
recent scoping review, which mapped reported CDSS
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implementation barriers and enablers to NASSS domains [31].
Although further empirical evidence from successful
implementation is required, this further highlights the reliability
of the NASSS framework as a pragmatic tool to identify
meaningful domain-level determinants associated with the
implementation of technology within health systems [24,54].

When determinants were mapped to the Active Implementation
Framework stages [35-37], a clear pattern emerged highlighting
implementation activities most notable in the early stage of
exploration and the later stage of full implementation. The
absence of planned piloting and process evaluation was not
unexpected, given a lack of evaluation and implementation
planning know-how was identified as a key organizational
readiness barrier.

This may be addressed through the application of
theory-informed approaches to implementation planning [27,30].
This finding aligns with the gaps identified in our recent scoping
review examining the use of theories, models, and frameworks
to support CDSS implementation within hospital systems [29].
This review [29] reported an inconsistent application of
systematic approaches to implementation planning within
hospital systems in several countries.

Furthermore, while organizational-level training of champions
was crucial and supported CDSS adoption in both the
exploration and installation stages, this was not sustained
throughout the implementation life cycle. This weakening of
the informatics-adopter sociotechnical network during the course
of time may have contributed to the communication issues
adopters frequently highlighted. This study identified 3 key
communication issues in the implementation of CDSSs. First
is the challenges in effectively communicating and coordinating
within the complicated web of governance structures, potentially
impeding the progression of CDSS implementation. Second,
the limitations in ongoing communication about system updates
and advancements may lead to adopters being unaware of
improvements, impacting their ability to fully use the CDSS.
Third, trust in CDSSs was recognized as varying among
clinicians, indicating a potential communication challenge in
conveying the benefits and reliability of the system uniformly
across all CDSS adopters. More rigorous implementation
planning, encompassing all 4 stages, may go some way in
addressing the identified communication gaps [27,29,30,35,36].

Furthermore, this study identified the need for ongoing adopter
support and planned evaluation strategies encompassing the full
implementation cycle [36,56]. Evidence indicates that sustained
cycles of monitoring and iteration may lead to sustained
integration of CDSS in health care systems [21,34,57]. For
example, planned mechanisms for user tracking allow for
real-time assessment of uptake, which may impact the choice
and delivery of implementation strategies to facilitate the
continuous adoption of the innovation in practice [10,58].

Strengths and Limitations
The study’s strengths lie in its holistic systems thinking
approach, which provides a comprehensive understanding of
the challenges and enablers within each implementation stage
and across implementation cycles for complex systems such as

CDSS. The researchers acknowledge that the final phase,
defined as full implementation within the Active Implementation
Framework, does not fully address all components of
sustainability, which can include factors such as changing
legislation, government (federal and state) budgets, and
workforce capacity [35,36,57,59]. However, this framework
does acknowledge factors that bridge the policy gap within an
organization, including clear governance pathways and
longer-term resourcing, in addition to recognizing embedded
behavior change and ongoing monitoring and iteration as parts
of full implementation cycles [35].

It must be noted that while this study was intentionally designed
for a 2-year period, there may have been specific events
(including the COVID-19 pandemic) that may have influenced
participant perceptions. However, it was not within the study’s
scope to contextualize a comprehensive list of events that could
have impacted perceptions. Nonetheless, our questions were
designed to probe reasons behind participant perceptions when
interviewed; early analysis of transcripts allowed us to identify
preliminary themes and gaps, ensuring that a diverse range of
perspectives were explored and stopped when no new insights
were gained [33,42,44]. The participants’ roles can influence
their perceptions and experiences with CDSS implementation.
Clinical adopters might focus more on usability and patient
impact, whereas senior management or informatics professionals
may prioritize technical challenges and integration issues [60].
Findings may not fully generalize to other health care settings
with different organizational structures, levels of technological
maturity, or cultural contexts [10]. It must be noted that patient
perspectives were outside the study scope, which focused on
clinicians as end users within an acute-care (hospital) setting.
Recommendations and insights derived from this study may
need to be interpreted cautiously in broader contexts and may
apply more directly to the study settings where similar
participant distributions and roles are prevalent [10,61]. Future
work should also consider examining patient perspectives to
enhance insights.

The study was conducted within a specific health care system,
potentially limiting the generalizability of some findings.
However, the use of the NASSS framework has identified
multilevel determinants that align with trends in contemporary
research findings across the health care system [31,62,63].
Moreover, the study’s participant population represents a broad
spectrum of stakeholders involved in CDSS implementation,
including clinical staff adopters, organizational champions, and
informatics professionals. This diversity ensured the
representativeness of perspectives needed to understand the
broader contextual factors applicable beyond this study’s settings
[63,64]. By including individuals from various departments and
decision-making levels, the study captures a holistic view of
the challenges and facilitators influencing CDSS adoption,
contributing to a nuanced understanding of implementation
dynamics within the hospital system. Furthermore, this
qualitative study was exploratory in nature and enabled us to
unpack the intersectionality of multiple determinants in
influencing a range of implementation outcomes.

Future research could extend the use of the NASSS framework
to the application of CDSS in different health care environments

JMIR Med Inform 2024 | vol. 12 | e60402 | p.437https://medinform.jmir.org/2024/1/e60402
(page number not for citation purposes)

Fernando et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


or medical conditions such as in rural hospitals or mental health
care [31,34]. Furthermore, investigations might integrate a
systems-level framework, such as the NASSS framework, using
behavioral assessments, standardized psychological tests, or
multimodal methodologies to explore individual emotional
reactivity for CDSS adoption [13,65]. Such endeavors may
deepen insights into health care professionals’ emotional
responses, such as stress levels, satisfaction, and confidence
[13], to CDSS use. The insights gained could contribute to
broader knowledge about technology implementation across
diverse health care contexts, informing tailored strategies for
improved adoption, long-term viability, and best practices to
enhance CDSS adoption in various health care settings [31,66].
Additional quantitative data and further empirical application
of the NASSS framework may be beneficial in further exploring
specific qualitative findings identified in this study. Future
research could explore the longitudinal aspects of CDSS

adoption to capture changes and adaptations over extended
periods by conducting trials with integral process evaluations
to test the identified implementation factors across diverse
populations and settings [53,60,63].

Conclusions
These findings address a significant knowledge gap in the
literature using system thinking principles to identify the
interdependent dynamics of CDSS implementation. In moving
forward, this study serves as a catalyst for informed
decision-making in CDSS implementation, offering actionable
insights for practitioners and researchers alike. As technology
continues to evolve and health care landscapes transform, the
lessons gleaned from this study provide a foundation for refining
CDSS implementation strategies and advancing patient-centered,
efficient, and ethically sound health care practices.
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Abstract

In the rapidly advancing landscape of artificial intelligence (AI) within integrative health care (IHC), the issue of data ownership
has become pivotal. This study explores the intricate dynamics of data ownership in the context of IHC and the AI era, presenting
the novel Collaborative Healthcare Data Ownership (CHDO) framework. The analysis delves into the multifaceted nature of data
ownership, involving patients, providers, researchers, and AI developers, and addresses challenges such as ambiguous consent,
attribution of insights, and international inconsistencies. Examining various ownership models, including privatization and
communization postulates, as well as distributed access control, data trusts, and blockchain technology, the study assesses their
potential and limitations. The proposed CHDO framework emphasizes shared ownership, defined access and control, and
transparent governance, providing a promising avenue for responsible and collaborative AI integration in IHC. This comprehensive
analysis offers valuable insights into the complex landscape of data ownership in IHC and the AI era, potentially paving the way
for ethical and sustainable advancements in data-driven health care.
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Introduction

Integrative health care (IHC), which emphasizes a holistic
approach to patient well-being [1], increasingly incorporates
artificial intelligence (AI) to enhance health care delivery.
Within this intersection, questions regarding data ownership
become pivotal [2]. The wealth of patient data created during
the practice of IHC and processed by AI includes medical
history, social determinants of health (SDOHs), lifestyle factors,
and treatment responses. These underscore the importance of
clarifying ownership and control over this sensitive information.
Varied legal and ethical perspectives on health data ownership
have emerged. These include individuals retaining certain rights
and interests in the data, leading to the dilemma of data
ownership in health care [3], especially in the age of AI. For

instance, in common law countries like the United States, health
care providers typically own physical patient records, not
patients. While patients have access rights under privacy or
freedom of information laws (and health information laws in
some regions), these do not equate to ownership. Similarly,
government agencies (eg, disease registry administrators) own
patient data stored in their databases. In this context, we focus
on a detailed exploration of data ownership in the IHC and AI
era, discussing its implications and challenges in the United
States.

Many countries grapple with data ownership frameworks,
particularly in health care. Some, like those with national
electronic health records, prioritize centralized accessibility
[4,5]. Others, with federalized health care systems, navigate the
division of responsibility between national and regional
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governments [6]. This complexity underscores the need to
examine the US context. Within the United States itself, data
ownership can also vary significantly. Just like the health care
example, some regions might have more centralized data access,
while others operate with a more fragmented system. This
internal diversity emphasizes the importance of exploring such
frameworks across the US landscape.

This study aims to evaluate common data ownership models
that apply to the IHC setting, scrutinizing their appropriateness
based on the purpose of law and ethics. Through this
exploration, we intend to contribute to the ongoing dialogue
surrounding the responsible integration of AI in IHC. The study
sheds light on the significance of patient-centric data
governance, providing insights into the legal and ethical
implications and considerations for ensuring responsible and
transparent AI implementation within integrative health (IH).

IH Model

IHC embraces a holistic approach to wellness and centers on
the interconnectedness of the mind, body, and spirit, advocating
for comprehensive healing that addresses all facets of an
individual’s health [1]. IHC often adopts an interdisciplinary
modality, fostering collaboration among practitioners from
diverse fields to deliver optimal care. This integrative team may
include medical doctors, nurses, acupuncturists, chiropractors,
and other health care professionals [7]. The IHC model has
gained significant momentum in recent years. The United States
National Institutes of Health established a dedicated center, the
National Center for Complementary and Integrative Health, for
IHC research. Additionally, the Veteran’s Health
Administration’s Whole Health System [8] exemplifies its
implementation within large health care systems. This growing
recognition positions IHC as a key component of the learning
health system, aiming to continuously improve patient-centered
care through data-driven insights [9].

At the core of IHC is integrating conventional and
complementary approaches, forming a coordinated health care
ecosystem. This approach emphasizes multimodal interventions,
combining conventional health care practices (medication,
physical rehabilitation, and psychotherapy) with complementary
health approaches (such as acupuncture, yoga, massage, lifestyle
coaching, and so on) [1]. These tailored interventions address
the entire individual rather than focusing solely on a specific
organ system. IHC seeks to deliver comprehensive health care
that addresses an individual’s well-being by promoting
well-coordinated care among diverse providers and institutions.

Incorporating integrative approaches to health and wellness is
gaining momentum within health care settings in the United
States [10]. Researchers are actively investigating the potential
benefits of IHC in diverse contexts, such as pain management
for military personnel and veterans, symptom alleviation for
patients with cancer and survivors, and programs promoting
healthy behaviors [11]. These ongoing investigations seek to
shed light on the transformative potential of IHC in enhancing
patients’overall well-being, and patient and provider-generated
data often appear through the processes.

An IH practice process typically involves the following steps:

1. The patient consults with an IH practitioner to discuss their
health concerns and goals.

2. The IH practitioner assesses the patient’s health and devises
a treatment plan that may incorporate a blend of
conventional and IH practices.

3. The IH practitioner may recommend the patient to other
providers, such as chiropractors, acupuncturists, or
nutritionists.

4. The patient collaborates with these additional providers to
develop a more comprehensive treatment plan.

5. The health care providers work together to offer the patient
the best possible care, focusing on the specific condition
and overall well-being and long-term health outcomes
improvement.

For instance, a patient experiencing chronic pain might consult
an IH practitioner who crafts a treatment plan encompassing
physical therapy, acupuncture, and herbal supplements. The
practitioner may also recommend a nutritionist to guide the
patient in making dietary changes, supporting their healing, and
using food as medicine [12] to ease the mental response to the
body changes. The IH model is increasingly embraced in health
care, reflecting a growing interest in holistic approaches to
address health concerns. The interdisciplinary collaboration
among IHC practitioners enables patients to receive
comprehensive and effective care. However, it is worth noting
that the data generated by patients, providers, and other
stakeholders throughout this process can be substantial on a
large scale, covering a wide range of data fields and categories
(Table 1).

In addition to the 3 main categories mentioned earlier, IH
clinical practice may also generate data on the following:

1. Patient-reported outcomes (PROs): Include assessments
such as pain scales, mood evaluations, and sleep diaries

2. Clinical laboratory tests: Involve procedures like blood
work and imaging studies

3. Patient engagement and adherence to treatment plans:
Monitoring how actively and consistently patients
participate in and follow their treatment plans

4. Cost-effectiveness of IH interventions: Evaluating IH
approaches’ economic efficiency and value

5. Adverse events or side effects: Tracking any negative
reactions or undesirable effects resulting from IH therapies

IHC represents a paradigm shift in the health care model,
moving from a disease-centered approach to a holistic one that
prioritizes patient’s well-being by incorporating a wider range
of data sources, fostering interdisciplinary collaboration, and
potentially leveraging AI for personalized insights. IHC’s
strength lies in its interdisciplinary nature, where various
providers (doctors, therapists, and nutritionists) collaborate and
continuously learn from patient data. This collaborative
approach, while fostering innovation and new interventions,
creates a complex data landscape. Since IHC collects a wide
range of data—medical history, behaviors, SDOHs, and even
patient-developed wellness plans (and often uses AI to analyze
it), the ownership of these combined datasets and the potential
new knowledge derived from them becomes unclear.
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Furthermore, the very process of AI analysis creates additional
complexities. As AI identifies patterns and trends within this
rich patient data, new knowledge may be generated. Who owns
these “derived data”? Does the ownership lie with the patient
who provided the original information or with the platform that
developed the AI creating the insights?

These uncertainties around data ownership can discourage
patients from fully engaging with IH programs, fearing a loss
of control over their personal health information. Clear data

ownership policies and legal frameworks are essential to
navigate these complexities. The health care stakeholders,
including patients, caregivers, providers, and health care
systems, need to understand how their data are being used, who
has access to it, and for what purposes. Only then can IHC
unlock its full potential for holistic and personalized medicine
and improved health outcomes while ensuring patient trust and
privacy. Next, we will dissect the data ownership issues from
the practice perspective.

Table 1. Data types generated in the clinical practice.

ExamplesCategory

This type of data can include demographic details, medical history, family history, lifestyle factors, and SDOHsa.Patient information

This encompasses integrative health therapies provided, including acupuncture, massage therapy, herbal medicine,
nutritional counseling, and mindfulness practices. It also includes information on these treatments’ frequency, duration,
and intensity.

Treatment details

This involves assessing the impact of integrative health interventions on patient health and well-being. Relevant outcome
measures include symptom management, quality of life, functional status, and overall satisfaction with care.

Patient outcomes

aSDOH: social determinant of health.

Data Ownership Issues Rooted in the IHC
Practice

Data ownership issues can arise at all stages of health care,
including the IHC practice process, from the initial assessment
to developing a treatment plan to monitoring the patient's
progress.

Assessment Phase
During the assessment phase, the IHC practitioner may collect
data from the patient’s electronic medical records (EMRs),
diagnostic tests, and questionnaires. Like other medical fields,
data collected from EMRs and tests are often used to plan
treatment options. In the IHC settings, PRO data, or real-world
data, have more essential roles than traditional models, as PRO
data may assist shared decision-making [13] and are associated
with the enrollment of IHC approaches [14]. However, from
the data ownership perspective, these data may contain sensitive
information about the patient’s health condition and lifestyle.

For example, an IHC practitioner may ask patients about their
diet, exercise habits, sleep patterns, stress levels, and use of
herbs and other supplements that the local policy or law may
not regulate. The sensitivity of this information may burden
some providers when certain patients have situations that they
may not want to share with other stakeholders to avoid potential
troubles. For instance, a patient might be hesitant to disclose a
history of substance abuse or mental health concerns, fearing
discrimination from employers or insurers. This is especially
concerning in the context of IHC, where expanded access to
data raises the stakes for patients who could face negative
consequences for past medical decisions, such as declining to
seek treatment or noncompliance. These data are essential for
the practitioner to develop an accurate and effective treatment
plan for the patient Determining how these data can be used for
medical diagnosis, how patients can authorize providers to
access them, and how patients can control or participate in data
transfer and usage raises significant challenges. However, it is

also important to note that these data are sensitive and
confidential. The patient has a right to know how their data are
being used and to control who has access to it.

Treatment Plan Development
Once the practitioner has assessed the patient’s health, they will
develop a treatment plan. This plan may include a combination
of conventional and IH practices, as discussed above. For
example, an IHC practitioner may recommend that a patient
with chronic pain take a combination of over-the-counter pain
relievers, acupuncture, and yoga. The practitioner may also
suggest dietary changes and stress management techniques.

The treatment plan may require the patient to share additional
data with the practitioner, such as their treatment response or
progress. Many of these data may not be categorized or can be
innovative exploratory work that no other medical field has
touched, which reflects the whole person-based care model.
These data can be generated through new interventions, while
the treatment plan outcomes formulated between patients and
interdisciplinary providers may not have standard end point
criteria. Another challenging part here is understanding the
different data levels related to a person’s life. Beyond that, much
data can be associated with SDOH [15] and other measurements
that have yet to be invented or discovered, which could pose
future privacy challenges. For instance, the integration of genetic
data or continuous environmental monitoring could create more
detailed profiles, raising new questions about who has access,
how it can be used, and the potential for discrimination [16].

Monitoring Phase
During the monitoring phase, the practitioner will track the
patient’s progress and adjust the treatment plan as needed. This
may involve collecting additional data from the patient, such
as their symptoms, quality of life, and satisfaction with the
treatment.

These data are essential for the practitioner to ensure that the
patient receives the best possible care. However, it is also
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important to note that these data are personal, sensitive, and
confidential; like the data generated during the treatment phase,
they can be collected by multiple providers. It may also contain
health data collected from the patient’s family member and
caregiver, including qualitative data that may have the patient’s
family member’s personal information. Thus, the patient has a
right to know how their data are being used and to control who
has access to it.

AI in the IH Setting

AI technologies have proven to be powerful tools in many health
care fields, leading a shift in health care delivery focusing on
the patient and their overall well-being [17]. AI holds immense
potential to revolutionize the IHC [2] by enhancing patient
outcomes, boosting efficiency, and transforming health care
delivery [18]. One of AI’s key contributions lies in enabling
personalized medicine. By analyzing patient data encompassing
medical history, genetics, lifestyle, and environmental factors,
AI can assist IHC providers in tailoring treatment plans to
individual needs, ensuring optimal care [19-21]. In addition, AI
can analyze patient data to identify patterns or markers indicative
of underlying health conditions, facilitating earlier and more
accurate diagnoses [22]. AI’s capabilities extend to improving
treatment outcomes by providing real-time analysis of patient
data and presenting relevant treatment options, empowering
IHC practitioners to make informed decisions [23]. Furthermore,
AI can automate routine tasks, such as scheduling appointments
and managing patient records, alleviating the administrative
burden on practitioners and allowing them to devote more time
to patient care [24,25].

Significant breakthroughs in AI and IHC primarily focus on
optimizing therapeutic models, including AI-assisted
acupuncture [26], traditional Chinese medicine diagnoses
through tongue and lip analysis [19], and traditional Chinese
medicine syndrome identifications [27]. In addition, the research
explores the use of AI in mindfulness practices [28] and
medication adherence [29], leveraging EMR and natural
language processing to improve the syndrome pattern diagnosis
of lung diseases in integrative medicine [19]. While these
clinical trials and applications demonstrate promising progress,
other endeavors strive to leverage AI’s advantages in IHC
beyond improving existing models, such as patient education
and AI-powered symptom analysis. To summarize, the potential
applications of AI in IHC can be followed by the 3 phases of
IHC—assessment, treatment, and monitoring.

Assessment Phase

Personalized Risk Assessment
AI can analyze vast patient data, including genetic, lifestyle,
and environmental factors, to identify individuals at higher risk
of developing chronic diseases or adverse health outcomes [30].
This personalized risk assessment can guide preventive health
care measures and early interventions.

Symptom Analysis and Pattern Recognition
AI-powered tools can analyze patient-reported symptoms,
medical history, and clinical data to identify patterns and

potential underlying conditions [31]. This can help clinicians
make more accurate diagnoses and tailor treatment plans
accordingly.

Mental Health Assessment and Screening

AI-based chatbots and virtual assistants can engage in
conversations with patients to assess their mental health status
and identify potential signs of depression, anxiety, or other
mental health concerns. This can facilitate early intervention
and support [32].

Treatment Phase

Personalized Treatment Planning
AI can analyze patient data and clinical guidelines to generate
personalized treatment plans considering individual factors,
including genetic predispositions, past treatments, and coexisting
conditions [30,33]. This can optimize treatment efficacy and
minimize side effects.

Drug Dosage Optimization
AI can analyze patient data and medication profiles to determine
the optimal dosage for prescribed medications, reducing the
risk of adverse drug reactions and improving treatment outcomes
[34,35].

Nutritional Guidance and Meal Planning
AI-powered tools can analyze individual dietary needs,
preferences, and health goals to provide personalized nutritional
guidance and meal planning recommendations, supporting a
healthy lifestyle and disease management [36].

Monitoring Phase

Real-Time Remote Monitoring
AI-enabled wearable devices and sensors can continuously
collect patient data, such as vital signs, activity levels, and sleep
patterns, and transmit it to health care providers for real-time
monitoring [37]. This allows for early detection of potential
health concerns and timely interventions.

Predictive Analytics for Disease Exacerbation
AI can analyze patient data and identify patterns that predict
potential disease exacerbations or adverse health events,
enabling proactive interventions and preventing complications
[24,30].

Patient Engagement and Adherence support
AI-powered chatbots and virtual assistants can engage with
patients, provide reminders, and offer personalized support to
improve medication adherence and lifestyle modifications,
enhancing treatment outcomes [38,39].

Data Generated in AI-Incorporated IHC
With the potential applications of AI in IH clinical practice, the
types of data generated can expand beyond traditional patient
information and treatment details. Here are some examples of
data that can be created with AI integration:

1. Patient-generated health data: AI can analyze data from
wearable devices, fitness trackers, and patient-reported
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symptom trackers to provide insights into patient lifestyle,
sleep patterns, and overall health status. These data can be
used to personalize treatment plans and monitor patient
progress [40,41].

2. Real-time biofeedback data: AI can analyze biofeedback
data from devices that measure heart rate variability, skin
conductance, and other physiological signals [42]. These
data can be used to assess patient stress levels, anxiety, and
pain, allowing for real-time adjustments to IH interventions.

3. Genomic and proteomic data: AI can analyze genetic and
protein expression data to identify individual variations in
drug metabolism, disease susceptibility, and response to
IH therapies [43]. This information can tailor treatment
plans and predict potential adverse reactions.

4. Predictive analytics: AI can analyze historical data and
patient characteristics to predict the likelihood of future
health events or treatment outcomes [44]. This information
can be used to proactively identify patients at risk and tailor
preventive care or treatment plans.

5. AI-driven treatment recommendations: AI can analyze
patient data and clinical guidelines to provide personalized
treatment recommendations, including the type, dosage,
and frequency of IH therapies [30,45]. This can streamline
treatment planning and improve patient adherence.

6. AI-powered clinical decision support: AI can provide
real-time clinical decision support to health care providers,
suggesting appropriate IH therapies based on patient data
and evidence-based guidelines. This can enhance clinical
decision-making and improve patient care [30,46,47].

7. AI-powered research and clinical trials: AI can facilitate
the design, analysis, and interpretation of clinical trials in
IH, leading to faster advancements in evidence-based
practice [48,49].

Data Ownership Issues in the IHC or AI
Setting

IHC and AI data collection raise complex ownership concerns
due to several factors. First, individual contributions to these
systems are often intertwined, making it unclear who truly
“owns” the resulting data. Second, machine-generated data and
AI-derived insights introduce new questions about who holds
rights to these intellectual creations. Finally, traditional legal
frameworks like copyright and privacy struggle to adapt to the
unique dynamics of IHC and AI, leaving ownership ambiguous
and potentially sparking disputes. Furthermore, there are several
other challenges:

1. Ambiguity around consent and control: Individuals
interacting with IHC and AI systems may struggle to
understand how their data are collected, used, and shared.
Consent mechanisms might be opaque, leaving users unsure
if they retain any control over their information [50].

2. Difficulty attributing authorship and creativity: As AI
systems increasingly contribute to data generation and
analysis, it becomes challenging to determine who deserves
credit for the resulting insights [51-53]. Is it the human who
provided the initial data, the developer who created the AI,
or the AI itself?

3. Balancing individual rights with collective benefits: While
data collected through IHC and AI can offer societal
benefits like improved health care or personalized services,
these advantages can come at the cost of individual privacy
and autonomy. Striking a balance between these competing
interests remains a significant challenge [50,54].

4. Exploitation and bias risks: Unethical actors might exploit
data ownership ambiguities to manipulate or discriminate
against individuals [55]. Biased algorithms trained on
skewed datasets can further perpetuate such injustices.

5. International complexities: Data ownership laws and
regulations vary significantly across jurisdictions, creating
challenges for global IHC and AI projects [56]. This can
lead to confusion and hinder responsible data governance.

Addressing these complex issues requires ongoing collaboration
between technology developers, policy makers, legal experts,
and the public. We can ensure equitable data ownership and
responsible AI development that benefits all through open
dialogue and innovative solutions.

Who Has the Right to Own the Data?

Data are more critical than ever in the AI and machine learning
era. This is especially true in IHC, where AI or machine learning
can be used to develop new treatments, improve patient care,
and conduct research. However, the ownership of IHC data is
a complex issue. There are several stakeholders who may claim
ownership of IHC data.

First, patients may argue that they own their data, including
data derived from their medical records and diagnostic tests.
Traditionally speaking, patients have limited control over the
data once the deidentified data are shared with a broader
audience. Due to legislation mandating patient privacy, health
care providers, institutions, and governing bodies establish
policies and practices that determine patients’ ability to access
and control their personal health information [57].

Second, IHC providers may argue that they own data derived
from their patient interactions, such as data from clinical notes
and patient portals. Furthermore, a provider can claim the data
ownership if collected from a new intervention or clinical trial.
The interaction between patients and providers is also
meaningful, as patients can refuse to share the data in any
research capacity. While data privacy laws allow patients to
control who has their data and how they are used, limited
knowledge about existing data holdings creates an informational
asymmetry, hindering their ability to fully exercise these rights
[58]. Thus, health care providers may proactively opt patients
out of broad research programs at the outset to address limited
patient control over data reuse [59]. While opting out can
prevent future data collection, it does not necessarily erase
existing data held by researchers, government agencies, or
private entities. This creates a situation where patients may
struggle to exercise their data privacy rights due to limited
knowledge of which entities hold their data.

Third, researchers may argue that they own data from their
research, including data derived from IHC patient data and
interventions. Many clinical providers are involved in linear
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research activities, which often follow the health care stream
from identifying diseases to developing interventions. When
considering the application of AI in clinical practice, the
researchers may claim ownership of the developed algorithm
(through a patent); however, in some circumstances, they may
claim ownership of the data being used in the research trials
and projects.

Fourth, AI and machine learning developers may argue that
they own the data to train AI or machine learning algorithms,
including IHC patient data, as some deidentified personal data
can be purchased or licensed for research depending on its
availability and approval processes. However, access to other
sensitive health data, particularly from IHC settings, is often
more restricted. These datasets may require specific approval
from research ethics committees before access is granted
[60,61].

Finally, technology companies may argue that they own data
collected through their wearable devices and other
health-tracking apps, including IHC patient data. Multiple
companies can claim over the same data collected at the same
time.

Data Ownership Models Related to IHC

Data ownership models in health care are a complex and
evolving topic. There are a variety of different models, each
with its advantages and disadvantages. Some of the most
common data ownership models in health care are described in
this section.

Privatization Postulate
Originating from John Locke’s natural rights theory, the
privatization postulate in health care data ownership asserts that
data are a valuable private asset owned and controlled by
individuals or organizations [62,63]. Within the context of IHC
and AI collaboration, this model raises concerns about private
entities’potential monetization of IHC data. This practice could
hinder interdisciplinary collaboration, as apprehensions
regarding data protection might limit information sharing among
health care providers. Furthermore, developing AI under the
privatization postulate may lead to proprietary algorithms,
restricting their accessibility and hindering the collective
advancement of IHC treatments. The focus on individual or
organizational ownership may create barriers to the seamless
sharing of insights and innovations, impeding the collaborative
potential of IHC in the era of AI.

Despite these challenges, the privatization postulate does offer
advantages. It recognizes the economic value of health care
data, potentially incentivizing individuals, and organizations to
invest in data collection and analysis. This could lead to
advancements in personalized health care solutions and tailored
treatment plans. However, the drawbacks lie in the potential
negative impact on collaboration, data accessibility, and
collective progress in the IHC landscape. Striking a balance
between recognizing the value of data as an asset and fostering
collaborative efforts is crucial for successfully integrating AI
in health care under this ownership model.

Communization Postulate
Unlike the privatization postulate, the communization postulate
views data as a public good to be shared openly, and data can
be used simultaneously and legally [63-65]. In the context of
IHC and AI, this model emphasizes collaboration and
coordination among interdisciplinary health care providers,
researchers, and patients. The concept of shared data platforms
and open-source AI aligns to improve resource use and,
consequently, patient outcomes. Challenges may arise while
this model envisions a more inclusive and collective approach
to health care data. Concerns about responsible and ethical AI
use and the equitable sharing of benefits necessitate careful
consideration. Achieving a balance between open collaboration
and addressing ethical concerns becomes imperative to realize
the positive outcomes envisioned fully under the communization
postulate.

The advantages of the communization postulate lie in its
potential to break down data silos, promoting seamless data
sharing and accessibility among health care providers. This
collaborative environment can foster innovation, leading to
more effective IHC treatments. However, the model also raises
ethical considerations, such as ensuring data are used responsibly
and equitably [63]. Striking this balance is crucial for
successfully implementing the communization postulate in IHC,
ensuring that the benefits of shared data extend to all
stakeholders while upholding ethical standards.

Intellectual Property
Ownership of health data can be both tangible and intangible
property [66]. Regarding tangible property rights, the answer
is sometimes for sure. For example, it is likely to be said that
medical providers, rather than patients, typically own physical
medical records in the United States [3]. Meanwhile, health
data are intangible information. Relevant stakeholders can own
health information based on different types of laws in the field
of intellectual property, including patent law, copyright law and
copyright in databases, trademark law, and trade secrets.
However, such ownership protection must meet various criteria,
leading to clarity and incomplete or partial ownership protection
of health data [66]. For example, health data should be patent
eligible in order to enjoy patent protection [67]. Also, trade
secrets or relevant confidential information laws apply to limited
types of health data and several questions are still open
concerning ownership of health data [68]. Furthermore,
conferring ownership rights through intellectual property law
is even more complicated in the AI background, such as AI’s
capacity to claim intellectual property rights, determining
contributions between humans and AI, and so forth. Therefore,
answering ownership questions concerning AI-generated health
data in the context of intellectual property law is highly complex
and uncertain.

Next, we will discuss the current data ownership models in
health care data that are related to IHC. Understanding the
advantages and disadvantages of these models can help to
address the rising issues and conflicts in the data ownership of
IHC in the AI era.
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Distributed Access Control Model
The distributed access control (DAC) [69] model presents a
decentralized approach to data ownership, providing individual
health care providers or organizations more control over their
data, especially in the context of IHC and AI. This model
addresses critical concerns related to privacy and security in
health care data. By allowing entities to control access to their
data through mechanisms such as role-based access control or
attribute-based access control, the DAC model aims to safeguard
sensitive patient information. However, the emphasis on
individual control may lead to challenges in data sharing
between providers, resulting in fragmented care and potentially
hindering medical research progress within the interdisciplinary
landscape of IHC.

While the DAC model helps mitigate privacy and security
concerns, it introduces complexities related to data silos and
barriers to efficient information exchange. The fragmented
nature of data ownership under DAC can hinder collaborative
efforts in IHC, limiting the comprehensive understanding of
patient health and potentially compromising the effectiveness
of treatments. In addition, difficulties in research access may
arise, as researchers need permission from each provider or
organization that owns the data. Balancing individual control
with the need for seamless collaboration and research access
becomes essential in implementing the DAC model effectively
within IHC, particularly in the era of AI.

Data Trusts
Data trusts, as legal entities holding data for multiple
stakeholders, offer an alternative to the DAC and communization
models in the landscape of IHC and AI [26]. In this context,
data trusts provide increased control over data for stakeholders,
promoting responsible and ethical use. Establishing a neutral
and trusted third party to manage data helps address data
ownership, privacy, and security concerns. However, challenges
persist, particularly regarding the complexity and cost of setting
up and maintaining data trusts in IHC. The intricacies involved
in creating and maintaining these legal entities may not be
feasible for all IHC providers, limiting the universal adoption
of this model.

Despite the potential advantages, such as improved data sharing
and collaboration, data trusts may face difficulties aligning the
interests of the trust and stakeholders. Conflicts over data
ownership and use could arise, highlighting the importance of
establishing clear guidelines and frameworks for the functioning
of data trusts in the realm of IHC and AI. In addition, holding
data trusts accountable for their actions may prove challenging
due to their complex and opaque nature. Striking a balance
between the benefits and challenges of data trusts becomes
crucial for their effective integration into the IHC landscape,
ensuring that they contribute positively to data management
and use in the era of AI.

Blockchain Technology
Blockchain technology emerges as a promising solution for
secure and transparent data ownership records, particularly in
the context of IHC and AI. In health care, blockchain could
enhance transparency, accountability, and data sharing, reducing

the risk of breaches and other security incidents [70]. However,
concerns persist about the scalability and reliability of
blockchain technology, mainly when applied to manage large
amounts of health care data within the interdisciplinary
collaboration inherent in IHC. The relatively new nature of
blockchain introduces uncertainties about its widespread
implementation and integration into existing health care systems.

The advantages of blockchain in IHC include its potential to
create an immutable and tamper-proof ledger, ensuring the
integrity of health care data. This can be particularly beneficial
in maintaining accurate patient records and supporting
collaborative efforts among health care providers. However,
the complexity and cost of implementing blockchain technology
may pose challenges, especially for smaller IHC providers with
limited resources. The lack of a clear regulatory framework
adds to the complexity, introducing uncertainties about data
ownership and usage within the IHC landscape. Furthermore,
data privacy laws, both common law and civil, are often
incompatible with public blockchains because anyone can see
the information stored on them. This transparency can be a
major issue for sensitive data. To help developers navigate this
challenge, the National Institute of Standards and Technology
has created a flowchart to identify suitable blockchain use cases.
Striking a balance between leveraging the benefits of blockchain
and addressing the challenges is essential for its successful
integration into the evolving landscape of IHC and AI.

Rethinking the Data Ownership
Framework of IHC Practice in the AI Era

While IH offers a promising shift toward holistic patient
well-being through collaboration and AI-powered insights, the
complex data landscape it creates necessitates a robust
data-sharing model. The current lack of clarity around ownership
of combined datasets and AI-derived knowledge discourages
patient participation and hinders progress. Addressing these
concerns involves more than just technical solutions; it requires
a data ownership model to safeguard data ownership rights.

Further clarification and specification of data ownership from
a legal perspective is essential to consider the recommendations
and legal action. Property is not the object itself but rather the
ability to assert control through aggregated legal interests as
McGuire et al [3] pointed out [71]. Ownership encompasses
legal rights, including but not limited to possession, access, and
control. Despite opposing views on establishing property rights
in data for reasons such as public good, lack of market failure,
fundamental rights, and transaction costs [64], it is crucial to
promptly assign health data ownership. This step is necessary
to actively incentivize the high-quality, efficient generation,
dissemination, and use of medical data, thus energizing AI
development in IH settings.

Simultaneously, the bestowed ownership of health data should
be limited to strike a balance among various stakeholders’
interests and appropriately reduce transaction costs. Limiting
ownership for different entities aligns with the law’s purpose
of promoting societal progress and maintaining balance. As
discussed earlier, patients, IHC providers, researchers, and AI

JMIR Med Inform 2024 | vol. 12 | e57754 | p.449https://medinform.jmir.org/2024/1/e57754
(page number not for citation purposes)

Liu & GuoJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


or machine learning developers all contribute to IHC practice
data in the AI era. Co-ownership among these interested parties
is essential, but granting full ownership rights to each
stakeholder could significantly increase transactional costs,
potentially hindering the application of health data in clinical
settings, research, and AI fields. Due to the complexity involving
numerous rights and interest holders, providing
recommendations is challenging.

One suggested framework is to grant patients ownership only
over their personal health data. Since health data without
personal information have less connection to patients and
dealing with numerous patients would dramatically increase
transactional costs, restricting ownership to personal health data
is a prudent choice. Furthermore, specific legal rules for
ownership rights concerning patients’ personal data can be
explored with reference to Articles 5-22 of the General Data
Protection Regulation (GDPR) [72]. Under GDPR, patients can
request access to their own data and have some level of control
(eg, delete the data or ask not to be shared with third parties).
However, they do not have data ownership, which is similar to
other privacy frameworks. Another crucial aspect is to establish
limitations or exceptions regarding health data ownership for
stakeholders like patients, IHC providers, researchers, and AI
or machine learning developers. These limitations and
exceptions help balance the interests among stakeholders,
drawing inspiration from various fair use models in intellectual
property law.

Defining ownership rights and limitations for stakeholders in
the context of IHC in the AI age is challenging, especially with
the emergence of AI. Identifying and allocating data ownership
rights, such as determining ownership based on proportion or
primary contributors, present ongoing challenges. Consideration
must be given to patients’ rights and privacy, physicians’efforts,
AI practitioners’ involvement and time commitment, and public
interests. Only through this comprehensive approach can
medical development and the balance of various interests be
promoted, aligning with the purpose and spirit of legal
regulations. While this is just 1 aspect of many possible
recommendations, it is crucial as legal clarity on these issues
will directly impact the establishment and implementation of
other suggestions to address data ownership in IHC practice in
the AI era.

In summary, we propose the Collaborative Healthcare Data
Ownership (CHDO) framework. The CHDO emphasizes the
collective power of data when stakeholders work together. It
acknowledges that various parties contribute valuable insights
to health care data, from patients to providers, researchers, and
AI developers. The CHDO framework addresses this by
proposing three key features:

1. Shared ownership: The CHDO framework goes beyond
traditional ownership models, where one entity holds
exclusive rights. Instead, it advocates for co-ownership,
granting stakeholders specific rights and responsibilities
over the data based on their contributions. This fosters trust
and incentivizes collaboration, unlocking the full potential
of data for research, development, and personalized care.

2. Defined access and control: The CHDO framework
advocates the establishment of clear guidelines for accessing
and using data. Patients retain control over their personal
health information, while other stakeholders can access
anonymized or aggregated data for approved purposes. This
balance ensures individual privacy while enabling collective
advancements in health care.

3. Fair and transparent governance: The CHDO framework
recognizes the need for robust governance structures.
Transparent policies and procedures ensure equitable access,
prevent misuse, and address potential conflicts. This fosters
trust and accountability among all stakeholders, creating a
sustainable environment for data-driven health care
progress.

Based on the analysis of various data ownership models in the
context of IHC and AI presented in the previous sections, the
CDHO co-ownership model offers several advantages over
other frameworks. It addresses the concerns raised by the
privatization postulate regarding the impact on public interest
by granting patients ownership over their personal health data.
In addition, it mitigates the ethical issues that may arise from
the communization postulate and the stand-alone DAC model,
such as privacy and security concerns. Furthermore, the CDHO
model avoids limited ownership protections based on patent
law, trade secrets or relevant confidential information laws,
copyright law, and trademark law in the context of IHC and AI.
It is important to note that the other 2 models, data trusts and
blockchain technology, are primarily concerned with the
management and storage of health care data and can incur
significant costs. In these models, conflicts between stakeholders
can persist in the absence of clear ownership rights, and there
is no clear guidance for resolving them. Whether trusts or
blockchains are used, a prerequisite for their establishment is
the clear identification of the party with ownership rights to
establish the trust or blockchain. The CHDO model effectively
addresses this issue by clearly defining and balancing the
interests of all parties, ensuring individual privacy and security,
and promoting the realization of public interest.

These advantages are particularly significant in the context of
IHC and AI. IHC’s collaborative nature and focus on
patient-centered care necessitate a data ownership model that
fosters trust and incentivizes collaboration (shared ownership).
Furthermore, the need to balance individual privacy with the
potential of data for research and development aligns well with
the CHDO framework’s defined access and control mechanisms.
Finally, the CHDO framework’s emphasis on fair and
transparent governance is crucial for navigating the complex
ethical considerations surrounding AI use in health care. By
implementing these principles, the CHDO framework unlocks
a new era of collaboration, empowering stakeholders and
fostering a healthier future for all, ultimately propelling the
health care industry toward a data-driven and AI-integrated
future that prioritizes both individual rights and collective
progress.
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Conclusion

While a universal solution may be elusive, navigating data
ownership challenges in AI-powered IHC requires tailoring
approaches to specific stakeholder needs and regulations. By
ensuring that data use benefits individual patients, adheres to

legal frameworks, and contributes to societal well-being, this
collaboration can unlock the full potential of AI in IHC while
mitigating legal risks. In essence, addressing data ownership in
IHC can pave the way for a more streamlined, effective, and
ethical integration of AI in health care, ultimately amplifying
its benefits for the whole society.
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Abstract

Background: Corneal transplantation, also known as keratoplasty, is a widely performed surgical procedure that aims to restore
vision in patients with corneal damage. The success of corneal transplantation relies on the accurate and timely management of
patient information, which can be enhanced using electronic health records (EHRs). However, conventional EHRs are often
fragmented and lack standardization, leading to difficulties in information access and sharing, increased medical errors, and
decreased patient safety. In the wake of these problems, there is a growing demand for standardized EHRs that can ensure the
accuracy and consistency of patient data across health care organizations.

Objective: This paper proposes the use of openEHR structures for standardizing corneal transplantation records. The main
objective of this research was to improve the quality and interoperability of EHRs in corneal transplantation, making it easier for
health care providers to capture, share, and analyze clinical information.

Methods: A series of sequential steps were carried out in this study to implement standardized clinical records using openEHR
specifications. These specifications furnish a methodical approach that ascertains the development of high-quality clinical records.
In broad terms, the methodology followed encompasses the conduction of meetings with health care professionals and the modeling
of archetypes, templates, forms, decision rules, and work plans.

Results: This research resulted in a tailored solution that streamlines health care delivery and meets the needs of medical
professionals involved in the corneal transplantation process while seamlessly aligning with contemporary clinical practices. The
proposed solution culminated in the successful integration within a Portuguese hospital of 3 key components of openEHR
specifications: forms, Decision Logic Modules, and Work Plans. A statistical analysis of data collected from May 1, 2022, to
March 31, 2023, allowed for the perception of the use of the new technologies within the corneal transplantation workflow.
Despite the completion rate being only 63.9% (530/830), which can be explained by external factors such as patient health and
availability of donor organs, there was an overall improvement in terms of task control and follow-up of the patients’ clinical
process.

Conclusions: This study shows that the adoption of openEHR structures represents a significant step forward in the standardization
and optimization of corneal transplantation records. It offers a detailed demonstration of how to implement openEHR specifications
and highlights the different advantages of standardizing EHRs in the field of corneal transplantation. Furthermore, it serves as a
valuable reference for researchers and practitioners who are interested in advancing and improving the exploitation of EHRs in
health care.

(JMIR Med Inform 2024;12:e48407)   doi:10.2196/48407
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Introduction

Background
The eye is a highly evolved and complex sensory organ
possessed by a wide range of species, enabling organisms to
perceive and interpret visual information from their
surroundings. Vision is one of the most valuable senses for
humans and plays a critical role in every facet of an individual’s
life [1]. The sense of vision is the result of an intricate
interaction among the eyes, the brain, and the nervous system
[2].

Visual impairment occurs when a pathological condition disrupts
the visual system and one or more of its associated functions
[1]. Blindness is a major public health issue, particularly in low-
and middle-income countries where access to health care and
resources is scarce [3,4]. The loss of sight can severely impact
an individual’s daily life, hindering their ability to perform
routine tasks, interact with others, and preserve their
independence [5]. On many occasions, blindness can also lead
to social isolation, depression, and decreased quality of life
[1,5].

In 2019, the World Health Organization estimated in the World
Report on Vision that there were approximately 2.2 billion
people worldwide with vision impairment or blindness [1]. The
prevalence of visual disability is alarming and a source of
growing global concern.

The apprehension surrounding blindness is rooted not only in
the physical limitations it imposes but also in its social and
economic consequences [3]. From an economic point of view,
the loss of sight can cause reduced workforce participation,
decreased productivity, and increased health expenses [5].
Consequently, the loss of income and the higher health care
costs can drain governments with additional financial pressures,
exacerbating poverty and slowing economic growth [1]. Hence,
the impacts of blindness are far reaching, affecting not only the
individual but also their families, communities, and society as
a whole.

Without more assertive measures, the escalating demand for
eye care services worldwide is projected to persist and intensify
in the next few decades, posing a meaningful challenge to the
health care industry and requiring innovative solutions to meet
the increasing pressure for quality eye care services [6,7].

The eye is a complex organ composed of several structures that
work together in the perception of the world in all its lights,
colors, shapes, and movements [2]. One of the most vital
structures of the visual system is the cornea, which is the clear
outermost layer located at the front of the eye [8]. A transparent
cornea acts as a clear window to allow light to enter the eye and
reach the retina, a layer of neural tissue at the back of the eye
where light is converted into electrical signals and transmitted
to the brain for interpretation as visual information [2]. For an
individual to have clear vision, the cornea must be transparent

and free of any obstructions, such as scars or opacities, to allow
light to cross the eye and access the retina [8,9].

The main causes of visual impairment are cataract, glaucoma,
macular degeneration, detached retina, diabetic retinopathy, and
retrolental fibroplasia [3,7,10,11]. Some of these eye conditions,
such as cataract, diabetic retinopathy, and retrolental fibroplasia,
can negatively impact the clarity of the cornea and lead to vision
impairment [2,9]. According to the World Health Organization,
corneal opacities are the fourth leading cause of blindness on a
global scale [9].

In many cases, visual rehabilitation is possible with corneal
transplantation [4,8]. Corneal blindness can be effectively
reversed with a cornea transplant from a healthy donor. Because
the cornea lacks blood vessels, the risk of graft rejection is
significantly reduced, making corneal transplantation one of
the most successful forms of organ transplantation in the human
body [8]. Corneal transplantation, also known as keratoplasty,
is a surgical procedure that replaces a damaged or diseased
cornea with a healthy one to restore vision and improve the
quality of life of patients [4].

The success of corneal transplantation heavily relies on the
accurate and timely management of patient data, including
preoperative evaluation, surgical planning, and postoperative
care. Electronic health records (EHRs) have evolved as
indispensable means for handling clinical information, providing
a centralized repository for patient records, and facilitating
communication between health care providers [12,13]. The
appropriate use of EHRs can substantially bolster the positive
outcomes of corneal transplant surgeries, culminating in
improved patient results and a more seamless and efficient care
journey. By minimizing errors and inconsistencies in patient
data management, EHRs can further diminish the likelihood of
unfavorable events, ultimately improving the success of corneal
transplants.

Despite their widespread use, traditional EHRs are prone to lack
of standardization and consistency [12]. As a consequence,
inconsistency and fragmentation plague the management and
documentation of corneal transplantation records, causing
difficulties in accessing and sharing information, increased
medical errors, and decreased patient safety. Furthermore, the
lack of standardization and organization creates an obstacle for
health care professionals to access complete and accurate
information about patients who are due to undergo or have
undergone corneal transplantation, resulting in inefficiencies
and suboptimal patient care.

To address these issues, there is a growing need for standardized
EHRs that can ensure the accuracy and consistency of patient
data across health care organizations and locations [14,15] to
ultimately improve the management and documentation
processes of corneal transplantation records.

One promising approach for standardizing EHRs is the use of
openEHR structures [16,17]. openEHR is an open-source
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standard that provides a set of specifications and tools to support
the creation of interoperable data structures and the long-term
management of health data [18]. A foundational paradigm on
which the openEHR framework is based is the 2-level modeling,
separating domain semantics from software. Under the
model-driven approach, a stable reference information model
constitutes the first level of modeling, whereas formal definitions
of clinical content in the form of archetypes and templates
constitute the second level. Overall, the adaptability, flexibility,
and scalability of openEHR’s modular methodology provide a
powerful solution to the challenges facing the health care
industry, and it is an ideal approach for health care systems of
all sizes [16-19].

Objectives
Hence, this study sought to explore the implementation of
openEHR structures as a means of standardizing records in the
field of corneal transplantation. In addition, this manuscript
expounds upon the potential benefits that may arise from the
use of openEHR specifications for standardizing corneal
transplantation records, including improved data consistency
and completeness and increased data accessibility and sharing,
alongside the mitigation of errors and inefficiencies in data
management. This paper will also delve into the challenges and
limitations of implementing openEHR in the context of corneal
transplantation.

Through the evaluation of the potential benefits and hurdles of
using openEHR specifications, this study provides an
informative resource and a valuable reference for researchers
and practitioners interested in improving the use of EHRs in
health care, extending beyond the field of ophthalmology and
encompassing other medical disciplines as well.

One of this research’s objectives was to contribute to the
ongoing efforts to improve the quality and safety of patient care
through the disclosure of insights into the potential of using
openEHR structures for the advancement of EHRs in health
care, particularly in the field of corneal transplantation.

As health care continues to evolve, the authors believe that the
standardization of clinical records using openEHR structures

holds great potential for ensuring that patients receive safe,
effective, and high-quality care.

Methods

Overview
In this study, a specific methodology was defined that outlines
the sequential steps involved in transforming the corneal
transplantation records of a Portuguese hospital using the
openEHR specifications.

In contrast to traditional approaches, openEHR’s advanced
modular approach separates data from applications and services,
providing a level of flexibility that is unmatched in the industry
[20]. This approach enables an easier adaptation to constantly
evolving requirements, technological changes, health care
policies, and other external factors. Moreover, by separating
the data layer from the application layer, openEHR can integrate
a wide range of health-related data from various sources
regardless of the format in which they are stored [20].

By using archetypes and templates as a means of ensuring the
consistency and accuracy of clinical data, openEHR is more
supple compared to conventional approaches to clinical
documentation, which often rely on free-text entries that can be
arduous to comprehend and interpret across different patients
and clinical settings [20]. The use of archetypes and templates
allows health care institutions to minimize variability and
fragmentation, which contrasts with the current uncoordinated
methods. It provides a framework that allows health care
professionals to customize patient-specific information in a
more dynamic and structured way [19]. In addition, it ensures
that clinical data remain consistently structured and semantically
interoperable, leading to more precise interpretation and sharing
of clinical data among different clinical systems.

In this sense, the methodology adopted in this study uses
openEHR to contribute to the ongoing efforts to improve the
quality and safety of patient care through the implementation
of standardized EHRs. Figure 1 represents in a simplified way
the different stages of the methodology carried out in this study.

Figure 1. Methodological approach followed in the standardization of corneal transplantation electronic health records using openEHR specifications.
AD: Archetype Designer; CKM: Clinical Knowledge Manager.

Initially, as the objective was to develop a case study on the
transformation of the corneal transplantation records of a
particular hospital institution, a direct line of communication
with the medical team was deemed indispensable to conduct an
in-depth inquiry on the necessary requirements.

After collecting the requirements, the modeling of the openEHR
structures that will support the registration and management of
corneal transplantation records and the timely execution of
associated tasks of corneal transplantation records began, which
includes archetypes, templates, forms, decision rules, and work
plans.
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In the next subsections, the characterization of the work
developed in each of the stages that compounds the methodology
represented in Figure 1 will be described in detail.

Requirement Collection
Requirement collection is a crucial step in the development of
health care systems and applications as it lays the foundation
to ensure that the needs and expectations of all parties involved
are understood and incorporated into the final solution.

Accordingly, the first step of the methodology started with
stakeholder identification, including health care professionals
and IT personnel. Overall, the process of collecting requirements
for enhancing the corneal transplantation records using
openEHR was a collaborative effort between medical staff, the
IT personnel of the hospital’s information systems department,
and the developers.

After identifying a work group, a series of meetings were
organized to initiate the requirement-gathering phase. This stage
entailed the active participation of stakeholders, who served as
the primary source of knowledge for modeling, guiding the
design and development of the openEHR structures. During
these collaborative meetings, a thorough analysis of the current
documentation processes and data management practices was

conducted to identify areas for improvement. The meetings
were structured to stimulate an active feedback process from
the stakeholders regarding existing workflows, specific needs
and preferences, and any identified pain points and suggestions
for improvement.

Over the course of these conversations, it became apparent that
the information system that the hospital used for the
management of corneal transplantation records was plagued by
significant shortcomings, including the possibility of errors in
data entry, loss of information, difficulty sharing data between
health care providers, and lack of standardization.

Therefore, the main goal was to address these issues and
implement a more reliable and comprehensive information
management system that used openEHR structures to mitigate
the problems acknowledged. Through a collaborative effort, the
stakeholders were able to delimit the scope and define the
requirements and use cases of the clinical domain to be modeled.

The work group identified 5 key events in the corneal
transplantation process in which data-recording actions could
take place. These moments were carefully analyzed to ensure
that all necessary data are captured with the highest level of
accuracy and consistency. Textbox 1 provides a description of
each key event.

Textbox 1. Description of the 5 key events identified within the corneal transplantation process.

Key event and description

• Corneal transplantation proposal: to insert the data concerning the corneal transplantation proposal, such as type of transplant, laterality, diagnosis,
priority, and motive, among others

• Contact for corneal transplantation: to record the 3 possible contact attempts for corneal transplantation, including information such as phone
number, date of contact, result, reason, and date of next contact

• Schedule anesthesia consultation: to enter data regarding the scheduling of the anesthesia consultation; it contains the requesting service, the date
of the appointment, the motive, and additional information

• Perform anesthesia consultation: to record the result of the anesthesia consultation, the executing service, the execution date of the appointment,
and observations

• Manage suspended proposal: to register the result of the decision regarding suspended corneal transplantation proposals, either to reinstate to the
list or to abandon, and the corresponding reason

Modeling and Development of Archetypes, Templates,
and Forms
Archetypes, templates, and forms are interconnected concepts
in openEHR that work together to ensure that clinical data are
consistently collected, stored in a structured and meaningful
way, and retrievable in a usable format [18,21]. By providing
a standard, flexible, and scalable manner to manage clinical
data, they also serve as a foundation for data sharing and
exchange among different health systems and organizations,
thereby promoting interoperability [22].

Archetypes are reusable, modular building blocks that describe
the structure and content of clinical data elements. They define
the data types, units, constraints, and other properties of specific
clinical concepts, such as patient demographics, test results,
and medication information [19,22].

In turn, templates are collections of archetypes that define a
specific clinical record, such as a patient’s progress notes, a

medication prescription, or a diagnostic test result. Templates
provide standardized structure and content for clinical records,
ensuring that data are collected consistently in a usable and
meaningful format [19].

Forms, on the other hand, provide a user-friendly interface based
on templates for the input and retrieval of clinical data,
supporting the entry and display of structured, semistructured,
and unstructured data [23]. Forms can be customized and
configured to meet the unique requirements of various clinical
scenarios.

In summary, archetypes provide the building blocks for clinical
data structures, templates define the standard structures for
specific clinical records, and forms serve as a user-friendly
interface for the input and retrieval of clinical data.

The development process of the openEHR forms in which data
can be introduced in some tasks of the corneal transplantation
workflow involves transforming archetypes into templates and
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later into forms. For representation purposes, and to simplify
the demonstration of the development process, from now on
the description will focus on illustrating the development of the
openEHR structures, archetypes, templates, and forms related
to the corneal transplantation proposal.

As previously stated, the first step involved meetings with
domain experts to define the scope of the clinical domain to be
modeled and collect data requirements as specified by the
archetype modeling methodology [24]. The main stakeholders
involved in this process were health care professionals who
were familiar with openEHR, the archetype development
process, and clinical terminologies.

After determining the scope of the modeling process and
identifying the clinical concepts and information elements
involved, the second step entailed searching the Clinical
Knowledge Manager for existing archetypes that fit the scope
of the modeling scenario under consideration. The Clinical
Knowledge Manager is an openEHR community pillar that
enables worldwide governance of domain knowledge artifacts
as well as collaborative development, management, and
publishing [25]. It is an open-source library of openEHR
archetypes and templates that lays the foundation for both
semantic and syntactic interoperability [26].

Some archetypes were used directly, whereas others did not
fully represent the data elements and had to be adapted through
specialization. When no corresponding archetypes existed, new
ones were created. The openEHR Reference Model defines 4
major categories of archetypes: COMPOSITION, SECTION,
ENTRY, and CLUSTER. A COMPOSITION is a container
class, whereas a SECTION is an organizing class, both of which
contain ENTRY objects [27]. The ENTRY class is further
specialized into ADMIN_ENTRY, OBSERVATION,
EVALUATION, INSTRUCTION, and ACTION subclasses,
of which the latter 4 are kinds of CARE_ENTRY. CLUSTERS
are reusable archetypes that can be used within any ENTRY or
CLUSTER [16].

For the corneal transplantation proposal, 2 archetypes were
found suitable for use, namely, the service request (Figure 2),
which is part of openEHR’s INSTRUCTION subclass of the
ENTRY class, and the anatomical location (Figure 3), which is
part of openEHR’s CLUSTER class.

In addition, a third archetype was created to contemplate some
procedure aspects, namely, the risk, complexity, number of
previous surgeries, and need for anesthesia consultation. This
archetype was named “Eye Surgery Details” and belongs to the
CLUSTER class. Figure 4 depicts the archetype’s mind map.

At the end of this step, information concerning applicable data
constraints, such as data types, cardinality, occurrences, and
specific data values (eg, terminologies for coded values and
ranges for numerical values), was stipulated for each archetype.

It is worth mentioning the use of Systematized Nomenclature
of Medicine–Clinical Terms terminologies for mapping the
coded values of the “Laterality” item belonging to the
“Anatomical Location” archetype. Local terms were used for
the remaining coded text items. Table 1 provides a description
of the coded values used for each coded text item.

After the discovery and development of the required archetypes,
the Archetype Designer tool was used to assemble and constrain
the archetypes into a template that represents the requirements
of the corneal transplantation proposal. A template of the
COMPOSITION type was created using the “Request for
Service” archetype and named “Corneal Transplantation
Proposal.” To begin, the “Service Request” archetype was
incorporated into the content attribute. The template was then
modified to remove items that were irrelevant to the clinical
context being modeled, such as “Service Type,” “Order Detail,”
and “Intent.” Both the “Anatomical Location” and “Eye Surgery
Details” archetypes were imported into the “Specific Details”
cluster. The items “Aspect,” “Anatomical Line,” and
“Description” of the “Anatomical Location” archetype were
also excluded from the template. Subsequently, some items
were assigned specific default values, the content of which can
be found in Table 2.
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Figure 2. Mind map view of the “Service Request” archetype. EHR: electronic health record.
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Figure 3. Mind map view of the “Anatomical Location” archetype. EHR: electronic health record.

Figure 4. Mind map view of the “Eye Surgery Details” archetype. EHR: electronic health record.
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Table 1. Description of the coded values assigned to each coded text item.

ValueCodeItemArchetype

Left eyeSNOMED-CTa::362503005LateralityAnatomical location

Right eyeSNOMED-CT::362502000LateralityAnatomical location

Both eyesSNOMED-CT::362508001LateralityAnatomical location

Highat0004RiskEye surgery details

Moderateat0005RiskEye surgery details

Lowat0006RiskEye surgery details

Highat0007ComplexityEye surgery details

Moderateat0008ComplexityEye surgery details

Lowat0009ComplexityEye surgery details

Corneal abscessH16319DiagnosisService request

Corneal membrane alterationsH1830DiagnosisService request

Irregular astigmatismH52219DiagnosisService request

DescemetoceleH18739DiagnosisService request

Corneal endothelial dystrophyH18519DiagnosisService request

Corneal ectasiaH18719DiagnosisService request

Corneal edemaH1820DiagnosisService request

Corneal graft (complication)T868499DiagnosisService request

Total transplantation (right eye)08R83KZ_tt_dType of transplantService request

Total transplantation (left eye)08R83KZ_tt_eType of transplantService request

Anterior transplantation—DALKb (right eye)08R83KZ_dalk_dType of transplantService request

Anterior transplantation—DALK (left eye)08R83KZ_dalk_eType of transplantService request

Anterior transplantation—DSAEKc (right eye)08R83KZ_dsaek_dType of transplantService request

Anterior transplantation—DSAEK (left eye)08R83KZ_dsaek_eType of transplantService request

Anterior transplantation—DMEKd (right eye)08R83KZ_dmek_dType of transplantService request

Anterior transplantation—DMEK (left eye)08R83KZ_dmek_eType of transplantService request

Emergencyat0136UrgencyService request

Urgentat0137UrgencyService request

Routineat0138UrgencyService request

aSNOMED-CT: Systematized Nomenclature of Medicine–Clinical Terms.
bDALK: deep anterior lamellar keratoplasty.
cDSAEK: Descemet stripping endothelial keratoplasty.
dDMEK: Descemet membrane endothelial keratoplasty.

Table 2. Description of the default values assigned.

Default valueItemArchetype

Corneal transplantationService nameService request

EyeBody site nameAnatomical location

CorneaSpecific siteAnatomical location

To facilitate interpretation and manipulation, the template was
exported in the Operational Template structure and later
converted into the JSON Data Template structure. Finally, the

JSON Data Template was injected into the Form Builder tool
to format the user interface form, which can be consulted in
Figure 5.
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Figure 5. Graphic representation of the user interface form generated from the “Corneal Transplantation Proposal” template.

At the end of this stage, 5 forms were created. To simplify the
identification of each form, Textbox 2 assigns an identification
label to each form. Following that, each of these forms will be
associated with specific tasks in the corneal transplantation

workflow, acting as storage schemes for different patient tasks.
A more detailed description of the deployment will be provided
later in this paper.

Textbox 2. Forms developed for the corneal transplantation workflow.

ID and form

• F1: corneal transplantation proposal

• F2: contact for corneal transplantation

• F3: schedule anesthesia consultation

• F4: perform anesthesia consultation

• F5: manage suspended proposal

Work Plan Modeling
In recent years, a major extension has been incorporated into
the openEHR specifications for addressing requirements in the
area of clinical process automation, known as Task Planning
[18]. Task Planning allows for the management of standardized
Task Plans (TPs) and clinical workflows. The main concept of
Task Planning is centered on a plan, or set of plans, that is

devised to accomplish a specific goal and pertains to an active
subject [28].

Within the Task Planning specification, in terms of conceptual
elements, the formal concept at the highest level of hierarchy
is the Work Plan (WP), which encompasses one or more TPs
[29]. A WP defines a series of tasks that need to be performed
in a specific order to achieve a clinical goal with respect to a
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subject, human, or other subject of care [18]. It is worth noting
that, as the WP is subject-centric, each subject requires a unique
instance of a WP. WPs can organize and monitor the progress
of clinical tasks, ensuring that all necessary steps are taken in
a timely and efficient manner [29]. In turn, each TP incorporated
within a WP is an explicit depiction of the work that must be
performed in a particular work context by the principal
performer, along with other possible participants [18]. In
openEHR, the principal performer refers to the individual or
entity responsible for carrying out a specific clinical action,
which enables the tracking of clinical actions back to their
responsible parties. The data collected through forms and the
decision support provided by Decision Logic Modules (DLMs)
can be used to define and update WPs in real time.

In this study, a WP regarding corneal transplantation was
modeled to ensure that the implementation of the solution
proceeds smoothly and is completed within the specified
timeline.

The first TP defined in this WP concerns the corneal
transplantation proposal. This task is available to certain
ophthalmologists in specific contexts. In total, 2 TPs related to
the anesthesia consultation were also included: scheduling and
carrying out the consultation, which are assigned to different

groups of professionals. Finally, 2 more TPs were modeled:
one related to the contact for transplantation carried out by
administrative staff and one related to the performance of the
transplant, which is allocated to the physician who submitted
the proposal in the first instance.

Figure 6 shows the first TP in a simplified way. It is interesting
to note that, in this first TP, the proposal form for a corneal
transplant is completed in the first performable task. After
submission, the execution of the anesthesia consultation relies
on the value assigned to the DV_BOOLEAN field labeled
“Anesthesia Consultation” within the “Corneal Transplantation
Proposal” form. If this field indicates a true value, the
subsequent steps for that patient involve scheduling the
anesthesia consultation; conducting the consultation; and,
eventually, establishing contact for the transplantation
procedure. On the contrary, if the anesthesia consultation is not
necessary, the patient goes to the active waiting list represented
by the cornea transplant contact tasks. If the contact is
successful, the patient proceeds to undergo the transplant; if
not, the proposal is suspended, and the suspension management
task becomes available. All dispatchable tasks presented in this
example are connected to other TPs, which mainly have a
performable task with one of the associated modeled forms.

Figure 6. Representation of the top-level Task Plan.

Later in this paper, the main decisions that need to be made in
the course of the WP will be explained.

Construction of Decision Rules

Overview
Clinical decision support is a key component of the openEHR
architecture, responsible for automating and enhancing
decision-making. The openEHR community defines decision
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rules and guidelines using a specific syntax, the Decision
Language (DL) [30]. DL is a formal language for representing
clinical knowledge in decision-making and expressing decision
support logic through rulesets.

DLMs are multisectioned modules with a specific structure for
defining rules, encompassed in DL. DLMs are computerized
decision-making instructions that provide a standardized and
automated way to apply decision rules to patient data within
the EHR in real time [30,31].

DLMs enable health care organizations to implement algorithms
and rules to determine the best course of action for a given
patient [32]. The output from a DLM can be used to guide
clinical decision-making; provide alerts or notifications to health
care providers; or drive automated actions within the EHR, such
as ordering tests or medications [18].

To ensure the efficiency of the solution, decision rules were
established for forms and TPs to define the logic and actions
that should be taken based on specific data inputs. The rules are
stored in a standardized structure that can be applied to patient
data at runtime.

Overall, by automating the application of decision rules, DLMs
can help reduce the risk of errors and variability in
decision-making, providing more consistent care [33].

Form Decision Rules
The DLMs allow the forms to automatically adapt to the specific
constraints for a given patient or scenario and to the responses
of the health care professional filling in the form fields, ensuring
that the information entered is always consistent with established
clinical guidelines and best practices. The data collected through
the forms are used as input for DLMs to support the delivery
of real-time decision support.

By automating the process of adjusting forms to specific
scenarios and inputs, the solution can provide decision support
to health care providers, guiding them through the process of
entering data and making clinical decisions.

Hence, according to the requirements gathered in the first stage
of the methodology, 2 DLMs were created for guiding health
care professionals in the process of filling in the forms
F1—“Corneal Transplantation Proposal” and F2—“Contact for
Corneal Transplantation.” Table 3 describes the association
among the forms, DLMs, and rules.

Table 3. Association among forms, Decision Logic Modules (DLMs), and rules.

Rule descriptionRuleDLMForm

If the patient’s age is ≥75 years, anesthesia is mandatory.11F1

If the patient intends to leave the transplant list, the motive is mandatory.12F2

If the patient needs to postpone the contact, the next contact is mandatory.22F2

The rules associated with each DLM, including the conditions
necessary to trigger a certain action, are described below.

For the “Contact for Corneal Transplantation” form, the decision
logic operates as follows: If the “Result” field is set to
“Cancellation,” the “Motive” field becomes mandatory.
Similarly, if the “Result” field is set to “Postpone contact,” the
“Next contact” field becomes mandatory.

Regarding the “Perform Anesthesia Consultation” form, the
logic dictates that if the “Age” field has a value of 75 or greater,
the “Anesthesia” field must be set to “Yes.”

WP Decision Rules
The DLM rules built to support the necessary decisions in the
modeled WP were crucial for the correct functioning of the
respective materializations.

The first rule to be processed concerns the decision whether the
patient should proceed to an anesthesia appointment. If the
priority of the proposal is urgent, the patient does not need an
anesthesia appointment. If it is not urgent, the need for an
anesthesia consultation is decided by the “Anesthesia” field
filled in by the physician in the “Corneal Transplantation
Proposal” form.

Regarding the anesthesia consultation, a rule was created to
verify the success of the consultation and, thus, decide whether
the patient goes to the contact for transplantation. This rule uses
the data entered by the anesthesiologist in the respective form.

Then, the most complex rule was built to support the decision
after the patient is called for transplant. Figure 7 represents the
logic behind the decision to be made after the transplant contact,
where up to 3 contacts with the patient can be registered.
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Figure 7. Decision logic associated with the Work Plan.

Finally, there is still a decision that is made for suspended
patients, which is based on whether they are removed from the
transplant waiting list and the WP ends or the patient is
reinserted into the transplant contact list, making the respective
performable task available.

Ethical Considerations
In this study, all patient demographic information was
anonymized through the use of the openEHR separation of the
Demographic Information Model and Clinical Information
Model. This approach ensures that personal identifiers are not
linked to clinical data, thereby maintaining patient
confidentiality and minimizing the risk of reidentification.
Furthermore, the data analysis conducted in this study focused
on performing statistical analyses at an administrative level.
This includes examining the quantity of tasks available, the
completion rate of these tasks, and referencing solely the number
of patients enrolled in the study. The analysis was restricted to
aggregate data, ensuring that individual patient identifiers and
clinical details were not disclosed. This methodological
approach allowed for a comprehensive evaluation of the
operational aspects of the study without compromising patient
confidentiality or violating ethical standards. The data structure
of the generated forms can be found [34]. Given these
protections, this study qualified for an exemption from ethical
review, as per the Code of Ethical Conduct of the University
of Minho.

Results

Deployment and Architecture Overview
The openEHR ecosystem provides a comprehensive solution
for managing health care data by combining different tools and
technologies. In openEHR, forms, DLMs, and WPs interact in
a complementary manner to support the provision of effective
and efficient clinical care. These modules ensure that patient
data are accurate, consistent, and accessible and provide data
validation, automated actions, and real-time decision support
to ensure that the best course of action is taken for each
individual patient. Furthermore, the integration of these modules
allows for the organization and tracking of the progress of

clinical tasks to ensure that all necessary clinical tasks are
performed in a timely and efficient manner.

Once the modeling and validation of all openEHR structures
supporting corneal transplantation EHRs were concluded, it
was necessary to integrate them into an automated solution. The
implementation step involved the integration of a set of tools
from the openEHR ecosystem, which include Form Builder,
the TP engine, and the DLM engine.

Form Builder is a web application that is designed to generate
user interface forms from openEHR templates. It provides a
platform for health care professionals who possess modeling
knowledge to customize the user interface forms by adjusting
the formatting, such as choosing colors and fonts and
determining whether fields should be shown or hidden. In
addition, it allows for the association of functions and refsets
to form fields, which can add further functionality to the form.
Using Form Builder, health care professionals can streamline
the process of data entry by creating forms that are intuitive and
optimized for their specific clinical workflows.

In turn, the TP engine is a tool that manages all workflows
modeled by the professionals, including materialization, task
status, decision management, and allocation of performers. To
accomplish this, the TP module defines a formal model for
processing tasks and workflows. This tool is designed to
translate graphical workflow models into executable models of
an organized plan that, when carried out by an engine, notifies
employees of tasks. Overall, the TP engine provides an
automated solution for managing and executing complex
workflows in the health care setting.

The DLM engine, on the other hand, is a decision logic engine
that is responsible for processing clinical or operational rules
and triggering specified events based on predefined conditions.
This engine plays a crucial role in supporting the logic of forms
and TPs. Accordingly, it receives requests from both Form
Builder and the TP engine. It ensures that decision rules are
executed correctly and consistently, leading to improved patient
care and outcomes.

Figure 8 illustrates the different interactions that occur among
these openEHR modules.

JMIR Med Inform 2024 | vol. 12 | e48407 | p.466https://medinform.jmir.org/2024/1/e48407
(page number not for citation purposes)

Ferreira et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 8. Representation of openEHR modules and their interactions. DLM: Decision Logic Module; TP: Task Plan.

The integration of all these components was also explored in
this research.

Regarding the integration of Form Builder and the DLM engine,
the process starts when a health care professional updates a form
field. Whenever the value of a field changes, Form Builder
performs an internal processing to check whether that field is
a condition of any rule within the DLM associated with the
current form. If so, Form Builder identifies each associated rule
and, for each of them, verifies whether there are more associated
conditions that already have a value assigned to them. When
all the conditions of a rule have an assigned value, Form Builder
triggers a POST request to the DLM engine with the input
variables. This is a well-defined sequence of computational
tasks that need to be followed to properly implement the specific
set of rules that have been modeled for each form. For better
understanding, a graphical representation of the processing that
occurs in Form Builder to verify the need to trigger any rule
requests is presented in Figure 9.

Upon receiving the input variables, the DLM engine checks
whether the conditions are met for executing a given rule. If the
values assigned to the form fields do not fulfill a rule, an empty
object is returned. On the other hand, if the values meet the
conditions for executing a rule, the engine returns the path of
the affected field and the type of event to execute. Form Builder

then triggers the necessary actions for each field depending on
the response. Figure 10 serves as an exemplification of the
HTTP requests that are exchanged between Form Builder
(front-end server) and the DLM engine (back-end server) in 2
distinct scenarios. In the first scenario, the health professional
enters a value that triggers the execution of a rule, whereas the
second scenario does not involve the activation of any rule. This
diagram provides a clear representation of the data flow and
communication between the 2 servers during the execution of
the rule-based system.

The integration of the DLM engine with the TP engine
represents a remarkable achievement in the openEHR
ecosystem. The successful interaction between the 2 enables
the handling of all conditional structures encompassed in a WP,
including condition groups, decision groups, and event groups,
with the support of the DLM engine. In general, when the path
of a WP materialization reaches a decision point, a request is
issued to an application programming interface provided by the
DLM engine with the variable associated with that point. In
turn, the DLM engine processes the rules and conditions
associated with the request that was made and returns a response.
Through the response received, the TP engine manages to
associate it with the respective branch (decision branch,
condition branch, or event branch) and proceed with its
execution.
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Figure 9. A schematic illustration of the logic flow that occurs in the Form Builder process responsible for initiating rule requests. DLM: Decision
Logic Module; DOM: Document Object Model.

In the openEHR ecosystem, the TP engine can refer openEHR
forms to support the planning and execution of hospital tasks.
By providing a user-friendly interface for entering and retrieving
data, Form Builder makes forms available to health care
professionals that can be used to collect data required for various
tasks, and it ensures that the collected data are accurate and
standardized. Furthermore, the responses given by health care
professionals in certain fields of the form can be determinant

to define which path should be triggered after submitting the
form. By integrating the TP engine and Form Builder, health
care providers can ensure that relevant information is captured
and acted upon as part of the patient’s care plan, leading to
improved patient outcomes and increased efficiency in health
care delivery. This integration enhances the quality of care
provided to patients and enables health care professionals to
make informed decisions based on accurate and timely data.
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Figure 10. Diagram of HTTP request and response interactions between Form Builder, which acts as the front-end server, and the Decision Logic
Module (DLM) engine, which serves as the back-end server, in 2 distinct settings.

After successfully integrating these components in a symbiotic
IT environment, it was possible to install the solutions in the
Portuguese hospital to implement and evaluate them in a
real-world setting.

For several years, this hospital has maintained a collaborative
relationship with the research center where the working group
is based. Given this existing partnership, the hospital was
deemed an ideal site to deploy and assess the newly developed
solution.

Considering the current IT infrastructure of the hospital, the
amalgamation of the proposed solution was not hampered by
any intricate integration challenges and unfolded as a
straightforward process. To streamline the workflow and
improve efficiency, Form Builder was integrated into a web
application already implemented in the hospital that presents a
detailed listing of the tasks assigned to a certain user. This
integration enables health care professionals to view a
comprehensive list of assigned tasks and submit completed
forms directly through the portal. The TP engine is the
mechanism that controls and triggers the tasks made available
to the medical team on the professional portal. As a result, the
professional portal serves as a centralized hub for task
management and data collection, enhancing the overall clinical
workflow.

To ensure that only authorized health care professionals had
access to corneal transplantation tasks, it was necessary to create
specific members for this purpose within the demographic of
professionals with their respective capabilities, roles, and
functions. Once the members of each team were established,
they were associated with the corresponding tasks. By
establishing a clear hierarchy of roles and responsibilities, the
hospital was able to ensure that the tasks related to corneal
transplantation were being accessed and completed by qualified
and authorized personnel.

The collaboration between the health care institution and the
research center has paved the way for the exchange of
knowledge and resources, allowing for a more efficient and
effective implementation of the solution. Furthermore, this
cooperation has fostered a culture of innovation and continuous
improvement in the hospital’s clinical practices, ultimately
yielding beneficial outcomes for the patients.

The main challenges encountered during deployment were
related to the lack of health care professionals with knowledge
of openEHR and modeling skills. As a result, the team
conducted several demonstrations and provided comprehensive
documentation to facilitate the users’ adoption of the tools.
Despite these challenges, the feedback and acceptance from
medical staff were generally positive as they reported ease of
adaptation and expressed satisfaction with the provided tools.

Statistical Analysis
In a data-driven world, statistical analysis has become critical
to gain insights and draw conclusions that may not be
immediately apparent through simple visual inspections. It holds
particular significance in the realm of health research, where it
can be used to evaluate the effectiveness and efficiency of IT
solutions such as EHRs, telemedicine platforms, and other
digital health tools. In this way, health care professionals can
identify areas for improvement, including the streamlining of
workflows, the enhancement of usability, and the resolution of
technical glitches, ultimately leading to improved patient
outcomes and enhanced quality of care.

Overall, the importance of data analytics in the health care
domain cannot be overstated as it has the potential to
significantly impact the lives and well-being of countless
individuals. Hence, to verify the efficiency and performance of
the solutions offered to manage the corneal transplantation
process, this section presents an analysis of the data gathered
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over the period of study from May 1, 2022, to March 31, 2023.
This analysis will include relevant indicators and charts. Before
presenting the data analysis, a brief overview of the data
collection process will be provided.

The data collection process for this study required careful
planning, attention to detail, and adherence to ethical guidelines
to ensure the accuracy and validity of the data. First, the
databases and tables of interest were selected. Then, an
anonymization process was carried out to preserve the identity
and privacy of the patients, which involved removing any
personal identifying information from the data. Once the data
had been anonymized, the relevant SQL queries were developed
to extract the data required. Finally, after the data had been

extracted, they were meticulously organized into descriptive
statistics in the form of indicators, charts, and graphs to ease
interpretation and help convey the findings.

Figure 11 shows the graphical representation of key indicators
in the corneal transplantation process, including task volume,
task conclusion, and patients enrolled. The task volume
represents the number of tasks available for health care
professionals to fill out the corresponding forms, whereas the
task conclusion corresponds to the number of tasks successfully
submitted by health care professionals. On the other hand,
patient enrollment indicates the number of patients registered
in the corneal transplantation list.

Figure 11. Single-number indicators of the corneal transplantation process, including task volume, task conclusion, and patient enrollment.

The proportion of concluded tasks in comparison to the number
of available tasks provides a clear and concise overview of the
overall task completion rate and offers a general picture of how
well tasks are being managed and completed. The number of
available and completed tasks can help gauge the workload of
health care professionals and assess the capacity of the system
to handle the demands of the workflow. A higher number of
completed tasks relative to available tasks indicates that the
system is functioning efficiently and effectively. Meanwhile, a

lower completion rate could suggest potential bottlenecks or
areas for improvement in the system’s design or implementation.
In this study, there is 63.9% (530/830) of concluded tasks and
36.1% (300/830) of available tasks.

The total number of corneal transplantation forms submitted by
health care professionals over time can be consulted in Table
4, allowing for the identification of trends and patterns in form
submission and providing insights into the volume and
frequency of tasks completed.

Table 4. Total number of corneal transplantation tasks submitted over time (n=530).

Corneal transplantation tasks submitted, n (%)Month and year

33 (6.2)March 2023

19 (3.6)February 2023

79 (14.9)January 2023

53 (10)December 2022

32 (6)November 2022

87 (16.4)October 2022

39 (7.4)September 2022

49 (9.3)August 2022

30 (5.7)July 2022

58 (10.9)June 2022

51 (9.6)May 2022
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As the corneal transplantation workflow is a complex process
involving the completion of a variety of tasks, Table 5 helps
visualize the distribution of these tasks across the different form

categories. This table displays both the numerical and percentage
distribution of submitted tasks according to each form category.

Table 5. Total number of corneal transplantation tasks submitted over time (n=530).

Corneal transplantation tasks submitted, n (%)Tasks

216 (40.8)Corneal transplantation request

114 (21.5)Schedule anesthesia consultation

82 (15.5)Perform anesthesia consultation

115 (21.7)Corneal transplantation call

3 (0.6)Manage suspended requests

Finally, to provide a comprehensive visualization of the number
of tasks submitted over time for each form category, a stacked
bar chart was used in Figure 12. This chart displays the total

number of tasks completed and submitted for each form category
over the period under consideration, helping assess the relative
contributions of each form category to the overall workflow.

Figure 12. Number of submitted tasks within the corneal transplantation workflow for each form over time.

Discussion

Principal Findings
The findings of this study offer a comprehensive and in-depth
overview of the incorporation of various components of
openEHR specifications, particularly the interaction of openEHR
forms, WPs, and DLMs, which have not yet been fully covered
in scientific literature.

To evaluate the impact of the solution, the openEHR structures
were incorporated into a workflow and integrated into a health
care institution. This study demonstrated the effects of the
intervention on the corneal transplantation workflow, which
was previously characterized by inadequate automation and an
intensified risk of data loss. The use of the new technologies
has the potential to substantially influence the workload of
health care professionals and, consequently, affect patient care
outcomes. Therefore, in addition to providing a thorough
description of the implementation process, this paper also
presented a statistical analysis of its effects.

The indicators presented in the Statistical Analysis section,
which are shown in Figure 11, show the number of available
tasks, completed tasks, and patients enrolled in the corneal
transplantation list during the time frame of this study.

The number of available tasks was 830, which represents the
total number of tasks that need to be completed. Of these tasks,
530 were completed, indicating that the completion rate of the
tasks was 63.9% (530/830).

The number of available and completed tasks can help gauge
the workload of health care professionals and assess the capacity
of the system to handle the demands of the workflow. A higher
ratio of completed tasks to available tasks indicates that the
system is working efficiently and effectively. A lower
completion rate, on the other hand, may suggest potential
bottlenecks or areas for improvement in the system’s design or
implementation.

As a result, a 63.9% (530/830) completion rate falls short of
expectations. This lower rate could be explained by a number
of factors. First, the hospital may have limited resources to
complete the tasks within the workflow, leading to delays in
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completing the tasks. Furthermore, the health care professionals
responsible for completing the tasks within the workflow may
not have received enough training or may be inexperienced,
which may imply some reluctance in adopting the new
technologies.

Because most of the available tasks within the studied workflow
regarded the “Contact for Corneal Transplantation,” which
represents the active waiting list for corneal transplantation, the
workflow completion depended on external factors such as
patient health and availability of donor organs. These
dependencies directly affected the time required to complete
the tasks and, consequently, the total workflow.

Due to the complexity of the corneal transplantation process, a
multidisciplinary service team is required, namely, the anesthesia
team and the ophthalmology team, which can cause
communication issues between the teams and, as a result, delays
in task completion.

These factors may also explain the fluctuations in the number
of task submissions over time depicted in Table 4. Hence, as a
result of the influence of these factors, it was not possible to
establish patterns in the data over time as expected given the
nonseasonal nature of the data.

Furthermore, the enrollment of 197 patients is a significant
aspect of the data as it serves as a critical contextual element in
assessing the workload. However, it should be noted that the
number of enrolled patients, as previously mentioned, does not
accurately reflect the total number of corneal transplantation
proposals submitted. This is because a single patient may be
registered multiple times to undergo different procedures. As
a result, the number of enrolled patients may not be a direct
indicator of the workload or the number of tasks that need to
be completed in a corneal transplantation workflow.

In this sense, to gain a more comprehensive understanding of
workload management within a hospital setting, a more specific
study on the different types of tasks available was required.
This analysis enables more detailed scrutiny of the specific
challenges and constraints associated with each task type and
allows for the identification of more targeted solutions to
enhance efficiency and productivity.

A quick look into Table 5 reveals a higher rate, 40.8%
(216/530), of completed tasks associated with the “Corneal
Transplantation Proposal” form in comparison to the remaining
tasks. This rate can be explained by the lack of resources to
perform the transplants at a quicker pace. It is also worth noting
that the form with the lowest submission rate was “Management
of Suspended Proposal,” indicating the fewer cases in which
the corneal transplantation proposals were suspended.

Finally, Figure 12 depicts the number of submitted tasks
according to each form over time. In the first months, it is
possible to observe that the tasks associated with the “Contact
for Corneal Transplantation” form increased, whereas the
number of “Corneal Transplantation Proposal” tasks decreased.
Since August 2022, a higher number of submitted tasks
pertaining to the “Schedule Anesthesia Consultation” form can
be observed. As a result, a month later, it is possible to observe

an increase in the number of tasks pertaining to the “Perform
Anesthesia Consultation” form.

The findings of this analysis emphasize the importance of
effective workload management within a hospital setting. By
monitoring and analyzing the number of tasks available and
completed, hospitals can identify areas for improvement and
ensure that patient care is not jeopardized. In addition, this study
can help identify potential bottlenecks and areas of inefficiency
in current workflows, informing the design and implementation
of targeted interventions to enhance the effectiveness of health
care operations.

Limitations
A paper outlining the implementation steps of clinical standards
in a hospital setting is a valuable resource for identifying best
practices and areas for improvement, as well as for advancing
patient care. However, it is important to acknowledge its
potential limitations to fully understand its impact on health
care.

Resource limitations are an important concern to consider as
the implementation of openEHR specifications requires staff
time and training, which can pose additional challenges for
health care organizations. One difficulty encountered in this
study was the staff workload as the implementation of the
solution presented in this paper required them to attend training
sessions and meetings, as well as review new policies and
procedures. Changes in work processes and team dynamics
were an additional threat to the implementation of the solution
as it was necessary to update team members’ permissions and
roles.

Training was another area in which difficulties were encountered
as health care providers had to learn new skills and competencies
to use the specifications effectively, which involved becoming
accustomed to new technology and tools. This was particularly
challenging for those who were less comfortable with
technology, limiting their willingness to adopt new practices
and posing resistance to change.

Finally, it was essential to consider time constraints because
the findings discussed in this paper pertain to the duration of
the study. The adoption of clinical standards is an ongoing
process, and this paper may not be able to fully capture the
long-term effects of the implementation.

Conclusions
Traditional health care is plagued by the use of disparate systems
for managing patient data, leading to a fragmented view of
medical records as well as inconsistencies and gaps in clinical
information. Without standardized and efficient systems in
place, there is a higher risk of medical errors,
miscommunication, delayed or inadequate diagnoses, and
suboptimal treatment decisions, which can ultimately
compromise patient safety and health care quality. In addition,
this issue underscores the importance of interoperability in
health care.

In the case of corneal transplantation, accurate and timely
management of patient information is critical for the success of
the procedure and the well-being of the patient. Hence, this
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study proposed the adoption of clinical standards, specifically
openEHR, to address these challenges by enabling the creation
of a comprehensive and shared patient record. This paper
provides insights into the use of openEHR in health care and
contributes to the incessant efforts to improve the quality and
safety of patient care.

The implementation of openEHR specifications to standardize
corneal transplantation records and streamline its workflow can
yield significant benefits to patients, health care providers, and
the health care system as a whole. Standardized EHRs can
ensure the accuracy, consistency, and completeness of data entry
and management, leading to increased patient safety and reduced
medical errors. Furthermore, it serves as a centralized repository
for clinical data, enabling health care providers to access
information more easily and facilitating the seamless exchange
of data between different health care systems. openEHR can
also support clinical decision-making by providing real-time
access to patient data and enabling clinicians to make more
informed decisions about patient care.

In summary, the process that connects openEHR forms, WPs,
and DLMs ensures that the best course of action for a given
patient is taken by providing real-time decision support, data
validation, and automated actions and ensuring that patient data
are accurate, consistent, and accessible, as well as that all

necessary clinical tasks are performed in a timely and efficient
manner.

Although this study focused on the implementation of clinical
standards in a specific health care setting, the principles and
strategies used to implement openEHR specifications remain
relevant and applicable in other health care contexts. Hence,
the findings of this study hold considerable value for health care
professionals, hospital administrators, and technology
developers, providing critical insights into the implementation
of openEHR specifications within a hospital setting and paving
the way for the development of innovative solutions to optimize
health care operations.

In light of these benefits, it is clear that the adoption of openEHR
structures for the standardization of corneal transplantation
records represents a critical step forward in the pursuit of safer,
more effective, and higher-quality care. Hence, the authors
believe that using openEHR specifications will become standard
practice in the health care industry in the near future.

Future research could focus on the application of artificial
intelligence algorithms to data extracted from standardized
EHRs as training algorithms on reliable, consistent, and
high-quality data leads to more robust and trustworthy results.
This can enable a more efficient and effective clinical data
analysis, maximizing the potential of openEHR to drive
meaningful improvements in health care outcomes.
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Abstract

Background: Coprescribing naloxone with opioid analgesics is a Centers for Disease Control and Prevention (CDC) best
practice to mitigate the risk of fatal opioid overdose, yet coprescription by emergency medicine clinicians is rare, occurring less
than 5% of the time it is indicated. Clinical decision support (CDS) has been associated with increased naloxone prescribing;
however, key CDS design characteristics and pragmatic outcome measures necessary to understand replicability and effectiveness
have not been reported.

Objective: This study aimed to rigorously evaluate and quantify the impact of CDS designed to improve emergency department
(ED) naloxone coprescribing. We hypothesized CDS would increase naloxone coprescribing and the number of naloxone
prescriptions filled by patients discharged from EDs in a large health care system.

Methods: Following user-centered design principles, we designed and implemented a fully automated, interruptive, electronic
health record–based CDS to nudge clinicians to coprescribe naloxone with high-risk opioid prescriptions. “High-risk” opioid
prescriptions were defined as any opioid analgesic prescription ≥90 total morphine milligram equivalents per day or for patients
with a prior diagnosis of opioid use disorder or opioid overdose. The Reach, Effectiveness, Adoption, Implementation, and
Maintenance (RE-AIM) framework was used to evaluate pragmatic CDS outcomes of reach, effectiveness, adoption, implementation,
and maintenance. Effectiveness was the primary outcome of interest and was assessed by (1) constructing a Bayesian structural
time-series model of the number of ED visits with naloxone coprescriptions before and after CDS implementation and (2)
calculating the percentage of naloxone prescriptions associated with CDS that were filled at an outpatient pharmacy. Mann-Kendall
tests were used to evaluate longitudinal trends in CDS adoption. All outcomes were analyzed in R (version 4.2.2; R Core Team).

Implementation (Results): Between November 2019 and July 2023, there were 1,994,994 ED visits. CDS reached clinicians
in 0.83% (16,566/1,994,994) of all visits and 15.99% (16,566/103,606) of ED visits where an opioid was prescribed at discharge.
Clinicians adopted CDS, coprescribing naloxone in 34.36% (6613/19,246) of alerts. CDS was effective, increasing naloxone
coprescribing from baseline by 18.1 (95% CI 17.9‐18.3) coprescriptions per week or 2,327% (95% CI 3390‐3490). Patients
filled 43.80% (1989/4541) of naloxone coprescriptions. The CDS was implemented simultaneously at every ED and no adaptations
were made to CDS postimplementation. CDS was maintained beyond the study period and maintained its effect, with adoption
increasing over time (τ=0.454; P<.001).

Conclusions: Our findings advance the evidence that electronic health record–based CDS increases the number of naloxone
coprescriptions and improves the distribution of naloxone. Our time series analysis controls for secular trends and strongly suggests
that minimally interruptive CDS significantly improves process outcomes.

(JMIR Med Inform 2024;12:e58276)   doi:10.2196/58276

KEYWORDS

clinical decision support systems; order sets; drug monitoring; opioid analgesic; opioid use; opioid prescribing; drug overdose;
opioid overdose; naloxone; naloxone coprescribing; harm reduction; harm minimization
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Introduction

Overdose (OD) deaths decreased in the United States from 2022
to 2023, but 81,083 people still died from opioids in 2023 [1].
Almost 10 million adults misused prescription opioids in 2019
[2], making opioids the most misused prescription drug [3]. Up
to 20% of emergency department (ED) visits result in an opioid
prescription, and ED opioid prescribing has been associated
with increased opioid misuse, abuse, and death [4-10],
underscoring the need for ED harm reduction.

Naloxone is an opioid antagonist capable of reversing opioid
OD. Naloxone distribution has been associated with reductions
in population-level opioid mortality [11,12]. Prescribing
naloxone with opioids (naloxone coprescribing) is a Centers
for Disease Control and Prevention (CDC) best practice and
has been mandated in some states [13,14]. Yet, naloxone
coprescribing remains rare [15-17], only occurring 2.3% of the
time when >90 morphine milligram equivalents of opioids are
ordered from the ED and 7.4% of the time after an ED visit for
suspected opioid OD (vs epinephrine which is prescribed in
49% of ED visits for anaphylaxis) [16,17]. Stigma, workload,
and time pressures may explain these gaps [18-21].

Health systems have begun implementing strategies to facilitate
naloxone coprescribing [22]. Computerized clinical decision
support (CDS) is a strategy to assist decision-making and
improve health care quality [23,24]. When designed well, CDS
have been shown to improve evidence-based prescribing
[25-27], as well as opioid OD education and naloxone
distribution [28-33]. CDS best practices include increasing
specificity and sensitivity, triggering at the right time, making
the evidence-based choice the easiest option, and tracking patient
outcomes [24,34,35]. Effective CDS implementation requires
attention to choice architecture, setting, and best practices to
reduce bias and improve adoption [36-38].

We aimed to improve the evidence-based delivery of naloxone
by developing and deploying an ED clinician-facing, electronic
health record (EHR)–based CDS. We quantified the impact of
CDS according to the Reach, Effectiveness, Adoption,
Implementation, and Maintenance (RE-AIM) framework [39].
By specifying the users targeted, including workflow events
that triggered CDS, and describing lessons learned, we hope to
encourage the deployment and testing of similar CDS beyond
our health system.

Methods

Intervention
Following user-centered design (UCD) principles [40], a
multidisciplinary team including 5 physicians, 2 pharmacists,
and several EHR builders, with expertise in implementation
science, informatics, behavioral economics, and health services
research, designed a fully automated, EHR-embedded,
interruptive, provider-facing CDS. The intervention was
beta-tested by several ED clinicians in a practice setting for 6
months before the systemwide rollout. CDS did not interface
with any technologies beyond the EHR and fired within typical
workflow to recommend and facilitate the addition of a naloxone

prescription before the e-signing of any high-risk opioid
analgesic prescription order (Multimedia Appendix 1). High-risk
criteria were adapted from the 2016 CDC guidelines for chronic
pain and defined as any opioid prescription (1) resulting in >90
morphine milligram equivalents per day, (2) for a patient with
an opioid use disorder (OUD) diagnosis, or (3) prior opioid OD
[41]. CDS searched for Systematized Nomenclature of Medicine
Clinical Terms in the “Problem List Diagnosis,” “Encounter
Diagnosis,” and “Hospital Problem Diagnosis” lists. Alerts were
suppressed if the patient had an active naloxone prescription or
if the patient was discharged to hospice, given patients on
end-of-life care are excluded from CDC guidelines [41].
Naloxone prescriptions stayed on the patient’s medication list
for 1 year.

Key design principles followed were that CDS be intuitive,
trigger only when indicated, and default to a preselected
naloxone order that was the least expensive option in the health
care system’s retail pharmacies [24,34,35]. Any provider with
prescribing privileges could encounter the alert. Default
selection was chosen to decrease work (clicking “Accept” added
naloxone to the existing order) and because “opt-out”
approaches increase the uptake of target clinical behaviors
[42-45].

Accepting CDS was the path of least resistance. However,
consistent with nudge theory, clinicians could bypass CDS by
(1) selecting “Do Not Order” then “Accept” (2 clicks); (2)
selecting prepopulated bypass options (“Doesn’t meet criteria,”
going to “Hospice/SNF,” “Already has naloxone”) then
“Accept” (2 clicks);” or (3) commenting (≥2 clicks) [46].
“Already has naloxone” was included to account for naloxone
outside the EHR. Clinicians were returned to their prior
workflow after any action.

Clinicians were educated on CDS via departmental meetings
and email. Educational materials included (1) CDS rationale,
(2) instructions for use, and (3) suggested patient
communication. No ongoing education was provided, and no
changes were made to CDS after implementation.

Study Design and Setting
This was a retrospective, observational study of ED visits in a
large, not-for-profit university-affiliated, nongovernmental
health care system. Located in the Rocky Mountain Region, the
system has >500,000 total ED visits per year and includes 12
EDs—1 urban-academic level 1 trauma center, 2 urban
community hospitals (1 a level 1 trauma center), 2 suburban
community level 2 trauma centers, and 7 community
free-standing EDs. The study was approved and informed
consent was waived by the Colorado Multiple Institutional
Review Board (COMIRB). The Guidelines and Checklist for
the Reporting on Digital Health Implementations (iCHECK-DH)
were followed (Multimedia Appendix 2) [47].

Data Collection, Measurements, and Outcomes
Naloxone coprescribing was defined as a clinician prescribing
opioids and naloxone during the same ED visit. Deidentified
patient characteristics (age, sex, race, ethnicity, preferred
language, and insurance), CDS data (reasons for firing, number
of firings per visit, clinician actions, and bypass reasons), and
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clinical variables (whether naloxone was prescribed via CDS
and the prescription was filled) were extracted monthly from
the shared EHR (Epic Systems). Research data governance was
linked to EHR data governance. Clinicians entered data into
Epic Hyperspace and CDS responses were automatically
registered in real time. Extract, transform, and load processes
transferred all patient data into relational databases hosted on
private virtually protected servers nightly, and a Microsoft SQL
Server Management Studio query was run to further clean and
filter research data into Microsoft Excel.

The RE-AIM framework was used to determine the impact of
CDS [39]. More explicitly, reach was measured by examining
the proportion of ED visits where CDS was triggered and
whether patients’ characteristics influenced opioid prescribing
(and high-risk opioid prescribing, ie, CDS triggering) and
naloxone coprescribing. Effectiveness (primary outcome) was
assessed by evaluating the number of ED discharges with
naloxone coprescriptions per week across the system before
and after CDS implementation. Effectiveness was also measured
by quantifying the naloxone prescription fill rate (naloxone
prescription fills per naloxone orders via CDS vs other
workflows) at a 24-hour ED outpatient retail pharmacy in the
largest urban academic ED. This subgroup analysis was
performed to determine whether increased naloxone orders
translated to more naloxone reaching patients and to compare
whether patients prescribed naloxone via CDS were more likely
to fill their prescriptions than patients prescribed naloxone via
other workflows. All prescriptions written at this ED defaulted
to the ED’s outpatient pharmacy—unless specifically requested
by the patient—thus prescription fill data were available in the
pharmacy EHR. Adoption was defined as the number of
naloxone prescriptions from CDS per number of CDS firings.
Due to EHR limitations, we could not measure CDS suppression.
The process of implementation is described. Finally,
maintenance was judged by whether CDS was maintained after
the study period and by modeling changes in adoption over
time.

Ethical Considerations
All data releases were cleared by a Research Services Manager
who ensured the data being released were compliant with the
Health Insurance Portability and Accountability Act (HIPAA)
and the corresponding institutional review board exemption
(#23-0458). No continuing review was required because this
was secondary research and all data were deidentified. Results
were shared via secure email. Individual informed patient
consent was waived and no compensation was offered, given
no patient participation or protected health information was
shared.

Data Analysis
There is a documented need for rigorous, pragmatic evaluation
when implementing new CDS [34]. Interrupted time series
analyses are suggested for CDS evaluation because they control
for confounding secular trends [34,48-50]. We used a Bayesian
structural time-series model controlling for the number of ED
visits to evaluate the impact of CDS on naloxone coprescribing
(CausalImpact package; version 1.3.0; Brodersen et al) [51],
Mann-Kendall tests to model longitudinal changes in CDS
adoption, and chi-square tests to compare the proportions of
individuals who triggered CDS and were prescribed either an
opioid or opioid with naloxone across demographic categories.
Equity of RE-AIM outcomes was evaluated based on patient
characteristics because prior research has demonstrated an
increased likelihood of opioid prescribing for White patients
and increased naloxone prescribing (and coprescribing) for
Black and Latine patients [52-58]. Otherwise, frequencies and
percentages are reported for categorical variables. All statistical
analyses were conducted in R (version 4.2.2; R Core Team)
[59].

Study Sample
All ED visits with a discharge opioid prescription between
March 2013 and July 2023 were included. Effectiveness was
assessed by comparing weekly aggregated counts of ED visits,
opioid prescriptions, and naloxone coprescriptions between the
pre- (March 2013-November 2019) and postimplementation
periods (November 2019-July 2023). Adoption was assessed
using only post-period data. The accuracy of synthetic control
models, like the Bayesian structural time-series model used, is
generally improved by including more pre-period data [51].
Therefore, we extracted enough data to provide a 2:1 pre-to
post-period ratio. We did not perform a prospective power
calculation. Patients younger than 18 years or older than 90
years old and those who were admitted to the hospital were
excluded from both periods.

Implementation (Results)

Demographics
After implementation, between November 2019 and July 2023,
there were 1,994,994 eligible ED discharges. Of these, 5.19%
(103,606/1,994,994) included an opioid analgesic prescription
and 0.83% (16,566/1,994,994) of prescriptions met high-risk
criteria. Most visits included female (n=1,083,973, 54.33%),
White (n=1,357,153, 68.03%), non-Latine (n=1,519,584,
76.17%), English-speaking (n=1,866,744, 93.57%), and publicly
insured (n=1,146,781, 57.48%) patients (Table 1). White,
non-Latine, English-speaking, privately insured patients were
prescribed opioids a greater proportion of the time compared
to Black, Latine, non–English-speaking, and publicly insured
patients (P<.001).
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Table . Postimplementation visit demographics stratified by visit type.

Subgroup 3: ED visits with
a CDS alert and a naloxone
coprescription (n=3077), n
(%)

Subgroup 2: ED visits with

a CDSb alert and a high-risk
opioid prescription
(n=16,566), n (%)

Subgroup 1: ED visits with
an opioid prescription
(n=103,606), n (%)

Overall: All EDa visits
(n=1,994,994), n (%)

Sex

1663 (54.05)8670 (52.34)56,260 (54.30)1,083,973 (54.33)    Female

1405 (45.66)7858 (47.43)47,094 (45.45)905,624 (45.39)    Male

0 (0.00)0 (0.00)0 (0.00)118 (0.01)    Other

9 (0.29)38 (0.23)252 (0.24)5279 (0.26)    Unknown

Race

2278 (74.03)12,724 (76.81)78,174 (75.45)1,357,153 (68.03)    White or Caucasian

273 (8.87)1198 (7.23)7066 (6.82)210,864 (10.57)    Black or African Ameri-
can

406 (13.19)2606 (15.73)18,106 (17.48)420,055 (21.06)    Other

120 (3.90)38 (0.23)260 (0.25)6922 (0.35)    Unknown

Ethnicity

565 (18.36)2637 (15.92)20,133 (19.43)448,959 (22.50)    Hispanic, Latine, or
Spanish origin

2485 (80.76)13,818 (83.41)82,363 (79.50)1,519,584 (76.17)    Non-Hispanic, Latine, or
Spanish origin

0 (0.00)70 (0.42)849 (0.82)19,395 (0.97)    Other

27 (0.88)41 (0.25)261 (0.25)7056 (0.35)    Unknown

Primary language

2936 (95.42)15,934 (96.18)98,153 (94.74)1,866,744 (93.57)    English

98 (3.18)437 (2.64)4130 (3.99)86,390 (4.33)    Spanish

33 (1.07)154 (0.93)1031 (1.00)34,614 (1/74)    Other

10 (0.32)41 (0.25)292 (0.28)7246 (0.36)    Unknown

Insurance

1937 (62.95)10,193 (61.53)49,374 (47.66)1,146,781 (57.48)    Public

57 (1.85)364 (2.20)2019 (1.95)33,395 (1.67)    Military

193 (6.27)913 (5.51)9183 (8.86)150,202 (7.53)    Indigent

876 (28.47)5096 (30.76)43030 (41.53)664,616 (33.31)    Private or other

0 (0.00)0 (0.00)0 (0.00)0 (0.00)    Unknown

aED: emergency department.
bCDS: clinical decision support.

Reach
CDS fired in 0.83% (16,566/1,994,994) of all ED visits. A total
of 15.99% (16,566/103,606) of visits with a discharge opioid
prescription met high-risk criteria and triggered CDS. CDS fired
multiple times in 13.17% (2182/16,566) of visits (mean 1;
median 1); ED clinicians interacted with CDS 19,246 times
overall. Visits triggering CDS most often involved patients who
were female (n=8670, 52.34%), White (n=12,724, 76.81%),
non-Latine (n=13,818, 83.41%), spoke English (n=15,934,
96.18%), and had Medicaid or Medicare (n=10,193, 61.53%;
Table 1). However, adjusting for the number of visits with an
opioid prescription (a prerequisite for CDS triggering), CDS

was more likely to trigger in visits with male, Latine, English
speaking, and publicly insured patients (P<.001).

Effectiveness
Before CDS implementation, clinicians coprescribed naloxone
in 0.05% (156/318,216) of ED visits when an opioid analgesic
was prescribed. After CDS implementation, ED clinicians
coprescribed naloxone in 3.49% (3616/103,606) of ED visits
when an opioid analgesic was prescribed. In the
postimplementation period, 85.09% (3077/3616) of naloxone
coprescriptions originated from CDS.

Using the number of ED visits as a covariate, the CausalImpact
package predicted 0.80 (95% CI 0.55‐1.05) ED visits with
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naloxone coprescriptions per week and 150 (95% CI 100‐200)
ED visits with naloxone coprescriptions in the
postimplementation period. After CDS go-live there was an
immediate increase in the number of ED visits with naloxone
coprescriptions each week—18.9 ED visits with naloxone
coprescriptions observed on average weekly and 3616 ED visits
with naloxone coprescriptions in the entire postimplementation
period (Figure 1). In other words, CDS increased ED naloxone
coprescribing by 18.1 (95% CI 17.85‐18.34) naloxone
coprescriptions per week or 2327% (95% CI 1702‐3335).
Black and non-Latine patients were more likely to have naloxone

coprescribed when CDS triggered compared to White and Latine
patients (P<.001).

During the postimplementation period, there were 4541
naloxone coprescriptions with opioid analgesics written at the
urban, academic ED (mean 1.2; median 1 per visit) and 3308
(72.85%) were ordered from a CDS alert. Patients filled 49.42%
(2134/4318) of their opioid prescriptions and 43.80%
(1989/4541) of naloxone coprescriptions. Patients coprescribed
naloxone via CDS filled their prescriptions less often than
patients coprescribed naloxone via other workflows (35.64%,
1179/3308 vs 65.69%, 810/1233).

Figure 1. The CausalImpact plot of naloxone coprescribing. CDS: clinical decision support.
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Adoption
ED clinicians adopted CDS, following the recommendation to
coprescribe naloxone in 34.36% (6613/19,246) of alerts.
Clinicians at the academic ED adopted CDS at a higher rate
61.62% (2005/3254) than at community EDs 34.70%
(4608/13,280).

Implementation
This CDS was implemented simultaneously at every ED and
no changes were made to CDS postimplementation. All EDs
used the same EHR, and it took a CDS builder 70 hours
(including meetings, communications, and build time) to design
and implement CDS.

Maintenance
According to the Mann-Kendall test, CDS adoption increased
over time (τ=0.454; P<.001). Because no changes were made
to CDS, there were no obvious sustainability costs beyond what
our health system regularly paid for EHR access. CDS is still
active and currently being scaled to outpatient clinics.
Sustainability decisions are made by local governance based
on naloxone prescribing because it was defined as a CDC best
practice. CDS are reviewed ad hoc based on technical issues
and yearly otherwise.

Lessons Learned
The implementation process benefitted from the makeup of the
study team, who were able to provide local context for design,
identify key workflow needs, address local barriers, and serve
as champions during implementation. Beta testing and
CDS-specific data analytics were prioritized to identify technical
and efficiency issues early. Having data analytics built and
collecting data during testing was key for providing estimates
on workflow interruptiveness and informing iterative
improvements. For example, monitoring revealed CDS initially
only searched the current visit diagnosis, failing to identify
histories of OUD and OD. The trigger algorithm was changed
to include any EHR documented history of OUD or OD before
going live, with a significant increase in case identification.
Additionally, because clinicians told champions that CDS were
firing “too late,” CDS were modified to trigger when clinicians
entered as opposed to signed orders, facilitating clinician-patient
communication before prescribing.

This project began as quality improvement, which was important
for local buy-in. Also, the health system is funded, and therefore,
owns the intervention. It would have been ideal to prospectively
track implementation to elucidate system and per-patient costing
and inform decisions about CDS maintenance. Future studies
should formally evaluate patient-centered outcomes to confirm
CDS as an effective and equitable implementation strategy.

Discussion

Principal Findings
A minimally interruptive CDS was readily adopted, showed a
sustained effect, and significantly increased the number of ED
naloxone coprescriptions. These findings support CDS as an

effective implementation strategy to increase clinician uptake
of naloxone best practices.

The high rate of adoption supports the need for user-centered
CDS development, monitoring, and evaluation as the impact of
CDS is often limited by low adoption and frequent workflow
interruptions resulting in “alert fatigue” (the desensitization to
important safety warnings) [24,60-64]. A Cochrane review of
122 CDS trials showed that CDS, on average, only increases
the proportion of patients receiving desired care by 5.8% (95%
CI 4.0% to 7.6%) [36]. The impact is variable, with the top
quartile of reported improvements ranging from 10% to 62%
[36]. With an adoption rate of 34.36% and a 2327% increase in
the number of ED visits with naloxone coprescriptions, this
CDS falls well within the top quartile of CDS improvements
[36]. Interestingly, adoption increased over time. This finding
differs from most other CDS literature reporting a decrease in
adoption over time [65], and mirrors one other CDS study that
reported a similar effect after UCD [66], perhaps suggesting
that UCD improves initial and sustained adoption [66].

ED clinicians face increasingly complex workflow challenges
that require validated solutions [67,68]. Previous evaluations
of naloxone coprescribing CDS have not always aligned with
best practices for designing, conducting, and reporting CDS
interventions [28-31,34]. Prior studies have not discussed the
rationale for CDS design (such as choice architecture) and have
excluded key operational details (supplements and alert
screenshots), making it challenging to reproduce or scale CDS
[28-31,34]. The default order design of our CDS may have
contributed to CDS acceptability by making choice architecture
less burdensome to clinicians [34]. CDS adoption may also
reflect actions in line with clinicians’ and patients’ positive
attitudes toward naloxone prescribing and use [15,34,62].

Our Bayesian structural time series model, without a statutory
mandate, offers robust evidence to support claims that CDS
increases ED naloxone coprescribing. Our methods address the
gap from prior studies that relied on pre-post designs and

inferential statistics (logistic regression, t tests, and χ2 tests)
[30,31], which increase the risk of confounding by
organizational policies, regulations, or reimbursement rules
[34].

The fact that White, non-Latine, English-speaking, and privately
insured patients were significantly more likely to have an opioid
prescribed is concerning but consistent with prior literature
[52-58]. Demographic differences in opioid and naloxone
prescribing have been widely reported [52-58]. It is notable that
Black and non-Hispanic patients were more likely to have
naloxone coprescribed after CDS was triggered. This is the first
study to report demographic differences in clinicians’ responses
to CDS designed to increase naloxone coprescribing. Although,
Black and Latine patients are coprescribed naloxone more often
at baseline. Thus, it is possible CDS increased naloxone
coprescribing equally and simply failed to reduce the influence
of racial and ethnic bias on opioid or naloxone prescribing
[57,58]. Other CDS designers should consider these differences
when implementing and evaluating CDS to ensure they do not
inadvertently maintain or widen existing disparities.
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Limitations
No clinical outcomes were measured, so we do not know if
practice changes impacted care such as ED readmissions. No
statutory mandates were implemented during this study, but we
cannot be sure local educational efforts were not made to
encourage naloxone coprescribing. Larger trends in opioid
prescribing were not examined but are unlikely to have impacted
the rate of naloxone coprescribing.

The availability of a 24-hour ED pharmacy at the academic site
was another potential operational confounder in measuring
naloxone fill rates. Discharged patients had to pass the pharmacy
to exit the ED. This is an important consideration for
sustainability since we do not compare naloxone coprescribing
versus take-home naloxone (THN). THN has been reported to
improve naloxone distribution by removing the need to stop at
a pharmacy and may alleviate patient costs but shift medication
costs to systems or public health organizations. Prior work,

evaluating THN programs, has reported naloxone distribution
rates as high as 87.3% [69]. However, THN programs are
resource intensive [69,70], thus, might still be improved by
CDS that improve the recognition of patients at risk for OD
[71].

Conclusions
An EHR-based CDS encouraging ED naloxone coprescribing
with opioid analgesics increased alert-based naloxone orders
and overall system rates of naloxone coprescribing. The CDS
had a low rate of interruption, a high rate of adoption [36], and
significantly increased ED naloxone coprescribing across 12
EDs. There were no obvious sustainability costs beyond what
the health system regularly paid for EHR access. These findings
support claims that health care system leaders should consider
CDS as an implementation strategy to address the significant
gap in naloxone coprescribing [28-33].
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Abstract

Background: Collecting the medical history during a first outpatient consultation plays an important role in making a diagnosis.
However, it is a time-consuming process, and time is scarce in today’s health care environment. The computer-assisted history
taking (CAHT) systems allow patients to share their medical history electronically before their visit. Although multiple advantages
of CAHT have been demonstrated, adoption in everyday medical practice remains low, which has been attributed to various
barriers.

Objective: This study aimed to implement a CAHT questionnaire for orthopedic patients in preparation for their first outpatient
consultation and analyze its completion rate and added value.

Methods: A multicenter implementation study was conducted in which all patients who were referred to the orthopedic department
were invited to self-complete the CAHT questionnaire. The primary outcome of the study is the completion rate of the questionnaire.
Secondary outcomes included patient and physician satisfaction. These were assessed via surveys and semistructured interviews.

Implementation (Results): In total, 5321 patients were invited, and 4932 (92.7%) fully completed the CAHT questionnaire
between April 2022 and July 2022. On average, participants (n=224) rated the easiness of completing the questionnaire at 8.0
(SD 1.9; 0‐10 scale) and the satisfaction of the consult at 8.0 (SD 1.7; 0‐10 scale). Satisfaction with the outpatient consultation
was higher in cases where the given answers were used by the orthopedic surgeon during this consultation (median 8.3, IQR
8.0‐9.1 vs median 8.0, IQR 7.0‐8.5; P<.001). Physicians (n=15) scored the average added value as 7.8 (SD 1.7; 0‐10 scale)
and unanimously recognized increased efficiency, better patient engagement, and better medical record completeness. Implementing
the patient’s answers into the electronic health record was deemed necessary.

Conclusions: In this study, we have shown that previously recognized barriers to implementing and adapting CAHT can now
be effectively overcome. We demonstrated that almost all patients completed the CAHT questionnaire. This results in reported
improvements in both the efficiency and personalization of outpatient consultations. Given the pressing need for personalized
health care delivery in today’s time-constrained medical environment, we recommend implementing CAHT systems in routine
medical practice.

(JMIR Med Inform 2024;12:e60655)   doi:10.2196/60655

KEYWORDS

computer-assisted history taking; history taking; digital medical interview; orthopedics; digital health; computer-assisted; cohort
study; orthopedic; outpatient; satisfaction; patient engagement; medical record

Introduction

Background
The patient’s medical history plays a crucial role in establishing
an accurate diagnosis [1-3]. However, collecting the medical
history during a first consultation is time-consuming, and time

is scarce in today’s health care environment. In addition, the
first consultation can be a stressful event for a patient, resulting
in anxiety and misinterpretation of the questions asked during
a medical encounter [4]. Subsequently, this can potentially result
in incomplete and invalid information, hindering a patient’s
ability to participate in shared decision-making [4].
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Computer-assisted history taking (CAHT) systems, also known
as digital medical interview assistant systems, are software
programs that allow patients to present their medical history
electronically before an outpatient consultation. For instance,
this can be done remotely via a web-based portal or smartphone
app prior to the scheduled consultation [5]. CAHT was first
introduced in the early 1970s as an additional channel to collect
highly relevant, comprehensive, and accurate patient information
[6]. Multiple advantages of CAHT have been demonstrated,
including saving face-to-face consultation time spent on history
taking and empowering patients to be active in their own care
[7]. Moreover, CAHT might enhance the comprehensiveness
of patient history taking by employing standardized algorithms
that expand questioning depth based on the participant’s
responses [8]. This approach holds the potential to uncover
psychosocial and psychiatric issues potentially associated with
the presenting complaint [9].

Although these findings are promising, the adoption rate of
CAHT within health care remains low. This is attributed to
various barriers for both health care professionals (HCPs) and
patients [6]. The accessibility of health care for all comes into
question while digitalizing health care. Additionally, concerns
arise regarding the interoperability of data that is fragmented
across multiple compartments. The ability of patients to provide
accurate answers is also brought into focus when they are
consulted via an online survey rather than an in-person
consultation [10].

Despite these barriers in integrating CAHT into everyday
medical practice, the current pressure on the health care system
demands action. Since the projected growth of multiple patient
populations by far exceeds the number of available HCPs in the
near future, the time spent on each patient needs to be as
efficient and effective as possible, without reducing (perceived)
health care quality. Given the number of patients that nowadays
have access to email, websites, and smart devices, and the
unprecedented advances in technologies in recent years, a more
successful implementation of CAHT in clinical practice could
be expected. However, no research has been published about
achieving this goal.

Objectives
The aims of this study were to implement an online orthopedic
CAHT questionnaire that enables patients to provide their
medical history prior to their first outpatient consultation and
to integrate the CAHT system into the electronic health records
(EHRs) of two Dutch hospitals. We subsequently analyzed the
completion rate of the CAHT questionnaire, as well as HCPs’
satisfaction with the collected information, its accessibility, and
its added value.

Methods

Study Design and Setting
This multicenter implementation study was conducted at the
orthopedic departments of the Anna Hospital (Geldrop, The
Netherlands) and Elisabeth-Tweesteden Hospital (Tilburg, The
Netherlands). No changes were made to the design after the
study was commenced. We followed the implementation
guidelines for the reporting on digital health implementations
[11].

Ethical Considerations
Approval was obtained from the medical ethics committees of
Anna Hospital and Elisabeth-Tweesteden Hospital. The study
was exempted from the Medical Research Involving Human
Subjects Act (WMO, N23.090). Patients were informed about
data usage for research and publication purposes at the start of
the CAHT questionnaire, with participation being voluntary.

Participant Selection
All patients aged 18 years and older who were referred to the
orthopedic departments of the participating centers for their first
in-hospital consultation were invited to participate in the study.
Patients needed to have an email address and sufficient
command of the Dutch language. Patients with a cognitive
disorder and patients specifically referred for pediatric
orthopedics were excluded. Inclusion criteria were assessed by
hospital staff when they contacted the patients to schedule their
appointment.

All physicians and orthopedic residents (n=24) working in the
participating hospitals and who have had scheduled initial
consultations with patients during the study period were invited
to participate in the study as well [12].

The CAHT Questionnaire
The CAHT questionnaire aimed to collect the patients’ medical
condition, in preparation for their first outpatient consultation.
The questionnaire included several topics in the following order:
affected joint, previous diagnoses or treatments, health status,
personal care needs or preferences, and patient characteristics
(Table 1). Some questions were generic, but most were
joint-specific. Depending on the answers given by the patient
on specific questions, standardized algorithms expand
questioning depth using branching logic without using artificial
intelligence (eg, in the case of trauma, more information was
requested about the trauma origin). The online questionnaire
was offered to patients in a design consistent with the hospital’s
branding, and some questions were supported with illustrations
and instructions (Figure 1).
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Table . Example of covered subjects and related questions for patients with knee complaints. Questions are translated from Dutch (the language used
in the study) to English.

QuestionTopic

History • Have you ever received a diagnosis, by a physician or general practi-
tioner, due to complaints in your knee and/or your lower back?

• Have you ever undergone a surgical procedure for your knee and/or
lower back?

Main complaint • For which knee do you have complaints?
• For how long have you experienced knee complaints?
• On a scale of 0 to 10, how severe is your knee pain at rest?

Main complaint in relation to social activities • Are you limited in playing sports or executing your hobby due to
your knee complaints?

• Are you limited in your job due to your knee complaints?

Personal care needs and preferences • Your orthopedic surgeon would like to know what your main worry
or question is regarding your complaints. This way the consultation
can be about what’s important to you.

• If necessary, to what extent are you willing to undergo a surgical
procedure to get rid of your knee complaints?

Effect of conservative therapies • Have you tried muscle-strengthening physical training for a period
of 4 to 6 weeks?
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Figure 1. Example of the computer-assisted history taking questionnaire for patients with hip complaints. Patients can indicate the location of their hip
pain using an illustration. Questions are translated from Dutch (the language used in the study) to English.

Development of the CAHT Questionnaire
The CAHT questionnaire and its output were developed between
January 2022 and March 2022. An expert panel was created for
the development of the CAHT questionnaire and its output and
consisted of three experienced orthopedic surgeons from both
hospitals. First, the input from the physicians at Anna Hospital
was obtained, offering insights from the perspective of their
professional focus area. Subsequently, the draft version was
developed and internally reviewed before undergoing external
assessment by three orthopedic surgeons from the Elisabeth

Tweesteden Hospital. The answers to the CAHT questionnaire
were automatically presented as a coherent summary in a format
designed by the expert panel, without providing a differential
diagnosis (Figure 2). A web link from the CAHT platform with
single sign-on was integrated with the two EHRs used by the
participating hospitals in March 2022. This allowed the
physicians to read and interpret the data, and to alter it when
deemed necessary during the consultation. All feedback on the
questionnaire and its output were processed before the study
commenced.
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Figure 2. Example of the answers to the computer-assisted history taking questionnaire, presented as a coherent summary of a patient indicating the
knee as the affected joint. The summary is translated from Dutch (the language used in the study) to English. AB: antibiotics; ACL: anterior cruciate
ligament; NRS: numeric rating scale.

The CAHT Platform
OnlinePROMS (Interactive Studios, ‘s-Hertogenbosch, The
Netherlands) was used as the CAHT platform. Interactive
Studios has been active in the Dutch health care market for over
a decade, providing sustainable solutions for remote patient
monitoring. The platform meets European regulations for the
privacy and security of patient-reported health data. Invitations
to answer the CAHT questionnaire were automatically sent by
email when a patient was added to the platform by hospital

administration staff. The CAHT questionnaire became accessible
to the patient after a two-factor authentication code was entered.
The platform allowed hospitals to send two reminders by either
email or SMS text messaging if the patient did not complete
the questionnaire. Participants of Anna Hospital were reminded
1 and 2 days after the initial invitation at 9 AM via SMS text
messaging or email if the phone number was unknown. The
ETZ Hospital was chosen to send automated reminders 5 and
10 days after the initial invitation at 9 AM (Figure 3).
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Figure 3. Flowchart of the computer-assisted history taking (CAHT) platform. After a patient was referred to the hospital and got in contact with the
hospital staff, patients were included, and subsequently, an automated invitation was sent. If the patient did not respond to the invitation, a first and a
second reminder were sent based on the response schedule. If the patient completed the questionnaire, a coherent summary of the answers was generated
automatically from the available data and was eventually accessible from the electronic health record (EHR).

Study Outcomes
The percentage of patients who completed the CAHT
questionnaire was the primary outcome. The usage statistics
were collected as secondary outcomes, including the time needed
to complete the CAHT questionnaire and the number of
necessary reminders. Patient demographic data were collected
from the CAHT questionnaire (age, sex, BMI, and affected
joint). In addition, in July 2022, all patients were invited to

answer a questionnaire on the usage of the CAHT questionnaire.
After reaching a convenience sample (n=224), this invitation
was deactivated. All physicians of the participating hospitals
were asked to rate their satisfaction with the information
collected with the CAHT system as well as its accessibility and
added value. An overview of the study outcomes is presented
in Table 2. All data were collected for the duration of the study
via the OnlinePROMS platform.
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Table . Overview of the study outcomes.

DescriptionOutcome

The percentage of patients who completed the CAHTb questionnaire in
preparation for their outpatient consultation.

Completion percentagea

Time (in minutes) needed to complete the CAHT questionnaire.Duration to completec

The number of first reminders automatically sent by the CAHT platform
in case the CAHT questionnaire was not completed yet.

First reminders sentc

The number of second reminders automatically sent by the CAHT platform
in case the CAHT questionnaire was not completed yet.

Second reminders sentc

Age, sex, BMI, and affected joint.Patient demographicsa

Easiness of the CAHT questionnaire on a 10-point Likert scale.Easiness of the CAHT questionnaired

Satisfaction of the consultation on a 10-point Likert scale.Patient satisfactiond

The number of patients reporting that the CAHT questionnaire summary
was used by the physician during consultation.

Usage by the physiciand

The added value of a CAHT questionnaire supported medical history
taking during consultation on a 10-point Likert scale.

Added valued

Experienced easiness for data accessibility. Satisfaction is rated on a 10-
point Likert scale.

HCPe data accessibilityf

The added value of a completed CAHT questionnaire during outpatient
consultation on a 10-point Likert scale.

Added value for HCPf

aCollected prior to consultation.
bCAHT: computer-assisted history taking.
cDerived from platform user statistics.
dCollected 1 day after consultation.
eHCP: health care professional.
fCollected at the end of the study.

Statistical Methods
Categorical variables are presented as numbers and percentages.
Normally distributed continuous variables are presented as
means (with the SD). Nonnormally distributed variables are
presented as the median value (with the IQR). To analyze
satisfaction between groups, data were considered statistically
significant at P<.05. In case of normal distribution and
variances, an independent t test was used. For nonnormal
distributions, a nonparametric test was used. All data was
analyzed using IBM SPSS Statistics for Macintosh, version 29.0
(IBM Corp).

Budget Planning
The license fee of the CAHT platform was estimated to be €1000
(US $1085) per month regardless of the number of patients

included and health care providers involved. In addition, a
one-time setup fee for the questionnaire was estimated to be
€4000 (US $4343). Finally, a one-time setup fee for the
integration with the EHR was estimated to be €4000 (US $4343).

Implementation (Results)

Study Sample
Between April 2022 and July 2022, a total of 7065 patients were
scheduled to have a first consultation with an orthopedic surgeon
in 1 of the 2 participating hospitals. Of these, 5321 (75.3%) met
the study’s inclusion criteria. In addition, a usability
questionnaire was sent to 414 participants, of whom 224 (54.1%)
responded (Figure 4). Semistructured interviews were performed
with 15 orthopedic surgeons from the participating hospitals.
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Figure 4. Flow diagram showing the inclusion and exclusion of patients. Anna: Anna Hospital; CAHT: computer-assisted history taking; ETZ: Elisabeth
Tweesteden Hospital.

Completed CAHT Questionnaires
In total, 5321 patients were invited to complete the CAHT
questionnaire. Out of these, 4932 (92.7%) participants fully

completed the questionnaire. Anna Hospital invited 2620
patients, of whom 2516 (96.0%) completed the CAHT
questionnaire. ETZ Hospital invited 2701 patients, of whom
2416 (89.4%) completed the CAHT questionnaire (Table 3).

Table . Number of invitations sent and completed computer-assisted history taking questionnaires, divided by hospital.

Completed, n (%)Invitations sent, n (%)

2516 (96.0)2620 (49.3)Anna Hospital

2416 (89.4)2701 (50.8)Elisabeth Tweesteden Hospital

4932 (92.7)5321 (100)Total
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Usage Statistics
The duration to complete the questionnaire for participants who
started and completed the questionnaire on the same day

displayed a median value of 16.2 (IQR 11.4‐26.1) minutes.
In addition to the initial invitation, Anna Hospital needed 1846
first and 707 second reminders and ETZ needed 796 first and
323 second reminders, respectively (Figure 5).

Figure 5. Flow diagram showing the response to automated sent invitations and reminders. Anna: Anna Hospital; ETZ: Elisabeth Tweesteden Hospital.

Patient Characteristics
Table 4 shows the patient characteristics. The mean participant
age was 56.5 (SD 16.8) years, and 2208 out of 4932 (44.8%)

participants were men with a mean BMI of 27.4 (SD 5.1) kg/m2.
The three joints most often selected as affected by the 4932
participants were the knee (n=2205, 44.7%), hip (n=962, 19.5%),
and ankle/foot (n=908, 18.4%).
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Table . Participant characteristics.

Patients from Elisabeth Tweesteden Hospital
(n=2416)

Patients from Anna Hospital (n=2516)Characteristic

57.5 (16.7)55.4 (16.9)Age (years), mean (SD)

165 (6.8)239 (9.5)18‐27, n (%)

190 (7.9)206 (8.2)28‐37, n (%)

272 (11.3)254 (10.1)38‐47, n (%)

468 (19.4)548 (21.8)48‐57, n (%)

552 (22.8)592 (23.5)58‐67, n (%)

529 (21.9)511 (20.3)68‐77, n (%)

220 (9.1)156 (6.2)78‐87, n (%)

20 (0.8)10 (0.4)88‐97, n (%)

1051 (43.5)1157 (46)Sex (male), n (%)

27.6 (5.2)27.2 (16.8)BMI (kg/m2), mean (SD)

Affected jointa, n (%)

1000 (41.4)1205 (47.9)Knee

525 (21.7)437 (17.4)Hip

485 (20.1)423 (16.8)Ankle/foot

310 (12.8)409 (16.3)Shoulder

48 (2.0)34 (1.4)Elbow

116 (4.8)57 (2.3)Wrist/hand

349 (14.4)183 (7.3)Spine

aThe computer-assisted history taking questionnaire allowed patients to select multiple affected joints.

Patient Satisfaction
Participants included were asked to rate the CAHT questionnaire
usability (n=224); on average, they rated it an 8.0 (SD 1.9) out
of 10 on easiness to complete the questionnaire and an 8.0 (SD
1.7) out of 10 considering the satisfaction of the consult.
Satisfaction with the outpatient consultation was higher in cases
where the given answers were used by the orthopedic surgeon
during this consultation (median 8.3, IQR 8.0‐9.1 vs median
8.0, IQR 7.0‐8.5; P<.001). Out of 224 participants, 145
(64.7%) reported that the CAHT questionnaire was used by the
physician during the consultation and 157 out of 224 (70.4%)
participants had the feeling that their physician had a better
understanding of their complaint due to the CAHT questionnaire.

Physician Satisfaction
On average, physicians (n=15) scored the added value of using
the CAHT questionnaires during their consultation as 7.8 (0‐10
scale, SD 1.7). One physician reported not using the answers
at all during the consultation. Physicians’ unanimously
recognized benefits during outpatient consultations, such as
increased efficiency, better patient engagement, and better
medical record completeness. This was more the case in patients
with hip or knee complaints, and less in those with foot and
ankle complaints, most likely due to the foot and ankle’s more
complex anatomy, making it harder for patients to pinpoint the
exact location of their symptoms. Physicians highlighted the
questionnaire’s value in eliciting pertinent information, aiding

diagnosis, and providing a framework for informed
decision-making. Implementing the summary generated from
patients’ answers in the EHR was deemed necessary to achieve
this with direct access to the information from their own
workspace.

Discussion

Principal Findings
This study demonstrates the feasibility of the implementation
and clinical adaptation of CAHT for orthopedic patients
scheduled for their first consultation in a hospital. The
completion rate to answer a CAHT questionnaire before the
first consultation was very high: 4932 out of 5321 (92.7%).
Patients found the questionnaire easy to understand and
complete. Additionally, they were more satisfied with their
outpatient consultation when the summary of the CAHT
questionnaire was taken into consideration by their physician.
Physicians rated the CAHT questionnaire to be a useful addition
to standard outpatient consultations, as insight into the personal
care needs and preferences allowed them to address the main
concern of the patient directly.

To achieve a high completion rate of the CAHT questionnaire,
we took implementation barriers addressed in previous studies
(accessibility, accuracy, and acceptability) into consideration
[6]. For accessibility, linked with interoperability [13], we
integrated a single sign-on web link that displayed a
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comprehensive summary (and the entire questionnaire when
needed) of the answers directly in the EHR. From a patient
perspective, the CAHT questionnaire was easily accessible from
their email inbox with a two-factor authentication code.
Regarding the accuracy, there is conflicting evidence [10,14].
We aimed to obtain accurate answers by enriching some
questions with illustrations or a short instruction and using
easy/informal language where possible. For data acceptance
[15], we created an expert panel to develop and design the
CAHT questionnaire and its output. This method is underlined
by research, addressing the improvement in quality and
acceptance of data [16].

Examining the impact resulting from the implementation of
CAHT in a multicenter study design represents a major strength
of this study. By incorporating 2 hospitals (1 nonacademic
teaching hospital and 1 general hospital), we were able to
include a high number of patients, strengthening the
generalizability and robustness of our findings. This is confirmed
by the similarity of the data between hospitals in terms of
demographics, completion rate, and satisfaction.

This study is not without limitations. In this study, we
implemented CAHT within orthopedic departments only,
limiting the generalizability to other medical departments. The
study population’s age and sex distribution might, however,
indicate usability within other departments as well. Another
limitation is the absence of nonverbal communication that occurs
in face-to-face conversations. In contrast, CAHT completion
allows for more time to think about the answers and fact-check
them, without the stress and shortage of time experienced during
outpatient visits. The reported median time of 16 minutes for
completion supports this.

Lessons Learned
Our study demonstrates that implementing CAHT in the daily
routine of an orthopedic department is feasible and can lead to
good clinical adaptations but does require the necessary steps
to be taken. Requirements are that the patients have an email
address, and hospital staff must be available to invite patients
to the CAHT platform. The latter would ideally be done through
an automated connection with the EHR. Making the results of
the questionnaire available in the EHR can be done through a

single sign-on web link, offered by almost all EHR suppliers.
In addition, the development of the CAHT questionnaire by an
expert panel was considered important to ensure usability for
HCPs. The integration of the CAHT system with the EHRs and
the presentation of the CAHT questionnaire answers as a
coherent summary in a format designed by the expert panel
were crucial elements for its adoption as well. We hypothesize
that key factors contributing to a high completion rate among
patients include the predefinition of questions in a standardized
order, the inclusion of smart dependencies to avoid unnecessary
questions, and the presentation of the online questionnaire in a
design consistent with the hospital’s branding.

Future Research
Today’s health care system is facing an immense burden. Time
is limited, but personalized health care needs to be maintained
or even improved. Increased consultation duration is associated
with better health outcomes, fewer prescriptions, and better
recognition of long-term and psychosocial problems [17,18],
but this is simply impossible in most health care systems.
Nevertheless, a physician who is supported by CAHT results
might optimize consultation time in a friendly manner while
improving patient-centered communication (ie, signposting,
summarization, and repetition of the medical history) [19]. This
may lead to more accurate diagnoses, enhanced shared
decision-making, and increased patient satisfaction [20,21].
Future research should aim to study the effect of optimized
face-to-face consultation time with the support of CAHT and
its effect on satisfaction and cost-effectiveness.

Conclusion
Previously reported barriers to implementing and adapting
CAHT in clinical practice can nowadays be resolved. In this
study, we demonstrated that almost all patients completed the
CAHT questionnaire before their outpatient consultation. Both
patients and HCPs reported a more efficient and personalized
consultation when the answers to the questionnaire were used.
Given the pressing need for personalized health care delivery
in today’s time-constrained medical environment, we
recommend implementing CAHT systems in routine medical
practice.
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Abstract

Background: Biomedical data warehouses (BDWs) have become an essential tool to facilitate the reuse of health data for both
research and decisional applications. Beyond technical issues, the implementation of BDWs requires strong institutional data
governance and operational knowledge of the European and national legal framework for the management of research data access
and use.

Objective: In this paper, we describe the compound process of implementation and the contents of a regional university hospital
BDW.

Methods: We present the actions and challenges regarding organizational changes, technical architecture, and shared governance
that took place to develop the Nantes BDW. We describe the process to access clinical contents, give details about patient data
protection, and use examples to illustrate merging clinical insights.

Implementation (Results): More than 68 million textual documents and 543 million pieces of coded information concerning
approximately 1.5 million patients admitted to CHUN between 2002 and 2022 can be queried and transformed to be made available
to investigators. Since its creation in 2018, 269 projects have benefited from the Nantes BDW. Access to data is organized
according to data use and regulatory requirements.

Conclusions: Data use is entirely determined by the scientific question posed. It is the vector of legitimacy of data access for
secondary use. Enabling access to a BDW is a game changer for research and all operational situations in need of data. Finally,
data governance must prevail over technical issues in institution data strategy vis-à-vis care professionals and patients alike.

(JMIR Med Inform 2024;12:e50194)   doi:10.2196/50194

KEYWORDS

data warehouse; biomedical data warehouse; clinical data repository; electronic health records; data reuse; secondary use; clinical
routine data; real-world data; implementation report

Introduction

The increasing use of electronic health records in research
settings presents physicians with the systematic yet secondary
use of data collected from multiple sources [1-3]. Indeed,
hospital information systems (HISs) face a technical challenge
to harmonize and integrate application systems and clinical
databases that are highly heterogeneous, are based on

editor-specific software formats, and use nonstandardized
terminologies [3,4].

Moreover, institutions must face the legal and ethical challenge
of granting secondary access to data due to national and
international laws vis-à-vis patient privacy [5-7]. The reuse of
data produced during the care process implies operational
knowledge of ethics and legacy concepts that must be solved
through well-defined data governance and access policies [7].
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Repositories must ensure not only the technical aspects to data
access but also the decision criteria granting access [6]. Indeed,
institutional data governance is also pivotal when considering
legal and ethical principles such as patient informed consent
and privacy data protection [2,8,9]. Last but not least, following
the line of traditional epidemiology, clinical data reuse requires
treatment within a validated and standardized methodological
framework to ensure a qualitative result from a scientific and
clinical point of view [9].

Despite these difficulties, the rise of biomedical data warehouses
(BDWs) is transforming research processes for epidemiology
and clinical studies [5,10-12]. Patient data constitute
well-defined profiles that can be used to facilitate the enrichment
of cohorts [13,14], patient selection and follow-up for clinical
trials [15], phenotypic detection, and detailed descriptions of
symptoms. BDWs can facilitate the development and
performance of personalized and precision medicine, including
through the use of big data and artificial intelligence methods.

The implementation of BDWs is conducted at various
geographical levels in France. To our knowledge, 24 active
hospital BDWs were set up between 2008 and 2023 [16-21].
Regional coordination often occurs within specialized networks
of BDWs such as the “Ouest Data Hub,” which is specifically
designed for university hospitals in Western France [22]. This
can take place in thematic networks and is well advanced in
cancer data [23]. National or European Union–wide initiatives
also propose a development and coordination framework to deal
with the different challenges of implementation. In particular,
France initiated in 2019 a national project called “Health Data
Hub” [24,25] that promotes centralized coordination and
increases the visibility of data sources on a nationwide level.

In this paper we report our 5-year experience regarding
organizational changes, technical architecture, and governance,
supporting the implementation of the Nantes University Hospital
Biomedical Data Warehouse (NBDW). We describe the process
to access clinical content. We also give figures concerning
sources and contents included in the repository, and provide
some insight into the projects to which the NBDW contributed.
Finally, we propose three indicators to measure the effectiveness
of the setting up operation.

Methods

Overview
In 2018, Centre Hospitalo-Universitaire de Nantes (CHUN;
University Hospital of Nantes) implemented a BDW to facilitate
secondary use of personal health data originally collected in the
context of patient care for research and to offer single secure
access to up-to-date data from different sources within the
CHUN HIS, accommodating a wide range of data types,
including demographic and clinical information, consultations,
billing codes, diagnoses, laboratory results, medical notes, and
drug administration in a unified view.

The focal point of the intervention geared toward implementing
the NBDW entailed orchestrating the reorganization across the
involved hospital research entities. This restructuring initiative
encompassed not only the resolution of technical hurdles but
also the delineation of governance structures, regulatory
frameworks, and parameters governing data access.

This implementation report adheres to the iCHECK-DH
(Guidelines and Checklist for the Reporting on Digital Health
Implementations) reporting guidelines [26].

From Blueprint to the Functional Organization of the
NBDW
Implementation of the NBDW required the de novo organization
of a functional research network within a 3-fold structure (Figure
1). First, enforcement of the governance policy and NBDW
legal framework was achieved by the Research Administration
Department (RAD), which assumed legal and ethical
responsibility. Second, the creation of a clinical data center
(CDC) took charge of the scientific question and the potential
need for NBDW data to coassume scientific responsibility with
project investigators. The last layer of technical responsibility
was established by the hospital’s Information Technology
Department (ITD). IT priorities are defined by legal and
governance constraints, and address the data needs of each
project. The new organization allows the distribution of tasks
and responsibilities in the implementation and management of
the NBDW.
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Figure 1. A functional framework dedicated to the CHUN NBDW. A 3-fold governance structure constitutes the functional research framework
accompanying the development of the NBDW. The ITD ensures the IT infrastructure’s quality, transparency, and data deidentification. Through an
ETL process, data flows are extracted and loaded to the NBDW. The RAD is an administrative department that assumes legal and ethical responsibility,
and lays the regulatory framework that will define data use and access policies. The CDC assumes scientific data stewardship, is in charge of scientific
responsibility, supports the methodology of the study, and grants data access. Those three structures are organized and structured to ensure research
quality, ethics, and technical transparency. White arrows represent the data request and access process undertaken by investigators. CDC: clinical data
center; CHUN: Centre Hospitalo-Universitaire de Nantes; ETL: extract, transform, and load; ITD: Information Technology Department; NBDW: Nantes
Biomedical Data Warehouse; NLP: natural language processing; RAD: Research Administration Department.

Legal Functional Framework
On behalf of the hospital, the RAD defines the framework of
data use and access policies, security, and patient consent and
privacy, and is in charge of the construction, organization, and
enforcement of the NBDW regulatory framework. It works in
conjunction with the hospital data protection officer, represented
by an officer specifically dedicated to research data.

Furthermore, the RAD structure requires documented monitoring
to ensure a constant adaptation of the NBDW regulatory
framework to answer to changes in legal standards. All projects
are publicly described on the web [27] for all potential patients
contributing data.
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IT Stewardship and Interoperability
The ITD is in charge of the collection, storage aggregation,
quality, and integrity of clinical data. This structure carries out
a continuous process to conform to technical standards. Setting
up the addition of new hospital data sources is an ongoing
process that started in July 2018 and is still relevant.

The NBDW is set up on virtual machines. An Oracle database
enables massive data storage, integrating multiple hospital data
sources into a unique set of tables containing data on patients,
consultations, diagnoses, laboratory results, medical notes, and
inpatient drug administration. The NBDW uses eHOP [22,28]
software to organize and query the database. eHOP is a platform
developed by Rennes University using a public-private
partnership on the enterprise application integration Enovacom
Suite Version 2 (ESV2) of Enovacom (Orange Business
Service-Santé). eHOP carries out the acquisition, transformation,
and integration of the data coming from various HISs with
different formats and standards (Health Level 7 [HL7];
Harmoniser et promouvoir l'informatique médicale [HPRIM];
PN13; Logical Observation Identifiers Names and Codes
[LOINC]; and Word documents, PDF, CSV, and text). ESV2
provides an automatic, scheduled (daily, weekly, or monthly),
and monitored data supply from the NBDW.

Scientific Data Stewardship and Mediated Access to
BDW
Beginning in 2018, the CDC has had a specific team dedicated
to the reuse of health data for research, relying on the expertise
of public health doctors, data and computer scientists,
epidemiologists, biostatisticians, and project managers
promoting epidemiology analyses and providing support to
clinical investigators and researchers in data access. In
conjunction with the ITD, the CDC defines the standards
necessary for data integration and data use practices, and ensures
data control and the scientific quality of the analyses.

Target and Data Access
The end users of the NBDW are investigators (internal or
external to CHUN) aiming to advance the institution’s research.
A per-project access is created for CHUN investigators through
a standardized approval process consisting of 4 main steps
(Figure 1). First, investigators register their request and submit
a research protocol through a portal hosted by the CHUN
intranet. Second, the CDC validation board, which meets once
a week, analyzes three dimensions of the submitted research
projects: compliance with ethical principles, scientific relevance,
and feasibility. On completion of the approval process, the
project is registered on an internal database for the completion
of legal requirements. Third, the CDC processes all the
necessary queries on the NBDW to select a group of patients
relevant to the scientific question. During this step, ongoing
collaboration with the investigator is necessary, in particular,
to precisely define the scientific purpose, eligible population,
and data of interest. Fourth, data are made available internally
through a data mart, hosted by the CHUN intranet. The data
mart system provides regulated, parsimonious (only the required
data regarding the targeted population), and time-limited access
to investigators. Data are completely deidentified. Moreover,

investigators can make simple queries and seek data on patients
contained in the data marts through eHOP, which is enriched
with a set of tools for simple textual and structured data queries.

Projects requiring data management and extraction to integrate
a research database are declared to the public registry of CHUN
projects as a guarantee of transparency and to allow patient
opposition. At this step, more complex methods for the
extraction of information through natural language processing
(NLP) [29], regular expression tools, or other structured data
[30] may be applied. Finally, data extraction is constrained to
strictly necessary data, following the parsimony principle, and
only if access to data can be done in a secure environment.

In the case of a project supported by an external project leader
from CHUN (academic or private partner), the same process as
described above takes place with the exception of the following
differences: the project might be supported by a clinical team
that submits the research protocol through the portal; a
partnership agreement must be signed between the hospital and
the partner, and the data mart is only available through a specific
virtual working space (data are still internally hosted).

Data Protection and Patient Consent
To comply with national and international privacy regulations,
data integration is subjected to a deidentification algorithm.
Data are stored in two independent and separate Oracle schemas
to separate pseudonymized data from nominative or other
directly reidentifying information to which access is strongly
limited. Data separation is supplemented by access management
and traceability of the actions carried out (ie, AuditLog). Most
notably, the platform includes a functionality for collecting and
applying patient consent to the use of personal data, ensuring
compliance with French law and European General Data
Protection Regulation requirements [31].

Regulatory Approval
In alignment with the French Data Protection Act (Loi
Informatique et Libertés, 1978), the use of personal data for
health research and evaluation requires compliance with a
reference methodology, representing good practices. Without
such compliance, personal data use must be authorized by the
Commission Nationale de l’Informatique et des Libertés (CNIL;
French National Commission for Information Technology and
Civil Liberties). At the launch of the NBDW, no research
methodology existed for data warehouses in the field. Therefore,
approval from the CNIL was mandatory to initiate
implementation. Submission to the CNIL covered legal
responsibilities, data processing details, access, governance,
and more. Comprehensive data access details were provided,
extending to researchers whether affiliated with CHUN or not.
Private entities are permitted to engage in research projects
based on the NBDW, ensuring adherence to this resolution and
French regulations. The Data Protection Impact Assessment for
NBDW was an integral part of the submission to the CNIL,
serving as a mandatory document. The authorization to set up
and use the NBDW was granted on July 19, 2018, by the CNIL
(resolution 2018‐295).
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Budget Planning and Sustainability
Estimating the costs associated with implementing and
maintaining a data warehouse is challenging owing to several
factors. First, the NBDW is part of an institutional strategy,
making it difficult to consider it as a stand-alone entity. Second,
implementing it involves the collaboration and coordination of
multiple structures and experts, complicating the estimation of
resource use. Third, hidden costs are difficult to anticipate and
consider, including system failures and delays, unplanned license
renewals and upgrades, adjustments to regulatory and legal
requirements, unplanned changes in HISs, and infrastructure
upgrades. We made an estimation by considering three budget
lines—infrastructure, license, and human resources—and two
different periods—completion in 5 years (2018‐2022) and
maintenance in 2 years (2022 and 2023)—for a total of €2.6
million (US $2.8 million).

In terms of sustainability, an annual operational budget is
allocated for maintenance and updates. Specific needs for the
integration of new hospital data sources are financed through
project-based funding. Moreover, an economic model is
currently being defined to incorporate additional charges for
infrastructure costs in the case of external research projects.

Ethical Considerations
An ethics statement is included in the regulatory approval
granted by CNIL with resolution number 2018‐295 [32].

Implementation (Results)

Description of the Sources, Concepts, and Contents
The NBDW integrates multiple hospital data sources into a
unique and structured set of tables containing data on patient
demographic and administrative records, inpatient drug
administration, inpatient constants and anthropometric scores
and metrics, anatomic pathology notes, inpatient and outpatient
medical laboratory results, narrative medical notes (including
admission/discharge summaries, inpatient anesthesia notes,
outpatient consultation notes, nurse notes), International
Classification of Diseases, 10th Revision (ICD-10) and French
Classification Commune des Actes Médicaux (CCAM; Common
Classification of Medical Procedures) codes for inpatient
diagnoses and procedures, and medical imaging reports. Table
1 shows principal concepts and contents according to different
HIS data sources or software integrated up to now. Some data
sources contain only narrative notes, and some sources contain
both unstructured and structured data.

Table . Nantes University Hospital Biomedical Data Warehouse principal sources and concepts. Data extracted May 10, 2023.

Structured data, nDocuments in
2022, n

Documents, nPatients, nPeriodSoftwareConcepts

248,289,1465,673,00039,681,513318,4562015-todayMILLENNIUMInpatient drug pre-
scriptions

—a664438,04192782015-todayCARDIOREPORTCardiology narra-
tive notes

—22,9826,507,8601,053,3862002-todayGAM-CLINICOMConsultation clini-
cal narrative notes

61,142,757638,9693,306,589440,2502015-todayMILLENNIUMConstants and an-
thropometric data

124627,244229,081131,8122015-todayDIAMICAnatomic patholo-
gy notes

155,825,0601,672,21810,752,384701,8042012-todayDXLABBiology laboratory
results

5,395,233907,5733,967,073569,1142015-todayMILLENNIUMClinical narrative
notes

105,246,620401,6075,318,712725,8022006-todayCLINICOMICD-10b and clini-
cal procedure codes

—122,900904,625284,9372015-todayQDOCRadiology reports

1,546,114320,2931,546,114131,5082017-todayTRANSMISSIONSNurse transmis-
sions

aNot applicable.
bICD-10: International Classification of Diseases, 10th Revision.

NBDW Figures and Populations
CHUN, a tertiary care hospital ranked seventh in France in terms
of activity [33], provides care over a population catchment area
of 1.4 million inhabitants. It provides follow-up and long-term
health care for both in- and outpatients. It has 2993 hospital
beds, delivers 4380 babies, and conducts more than 1 million

consultations and external medical procedures per year [34]. It
also carries out practical teaching for 1200 medical students,
800 medical residents, and over 2000 non–medical students.

The NDBW includes information on approximately 1.5 million
patients admitted between 2003 and 2022 (Table 2). More than
1.2 million hospitalizations are associated with approximately
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12.3 million ICD-10–coded diagnoses and 7.3 million clinical
procedure codes. Together with more than 6.3 million external
consultations, the NBDW contains more than 11 million textual
documents. These narrative notes integrated as free-text
documents can be interrogated and turned into structured data
for research.

The yearly number of patients, hospitalizations, consultations,
and narrative notes has increased over time (Multimedia
Appendix 1) with growth rates between 2003 and 2019 ranging
from 109% (hospitalizations) to 430% (outpatient consultations).

Table . Nantes University Hospital Biomedical Data Warehouse figures and contents, 2003‐2022.

2022 only, nSince 2003, nContents

300,8041,597,498Patientsa

183,3612,635,809Hospitalizationsb

524,9486,358,271Outpatient consultations

826,67011,634,761Clinical narrative notesc

956,68812,251,148Diagnosesd

504,5717,272,346Clinical procedurese

aPatients with ≥1 clinical narrative note or a structured document, including inpatient and patients admitted for outward consultations.
bInpatient hospitalizations in medical, surgical, and obstetric services, including complete hospitalizations, day-hospital admissions, and recurring visits.
cClinical narrative notes (with the exclusion of vital signs and anthropometric data; International Classification of Diseases, 10th Revision [ICD-10]
and clinical procedure codes; laboratory results; inpatient drug administrations; and nurse transmissions).
dMedical diagnoses following the ICD-10 for medical, surgical, and obstetric hospitalizations.
eClassification Commune des Actes Médicaux for medical, surgical, and obstetric hospitalizations.

Projects and Effectiveness Outcomes
The availability of NBDW data makes it possible to provide
data in response to a wide array of scientific questions and the
need for data in the analysis and management of care and
organization. Prior to the creation of NBDW data, researchers
w e r e  l i m i t e d  t o  t h e  i n t e r r o g a t i o n  o f
medico-administrative–structured information out of the scope
of data reuse consent. It only covered structured data such as
ICD-10 diagnoses associated with hospitalizations; medical
procedures through CCAM codes; and, to a lesser extent owing
to availability issues, laboratory results. Obtaining results from
different queries performed independently on different HISs
and data manager services was time-consuming if not impossible
for both legal and technical reasons.

The NBDW currently facilitates queries of clinical concepts in
both structured and unstructured free-text notes in an integrated
environment and with respect to data protection policies and
laws. BDW data requests may be divided into three different
types of research projects according to their purpose: (1)
optimize patient screening in both clinical trials and
observational studies, (2) enrich case reports or electronic case
report forms for disease surveillance, and (3) evaluate and
improve clinical practices and resource management. To
illustrate different types of studies, three concrete examples of
data use are described in Multimedia Appendix 2 [35-37].

The first outcome to measure the effectiveness of the NBDW
was defined as the number of studies supported through the
project tracking portal (Figure 1). Since 2018, 577 requests have
been made and treated by the CDC. Among them, 269 projects
involved patients included thanks to NBDW queries and
research tools (second outcome), and for 115 of them, data marts
were created to give investigators access to data (third outcome).

Discussion

Lessons Learned
The development of clinical data warehouses has provided
unprecedented access to a large amount of diverse data from
clinical care. However, it requires a dedicated effort in terms
of governance, data access rules with respect to patient consent
and data protection, and technical challenges. The reorganization
of structures within a functional research framework is the first
factor in the success of the NBDW. Collaboration between
departments has not only facilitated seamless communication
but also engendered the innovation necessary to deal with the
complexities of health care data management. It was an
opportunity to test new IT technologies such as distributed
infrastructure and anonymization techniques such as
deidentification. The interaction between structures has also
been a fundamental element in the process of obtaining BDW
authorization from the CNIL. Indeed, the obtention of regulatory
approval is the result of a long negotiation that required expertise
in addressing legal, technical, and scientific research
requirements (see Regulatory Approval section for more details).

The creation of the CDC, the result of multidisciplinary
teamwork composed of computer scientists, NLP engineers,
statisticians, physicians, epidemiologists, and project managers,
has probably been the second factor of success. The weekly
CDC validation boards, supported by the RAD and ITD
structures, verify project compliance vis-à-vis three aspects:
ethics, scientific relevance, and practical feasibility, giving
support and access to the NBDW in a secure context. However,
it is also a leading driver in the shift toward data-driven
governance in hospitals.

JMIR Med Inform 2024 | vol. 12 | e50194 | p.505https://medinform.jmir.org/2024/1/e50194
(page number not for citation purposes)

Karakachoff et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Implementation of the NBDW has required a continuous and
still relevant process to conform to new regulatory and technical
standards, and to add new hospital sources and ongoing
improvements. An important lesson learned was that each of
the 269 NBDW projects in the past 5 years has been an
opportunity to revisit the contents of the BDW, further the
quality control process, and lead the data transformation process,
creating data use value.

Establishing networks and working together is probably the
best lesson learned. In France, some experiences have led to
changes in health data foresight [28] and promoted the
implementation of interregional [22] and national hubs. The
NBDW has benefited from and contributed to the “Ouest Data
Hub,” a network of Western France university hospital data
warehouses. The aim is both to facilitate the reproducibility of
data analyses, share resources and best querying practices, and
promote adapted and standardized terminologies and
nomenclatures between centers. Moreover, BDWs use the same
software for both integration and querying, allowing them to
be interrogated using consistent queries and rules. This approach
ensures a high level of interoperability and accessibility,
facilitating seamless interaction and adherence to the Findable,
Accessible, Interoperable, Reusable (FAIR) principles.

In hindsight, if this process were to be revisited, there are certain
facets that we would address differently. Specifically, in the
initial stages of implementing the NBDW, primary emphasis
was placed on deploying the software and IT infrastructure
recommended by the regional network, ODH, aimed at

facilitating the establishment of the repository and its querying
system. While acknowledging the benefits inherent in this
strategy, a more thorough examination of alternative IT solutions
is warranted to mitigate reliance on a singular approach and to
streamline potential transitions to alternative and variated
options.

Conclusions
In conclusion, conducting health studies using electronic health
records requires careful attention to ensure accurate results
owing to a lack of a systematic quality process. The data quality
control procedure is a long and necessary process [17,38,39].
The future challenge will be the setting up of standardized and
shared quality control pipelines to ensure quality results, not
only at the local level but also in a regional and national context
of future data sharing. By extending long-term investments in
IT and data in care institutions, the development of NLP and
text-mining tools will further accelerate the use of BDW,
facilitating data-driven decision-making discussions from top
management to patients.

Any research project and analysis of care-based research
performed in health management institutions could benefit from
the deployment of organized data access. The collaborative
nature of data production and the information and privacy
protection for patients require mediated and expert access to
the BDW. It demonstrates that technical solutions are partial
answers to better data-driven practices and must lead to a clear
governance strategy
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Abstract

Background: Falls had been identified as one of the nursing-sensitive indicators for nursing care in hospitals. With technological
progress, health information systems make it possible for health care professionals to manage patient care better. However, there
is a dearth of research on health information systems used to manage inpatient falls.

Objective: This study aimed to design and implement a novel hospital-based fall risk management information system (FRMIS)
to prevent inpatient falls and improve nursing quality.

Methods: This implementation was conducted at a large academic medical center in central China. We established a nurse-led
multidisciplinary fall prevention team in January 2016. The hospital’s fall risk management problems were summarized by
interviewing fall-related stakeholders, observing fall prevention workflow and post–fall care process, and investigating patients'
satisfaction. The FRMIS was developed using an iterative design process, involving collaboration among health care professionals,
software developers, and system architects. We used process indicators and outcome indicators to evaluate the implementation
effect.

Results: The FRMIS includes a fall risk assessment platform, a fall risk warning platform, a fall preventive strategies platform,
fall incident reporting, and a tracking improvement platform. Since the implementation of the FRMIS, the inpatient fall rate was
significantly lower than that before implementation (P<.05). In addition, the percentage of major fall-related injuries was
significantly lower than that before implementation. The implementation rate of fall-related process indicators and the reporting
rate of high risk of falls were significantly different before and after system implementation (P<.05).

Conclusions: The FRMIS provides support to nursing staff in preventing falls among hospitalized patients while facilitating
process control for nursing managers.

(JMIR Med Inform 2024;12:e46501)   doi:10.2196/46501
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Introduction

Context
Falls are one of the nursing-sensitive indicators for nursing care
[1], which are a leading cause of fatal and nonfatal health loss
globally [2,3]. Reducing and preventing falls has become an
international health priority. Falls—common adverse events

reported in hospitals—have been identified as a nursing-sensitive
quality indicator of patient care.

Given the growing technological progress, health IT may help
enhance the quality and safety of provided care, facilitating the
effectiveness and efficiency of the clinical workflow, and
supporting the provision of integrated multidisciplinary care
[4-11]. The hospital information system (HIS) is a promising
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approach to improve care quality and safety in the complex
hospital environment. Despite extensive literature on fall risk
factors and preventive strategies [12-18], few studies have
focused on health information systems for managing inpatient
falls.

Problem Statement
To address these issues, we formed a nurse-led multidisciplinary
fall prevention team in January 2016, including the hospital
administrative staff, quality management specialists, physicians,
nurses, pharmacists, and informatics staff. This team
retrospectively analyzed 19 inpatient fall cases that occurred in
2015 (fall rate 0.015‰), ranking first among all in-hospital
nursing adverse events. Among the fall cases, 30%-40% of
patients had grade ≥3 injuries, which significantly exceeded the
3.978% proportion seen in similar hospitals during this period.
Falls caused severe harm and financial burden to inpatients,
with 3 patients experiencing severe head injuries and 2 having
hip fractures. The longest hospital stay resulting from falls
reached 36 days.

The hospital’s fall risk management problems were summarized
by interviewing fall-related stakeholders, observing fall
prevention workflow and postfall care process, and investigating
patients' satisfaction; these included (1) nonachievement of
real-time fall risk assessment, real-time uploading, and
information sharing; (2) absence of fall risk warning
management; (3) complicated fall risk management workflow;
(4) absence of process control in fall prevention (such as process
control for different fall risk levels, process control for different
time nodes, etc); and (5) lack of standardized pathways for
inpatient fall incident reporting and improvement tracking.

Similar Interventions
Several studies have highlighted the benefits of using health
information systems for patient fall management. For example,

Giles et al [19] reported that data collected from nursing
information systems can be used to identify high-fall-risk
patients. Mei et al [20] designed an electronic patient fall
reporting system in a US long-term residential care facility,
which could improve the fall reporting process and subsequent
quality improvement efforts. Katsulis et al [21] combined the
Fall TIPS (Tailoring Interventions for Patient Safety) [22] with
a clinical decision support system, which increased its ease of
use over the paper version. Jacobsohn et al [23] developed an
automated clinical decision support system for identifying and
referring older adult emergency department patients at the risk
of future falls. Mlaver et al [24] at the Brigham and Women’s
hospital developed a valuable electronic health
record–embedded dashboard that collected inpatient fall risk
data. However, the abovementioned fall information system
only focused on a specific domain of fall management. So far,
there is still no report about an HIS for overall fall risk
management.

Aims and Objectives
This implementation aims to design and implement a fall risk
management information system (FRMIS) to reduce falls among
inpatients and improve nursing quality. Our goal is to create a
culture of safety and reduce the incidence of falls hospital-wide,
ensuring the well-being and security of all patients.

Methods

This study adhered to the iCHECK-DH (Guidelines and
Checklist for the Reporting on Digital Health Implementations)
checklist [25].

Blueprint Summary
This FRMIS consists of 4 major functional platforms to facilitate
comprehensive fall prevention pathway management as shown
in Textbox 1.
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Textbox 1. The 4 major functional platforms of the fall risk management information system.

A fall risk assessment platform (Multimedia Appendix 1):

The assigned nurse uses a personal digital assistant to conduct fall risk assessments within 4 hours of patient admission. Upon completion, the personal
digital assistant automatically compiles the Morse Fall Risk Score [26,27] and risk level, marking it in the electronic nursing record. All patients'
Morse Fall Risk Scores are collected and shared in real time through the information platform. Simultaneously, nurses receive nursing guidelines
specific to different fall risk levels. They implement corresponding fall prevention measures such as hanging “Fall Prevention” warning signs near
high-risk patients' beds, distributing “Fall Prevention Information Sheets” to guide patients and their families on preventive measures, and documenting
and passing on relevant information during shift changes. The head nurse conducts daily inspections and guidance on the accuracy of Morse fall
assessments and the implementation of fall prevention measures, upon completion of departmental reviews.

A fall risk warning platform (Multimedia Appendix 1):

Patients at different fall risk levels are color-coded for easy identification: high-risk (Morse Fall Risk Score≥45), red; moderate (score approximately
25-44), yellow; and low (score approximately 0-24), green. The fall risk warning module comprehensively displays the daily number of high-risk
falls, department distribution and ranking, percentage of the population at the risk of falls, specific bed locations, medical diagnoses, Morse Fall Risk
Scores, and assessment times through charts and color-coded indicators. This provides nursing managers real-time insights into the key populations,
departments, and information related to fall risk management, enabling proactive fall risk prevention and providing precise information support for
effective fall prevention process control.

A fall preventive strategies platform (see Multimedia Appendix 1):

Evidence-based fall prevention strategies are developed, incorporating fall event analysis and expert discussions to extract key process monitoring
indicators. An electronic fall prevention bundle strategies quality tracking checklist was established for accurate assessment of fall risk, increased
awareness of preventive measures, enhanced handover process for high-risk patients, environmental safety, implementation of fall prevention knowledge
training, and guidance on proper use of assistive devices. Nursing department and ward-level managers can use mobile devices (iPads) to conduct
targeted goal management and quality inspections of fall prevention strategies. Real-time monitoring is conducted on key fall process indicators such
as accuracy of Morse fall risk assessments, implementation of health education, adherence to handover procedures, and compliance with environmental
safety measures.

A fall incident reporting and tracking platform (see Multimedia Appendix 1):

The platform regulates the reporting process for inpatient fall events. After a fall incident occurs, the ward head nurse promptly logs into the fall
incident reporting platform to proactively report the incident. They provide details such as the time and location of the fall, the sequence of events,
whether the patient was injured, the extent of the injury, and the emergency treatment process. Once the information platform receives the ward's
report, it immediately sends text messages to the chief nurse and members of the nursing department's safety management team. On the platform,
safety management team members can quickly trace the Morse Fall Risk Score, risk level, appropriateness of fall prevention interventions, timeliness
of assessments, and any dynamic evaluations associated with that patient. After gaining a comprehensive understanding of the patient's relevant
information, they visit the ward in a timely manner to conduct on-site inspections and tracking. They provide guidance to the department by applying
root cause analysis to thoroughly analyze the fall event, identify the underlying causes, and propose areas of improvement directly on the web-based
platform. Ward head nurses and the chief nurse can access expert guidance instantly on the platform and make necessary improvements based on the
advice provided.

Technical Design
The FRMIS was developed using an iterative design process,
involving collaboration among health care professionals,
software developers, and system architects. The design aimed
to create a user-friendly interface, incorporate data integration
capabilities, and enable real-time reporting functionalities. In
order to meet the usage needs of both PC and mobile devices,
the development language selected for this system includes C#,
jQuery, and Java; the development tools used were Visual Studio
(Microsoft Corp) and Eclipse (The Eclipse Foundation), and
the development platforms used were Windows and Android.

Target
The FRMIS was designed to assist nursing staff in preventing
inpatient falls through IT, facilitating process control for nursing
managers and ensuring patient safety.

Data
Our hospital has a dedicated computer center, which serves as
the technical support department for network security. It is
responsible for the construction and operation of hospital
network security protection measures. The collection of various
data in the FRMIS complies with relevant national laws and

regulations. The data collection scope follows the principle of
“minimum necessary” and adopts measures such as data
desensitization, data encryption, and link encryption to prevent
data leakage during the data collection process.

Interoperability
To maximize the effectiveness of the FRMIS, standardization
of data elements and the development of interface systems to
allow seamless data exchange between our HISs were necessary.
The FRMIS used Health Level Seven Fast Healthcare
Interoperability Resources (HL7FHIR) to enable seamless data
exchange and streamline workflows.

Participating Entities
The FRMIS project has obtained the approval and support of
hospital management, who have provided strong guarantees in
terms of personnel, resources, funding, and working hours
required for the implementation of the research plan. Our
hospital is an advanced information management hospital with
state-of-the-art scientific technologies. The computer center has
rich experience in developing information management
platforms; they have independently developed and implemented
19 hospital operational management systems. The FRMIS’s
development was initiated by the nursing department, with the
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assistance of the computer center to fulfill the corresponding
requirements.

Budget Planning
The FRMIS development process lasted about 4 months, and
the total development cost was approximately 500,000 Renminbi
(approximately US $68,300). The subsequent maintenance costs
were estimated to be 8% of the total development cost annually.
Funding for the FRMIS’s development and maintenance was
provided by our hospital. The ownership of the FRMIS belongs
to Tongji Hospital.

Sustainability
The FRMIS’s implementation was carried out through the
issuance of relevant policy documents by the nursing
department, ensuring its clinical adoption. All risk assessment
and incident reports concerning the inpatient falls were
conducted through this information system thus far, replacing
the previous paper-based forms. Over the past few years of
using this system, our hospital's computer center staff has been
maintaining and fixing occasional bugs that occur during clinical
implementation of this system. The computer center staff also
made necessary modifications and improvements to certain
details as needed to enhance system functionality, optimize
workflows, and adapt to evolving health care practices.

Statistical Analysis
Statistical comparisons were made on the fall incidence rate
among inpatients and the reporting rate of high-fall-risk patients
before and after FRMIS implementation. Data entry and
statistical analysis were performed using SPSS (version 17.0;
IBM Corp). The chi-square test was used to compare the
differences in the fall incidence rate among inpatients, the rate
of high-fall-risk patients, and the implementation rate of
preventive fall quality bundle strategy indicators before and
after FRMIS implementation. A value of P<.05 was considered
statistically significant.

Ethics Approval
The study was approved by the institutional review board of
Tongji hospital (protocol TJ-IRB20191209).

Implementation (Results)

Coverage
Our hospital is a large academic medical center in central China.
In 2016, the hospital had a total of 4000 open beds, 106 nursing
wards, and 53 specialized nursing units. The average daily
admission rate ranges from 4500 to 5000 patients, with a total
of 193,709 admitted patients throughout the year. The
cumulative number of bed-days reached 1,756,946, of which
277,365 (15.79%) were for critical patients.

Outcomes
We carried out the process and outcome evaluation with regard
to the FRMIS’s implementation. The process evaluation
indicators include (1) the accuracy rate of the Morse fall risk
assessment: number of accurate Morse fall risk assessments /
total number of Morse fall risk assessments inspected; (2)
implementation rate of fall prevention health education: number
of implemented health education check items / number of
patients inspected × total number of fall prevention health
education check items; (3) implementation rate of shift handoff:
number of implemented shift handoff check items / number of
patients inspected × total number of fall prevention shift handoff
check items; (4) implementation rate of environment safety:
number of implemented environment safety check items / the
number of patients inspected × the total number of environment
safety check items.

The staff of the quality control office in the nursing department
reviewed the FRMIS on a daily basis to identify the clinical
departments where high-fall-risk patients were distributed across
the hospital. For departments with more than 5 high-fall-risk
patients and a proportion exceeding 20% of the total patients,
we assigned 2 supervisory staff from the quality control team.
They used the electronic form “Fall Prevention Bundle Strategy
Quality Tracking Form” (see Multimedia Appendix 1) on an
iPad to conduct quality inspections on the nursing units for the
high-fall-risk patient population, randomly checking the
implementation rate of fall prevention bundle strategy indicators
(fall risk assessment, fall-related health education, fall-related
shift handoff, and environment safety). Before implementing
the FRMIS, a total of 1250 patients were randomly sampled for
inspection. After implementing FRMIS, a total of 1806 patients
were randomly sampled for inspection. Additionally, a
comparative analysis was performed on the hospitalization
period between February and October 2017 (after FRMIS
implementation, the total bed days occupied by inpatients was
1,323,667) and between February and October 2015 (before
FRMIS implementation, the total bed days occupied by
inpatients was 1,303,094) to evaluate the hospital-wide reporting
rate of high-fall-risk cases, incidence rate of patient falls, and
severity of fall-related injuries.

The results showed that since the FRMIS’s implementation, the
inpatient falls rate was significantly lower than that before
implementation (P<.001), as shown in Table 1. In addition, the
percentage of major fall-related injuries was significantly lower
than that before implementation, as shown in Table 2. The
implementation rate of fall-related process indicators and the
reporting rate of high risk of falls were significantly different
before and after system implementation (P<.001), as shown in
Table 3.

Table 1. Comparison of fall-related outcome indicators.

P valueChi-square (df)After implementation (total bed
days=1,323,667), n (%)

Before implementation (total bed
days=1,303,094), n (%)

<.001931.7 (1)3007 (2.3)1036 (0.8)High-fall-risk patients’ reports

<.0014.4 (1)11 (0.01)23 (0.02)Fall incident reports
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Table 2. Results of fall-related injuries.

Cases of fall-related injury, n

MajorModerateMinorNo injury

2122815Before implementation

091320After implementation

Table 3. Comparison of fall-related process indicators.

P valueChi-square (df)After implementation (n=1806), n (%)Before implementation (n=1250), n (%)

<.00188 (1)1709 (95.73)1056 (84.48)Fall risk assessment

<.001117.5 (1)1769 (97.95)1107 (88.56)Fall-related health education

<.001104 (1)1767 (97.84)1114 (89.12)Fall-related shift handoff

<.001153 (1)1796 (99.45)1127 (90.16)Environment safety

Lessons Learned
The FRMIS’s development and implementation followed a
structured process, starting with needs assessment and
culminating in ongoing monitoring and improvement. With this
multidisciplinary team and comprehensive approach, we were
able to provide a more robust and effective fall risk management
system for the entire hospital. The FRMIS addressed the
shortcomings of paper-based reporting, such as untimely fall
assessments, delayed reporting, information transmission delays,
loss of assessment forms, and incomplete tracking information.
The FRMIS achieved a holistic fall prevention strategy that
spanned from risk assessment to postfall intervention, which
brought several benefits to both patients and health care
providers. The FRMIS alerted nursing staff about high-risk
patients, enabling timely interventions and reducing fall
occurrences. It also standardized the reporting process for fall
events, allowing for efficient tracking and analysis of incidents.

Discussion

Principal Findings
This study has designed and implemented an FMRIS at the
hospital level. The novel system provided a simple, intuitive,
and highly operational prevention management model,
encompassing fall risk assessment, high fall risk screening,
forecasting, and monitoring. It significantly improved the
procedural and standardized levels of fall management for
hospitalized patients, having prompted nurses to proactively
implement fall preventive interventions, conducted timely fall
risk assessments, reduced underreporting of high-fall-risk
patients, and increased the forecast rate of high-fall-risk patients.

Unlike previous studies that focus on a specific stage of fall
management (such as risk identification [19] or fall incident
reporting [28]) or patients in a specific department [23], our
system catered to the entire process of fall risk management for
all inpatients. The FRMIS showed promise in enhancing patient
safety, reducing fall incidents, and improving overall care
quality.

To facilitate the successful implementation of the FRMIS in
clinical practice, we first developed the Standardized

Management Guidelines for Preventing Inpatient Falls at the
hospital-wide level. This policy document comprehensively
revises and improves clinical fall prevention efforts, which
include patient fall risk assessment, health education, fall
preventive interventions, fall management workflow, fall
incident reporting, and system record-keeping. The policy
document was distributed in hard copy by the nursing
department to all departments and also uploaded electronically
on the hospital's Office Automation platform. It mandated each
clinical department to conduct fall prevention training based on
the guidelines, requiring all nurses’ participation and
proficiency. This document served as a supporting tool,
providing nurses with guidance on how to use the FRMIS
effectively in their clinical practice to prevent inpatient falls.

In addition, we conducted standardized nurse training through
a web-based platform. Three main implementation strategies
were used. First, we conducted diverse forms of training,
including ward-, department-, and hospital-level fall prevention
training, as well as case-based warning education, bedside
simulation assessment, experience sharing sessions, and special
lectures, to comprehensively implement the content of the
Standardized Management Guidelines for Preventing Falls.
Second, we performed objective evaluation. We incorporated
simulated case examinations for patient fall prevention into the
clinical skills evaluation of nurses, head nurse position
evaluation, and their performance appraisal to comprehensively
assess the level of knowledge of fall management guidelines
and the emergency handling capabilities for patient fall
incidents. Third, we achieved full participation among all nurses.
The training rate and assessment results of nurses in the wards
were included in the performance management projects of ward
head nurses, achieving the participation of all nurses and
comprehensive evaluation of standardized fall prevention
training. Based on the strategies mentioned above, the FRMIS’s
implementation in clinical practice has been relatively
successful.

Limitations
This study still has certain limitations that should be
acknowledged. First, the FRMIS was specifically designed and
implemented by our hospital's computer center. It is currently
applicable to 3 different hospital campuses within our institution
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but has not been widely disseminated to other hospitals or
integrated with diverse HISs. Therefore, its applicability and
effectiveness in different hospital contexts remains uncertain.
Second, the FRMIS heavily relied on the voluntary reporting
by clinical nurses. The accuracy of these fall risk reports needed
to be individually verified by staff members in the quality
control office of the nursing department. This process is
currently manual and lacks automation, which may introduce
delays and potential inconsistencies. In the future, further
improvements could be made by integrating artificial
intelligence (AI) technologies. By automatically extracting fall
risk factors from patients' electronic medical records, the system
could achieve automated risk stratification and reduce
dependence on manual reporting.

Despite these limitations, it is important to note that this study
represents a significant step toward enhancing inpatient fall risk

management through the FRMIS implementation. Future
research and development efforts could focus on expanding the
system's applicability to other hospitals, integrating AI
capabilities for automated risk assessment, and improving data
accuracy and automation processes. These advancements would
contribute to more comprehensive and intelligent fall risk
management practices for inpatients.

Conclusions
The design and implementation of an FRMIS significantly
contributed to the prevention and management of falls among
inpatients. The FRMIS enhanced patient safety through IT,
providing comprehensive support for fall prevention and
ensuring efficient management of fall events in health care
settings.
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Abstract

Background: The increasing population of older adults has led to a rise in the demand for health care services, with chronic
diseases being a major burden. Person-centered integrated care is required to address these challenges; hence, the Turkish Ministry
of Health has initiated strategies to implement an integrated health care model for chronic disease management. We aim to present
the design, development, nationwide implementation, and initial performance results of the national Disease Management Platform
(DMP).

Objective: This paper’s objective is to present the design decisions taken and technical solutions provided to ensure successful
nationwide implementation by addressing several challenges, including interoperability with existing IT systems, integration
with clinical workflow, enabling transition of care, ease of use by health care professionals, scalability, high performance, and
adaptability.

Methods: The DMP is implemented as an integrated care solution that heavily uses clinical decision support services to coordinate
effective screening and management of chronic diseases in adherence to evidence-based clinical guidelines and, hence, to increase
the quality of health care delivery. The DMP is designed and implemented to be easily integrated with the existing regional and
national health IT systems via conformance to international health IT standards, such as Health Level Seven Fast Healthcare
Interoperability Resources. A repeatable cocreation strategy has been used to design and develop new disease modules to ensure
extensibility while ensuring ease of use and seamless integration into the regular clinical workflow during patient encounters.
The DMP is horizontally scalable in case of high load to ensure high performance.

Results: As of September 2023, the DMP has been used by 25,568 health professionals to perform 73,715,269 encounters for
16,058,904 unique citizens. It has been used to screen and monitor chronic diseases such as obesity, cardiovascular risk, diabetes,
and hypertension, resulting in the diagnosis of 3,545,573 patients with obesity, 534,423 patients with high cardiovascular risk,
490,346 patients with diabetes, and 144,768 patients with hypertension.

Conclusions: It has been demonstrated that the platform can scale horizontally and efficiently provides services to thousands
of family medicine practitioners without performance problems. The system seamlessly interoperates with existing health IT
solutions and runs as a part of the clinical workflow of physicians at the point of care. By automatically accessing and processing
patient data from various sources to provide personalized care plan guidance, it maximizes the effect of evidence-based decision
support services by seamless integration with point-of-care electronic health record systems. As the system is built on international
code systems and standards, adaptation and deployment to additional regional and national settings become easily possible. The
nationwide DMP as an integrated care solution has been operational since January 2020, coordinating effective screening and
management of chronic diseases in adherence to evidence-based clinical guidelines.
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Introduction

As in the rest of the world, the aging population is increasing
rapidly in Turkey. A recent TurkStat report predicts that by
2030, the older adult population will be 12.9%, rising to 22.6%
in 2060 and 25.6% in 2080 [1]. Noncommunicable diseases are
the leading cause of death and disability in Turkey, posing a
significant burden [2]. The elevated health costs for older adults
strain Turkey’s health care system. To address this, the Turkish
Ministry of Health (MOH) has implemented a national strategy
emphasizing multidisciplinary teams, led by family physicians.
The goal is to enhance early detection and manage complications
of noncommunicable diseases through systematic screening
programs under the national Disease Management Platform
(DMP) project launched in late 2018.

The growing use of digital health solutions such as electronic
health records (EHRs) presents an opportunity to enhance
chronic disease management. Clinical decision support services
(CDSSs) can assist in making patient-centered and
evidence-based decisions [3,4]. Digital tools and systems that
collect and use patient information to provide decision support
for health care professionals (HCPs), including patient-specific
assessments and recommendations, can promote adherence to
national guidelines, ultimately resulting in enhanced quality of
care [5-9]. Research demonstrated that computerized decision
support tailored to the patient successfully improved
decision-making [10,11]. Such tools enhanced the
decision-making abilities of HCPs in various domains, including
effective prescription decisions [12,13], adherence to guidelines
for cardiac rehabilitation [14], management of hypertension and
diabetes [15-21], cancer screening [22,23], and computerized
order decisions [24,25].

Building on these results, the national DMP is designed as an
integrated care platform for chronic disease management in
Turkey in a family physician–centered manner. It aims to
effectively implement clinical treatment protocols, ensuring
easy adherence with decision support services. These services
focus on early diagnosis, followed by structured treatment
recommendations during routine follow-ups. The DMP enhances
standardization of care, improving health care efficiency and
quality. It also facilitates seamless transitions between primary
care and specialist services, reducing costs, minimizing risks,
eliminating redundant tests, and easing the burden on patients.

To ensure successful implementation of a DMP aimed at
achieving these strategic objectives, several technical challenges

need to be addressed. Our design decisions consider the crucial
factor of integrating CDSSs seamlessly into clinicians’ daily
workflow [26,27]. Despite the potential of CDSSs for
evidence-based medicine, significant effort is needed to realize
these benefits [28]. The DMP must smoothly integrate with
physicians’ workflows, necessitating interoperability with
existing health IT systems. CDSS guidance should be
user-friendly, ensuring a natural flow for clinical protocol
implementation. With a target audience of over 26,000
practitioners in Turkey, serving a population of over 85 million,
the platform must ensure high performance and scalability. It
should easily expand to address additional diseases within a
reasonable timeframe and prioritize reusability and compliance
with international health IT standards for versatile deployment.

This paper outlines the design, development, nationwide
implementation, and initial performance results of the national
DMP in Turkey. The DMP can be categorized as a
“2.3-Healthcare Provider Decision Support System” in terms
of World Health Organization “Classification of digital health
interventions” [29]. This implementation report will focus on
the results of the deployment and implementation of the DMP
in Turkey serving to more than 26,000 family medicine
practitioners (FMPs) in the country. The objective is to share
our experiences in building the DMP, as an implementation
report in line with iCHECK-DH: Guidelines and Checklist for
the Reporting on Digital Health Implementations [30]. We detail
the design decisions and technical solutions aimed at ensuring
interoperability with existing IT systems, integration with
clinical workflow, enabling smooth transition of care,
user-friendliness for HCPs, scalability, and adaptability in the
Methods section. The Implementation (Results) section presents
the outcomes of the nationwide implementation (number of
users, number of screening and monitoring encounters, number
of patients covered via these encounters, number of patients
diagnosed as a result of screening encounters, and treatment
goal achievements [such as blood pressure targets, hemoglobin
A1c {HbA1c}, and cholesterol targets]), demonstrating how these
objectives were achieved. Additionally, we outline current
limitations and identify areas for future work to further enhance
the clinical impact.

Methods

Overall System Architecture and Design Decisions
The DMP has been designed and implemented to enable the
following 4 high-level features as summarized in Figure 1:
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Figure 1. Overall aims of the disease management platform architecture. EHR: electronic health record; EMR: electronic medical record.

• Screening and risk assessment for healthy population: a
web-based platform for FMPs facilitates screening for the
healthy population. For instance, diabetes screening is
required every 3 years for citizens aged over 40 years
without a diabetes diagnosis. The full eligibility criteria for
both screening and monitoring are presented in Multimedia
Appendix 1. The system offers personalized risk
assessments, early diagnosis, individualized goals,
preventive treatment, and lifestyle suggestions aligned with
national care pathways. Diagnosed patients enter the disease
progress monitoring program, whereas undiagnosed
individuals receive intensified screening based on risk and
lifestyle recommendations.

• Disease progress monitoring: for diagnosed patients, the
platform facilitates creating and updating personalized care
plans during regular follow-up encounters, aligning with
evidence-based national care pathways. It assesses
laboratory results, conducts risk assessments, recommends
personalized treatment goals and medications, suggests
follow-up appointments, and refers to specialists when
necessary for consultations and complication management.
Patients in the monitoring program are categorized based

on their control of clinical parameters, symptoms, and goal
achievement status, guiding decisions on follow-up
frequency, secondary care referrals, and medication plan
updates.

• Self-management support for patients: a care plan with
instructions for FMPs, specialists, and patients is shared
with Turkey’s e-Nabiz platform, the national EHR and
personal health record (PHR) system. Patients can then
access details about care plan activities, including
medications, educational materials, self-measurement
activities, and lifestyle recommendations.

• Population tracking: each FMP manages 2000 to 4000
patients based on their region’s population. The population
tracking module allows them to filter and manage patients
for upcoming or overdue screening and monitoring
encounters, access statistics on the screened population,
send SMS invitations to patients, and monitor goal
achievement for clinical parameters such as fasting plasma
glucose, HbA1c, and blood pressure.

The overall system architecture of the DMP is depicted in Figure
2.
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Figure 2. High-level system architecture of the disease management platform. API: application programming interface; CDS: clinical decision support;
EHR: electronic health record; FHIR: Fast Healthcare Interoperability Resources; HL7: Health Level Seven; PHR: personal health record.

Seamless Integration and Interoperability With
Existing Systems
The DMP is designed and implemented for seamless integration
with existing regional and national health IT systems. To achieve
this, we have designed the core data model and data processing
architecture of the DMP based on Health Level Seven (HL7)
Fast Healthcare Interoperability Resources (FHIR) Release 4
[31]. FHIR has gained widespread adoption in the health care
industry [32-36] and endorsed by country-wide implementations
in the United States [34], United Kingdom [37], and Germany
[38].

The DMP core data model conforms to HL7 FHIR Release 4
to encompass basic EHR components as well as resources for
representing a patient’s care plan. An open-source HL7 FHIR
Repository, namely onFHIR.io [39], serves as the main
component of the data management layer (Figure 2). onFHIR.io
uses MongoDB as a database and provides real-time data
subscription with the help of Apache Kafka. The DMP web
application directly accesses patient and care plan data through
RESTful interfaces provided by onFHIR.io, enabling
fine-grained access control over all FHIR resources in
compliance with the SMART on FHIR authorization guidelines
and scopes [40].

In Turkey, the MOH operates e-Nabiz, a central national EHR
infrastructure [41]. This system collects patient records as
encounter summaries from nationwide health care providers,
with patients also inputting vital signs and activity data. e-Nabiz
codes data using international and national medical terminology,
such as International Classification of Diseases, Tenth Revision
(ICD-10). It is a document-based repository accessed through
a Representational State Transfer application programming
interface [42], and interoperability adapters in the DMP project
(EHR exchange and PHR exchange services in Figure 2)
communicate with it to retrieve patient data. These adapters
transform proprietary XML formats to HL7 FHIR-based data
models and store them in the Patient Data Repository. This

transformation includes both structural and semantic mapping,
incorporating a strategy of incremental synchronization. On
initial DMP access, the patient’s longitudinal EHR is mapped
to FHIR, and subsequent encounters retrieve and transform only
new, unsynchronized data.

To secure patient data access, clinicians authenticate to the DMP
through the MOH’s central authentication and authorization
services using the OpenID Connect protocol. The DMP uses a
role-based access control mechanism, catering to different
disease management roles. Before data access and
synchronization, a check ensures that the user has the required
access rights via the MOH’s central authentication service. If
authorized, the DMP generates a patient-specific JavaScript
Object Notation Web Token with corresponding permissions,
serving as an OAuth2.0 bearer token for all interactions within
the DMP.

In the DMP, FMPs perform screening and monitoring encounters
based on predefined eligibility criteria. For instance,
hypertension monitoring is required every 3 months for patients
with a hypertension diagnosis and on antihypertensive
medications. These criteria are executed in the e-Nabiz data
warehouse, and both DMP and family medicine information
systems retrieve target population lists through target population
services (Figure 2). FMPs can easily identify if a visiting patient
is on the screening or monitoring list via family medicine
information systems, initiating a DMP encounter directly with
a single sign-on integration.

The care plan created with the help of the DMP is stored as an
HL7 FHIR CarePlan resource in the Patient Data Repository.
It is shared with the e-Nabiz system via the Care Plan Exchange
Service (Figure 2), enabling it to be accessible to the patient via
e-Nabiz interfaces.

The DMP uses Elasticsearch technology for storing user
information, basic patient attributes, and their current screening
and monitoring statuses for each disease. Elasticsearch also
serves as a system log repository. We have developed a Kibana
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interface for monitoring system performance and geographical
statistics. Redis is used as a caching system to temporally store
information about ongoing encounters and user authorization
access tokens.

Automation of National Care Pathways as a Clinical
Workflow for FMPs
The interfaces of the DMP have been designed with ease of use
in mind to allow for seamless integration into the regular clinical
workflow. It is implemented as a cocreation activity with the
involvement of system analysts, software engineers, and a
clinical reference group set up by the MOH Department of
Chronic Diseases and Elderly Health including multidisciplinary
HCPs.

The national evidence-based care pathways have been
collaboratively analyzed, leading to the identification of
common steps, such as physical examination, medical history
review, risk assessment, medication review, lab results review,
diagnosis, clinical goal setting, pharmacological treatment
planning, and nonpharmacological treatment planning. Each
care pathway is designed modularly within the DMP as a series
of pages corresponding to these common steps. These are
organized as a flow of pages that is followed automatically
based on patient parameters.

Each page is meticulously designed, specifying patient
parameters for assessment. Most data come from the national
EHR system, enabling clinicians to review prefilled pages with

the latest parameters and make adjustments as needed. Validity
periods for each parameter are identified, emphasizing recency,
and they are enforced by the system and reminded to FMPs.
Additionally, scaled assessments (eg, Mini Nutritional
Assessment), risk assessments (eg, cardiovascular risk), and
associated algorithms (eg, SCORE-Turkey) are also identified.
Business rules within the pages are designed for personalized
suggestions aligned with evidence-based care pathways.

All of these are thoroughly documented after discussions in
cocreation workshops. Mock-up screens are designed, and flow
diagrams are created to identify transition criteria between pages.
These materials undergo further review and finalization in
subsequent cocreation workshops. As an illustrative example,
Figure 3 depicts a sample flow for hypertension screening.

After cocreation, each step’s design becomes a web-based
interface in the DMP application, developed with the Angular
framework. A “Pathway Execution Service” state manager
automates the flow diagram for disease screening or monitoring,
adapting to patient parameters. This allows FMPs to use a
wizard-like interface for encounters, facilitating adherence to
national clinical pathways.

Transitions between disease modules are also modeled and
implemented. For example, in hypertension screening, if a
patient’s fasting plasma glucose exceeds 110 mg/dL, the system
prompts FMPs to consider a diabetes screening if not already
monitored for diabetes. In response, the patient’s diabetes
screening schedule is automatically updated.

Figure 3. Hypertension screening flow. BP: blood pressure.

CDSS Implementation
CDSSs are a core component of DMP to enable patient-tailored
recommendations. On the basis of the documented business
rules from the design phase, we have designed CDSSs as
automated processes. These processes link patient-specific data
with evidence-based knowledge from national care pathways.
We can categorize the CDSS implemented based on their
functionality as follows:

• Risk assessment via scored algorithms (eg,
SCORE-Turkey): FMPs are provided with explanatory
guidance about scoring, referencing validated scoring
assessment algorithms (see Figure 4).

• Diagnosis recommendations based on the patient’s current
condition and risk assessment: in screening operations, the
CDSS recommends diagnoses to FMPs using predefined
ICD-10 codes.
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• Guidance for lab test ordering and interpretation: a
personalized list of required lab tests is determined based
on the patient’s disease state, risks, and other comorbidities.
The CDSS also provides notifications for when these lab
tests should be renewed on expiration.

• Diagnosis and referral suggestions are recommended based
on patient parameters such as lab results. For example,
referral to a nephrologist is recommended when the
estimated glomerular filtration rate result is below 60

mL/min/1.73 m2.
• Treatment goals (eg, low-density lipoprotein cholesterol)

are recommended based on the patient’s risk, disease stage,
and comorbidities. In Figure 5, an example screen for goal
planning is presented. The physician can always manually
update these targets based on their assessments.

• Medication suggestions are recommended for treatment
planning based on disease stage, response to previous
medications, existing medications, and comorbidities.
Certain medications are marked as contraindications based
on the existing comorbidities of the patient.

• Referral suggestions for preventive consultation visits are
recommended, especially for complication management.
For instance, a yearly retinopathy check with an

ophthalmologist is advised during diabetes monitoring
encounters.

• Follow-up visits are recommended based on the current
status of the patient. For instance, screening in each 2 years
is suggested for patients with low cardiovascular disease
risk, whereas once a year screening is suggested for
high-risk patients.

• Automated care pathway transitions for patients with
multiple morbidities are personalized based on specific
disease criteria. For instance, if a patient aged over 40 years
has not had their cardiovascular risk score calculated, the
DMP guides FMPs to continue with the cardiovascular risk
module during hypertension or diabetes monitoring.

In the DMP, all CDSS implementations adhere to the CDS
Hooks specifications [43]. As a standard published by HL7, it
provides an API specification for CDS calls. Both input
parameters and output suggestions are defined in reference to
HL7 FHIR resources, facilitating plug-and-play interoperability
with platforms that support HL7 FHIR. The CDS
Hooks–compliant approach allows easy expansion with CDSSs
created by external entities and to simplify deployment in
different settings already adhering to HL7 FHIR.

Figure 4. An example screenshot from the Cardiovascular Risk Screening Module presenting individualized risk calculation. (The system is implemented
in a multilingual manner supporting Turkish and English by default.) CVD: cardiovascular disease.

JMIR Med Inform 2024 | vol. 12 | e49986 | p.523https://medinform.jmir.org/2024/1/e49986
(page number not for citation purposes)

Ulgu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 5. An example screenshot from the disease management platform presenting personalized lipid goals for the patient. HDL: high-density
lipoprotein; LDL: low-density lipoprotein.

Ensuring Performance of the System
The DMP is designed for high horizontal scalability, using 2
servers for the web application and 3 for the Patient Data
Repository, forming an onFHIR.io server cluster. Nginx acts
as both a reverse proxy and a load balancer to distribute traffic
across these backend servers. onFHIR.io servers connect to a
horizontally scalable MongoDB cluster for data distribution
and replication. Elasticsearch log and data store operate on a
cluster hosted on 6 servers.

Testing, Piloting, and Deployment of Disease Modules
The system is developed by SRDC on behalf of the Turkish
MOH with the support of Türksat and Innova. The final product
is owned by the Turkish MOH. The initial version of the DMP,
including modules for screening and monitoring of type 2
diabetes, hypertension, and cardiovascular risk management,
was extensively tested by the clinical reference group. It
underwent a 3-month pilot phase in 4 cities in late 2019. The
pilot phase involved 14,351 encounters conducted by 219 FMPs
for 5521 patients. Two more modules for obesity screening and
monitoring, as well as older adult monitoring, were added to
the system during this period. After the feedback is addressed
and the system is retested, the system has been operationalized
in whole Turkey by January 2020. On June 30, 2021, the MOH
has published a directive incentivizing FMPs to conduct
screening and monitoring for diabetes, hypertension,

cardiovascular disease risk management, obesity, and older
adult monitoring via the DMP. The system with incentivization
calculations has been operational in whole Turkey since July
1, 2021.

Beyond existing modules, the system now includes monitoring
modules for coronary artery disease, chronic kidney disease,
stroke, chronic obstructive pulmonary disease, and asthma. The
cocreation process, covering requirement analysis, mock-up
design, implementation, and testing, took 3 months for each
module, showcasing the process’s repeatability for swift module
additions. These new disease modules are not yet public in the
operational system.

Implementation (Results)

The system is being used extensively throughout the whole
country. As of September 18, 2023, a total of 73,715,269
screening and monitoring encounters have been performed by
25,568 users (24,627 FMPs and 941 FMP nurses) for 16,058,904
unique citizens. Among these citizens, 56.2% (n=9,025,104)
are female and 43.8% (n=7,033,800) are male. The average
number of DMP encounters per patient is 4.59. The distribution
of encounters per DMP module and the breakdown between
screening and monitoring is provided in Table 1.

In Turkey, there are 26,600 FMP units, with each unit using 1
FMP at a time. As of September 18, 2023, FMPs working at
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26,210 (98.5%) unique FMP units have logged into the DMP
at least once, and 22,982 (86.4%) FMP units have performed
at least 1 encounter.

Table 2 details the nationwide coverage rates per disease module
and encounter type as of September 18, 2023. It includes the
cumulative target population size and the unique number of
patients screened or monitored at least once. During this period,
DMP screenings led to new diagnoses: 144,768 for hypertension,
490,346 for diabetes, 534,423 for high cardiovascular risk, and
3,545,573 for obesity. These individuals were diagnosed with
these chronic diseases for the first time, following
evidence-based clinical guidelines.

Age histograms of DMP patients who have been screened or
monitored at least once are provided per sex in Figure 6.

Piloting studies occurred from October to December 2019, and
the system has been fully operational nationwide since January
2020. Use notably increased with FMP salary incentivization
calculations on July 1, 2021 (Figure 7), showing monthly
encounter numbers by module from the start of 2021. Since
then, encounters have steadily risen, with minor drops during
summer holidays, and the distribution among DMP modules
has remained consistent.

Figure 8 displays the distribution of total DMP encounters per
city in Turkey, with colors intensifying as encounter numbers
rise. Although higher numbers generally align with city
populations, outliers exist, as seen in the top 10 performing
cities outlined in Table 3. Despite Istanbul having Turkey’s
largest population, it only slightly surpasses Ankara in DMP
encounters. This is mainly due to the high patient load per FMP
in Istanbul. FMPs overseeing over 4000 citizens are exempt
from DMP use due to their heavy workload. Table 3 also
provides patient average age and encounter duration information.

The performance of the FMPs is assessed monthly. The
cumulative targets and realized achievement rates for January
2023 are provided in Table 4. An achievement rate of 23.1%
(4,508,841/19,546,041) for the entire population represents

significant advancement compared with the 3.9%
(511,198/13,117,900) achievement rate in July 2021.

The DMP system recommends personalized treatment goals
such as systolic blood pressure, low-density lipoprotein
cholesterol, and weight based on clinical guidelines. After a
treatment goal is set, the DMP also assesses progress toward
the goal in subsequent encounters. As of September 18, 2023,
approximately 12.4 million of these treatment goals have been
assessed, and the achievement rates are presented in Table 5.
These assessments provide valuable information for FMPs
caring for their patients.

At present, the performance of the FMPs is quantitatively
calculated based on the number of performed encounters.
However, the MOH envisions transitioning to a qualitative
performance evaluation in midterm, where treatment goals and
their achievement rates will play a significant role.

The system is highly performant and scalable. On a selected
working day, February 14, 2023, the onFHIR.io HL7 FHIR
Repository handled a total of 105.7 million FHIR interactions
with an average response time of 31.3 milliseconds. During
peak times of the day, the system can effortlessly manage up
to 5000 FHIR interactions per second. Multimedia Appendix 2
illustrates the distribution and average response time of FHIR
interactions on this day.

Among all FHIR requests, 57.4% (60.7 million) are search
interactions, which are extensively used by the DMP web app
to find, display, and forward specific clinical concept values to
CDSS. Following search interactions, update interactions make
up 33.2% (35.1 million) of the requests and are also used for
resource creation when a provided resource ID is available. The
average response times for read and search interactions are only
3.9 and 6.4 milliseconds, respectively. In the case of transactions
and batch interactions, the average response times are even
lower than update interaction alone, thanks to the parallelization
of contained requests within onFHIR.io. As of September 18,
2023, onFHIR.io maintains a repository of 16.3 billion FHIR
resources, totaling 22.4 terabytes in size, including care planning
data by DMP and EHR/PHR data synchronized from e-Nabiz.

Table 1. Total screening and monitoring encounters per module.

Total (n=73,715,269), n (%)Monitoring (n=28,548,733), n (%)Screening (n=45,166,536), n (%)Module

25,904,043 (35.1)12,046,449 (42.2)13,857,594 (30.7)Hypertension

18,830,474 (25.5)800,480 (2.8)18,029,994 (39.9)Obesity

13,985,839 (19.0)5,071,646 (17.8)a8,914,193 (19.7)Diabetes

13,547,569 (18.4)9,182,814 (32.2)4,364,755 (9.7)CVDb risk

1,447,344 (2.0)1,447,344 (5.1)N/AcOlder adult

aOnly the patients monitored in primary care are listed; advanced obesity cases (a BMI over 40 kg/m2 or a BMI between 30 and 40 kg/m2 supported
with additional comorbidities) are monitored in secondary and tertiary care.
bCVD: cardiovascular disease.
cN/A: not applicable.

JMIR Med Inform 2024 | vol. 12 | e49986 | p.525https://medinform.jmir.org/2024/1/e49986
(page number not for citation purposes)

Ulgu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Coverage rate of citizens in target population lists.

Coverage rate (%)Screened and monitored patients, nAll citizens in target population, nModule and encounter type

Hypertension

22.310,820,77448,443,467Screening

27.34,083,05714,943,378Monitoring

Obesity

24.414,640,01359,956,288Screening

49.9383,920769,654aMonitoring

Diabetes

23.66,486,94727,450,172Screening

32.62,472,5857,588,543Monitoring

CVDb risk

19.23,319,07017,276,617Screening

28.65,078,66517,759,500Monitoring

Older adult

12.01,056,7668,770,474Monitoring

aOnly those in the primary care obesity monitoring list, as explained in Table 1.
bCVD: cardiovascular disease.

Figure 6. Age histograms of disease management platform patients: female on the left and male on the right.
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Figure 7. Disease management platform encounters per month by module. CVD: cardiovascular disease.

Figure 8. Encounters by city on a map.

Table 3. Top 10 performing cities.

Average duration
(minutes)

Average age of pa-
tients (years)

Number of pa-
tients

Number of en-
counters

RankbTotal populationaCity

1.2150.51,286,6404,974,972115,907,951Istanbul

1.1351.71,084,7974,918,74525,782,285Ankara

1.1853.4937,6074,395,65334,462,056Izmir

0.9951.3709,0753,531,44172,274,106Adana

1.0651.7479,8492,633,349151,441,523Kayseri

1.0851.4636,5352,617,27452,688,004Antalya

1.1551.2579,9272,607,45962,296,347Konya

1.1852.3525,0162,408,81743,194,720Bursa

1.1355.7425,1712,322,111171,257,590Balikesir

1.0654.2422,4382,237,385161,368,488Samsun

a2022 census data by the Turkish Statistical Institute (TurkStat).
bThe rank of cities in Turkey by total population count.
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Table 4. Screening and monitoring encounters per module in January 2023.

Achievement rate (%)Number of encountersMonthly targetModule and encounter type

Hypertension

20.4789,6993,868,662Screening

14.8709,0044,795,117Monitoring

Obesity

22.31,083,4144,849,306Screening

95.851,51253,770Monitoring

Diabetes

74.6670,502898,665Screening

13.1279,0712,128,955Monitoring

CVDa risk

35.3262,419742,634Screening

39.6589,5231,488,004Monitoring

Older adult

10.273,697720,928Monitoring

23.14,508,84119,546,041Total

aCVD: cardiovascular disease.

Table 5. Achievement rates of treatment goals.

Achievement rate (%)Treatment goal

88.8Systolic BPa

94.2Diastolic BP

52.0Fasting glucose

61.5HbA1c
b

14.8LDLc cholesterol

63.2HDLd cholesterol

52.6Triglyceride

5.6Weight

6.3BMI

2.9Waist circumference

aBP: blood pressure.
bHbA1c: hemoglobin A1c.
cLDL: low-density lipoprotein.
dHDL: high-density lipoprotein.

Discussion

Principle Findings and Lessons Learned
We have demonstrated that as of September 18, 2023, the DMP
has been used by more than 25,000 users to conduct over 73
million screening and monitoring encounters for more than 16
million individuals. The national directive incentivizing FMPs
to conduct screening and monitoring for chronic diseases is one
of the contributing factors to this success.

We demonstrated the platform’s efficient horizontal scalability,
serving thousands of HCPs daily without performance issues.
DMP screenings identified approximately 150,000 new
hypertension cases, over 490,000 diabetes cases, more than
500,000 high cardiovascular risk cases, and over 3.5 million
obesity cases. This allowed timely treatment in line with
evidence-based guidelines.

We have shown that the system seamlessly interoperates with
existing national EHR via HL7 FHIR. It enables accessing and
processing patient data from various sources to provide
personalized care plan guidance, maximizing the effectiveness
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of evidence-based decision support services. The DMP has
achieved all 5 levels of the 5S Model as proposed by Haynes
[44] for the successful implementation of information services
for evidence-based health care decisions. Continuous cocreation
activity involving members of the Turkish MOH has contributed
this success, along with the interoperability architecture based
on international standards. On the other hand, we have collected
feedback from FMPs to encourage us to also enable seamless
integration with the national e-Prescription and national
appointment system. FMPs need to manually input prescription
and appointment recommendations into the other systems.
Future plans include integrating these national systems directly
to the DMP as well.

Although we have demonstrated that, through a repeatable and
well-defined cocreation methodology, the system can be easily
extended to address additional diseases, it still requires
implementation effort from developers. We plan to extend the
DMP system with administrative interfaces. This will enable
subject matter experts from the MOH to create new disease
screening and monitoring modules using form-based design
interfaces.

Finally, although FMPs conduct screening and monitoring,
specialists can view patient dashboards but cannot perform
encounters; this can be easily enabled with the DMP’s role-based
access control mechanism, pending organizational decisions
for national-scale implementation.

The system is operated as a part of national health IT ecosystem
funded by the budget of the Turkish MOH. Open-source
technologies have been used; hence, additional licensing fee
has not incurred. Approximately 80% of the budget is spent for
software development, 15% for project management, and 5%
for training costs. Initial development phase has lasted 2 years.

In the last 2.5 years, the system is under maintenance, and new
disease modules have been developed.

Prospective Benefits and Impact
The system paves the way forward value-based care, where
patient outcomes are monitored, and providers are incentivized
for improving health. Currently, the DMP sets individual clinical
goals (eg, HbA1c and BMI) based on evidence-based guidelines.
It monitors FMP performance in achieving these targets through
close screening and monitoring. FMPs are presently incentivized
based on screening and monitoring visits, but the system is
ready to adopt value-based care by monitoring clinical targets.

DMP implementation opens opportunities to collect real-time
research data, measuring the effectiveness of nationwide disease
management protocols. Continuously gathering information
about patients’ disease status and recording outcomes from
screening and monitoring visits, the generated data provide
valuable insights into disease management.

Conclusions
This paper introduces a nationwide DMP designed for effective
chronic disease screening and management, aligning with
evidence-based clinical guidelines to enhance health care
quality. With its user-friendly interfaces, it guides FMPs through
personalized care planning with checklists for medication orders,
referrals, lab tests, and risk screening. The system has been
operational nationwide since January 2020. We have
demonstrated seamless EHR integration, scalability,
performance, and effectiveness in early diagnosis and meeting
clinical targets. Future work includes a comprehensive study
to analyze the direct clinical and cost-saving effects of the DMP
on chronic disease management in Turkey.
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Abstract

Background: Telemedicine, a term that encompasses several applications and tasks, generally involves the remote management
and treatment of patients by physicians. It is known as transversal telemedicine when practiced among health care professionals
(HCPs).

Objective: We describe the experience of implementing our telemedicine Eumeda platform for HCPs over the last 10 years.

Methods: A web-based informatics platform was developed that had continuously updated hypertext created using advanced
technology and the following features: security, data insertion, dedicated software for image analysis, and the ability to export
data for statistical surveys. Customizable files called “modules” were designed and built for different fields of medicine, mainly
in the ophthalmology subspecialty. Each module was used by HCPs with different authorization profiles.

Implementation (Results): Twelve representative modules for different projects are presented in this manuscript. These modules
evolved over time, with varying degrees of interconnectivity, including the participation of a number of centers in 19 cities across
Italy. The number of HCP operators involved in each single module ranged from 6 to 114 (average 21.8, SD 28.5). Data related
to 2574 participants were inserted across all the modules. The average percentage of completed text/image fields in the 12 modules
was 65.7%. All modules were evaluated in terms of access, acceptability, and medical efficacy. In their final evaluation, the
participants judged the modules to be useful and efficient for clinical use.

Conclusions: Our results demonstrate the usefulness of the telemedicine platform for HCPs in terms of improved knowledge
in medicine, patient care, scientific research, teaching, and the choice of therapies. It would be useful to start similar projects
across various health care fields, considering that in the near future medicine as we know it will completely change.
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Introduction

Context
Medicine has typically involved physicians engaging face to
face with patients. However, many teleconsultation projects
have now been developed, particularly during the COVID-19
pandemic era, which has boosted teleconsultations in all medical
specialties [1-4].

Alongside telemedicine between physicians and patients, there
is also transversal telemedicine, which is conducted between
health care professionals (HCPs). Our experience with this topic
started in 1996 and has demonstrated the feasibility of training
young ophthalmic vitreoretinal surgeons working in nonoptimal
environments (postwar Bosnia), using telemedicine (via a
satellite link) in Milan and Sarajevo [5,6]. Input from the above
experiences [7,8] constituted the basis for our understanding of
the needs of HCPs and the developmental direction of the
dedicated telemedicine platform, giving users access, with
appropriate personal authorization, from anywhere and at any
time.

Problem Statement
The problem to be solved is the difficulty of sharing patients’
clinical data and images among health personnel for efficient
evaluation. This process should be multidisciplinary, involving
actors such as physicians from different specialties, nurses,
technicians, orthoptists, geneticists, residents, and tutors who
need access to a common database holding key patient
information.

Similar Interventions
Our scientific literature analysis identified a number of
publications about implementation projects involving
telemedicine platforms. These projects were mainly based on
COVID-19 management and aimed to support different systems
to provide health care in emergency conditions [9-11]. The
purpose of these initiatives is to foster telecare and
telemonitoring and to reduce the need for patients to visit
hospitals or medical centers [12-17]. Our program is oriented
in a different direction: the Eumeda web-based medical platform
was developed for sharing patients’ medical data among
physicians. The platform has expanded its services to many
HCPs. This paper describes how database modules for the
clinical databank and trials, as well as second opinion services,
were created and have now been implemented.

Methods

Aims and Objectives
The aim of this implementation program was to broaden the
applications of our telemedicine platform with a transversal
approach targeted at health care personnel. This process took
place over the last 10 years with the creation of different projects
aimed at clinical data collection, teleconsultation, and gathering
second opinions. Various modules have been built for the
platform (Textbox 1) for use by HCPs at different times. Twelve
representative modules for different clinical projects are
described in Table 1 [18-23].

We identified outcome measures and evaluated overall
parameters for access, acceptability, and medical efficacy of
the platform (Textbox 2).

Textbox 1. Building a module in 8 steps. The time required for the final release varies between modules (from 1 to 3 months for more complex ones).
The original source code for the modules created belongs to the medical platform.

1. Initial agreement between the entity applying the module (university, company, institution, or representative association) and the manager of the
medical platform (MP)

2. Signing of detailed operational form (with project requirements, such as the type of project, number of health care professionals and structures
involved, and the importance of images) by the main users of the module and the scientific coordinator (who has knowledge of medicine planning
and the potentiality and limits of medical informatics) of the MP

3. “Shoulder-to-shoulder” work by the scientific coordinator of the MP and main team programmer of the MP

4. Development of alpha software (not yet stable and still incomplete) to be shown to the entity that will use the module for changes and additions

5. Development of beta software with almost all functionalities

6. Massive data entry by the MP programmer to find bugs or software incompatibilities

7. Completion of beta software with automatic control functionalities (eg, alert icons to prevent inappropriate data from being entered, numerical
limitations, and priorities to be respected in data entry or blocking of inappropriate saving) for users to check and identify any small changes required

8. Release of final version in a meeting with users, with explanatory text embedded in the module
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Table 1. The left-hand column lists the 12 representative projects for which many modules have been built for the medical platform. The modules
designed have been managed by health care personnel over the last 10 years in different locations in Italy.

SponsorHolderTimeframe of
project activity

PurposeModule typeDescriptionModule

Comed Research
nonprofit associa-
tion, Milan

Insubria University,
Varese-Como

1 Month (during
2011)

Feasibility of second
opinions among
physicians

Second opinionsaTeleconsultation in retinal
diseases [18]

1

Novartis Pharma
SpA, Origgio, Italy

T&C Srl, Milan,
Italy

19 Months (2011-
2012)

Acceleration of an-
ti–vascular endothe-
lial growth factor
therapy

Groupb (10 loca-
tions)

Age-related maculopathy
[19]

2

Insubria University,
Varese-Como

Insubria University,
Varese-Como

4 Months (2012-
2013)

Collection of data on
gene expression

DatacRetinal pathology samples
and correlated genes [20]

3

Insubria University,
Varese-Como

Insubria University,
Varese-Como

10 Months (2015-
2016)

Collection of data on
disease morphology
and functionality

DataEpiretinal macular mem-
brane [21]

4

Ophthalmological
Unit II, University
of Naples; Rome
Foundation

Ophthalmological
Unit II, University
of Naples

2017-presentCollection of data on
genetic eye diseases

DataInherited eye diseases5

Retina Italia nonprof-
it association, Milan

Ophthalmological
Unit II, University
of Naples

16 Months (2018-
2020)

Collection of data on
disease

Group (9 loca-
tions)

Retinal dystrophy due to
rare RPE65 gene mutation
[22]

6

Bayer Italy SpA,
Milan

Comed Research
nonprofit associa-
tion, Milan

4 Months (during
2019)

Feasibility of second
opinions in didactics

Second opinionsSecond opinions among res-
ident physicians

7

Insubria University,
Varese-Como

Neurological Unit,
Insubria, University
Varese-Como

2019-presentCollection of multi-
disciplinary data on
disease

Group (2 loca-
tions)

Instrumental data in multiple
sclerosis

8

SEA Company, Mi-
lan Linate-Milan
Malpensa Airports

SEA Company, Mi-
lan Linate-Malpensa
Airports

3 Months (during
2020)

Search for COVID-
19 in throat, saliva,
and tears

Group (2 loca-
tions)

Epidemiological data on
COVID-19 in workers

9

Insubria University,
Varese-Como

T&C Srl, Milan.
Italy

1 Month (during
2020)

Search for SARS-
CoV-2 in throat and
tears in COVID-19
patients

Group (2 loca-
tions)

SARS-CoV-2 on throat and
ocular surfaces [23]

10

Insubria University,
Varese-Como

Orthodontics Unit,
Insubria University,
Varese-Como

2021-presentCollection of data on
disease

Group (2 loca-
tions)

Potential malignant oral le-
sions

11

Claude Boscher,
MD

Claude Boscher,
MD

2022-presentCollection of data on
diseases and follow-
up

DataMaculopathies and anti-ag-
ing medicine

12

aSecond opinions: second opinions from health care professionals at the same or a different institution.
bGroup: shared database used by health care professionals at more than one institution.
cData: shared database used by health care professionals at a single institution.
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Textbox 2. Result options for the questionnaire for each health care professional, with relative scores. The final score is given by the sum of the partial
scores (maximum 9, minimum 3). Scores equal to or higher than 6 are considered to indicate approval.

Access to the network by computer or mobile devices

- Poor: score of 1

- Good: score of 2

- Very good: score of 3

Acceptability of the procedures

- Poor: score of 1

- Good: score of 2

- Very good: score of 3

Medical efficacy

- Poor: score of 1

- Good: score of 2

- Very good: score of 3

Blueprint Summary

Design of Key Features and Roadmap
The design of the implementation program was oriented to
develop three types of operational modules, integrated with one
another where necessary: (1) a databank of diseases for clinical
or scientific studies, (2) a database for groups of HCPs in
different locations, giving them access to shared data from trial
studies, and (3) a functionality enabling physicians to seek
second opinions. The key points of the implemented modules
were easy accessibility, complete acceptability for HCPs, data
reliability, and overall medical efficacy considering all health
specialties. The roadmap followed these principles and several
new projects involving HCPs produced specific modules, which
were created for the platform and take advantage of its benefits
as a whole.

Technological Design and Infrastructure
Since 2010, the Eumeda platform has used continuously updated
versions of PHP, an HTML-embedded web scripting language
built to a high standard using advanced technology [24], which
has the advantage of speed, flexibility, low use of resources,
and compatibility with all web servers. PHP does not require a
high level of machine resources to run and is therefore very fast
and lends itself to applications with external integration.

Main Features of the Platform
Information technology services can be accessed via monitors
or mobile devices and include current advanced technologies,
such as the following: 24-7, 365-day-a-year access, easy data
image insertion in electronic medical records, image comparison

and overlapping, and SMS and email notification, when
necessary, for fast interactivity.

Customizable Modules
The platform includes customizable files called “modules” that
are designed and built for each project according to its needs in
collaboration with professionals from different knowledge areas
(Textbox 1). Each module functions to support the features and
advantages of the entire platform. No data are sent directly to
or from HCPs’hardware. HCPs are able to see data in the central
database, accessing this information remotely. All HCPs have
a personal access code depending on their authorization level,
enabling them to view, insert, or modify data in specific fields,
close the electronic medical record (EMR) data temporarily or
permanently, and export data for statistical surveys. The
platform allows for individual and group interaction among
HCPs at different sites. A remote “prompt assistance” service
is provided for each module when necessary.

Module Functionality
Several functions can be activated, with open pop-ups showing
the rationale of each study, its population, the provenance of
resources, and the operating HCPs with various authorization
profiles. The data entry procedure is quick, intuitive (Figure 1),
and guided by many system alerts in the case of errors. When
necessary, warning notifications are sent to users via SMS or
email. Special software can be created, if requested, to support
HCPs’ data evaluation and clinical decisions [25-27] (Figure
2). Data extraction for statistical surveys is immediate (Figure
1). At the end of each study period, the HCPs evaluated the
project using a 3-point scoring system (Textbox 2).
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Figure 1. Example of the main tasks and procedures for a module (module 6 in Table 1) on the medical platform: (1) entry to the system by the health
care professional with their personal access key, after which they select the modules that they are qualified and authorized to use; (2) access to a list of
operative centers with their own lists of patients and respective electronic medical records relating to the first and follow-up visits; (3) individual patient
electronic medical record folder, which allows for the easy and quick insertion of data and multiple images at any time, as well as access to successive
masks (a repository of images is available that allows image overlapping and comparison; Figure 3); (4) quick data extraction for statistical purposes.
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Figure 2. Examples of 2 special software programs designed to support health care professional activity. (1) For medical care decisions, each diagnostic
variable of a disease is given a numeric value, and the software automatically provides a total score (shown by the arrow). If the value exceeds a defined
score, the software advises general physicians to send the patient to an appropriate center at the next available appointment (module 2 in Table 1). (2)
For tracking patients’ clinical course, visual acuity data (or any other numerical data) are inserted into a patient’s electronic medical record and the
graph is updated in real time. The health care professional can see at a glance the functional course of the disease. RE: right eye; LE: left eye.

Images
Dedicated software allows the uploading of even high-resolution
images and videos in a few seconds. A shared whiteboard for

all images is available for each module. Image magnification
and comparison software enables morphological changes to be
observed over time in detail (Figure 3).
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Figure 3. Example of image comparison: (1) selection of 2 images from a patient’s electronic medical record (in this case, the patient had degenerative
retinal maculopathy) uploaded at the 6-month follow-up (shown by the arrows); (2) creation of an overlap image that can be adjusted by clicking and
moving the white cross; a special transparency application allows the images to be accurately superimposed on each other (shown by the white rings);
(3) evaluation of morphological changes in the disease over time (within the white rings) by moving the overlap line back and forth (shown by the white
line) using the red button.

Type of Technology
The Eumeda software platform is closed-source and owned by
a private company that grants access through contracts. The
platform was developed with the Wappler (Wappler.io)
integrated development environment.

Targets
The target user base includes physicians of different specialties,
nurses, technicians, orthoptists, geneticists, residents, and tutors,

all of whom rely on access to a common database holding key
patient information.

The target sites are hospitals, private offices, and medical hub
centers working with spoke-peripheral centers. We involved
medical structures equipped with technology and staff prepared
to use hardware and software (Figure 4).
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Figure 4. Locations of health care professionals (round dots) in Italy who have used the platform over the years (the map shows the Italian names of
the cities). The Supervisory Center (SC) in Milan has responsibility for the data warehouse and help desk as well as a general coordination role.

Data

Data Location

All data were uploaded and stored in a data warehouse in Milan,
Italy (Datasys Srl from 2001 to 2012; then Aruba Business Srl,
provided by IRQ10 Srl, from 2013 until the present), to ensure
data security and uninterrupted availability. Automated daily
backups are a security measure guarding against the loss of data.

Data Entry Policy

HCPs must agree to the liability agreement, ownership
agreement, and a code of conduct before using the platform. In
all modules, data entry is performed in accordance with the
guidelines of the Declaration of Helsinki and its subsequent
revisions [28]. Informed consent forms are collected by the
health facilities. In cases where data analysis included a
therapeutic choice, approval from the relevant ethics committee
or a qualified local committee was obtained, as in modules 6
and 11 in Table 1.

Data Security and Privacy

Data security and privacy are guaranteed by the latest generation
of servers with secure backups. Data are protected on several

levels: (1) individual HCPs receive access keys generated by
the system; (2) subjects’ personal data are encrypted and stored
in a separate table in the cloud; (3) the system binds clinical
data to personal data only when accessing hardware with a
special algorithm; and (4) if necessary, a ready-to-use informed
consent form can be downloaded for signature.

Responsibility for and Ownership of Data

According to European Union (EU) and Italian rules, liability
for entered medical data, including cloud storage, lies with the
HCP entering such data (acting as the “controller,” as clearly
defined in EU Regulation 679/16) and the manager of the
medical platform and server farm (acting as “processors,” as
clearly defined in EU Regulation 679/16). Ownership of the
data, including the purpose and methods for processing the data,
belongs to the entity applying the module, who acts as the
“controller.”

Interoperability
The Eumeda software platform is not accessible from specific
application programming interface clients by users, so it does
not use data standards such as Health Level Seven. However,
it implements the International Classification of Diseases, 10th
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revision, system internally to classify pathologies. Clinical
imaging is managed with current standard protocols.

Participating Entities
A nonprofit organization (Comed Research) initially
implemented (from 2001) the projects. Subsequently, a joint
venture between 2 for-profit companies (T&C Srl and TM95
Srl) managed the platform. These partners supply hardware,
create software, or participate as web designers, hosting
companies, or law firms. The funders of the implementation
projects are public universities, hospitals and foundations,
nonprofit medical associations, private companies, and
physicians working in private offices (Table 1).

The society that created the main platform is the owner of all
the implementations. The entities that applied the modules hold
the ownership and the intellectual property.

Budget Planning
The total budget covered different phases according to
implementation progression and project type for a period of 1
to 3 years. The costs included preliminary planning and the final
draft (up to 30%), programming for final front view on the
computer screen (30%), and user training (10%), as well as the
pilot phase (5%), operation (10%), initial service (10%), and
ongoing reports (5%). Selected projects could be conducted for
free based on their importance or visibility for the platform.

Sustainability
The projects were initially funded (from 2001) by a nonprofit
organization (Comed Research), which relies on donations from
companies or nonprofit medical associations. Since January 1,
2017, the platform has been managed by a joint venture between
2 for-profit companies. The business model is based on the type
and duration of the projects developed during the
implementation phase, financed by different entities. The end
of the project foresees the dissemination of the results with
potential permanent effects.

Implementation (Results)

Coverage
The projects developed during the implementation phase have
national coverage, encompassing a large number of Italian
regions and their referent hospitals. The developed modules
evolved over time, with varying degrees of interconnectivity,
in different centers in 19 cities across Italy (Figure 4). In 2
modules (modules 1 and 2 in Table 1), HCPs from the referring
regional areas were closely involved. The number of HCPs (at
different levels) using individual modules ranged from 6 to 114
(average 21.8, SD 28.5).

Outcomes
Implementing the telemedicine platform allowed us to build
several modules that could be used by HCPs at different times.
The characteristics of 12 representative modules used over the
last 10 years for different clinical projects are shown in Table
1.

Over time, our experience has led us to concentrate on three
types of operational modules, integrated with one another if
necessary: (1) a databank of diseases for clinical or scientific
studies (eg, module 4; Table 1), (2) a database for groups of
HCPs in different locations, giving them access to shared data
(eg, module 6; Table 1), and (3) a functionality enabling
physicians to seek second opinions (eg, module 7; Table 1).

The overall outcomes are reported in Table 2. Up to now, more
than 250 HCPs have used the platform for several effective and
operational projects. The total number of participants inserted
in the modules is 2574. The percentage of data entered in the
text or image fields for each module ranged from 20% to 95%
(with an average of 65.7%). The evaluation score for each
module was calculated as the sum of 3 partial scores (Textbox
2): out of all the modules, the first (module 1, the first to be
created) was the one with the lowest evaluation score (Table
2). The average number of requests for technological support
varied from 5 per month (in the case of simpler modules) to 9
(for more complex ones).
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Table 2. Results pertaining to the designed modules shown in Table 1.

Evaluation scorec

(minimum positive
score)

Beneficial effectsText/image fields for

each EMRb, n (fields
that were filled in, %)

Participants
whose data
were inserted, n

HCPsa in-
volved, n

Centers involved,
n

DescriptionModule

109 (108)Useful teleconsultation
among doctors

30 (60)52181 Retina center,
17 territorial of-
fices

Teleconsulta-
tion in reti-
nal diseases
[18]

1

803 (684)Improvements in patients’
functional final outcomes

65 (85)67811411 Retina centersAge-related
maculopathy
[19]

2

Not acquiredBetter understanding of
molecular mechanisms

65 (80)12111 Ophthalmologi-
cal center, 1 ge-
netic center

Retinal
pathology
samples and
correlated
genes [20]

3

80 (66)Identification of ultramicro-
scopic features of mem-
branes

25 (65)28112 Ophthalmolog-
ic centers, 1 hu-
man anatomy
center

Epiretinal
macular
membrane
[21]

4

In progressIncreased knowledge of
genetic eye diseases

480e (20)1145e141 Ophthalmologi-
cal center, 1 ge-
netic center

Inherited eye

diseasesd
5

200 (168)Identification of suitable
patients for therapy

260 (65)60289 Retinal-genetic
centers

Retinal dys-
trophy due
to rare
RPE65 gene
mutation
[22]

6

140 (114)Resident physicians’
learning accelerated

12 (85)110194 University oph-
thalmological de-
partments

Second opin-
ions among
resident

physiciansd

7

In progressRecognition of the disease
in the subclinical stage

450e (18)58e62 Neurological
centers, 2 ophthal-
mological centers

Instrumental
data in multi-
ple sclero-

sisd

8

75 (54)Collection of useful diag-
nostic data on COVID-19
and how the disease is
transmitted

30 (90)29892 Care offices at
2 airports

Epidemiolog-
ical data on
COVID-19

in workersd

9

165 (120)Increased knowledge of
COVID-19

34 (95)1082014 Medical unitsSARS-CoV-
2 on throat
and ocular
surfaces [23]

10

In progressBetter prevention and
therapy

50e (68)15e64 Medical unitsPotential ma-
lignant oral
lesions

11

In progressSignificantly better care110e (58)10e61 Retina centerMacu-
lopathies and
anti-aging
medicine

12

aHCP: health care professional (physicians from different specialties, nurses, technicians, orthoptists, geneticists, residents, tutors [employees were
excluded]).
bEMR: electronic medical record (for each patient, considering first visit and all follow-ups).
cSum of 3 partial scores for access, acceptability, and medical efficacy at end of the active working period (described in Textbox 2).
dUnpublished data.
eAt the time of writing this paper.
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Clinical fallout can be identified more easily with the use of
this telemedicine platform because of the visibility of a database
shared by HCPs (modules 3, 4, 5, 8, and 9; Table 2).
Furthermore, data on rare diseases (collected from a large
number of centers) can be used to identify patients who would
benefit from expensive new therapies (module 6; Table 2). By
sharing medical data, physicians and residents can learn better
and faster (modules 1 and 7; Table 2), and the possibility of
having a databank helps them to discover potential, as yet
unknown disease complications (module 10; Table 2). Patient
follow-up with dedicated software helps HCPs to locate better
treatment options, identify preventive interventions (modules
2 , 11 and 12; Table 2) and track patients and their outcomes in
real time.

Lessons Learned
Our program has multiple success factors that may be considered
in future implementations or in the creation of similar
telemedicine platforms and modules. First, the technological
infrastructure of the platform is modern, highly versatile, and
continuously updated by technical staff. The use of the latest
generation of servers with secure, daily backups guarantees that
no data loss occurs, while data security and privacy are protected
on several levels, as specified in the Methods section. Second,
data entry and retrieval in each module are immediate. Each
module has different blocks of information that are well
separated, including an explanation of the rationale of the study
and practical guidance on how to insert data, as well as different
HCP access profiles, patient IDs, EMRs, images, and statistical
surveys. Third, no images are transmitted among HCPs. All
images are stored on the main server and are viewed remotely
without any deterioration. A dedicated procedure even allows
the insertion of high-resolution images (through common
connection links) immediately or very quickly. Rapid viewing
is greatly appreciated by users, in addition to the possibility of
enlarging, comparing, and superimposing, as well as being able
to see in detail the morphological changes, even minimal ones,
of a pathology over time (Figure 3). Lastly, different
authorization profiles are given to HCPs, which enables them
to access modules on the central server once they have agreed
to abide by the terms of the liability and ownership agreements
and the code of conduct, using personal passwords to view,
change, or modify data and images. Module coordinators usually
have total control of their respective modules and can compile
statistical surveys using all the data, while other HCPs may only
be able to enter data and images in accordance with their remit
and authorized access level. A great amount of work has been
undertaken to ensure that the user-friendly platform is up and
running. A remote service is available by mail or telephone. All
modules are visible both from monitors and mobile devices. In
particular, the second opinion module may be suitable for use
with mobile health (mHealth).

We consider the following points more as challenges than limits
to implementation. The construction phase of each module is
of critical importance, and a single medical interlocutor must
be the voice of all HCPs (Textbox 1). The main mandatory
factors involved in building a module include a scientific
coordinator as the central figure and the participation of someone
with both medical and IT skills. Finally, older HCPs tended to

struggle with working on the platform, while the younger
operators adapted quickly, were not disconcerted by the
technology, and showed interest and satisfaction with the
projects they carried out [29-34].

The presumed budgets of each project, divided into direct (eg,
coordinators, IT programmers, law firms) and indirect (eg,
travel, equipment, insurance) costs have been considered in the
final balance.

The following recommendations may assist in overcoming many
barriers to telemedicine practice among HCPs. First, the amount
of preparatory work needed (Textbox 1) tends to be
underestimated. Second, it is difficult to create systems for
sharing text and images with appropriate levels of usability.
Third, bureaucracy is often an obstacle, and self-regulation
codes in telemedicine need official authorization. Fourth, a
suitable “network culture” is still lacking in medicine, due to
multiple technical and human factors. The success of
telemedicine among HCPs requires participation, responsibility,
and a desire for effective collaboration to develop knowledge
for the benefit of professionals and patients.

Discussion

Principal Findings
The technological infrastructure of telemedicine intended strictly
for HCPs is specific to this field, is not easy to implement, and
must be customized for each individual project. Key persons
such as scientific coordinators (with specific knowledge of
medicine and IT) and program managers must be well chosen
for projects to succeed. The results of our projects have shown
a range of benefits, including increased medical efficacy and
clinical knowledge, improved patient care, enhanced teaching
and integration among hospitals, and a more effective choice
of therapies. It is necessary for work to be carried out on
organizational, bureaucratic, and network culture issues where
these are not yet fully accepted and on sustainable business
plans.

We identified some difficulties and limitations in our
implementation project that may also be considered useful for
future or similar telemedicine projects. Building a module in
the absence of straightforward ideas forced us to make major
changes during construction, meaning that the preliminary work
completed had to be discarded and redone. All the software
involved in the platform modules must be customized according
to the needs of the HCPs, which requires time and hard work.
Too many text or image fields to fill out and include in EMRs
make the system difficult to use and produce a very large final
database that is not fully used (as happened with module 5).

Conclusion
In conclusion, our experience was that both physicians and
patients were always satisfied to be part of this “community of
health” supported by groups of HCPs working for their benefit
and making them feel cared for. The detailed description of our
implementation program may be useful to shorten the learning
curve for others seeking to implement similar projects in many
fields of medicine, which must be able to adapt to the
continuously changing nature of medicine now and in the future.
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Abstract

Background: Recent years have witnessed an increase in the use of technology-enabled interventions for delivering mental
health care in different settings. Technological solutions have been advocated to increase access to care, especially in primary
health care settings in low- and middle-income countries, to facilitate task-sharing given the lack of trained mental health
professionals.

Objective: This report describes the experiences and challenges faced during the development and implementation of
technology-enabled interventions for mental health among adults and adolescents in rural and urban settings of India.

Methods: A detailed overview of the technological frameworks used in various studies, including the Systematic Medical
Appraisal and Referral Treatment (SMART) Mental Health pilot study, SMART Mental Health cluster randomized controlled
trial, and Adolescents’ Resilience and Treatment Needs for Mental Health in Indian Slums (ARTEMIS) study, is provided. This
includes the mobile apps that were used to collect data and the use of the database to store the data that were collected. Based on
the experiences faced, the technological enhancements and adaptations made at the mobile app and database levels are described
in detail.

Implementation (Results): Development of descriptive analytics at the database level; enabling offline and online data storage
modalities; customizing the Open Medical Record System platform to suit the study requirements; modifying the encryption
settings, thereby making the system more secure; and merging different apps for simultaneous data collection were some of the
enhancements made across different projects.

Conclusions: Technology-enabled interventions prove to be a useful solution to cater to large populations in low-resource
settings. The development of mobile apps is subject to the context and the area where they would be implemented. This paper
outlines the need for careful testing using an iterative process that may support future research using similar technology.

Trial Registration: SMART Mental Health trial: Clinical Trial Registry India CTRI/2018/08/015355;
https://ctri.nic.in/Clinicaltrials/pmaindet2.php?EncHid=MjMyNTQ=&Enc=&userName=CTRI/2018/08/015355. ARTEMIS
t r i a l :  C l i n i c a l  T r i a l  R e g i s t r y  I n d i a  C T R I / 2 0 2 2 / 0 2 / 0 4 0 3 0 7 ;
https://ctri.nic.in/Clinicaltrials/pmaindet2.php?EncHid=NDcxMTE=&Enc=&userName=CTRI/2022/02/040307

(JMIR Med Inform 2024;12:e47504)   doi:10.2196/47504
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Introduction

The burden of mental disorders [1] and the treatment gap due
to untreated mental disorders in low- and middle-income
countries (LMICs) such as India is estimated to range between
75% and 85% [2], with 1 in every 27 individuals being treated
for depression [3]. Technological solutions have been advocated
to increase access to care, especially in primary health care
settings in LMICs, to facilitate task-sharing, given the lack of
trained mental health professionals. Research has indicated the
effectiveness of employing technologies for addressing complex
health concerns among people with mental illnesses. However,
the cost-effectiveness of technology-enabled interventions
compared to in-person interventions has not yet been established
[4].

Technology-enabled service delivery models have increased
access to care and facilitated service monitoring, with mobile
health (mHealth) being one such strategy. The World Health
Organization (WHO) defines mHealth as “a medical and public
health practice that is supported by mobile devices, such as
mobile phones, patient monitoring devices, and other wireless
devices” [5]. mHealth in the form of electronic decision support
systems (EDSSs) has been widely adopted by service users and
providers for monitoring health status and for diagnosing and
managing a range of health conditions, including mental
disorders and substance use [6]. mHealth use has increased with
increasing penetration of mobile network connectivity [7].

This paper highlights the processes involved in the development
and implementation of technology-enabled interventions
employed in three projects across rural and urban settings in
India among adults and adolescents: the Systematic Medical
Appraisal and Referral Treatment (SMART) Mental Health
(SMH) Pilot project [8], and two cluster randomized controlled
trials (cRCTs), SMH trial [9] and the Adolescents’ Resilience
and Treatment Needs for Mental Health in Indian Slums
(ARTEMIS) trial [10].

All three projects used EDSSs to facilitate the identification,
diagnosis, and management of common mental disorders
(CMDs), including depression, anxiety, psychological distress,
and increased suicide risk. A task-sharing approach was used
where nonphysician health workers known as Accredited Social
Health Activists (ASHAs) and primary care doctors worked
together to support people at high risk of CMDs [8-10].

This implementation report describes the experiences of using
technology in implementing these three mental health projects,
following implementation reporting guidelines [11].

Methods

Aims and Objectives
This paper highlights the processes involved in the development
and implementation of technology-enabled interventions
employed in three projects across rural and urban settings among
adults and adolescents in India.

Blueprint Summary
The overall technological framework of the SMH pilot study
has two main components: a mobile app and a database.
Different mobile apps were developed to collect data at
divergent phases of the study (Figure 1). All apps were installed
on 7-inch Android tablets for use by ASHAs/community women
volunteers (CWVs), or primary health center (PHC) doctors.
ASHAs are local women trained from the community with
8th-10th–grade education levels to support the implementation
of health programs. While ASHAs work contractually, they are
incentivized for their involvement in other projects. CWVs are
women who reside in the same community where the study is
being done. These CWVs were chosen from the slums and
would have similar education level as ASHAs. They were
trained on basic knowledge about mental health, along with the
stigma and care of individuals with stress, depression, and
increased suicide risk.

Figure 1. Different phases of the study.

The three studies underwent a formative phase, testing study
tools and mobile apps while gauging user acceptance [12,13].
Iterations were made based on user feedback before the
intervention phase. The technical team assessed the app and
released a test version for research team testing. Once confirmed,
a definitive version was used for data collection.

In the preintervention phase, geographical mapping and
demarcation of the village boundaries were performed, followed
by house listing to obtain accurate census data. Custom apps
were developed for each step, including population screening
for identifying individuals at risk of CMDs, which involved
data collectors and ASHAs using specific screening tools. After
screening, baseline data on various variables were collected
before the intervention was implemented (Figure 1).
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Technical Framework Design
The key components of the EDSS included the ASHA app,
doctors app, and priority listing app (Table 1). Each ASHA had
a finite set of individuals who lived in the geographical location
covered by her. The tablets had encrypted, password-protected
individual logins unique for every ASHA. Individuals screening
positive were referred to primary care doctors for clinical
diagnosis and treatment based on predetermined cut-off scores.
The doctors used the WHO mhGAP-IG tool (version 1.0) [14]
for diagnosing and treating people with CMDs, offering

algorithm-based diagnoses and evidence-based treatment
recommendations, including comorbidities. Doctors followed
these recommendations, entering the type of care provided
(pharmacological, psychological, referral, or combinations
thereof) into their app. Doctors input the data to generate a
traffic light–coded priorities list for ASHAs, indicating the status
of screen-positive individuals in their area. Using color coding
due to the low education levels of ASHAs, the list included
pertinent questions on treatment adherence, social support, and
stressors for each color category. The list was dynamic, changing
based on doctors’ updates during patient follow-up visits.

Table 1. Details of the apps used for the three studies and the target of the intervention.

UsersPhase of the studyApp

SMART MHa (Pilot) and SMART MH trial focused on rural adults

Data collectorsListing (household census data collection)Listing app

ASHAsbHousehold screening for common mental disordersScreening app

Data collectorsBaseline: collected data on different variables and
stressors triggering anxiety/depression

Baseline data collection app

ASHAsIntervention: for regular follow up of adults at high

risk of CMDsc who sought care from the doctor or
have yet to seek care

Intervention (ASHA app)

Primary care doctorsIntervention: diagnosis and treatment for CMDs among
adults

Intervention (doctor app)

Data collectorsAssessments at 3, 6, and 12 months of the intervention3M, 6M, and 12M app

ARTEMISd trial focused on adolescents

Data collectorsListing (household census data collection)Listing app

Data collectorsHousehold screening for common mental disordersScreening app

Data collectorsBaseline: collected data on different variables and
stressors triggering anxiety/depression

Baseline data collection app

ASHAsIntervention: for regular follow up of adolescents who
are at high risk of CMDs who sought care from the
doctor or have yet to seek care

Intervention (ASHA app)

Primary care doctorsIntervention: diagnosis and treatment for CMDsIntervention (doctor app)

Data collectorsAssessments at 3, 6, and 12 months of the intervention3M, 6M, and 12 M app

aSMART MH: Systematic Medical Appraisal and Referral Treatment (SMART) Mental Health.
bASHA: Accredited Social Health Activist.
cCMD: common mental disorder.
dARTEMIS: Adolescents’ Resilience and Treatment Needs for Mental Health in Indian Slums.

Identifying an Electronic Medical Record System
All three projects utilized apps based on the Open Medical
Record System (OpenMRS) [15], a community-driven
open-source software for medical record storage and processing.
OpenMRS is robust, scalable for large interventions, and
customizable to study workflows and data collection needs.

OpenMRS was chosen for these projects as it is freely available.
Based on our earlier experience, the functionalities were suitable
for our mental health projects [16]. Data collected on tablets
underwent authentication and were transferred to the application
programming interface (API) server, which were then sent to
the application server housing the central OpenMRS database
(Figure 2).
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Figure 2. Workflow of data. API: application programming interface; Asha: Accredited Social Health Activist.

Phases of App Development
The apps went through different phases of development,
enhancement, and adaptations across the three projects to suit
the specific requirements of each project (Figure 3).

Figure 3. Phases of app development. API: application programming interface; MRS: Medical Record System; UI: user interface; UX: user experience.

Based on the scope of work (ie, a detailed document or
description that outlines the specific tasks, activities, objectives,
and deliverables associated with a particular project) received,
the technological team assessed requirements and checked the
feasibility of incorporating them.

The next step involved the design of the mobile app user
interface (UI)/user experience (UX) prototype, which was an
interactive mock-up of the mobile app. The prototype contained
key UIs, screens, and simulated functions without any working
code or final design elements. This provided a better
understanding of the real-time UI and UX before production.

Subsequently, the EDSSs were designed according to standard
existing diagnosis and management guidelines, which were
programmed to develop the most appropriate apps. To identify
encounter data fields, individual interactions by ASHAs/doctors
were recorded as separate encounters in OpenMRS. Different
study phases had distinct data points, necessitating a logical
flow of questions. Specific roles were assigned, tailoring the
data collection tools to individual responsibilities. For instance,
the follow-ups for ASHAs used priority-listing questions,
whereas the doctors app incorporated mhGAP tool queries. This
ensured targeted and relevant data capture for each study
participant.

The next step involved configuring project-specific technical
details such as concepts, encounter types, visit frequencies, user
roles, and API settings within OpenMRS. Additionally, custom
tables were created to facilitate real-time reporting and analytics,
ensuring efficient data management and analysis for the project.

The final step was the development of the mobile app and APIs,
which was carried out as a multistage process. The set up
followed the sequence of development, test stage, and
production environments. The final prototype for the mobile
app involved integrating the EDSS into the app. The SMH apps
supported online/offline features. Standard security integrations
were enabled while developing the mobile app in the local
database in the three different environments. In the test
environment, the integrated feature was assessed with test data
to evaluate the impact of the load of data and the performance
of the app. In the stage environment, this phase included an
exact replica of a production environment for testing. In the
production environment, the software or products were made
live for use. Once the development of the app was complete
and certified by the quality assurance team, it was deployed for
the production environment. Screenshots of the app are provided
in Figures 4-6.

Continuous modifications and maintenance of the app were
applied across the projects’ lifetimes.
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Figure 4. App screenshot 1.
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Figure 5. App screenshot 2.

JMIR Med Inform 2024 | vol. 12 | e47504 | p.552https://medinform.jmir.org/2024/1/e47504
(page number not for citation purposes)

Kallakuri et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 6. App screenshot 3.

Target
The SMH Pilot was implemented in 42 villages across rural and
tribal areas of Andhra Pradesh [8,17] with the goal of
understanding the feasibility and acceptability of using mobile
technology and task-sharing approaches to address CMDs. This
project covered approximately 50,000 adults and informed the
subsequent SMH Trial, which took place in villages across
Haryana and Andhra Pradesh, screening 165,000 adults in 133
villages and 44 PHCs. Currently, ARTEMIS is being
implemented among 70,000 adolescents (10-19 years old) in
60 urban slum clusters in Vijayawada (Andhra Pradesh) and
New Delhi.

Ethical Considerations
All collected data are securely stored on central servers in
Hyderabad, with restricted access limited to the project team.
Participants provided written consent and received detailed

information about data collection at various time points. The
SMART Mental Health pilot study was approved by the
Independent Ethics Review Committee of the Centre for Chronic
Disease Control (IRB00006330) for studies
CCDC_IEC_03_2014 and CCDC_IEC_02_2014 on October
1, 2014; the SMART Mental Health cluster randomized
controlled trial was approved by the George Institute Ethics
Committee (009/2018) on April 27, 2018; and the ARTEMIS
trial was approved by the George Institute Ethics Committee
(17/2020) on September 4, 2020. The study tools were approved
by The George Institute Ethics Committee, and each participant
was assigned a unique identification number at the study’s
outset. Data were consistently deidentified before any sharing,
and only research staff and the study’s implementation and
statistical teams had access to the data, ensuring that
confidentiality and ethical standards were maintained throughout
the research process.
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Participating Entities
The studies have received funding from various international
organizations such as Wellcome Trust/Department of
Biotechnology (India Alliance), National Health and Medical
Research Council Australia, and the UK Medical Research
Council. Importantly, these funders are not involved in data
collection or analysis and do not have access to the data.
Government agencies, although collaborators, also do not
manage or analyze the data. The SMH app is under intellectual
property rights of the developer, The George Institute India.
Local government consultation occurred for support, but they
have no role in data governance.

Budget Planning
A predefined budget was allocated to the development and
implementation of the technological interventions. The main
costs incurred included the cost of the server (INR 500,000=US
$6862) and the time cost of an Android developer and a
technical lead (INR 200,000=US $2868/month for the initial 6
months for development and then a 25% time cost for
maintenance). The other costs included the procurement of
tablets for data collection.

Interoperability
The apps used in the three studies followed the Health Level 7
(HL7)/Fast Healthcare Interoperability Resources (FHIR)
standards for exchanging patient information between a server

and mobile app in JavaScript Object Notation (JSON) format.
HL7 has also developed other standards, including the HL7
Clinical Document Architecture. We used FHIR in our apps as
it was designed to facilitate interoperability of health care
systems, allowing different health care apps and devices to
easily exchange and share data. As the FHIR standard is based
on modern web technologies such as Representational State
Transfer principles, JSON, and Extensible Markup Language,
it provides a flexible and scalable approach to health care data
exchange, making it easier for developers to build interoperable
apps.

Sustainability
The study was developed and implemented in collaboration
with the Andhra Pradesh and Haryana governments. The tool
has been previously utilized in two studies with adults while
undergoing several phases of enhancements and is currently
being used in the ARTEMIS study with adolescents. Poststudy,
the tool will be shared with government and other
nongovernmental organizations interested in using it.

Implementation (Results)

Coverage
The overall coverage of the number of study participants,
ASHAs/CWVs, and doctors reached in the three studies is
detailed in Table 2.

Table 2. Coverage of participants across the three projects.

Doctors included, nASHAsa/CWVsb included,
n

Study participants reached,
n

Project

144050,000 adultsSMART MHc Pilot (2014 to 2019)

50175165,000 adultsSMART MH Trial (2018 to 2022)

2710469,600 adolescents (10-19
years old)

ARTEMISd (2020-2024)

aASHA: Accredited Social Health Activist.
bCWV: community woman volunteer.
cSMART MH: Systematic Medical Appraisal and Referral Treatment Mental Health.
dARTEMIS: Adolescents’ Resilience and Treatment Needs for Mental Health in Indian Slums.

Outcomes and Technical Amendments Made to the
Data Repository
OpenMRS indicated the overall number of instances that data
were collected for each individual participant at different time
points in the study. As OpenMRS has a report generation model,
it was difficult to compare different data points for the same
person or between participants across the same time point.

Hence, an intermediary database was developed in house to
facilitate the process of running customized reports, which
enabled comparison of data at different time points. This process
evolved following considerable testing at the backend to obtain
the desired output in terms of data visualization. Some
customizations were made to OpenMRS to suit study
requirements (Table 3).
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Table 3. Steps of configurations made to the Open Medical Record System (OpenMRS).

Features for the studyConfiguration of OpenMRS modules

Every data point to be used for the study was created as a concept and given a short nameCreation of a concept dictionary

The roles of each user were fixed and were restricted based on the type of activity they were expected
to do; for example, the project manager was only given access to user data management and downloading
reports

Role management

As per our project flow, the different users were allocated to each role, such as ASHAsa, doctors, field
staff/data collector, project manager, and administrator

User management

Each entry into the tab for a specific user (ie, ASHA, doctor, data collector) was recorded as an encounter
with a unique encounter ID, which helped to differentiate the number of encounters that had taken place
for each study participant

Encounter management

Based on the different phases of the study, each phase was also considered as a separate encounter, such
as the screening, rescreening, ASHA follow-up, and doctor follow-up phases

Managing encounter types

Each data point was considered as a separate observationManage observations

Demographic data for every app user (ASHA, doctor) or participant were stored as person detailsManaging persons

In this feature, any additional personal identifiers/demographic details identified could be modified/con-
figured

Managing patients

Specific cohorts were created for every phase of the project, matched to the user. This enabled the users
to access data of people who were in their own cohort. This helped them to identify and follow up the

individuals easily. This was done both for ASHAs and doctors, with each doctor in a particular PHCb

having a defined set of ASHAs, who in turn had a defined set of high-risk individuals

Cohort management

This was a custom development made to the system to ensure the data of one location (state) were not

merged with data from another location. This was relevant to the SMHc and ARTEMISd trials, which
involved two different geographical locations.

Multilocation data management

aASHA: Accredited Social Health Activist.
bPHC: primary health center.
cSMH: Systematic Medical Appraisal and Referral Treatment Mental Health.
dARTEMIS: Adolescents’ Resilience and Treatment Needs for Mental Health in Indian Slums.

In India, internet connectivity varies, particularly in rural
regions. To address this, the quality of connectivity was assessed
in each study area and hotspots were identified. Offline and
online data storage methods were implemented, allowing local
storage on tablets in areas with poor connectivity. Data could
later be uploaded to the central server once connectivity was
restored. Additionally, networks at certain PHCs were improved,
increasing the bandwidth to enable ASHAs and doctors to
upload data when in proximity to these PHCs.

Lessons Learned
There were several lessons learned while designing and
implementing these interventions, which resulted in several
enhancements to the systems for improving UX and achieve
the study outcomes. Following the SMH Pilot, issues were
identified in the EDSS that needed to be corrected for the SMH
and ARTEMIS trials (Table 4). During the project, unforeseen
challenges arose due to the COVID-19 pandemic. Face-to-face

training for health workers was impossible, leading to the
preparation of training materials delivered with the assistance
of field staff. Additionally, some tablets used by health workers
broke down, necessitating replacements and revealing bugs in
the app. The SMH cRCT project faced difficulties because of
COVID-19, and different mitigation strategies were adopted to
ensure implementation of the different stages of the project.
However, due to the rapidly changing situation, those also had
to be modified quickly. Considering all the issues encountered
earlier, we tried to mitigate all these challenges encountered
during the SMH pilot study and cRCT, leading to enhancement
of the apps developed for the ARTEMIS project. To have a
smooth transition from the test environment to the live
environment, the technical team performed additional checks
by testing the apps by the field staff and creating data that were
uploaded to the server to confirm whether all the fields are being
populated correctly. This helped in reducing the errors while
data were being captured in live scenarios.
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Table 4. Enhancements made to the electronic decision support system.

Solutions for the problems/issuesIssues that needed amendments

Development of descriptive analytics at the database level while implementing the SMHa trial was done
to ease monitoring of data. There were many enhancements made at that level, in terms of representing
real-time data from different aspects of the study. This included identification of mental health service
use, the burden of different mental health conditions, and comparison of different conditions, among
other factors. These analytics could be viewed by comparisons made across regions, gender, and age
groups. These were represented through pictorial modes such as graphs and pie charts (see Figure 7 for
examples)

Daily monitoring of data at the field level
and comparison of data across sites, locali-
ties, and users was very difficult. Monitor-
ing of clinical data of patients was also dif-
ficult

Analytics were developed to track the PHQ9b and GAD7c scores of an individual in the different phases
of the study. Data captured periodically during monitoring could be viewed as graphs and charts based
on the longitudinal data at the backend using analytics.

Monitoring an individual’s mental health
status over time was not possible

There were enhancements made to the ASHA app, which tracked the performance of each ASHA and
provided data about the numbers of screenings and follow-ups performed, including the time taken for
each. Random audio recordings of their interactions were also captured to ensure quality checks.

The performance of ASHAsd could not be
tracked well

The app is protected with multifactor authentication using a password and lock pin as an enhancement
to the existing setup.

As the database is encrypted and stored in
a password-protected, secure location, it is
hard to gain access to data by reverse engi-
neering or decoding

Several changes were made to the user interface, including a change of font size, color, and creating
different section headers using attractive symbols/pictures, for better user experience

User interface and functioning of the app
were not clear

Some of the training materials were embedded in the mobile apps to enable easier access for trainees
using virtual modes during COVID-19.

Enabling online training during COVID-19

Random audio recording of interaction of field staff with study participants or high-risk individuals was
enabled. The time taken for each screening was also made available at the database level for these audio
recordings. This helped the implementation team to monitor data collection and quality.

Real-time monitoring of the activities of
field staff was required to ensure increased
data quality

This merger made it possible for simultaneous data collection for both listing and screening, which saved
time for both the participant and field staff and reduced multiple visits to the same household for data
collection.

Merging of two apps, namely household
listing and participant screening, into one
app

aSMH: Systematic Medical Appraisal and Referral Treatment Mental Health.
bPHQ9: Patient Health Questionnaire-9.
cGAD7: Generalized Anxiety Disorder-7.
dASHA: Accredited Social Health Activist.
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Figure 7. Snapshot of the analytics developed to monitor the progress of the study outcomes. +Ve: positive; -Ve: negative.

Discussion

Principal Findings
This paper outlines the experience of employing technology in
mental health service delivery across rural and urban India in
three projects. We have highlighted the implementation
challenges and app adaptations based on user feedback, offering
insights valuable for technology-based mental health projects
in resource-limited settings. Technology-enabled interventions
have shown effectiveness in diagnosing, treating, and following
up on various health conditions [18,19]. Most mHealth
interventions used in India have been disease-specific and do
not involve a health systems approach. One example of a more
health system–focused app is the Government to Government
web-based monitoring information system that has been set up
by the Ministry of Health & Family Welfare, Government of
India, to monitor the National Health Mission and other health
programs. To increase effectiveness, these innovations should
focus on creating new avenues to integrate tools that have
encouraging and sustainable outcomes related to access, equity,
quality, and responsiveness. The SMH app can be integrated
with government systems after specific modifications. The use
of electronic medical record systems and telemedicine are
examples of some of the interventions implemented and found
to be beneficial for health care delivery for large populations,

especially in LMICs [16,19,20]. However, there is a need to
understand the local context and setting while developing or
enhancing any existing app, as some of the original features
may not be relevant to the local context, making further
adaptations critical.

One way to enhance the functional capabilities of apps such as
SMH is to link the app with telemedicine facilities that amplify
the ability to connect to remotely located consumers with
specialists located in larger cities [13]. For example, machine
learning has been applied for suicide prediction, matching
patients to appropriate treatment, improving the efficacy of
mental health care by clinicians, and monitoring patients for
treatment adherence with the help of smartphones and sensors
[21].

Another way to leverage technology in mental health is by using
artificial intelligence. A recent systematic review recommended
the use of artificial intelligence technologies as accurate and
effective strategies in the diagnosis and treatment of mental
health conditions [22]. Virtual reality technology has proven to
be a useful and powerful tool in addiction research [23]. The
user interacts with the virtual reality environment, offering an
environment close to real life that is dynamic in nature and
requires active participation. These environments can be used
to develop psychotherapeutic interventions by adding a personal
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touch, having predictable conditions with additional features
such as embodiment, eye tracking, and other biological factors
[24].

There is still substantial work to be done in terms of scaling up
these interventions and understanding their feasibility and
acceptability across different settings and populations. Use of
novel strategies such as videogaming can be explored to
implement mental health interventions that can be customized
to specific populations [25]. Such techniques should be
considered in future iterations of the technology platform
[26,27].

Limitations
There were a few limitations in our apps. First, the mobile apps
developed were limited to stress, depression, anxiety, and
increased suicide risk; however, the principles of including other
mental health conditions would be quite similar. Second,
although the projects had a system of referring participants
requiring specialist care to mental health professionals, it was

beyond the scope of the projects to track the care provided by
the mental health professionals through our app. This was
because our app was developed through primary health
system–focused application for use in low-resource settings and
was not linked to any central electronic health record system as
is possible in more developed health systems with more robust
data capture and record-sharing capabilities, such as the National
Health Service in the United Kingdom or health systems in
Australia. Third, the current apps are compatible on Android
platforms and could not be expanded to other operating systems.
Finally, the apps developed were specifically created following
consultations with local stakeholders; hence, their
generalizability across other settings will need to be assessed
after adaptation is complete.

Future Recommendations
Given our experiences, we have compiled a set of suggested
recommendations for technology-based interventions in similar
settings, which are presented in Textbox 1.

Textbox 1. Recommendations for technology-based interventions.

• Inclusion of the technical team from the outset when study protocols are being developed.

• All study-related tools and database designing should be finalized in consultation with relevant experts.

• A protocol that details the process of server support in terms of setup/maintenance needs should be developed and followed.

• The server needs to factor in the size of the data set and latest versions of operating systems in reducing any issues faced.

• App user interface/user experience should be designed and assessed for acceptability by targeted populations. The use of reports or data analytics
for the study must be discussed and finalized as per study needs.

• Develop systems that can be used across any kind of device, are compatible for software or version upgrades, and are web-based and easily
programmable.

• A technical guide with frequently asked questions outlining the various aspects of technology, such as navigation, problem-solving, and reporting
of issues, should be developed to facilitate staff training.

• The infrastructure and the architecture of the app should be flexible for making modifications or scaling up the app. The scalability is measured
by the number of requests an app can manage and support the app effectively. A decision needs to be taken in terms of adding resources to the
computing system for scaling either horizontally (adding more machines to the existing pool) or vertically (adding more power to the existing
machines). Both types of scaling are similar as they add computing resources to the infrastructure; however, there are distinct differences between
the two in terms of implementation and performance.

Conclusion
In conclusion, the development of any health-related app is
subject to the context and the area where it would be

implemented. There is a need for careful testing using iterative
processes, allocate human and budgetary resources that are
adequate, and integrate apps with larger electronic health record
systems that inform health systems.
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Abstract

Background: Patient empowerment can be associated with better health outcomes, especially in the management of chronic
diseases. Digital health has the potential to promote patient empowerment.

Objective: Concerto is a mobile app designed to promote patient empowerment in an in-patient setting. This implementation
report focuses on the lessons learned during its implementation.

Methods: The app was conceptualized and prototyped during a hackathon. Concerto uses hospital information system (HIS)
data to offer the following key functionalities: a care schedule, targeted medical information, practical information, information
about the on-duty care team, and a medical round preparation module. Funding was obtained following a feasibility study, and
the app was developed and implemented in four pilot divisions of a Swiss University Hospital using institution-owned tablets.

Implementation (Results): The project lasted for 2 years with effective implementation in the four pilot divisions and was
maintained within budget. The induced workload on caregivers impaired project sustainability and warranted a change in our
implementation strategy. The presence of a killer function would have facilitated the deployment. Furthermore, our experience
is in line with the well-accepted need for both high-quality user training and a suitable selection of superusers. Finally, by presenting
HIS data directly to the patient, Concerto highlighted the data that are not fit for purpose and triggered data curation and
standardization initiatives.

Conclusions: This implementation report presents a real-world example of designing, developing, and implementing a
patient-empowering mobile app in a university hospital in-patient setting with a particular focus on the lessons learned. One
limitation of the study is the lack of definition of a “key success” indicator.

(JMIR Med Inform 2024;12:e47914)   doi:10.2196/47914
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Introduction

Context
During recent decades, medicine has been moving from a focus
on paternalistic approaches toward a paradigm of
patient-centeredness, highlighting patient partnership and
participation. Patient empowerment refers to a metaconcept
with no unique definition [1]. However, it is commonly accepted
that empowered patients possess key capacities and resources
to be able to (1) participate in shared decision-making, (2)
manage their own health, and (3) self-empower themselves [1].

Patient Empowerment and Clinical Outcomes
Some studies have demonstrated a positive association between
patient empowerment and improved clinical outcomes or their
proxy. This is best documented in the context of chronic
diseases, especially diabetes. Wong et al [2] compared serum
glycated hemoglobin (HbA1C) and low-density lipoprotein
cholesterol (LDL-C) levels in a group following implementation
of a patient empowerment program (PEP) or the standard of
care, resulting in decreased LDL-C levels in the PEP group.
Similarly, Lian et al [3] found a lower incidence of all-cause
mortality, cardiovascular events, and diabetes mellitus
complications following participation in a PEP. In a review of
randomized controlled trials, a decrease in HbA1C and blood
pressure levels was associated with empowerment interventions
for patients with diabetes in sub-Saharan Africa [4]. In a
meta-analysis, Baldoni et al [5] reported an improvement in
HbA1C levels following collective empowerment strategies. In
a systematic review, Shnaigat et al [6] identified patient
activation, a concept related to empowerment, as a valid strategy
to improve outcomes of patients with chronic obstructive
pulmonary disease.

However, it is important to highlight that several studies also
reported no beneficial effects of empowerment programs. A
2017 meta-analysis found no statistically significant positive
effect of empowerment on HbA1C levels, despite five included
studies reporting positive results [7]. Santoso et al [8] reported
a lack of evidence to demonstrate a positive association between
women’s empowerment and outcomes of child nutrition.

The lack of clear definitions and measures for empowerment
may explain these controversial findings. Differences in program
design could also contribute to this variability; therefore, further
research identifying determinants for a successful intervention
is needed. Indeed, the authors of the cited studies often reported
the poor availability of high-quality research.

Digital Health and Patient Empowerment
With the variety of solutions that could be envisioned, digital
health is seen as a promising tool to promote patient
empowerment and, indirectly, outcomes. However, mixed results
are seen in the related literature.

In a systematic review, Johansson et al [9] showed that online
communities support patient empowerment. Sosa et al [10]
reported that a text messaging–based empowering intervention
following head and neck surgery was both highly appreciated
by patients and feasible. Conversely, Ammenwerth et al [11]

reported no clinically relevant effect of patient portals on patient
empowerment or health-related outcomes in a systematic review.
Vitger et al [12] failed to demonstrate a positive effect of digital
interventions to support shared decision-making, which was
likely due to the small number of high-quality studies available.
Verweel et al [13] found limited evidence demonstrating a
positive effect of a digital intervention for health literacy.
Finally, Thomas et al [14] reported that the quality and adequacy
of the content of patient-empowering mobile apps varied greatly,
urging for a more rigorous design and further testing before
implementation. To our knowledge, no study has directly shown
a link between mobile health app–induced empowerment and
direct health outcomes.

Overall, few high-quality studies assessing the effect of digital
health interventions on patient empowerment are available.
Research is needed to confirm or deny the high perceived
potential of digital tools.

Concerto: A Mobile App Designed to Promote Patient
Empowerment
Concerto is a mobile app designed to promote the empowerment
of hospitalized patients. The app was initially designed during
a hackathon in 2015 by a multidisciplinary team including health
care and IT professionals as well as one patient. Building on
the hackathon prototype and after a feasibility study, the Geneva
University Hospitals (HUG) launched a project aiming at
developing and implementing a fully functional mobile app
delivered on institution-owned tablets in four pilot divisions
(oncology, neurorehabilitation, orthopedics, and pediatrics) and
assessing its effectiveness. Following this pilot study, the mobile
app was further refined and deployed institution-wide based on
a bring-your-own-device (BYOD) approach. This
implementation report focuses on the pilot study only, with the
objective to highlight the lessons learned. The report is
structured following the iCHECK-DH (Guidelines and Checklist
for the Reporting on Digital Health Implementations) guidelines
[15].

Methods

Design and Agile Development
Building on the prototype developed during the hackathon, the
foreseen functionalities of Concerto were first compared with
patients’expectations using focus groups and a semiquantitative
questionnaire. A feasibility study was then performed to assess
the availability and quality of the necessary data in the hospital
health information system (HIS), which has been developed
mainly in-house during the last 30 years.

Based on the patients’ insights, further described in Dietrich et
al [16], version 1.0 of Concerto was specified and developed
using an agile methodology with frequent user testing among
hospitalized patients. The main functionalities of this version
of Concerto included:

1. An up-to-date calendar on which patients can visualize their
care schedule and better understand their daily planning
with the aim to reduce the impact of these events and be
better prepared for them.
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2. A care team module on which the patient can obtain
information about their on-duty care team, including names
and photographs, to better know the professionals they will
meet during their stay and facilitate communication.

3. A “questions” module on which patients can prepare their
questions for health care professionals during the medical
round and thus elevate the level of communication.

4. An “information” module on which patients have access
to targeted medical information. Expected benefits of this
module were to achieve better situation awareness, better
treatment adherence, and early detection of complications.

5. A “practical information” module on which patients can
find useful information about their stay at the hospital to
improve their overall experience.

6. A social network module on which patients can interact
with HUG accounts.

In subsequent versions, a new module was added, allowing the
patient to choose their meal directly on the app rather than via
a form completed by the nurse. This module was designed to
simultaneously improve the patient experience while decreasing
the nurse workload.

The app was developed in web languages (an Angular project),
encapsulated as an iOS app (with Apache Cordova), and
deployed on institution-owned tablets using a mobile device
management solution. The key arguments for internal
development over acquisition of a commercial solution were
that (1) a significant part of the development work was about
interfacing with the HIS, and (2) to our knowledge, no adequate
and mature commercial solution was available at the time,
although such solutions have emerged since then.

The initial version of the app connected directly to the
custom-made HUG HIS using its proprietary interfaces for the
sake of development simplicity and to alleviate time constraints.
Further versions of the app have used industry standards such
as Health Level 7 Fast Healthcare Interoperability Resources,
with the vision to enable Concerto to connect more easily to
other HISs in the future. This update has required new
developments on the HIS side and was not achievable during
the pilot phase described in this report. Figure 1 presents the
simplified architecture of Concerto.

Figure 1. Technical overview of Concerto. Through the hospital's private Wi-Fi, the patient's tablet connects to the Concerto server, which contains
some patient-generated data and the business logic to provide the app data. The server connects to different modules of the hospital information system
(HIS) to retrieve other data using diverse application programming interfaces (APIs).

Implementation
The definition of the logistics necessary to deliver Concerto on
institution-managed tablets was an important part of the project.
The following process was repeated for each patient: (1) setting
up the tablet, including defining a personal passcode; (2)
two-factor authentication in the Concerto app using the patient
ID, scanned from the identification bracelet, and an SMS text
messaging challenge; (3) on-demand charging; (4) disinfecting

the tablet after the patient’s discharge; and (5) reinitializing and
erasing the tablet. Tablets were charged and stored under
key-secured storage in the nurse office. Each tablet was
protected using individual cases. Hygiene procedures were
validated by the Infection Prevention and Control Division of
the HUG.

Once version 1.0 became available, caregivers of the different
divisions were trained for 30 minutes during hands-on sessions
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in which (1) the project and app were presented; (2) the logistics
of the tablets were explained; and (3) most importantly, they
had the opportunity to familiarize themselves with the tool. At
least one caregiver was defined as a “superuser” on a voluntary
basis and was implicated from the beginning of the project. The
specific responsibilities of superusers included (1) acquiring
deep knowledge of the app, (2) being the focal point for
exchange with the project team, and (3) acting as the referent
for day-to-day questions of caregivers. A typical division
included 20 beds and comprised a pool of over 50 caregivers
that were trained during different sessions. Importantly, as in
many hospital projects, caregivers did not have dedicated time
for the project. Therefore, they had to manage making
themselves available during a normal day of work.

One unit was scheduled for launch every 2 weeks, with constant
presence of one member of the Concerto team during the first
few days. Only patients able to interact with a mobile app, as
assessed by their caregivers, were offered to use the app. To
this end, caregivers used a communication flyer describing the
functionalities of the app, the modalities of its use, as well as
data and privacy considerations.

Bugs, feedback, and general satisfaction were systematically
consigned to fuel the improvement-and-fix backlog.

Data Considerations
At the stage presented during preparation of this report, Concerto
worked mainly in “read-only” mode for personal health data
available in the HIS and for insensitive, impersonal information.
The information patients accessed from the HIS was part of
their medical records. According to Swiss law, every patient
owns the data contained in their medical record, except for
personal notes of health care professionals, which were out of
the scope of Concerto. Accordingly, Concerto facilitated access
to data already owned by the patients.

The access to this sensitive personal information required a
secure log-in based on the patient’s ID number and a
second-factor authentication with an SMS text challenge. The
use of institution-owned devices allowed Concerto to access
data in the hospital’s local network, preventing unwanted access
from the rest of the world.

The only personal information entered in Concerto included
any questions patients may have had before interacting with
their caregivers. This information was stored in the HIS and
deleted after the hospital stay. Tablets were erased and
reinitialized between patients, ensuring that no information
leakage was possible between patients using the same tablet.

To summarize, Concerto facilitated the access to personal health
information owned by the patient without the possibility to
modify information from the app, and further allowed the patient
to enter personal health information stored in the HIS that is
inaccessible to others with all information systematically erased
after the patient’s hospital stay.

Overall, the project was compliant with the Swiss Law for Data
Protection [17].

Funding and Budget Planning
The feasibility study and initial concept were self-funded by
the eHealth and Telemedicine Division of the HUG, with the
budget including salaries for a junior developer and a senior
project manager.

The pilot project was then funded by private foundations based
in Geneva, which included the salaries as well as necessary
materials (tablets, covers, and software licenses).

Overall, the order of magnitude of the project costs ranged
between US $150,000 and US $200,000, from which 25% was
used for materials.

Ethical Considerations
This study is based on an internal project of a Swiss University
Hospital, aiming for quality improvement. As such, no patient
or participant was included specifically for this study. Moreover,
no patient data of any kind were collected. Accordingly, this
study does not qualify for a review by the Geneva Canton Ethics
Board (Commission Cantonale d’Éthique de la Recherche sur
l’Être Humain [18]). As there were no participants involved in
the research, no consent, compensation scheme, or privacy and
confidentiality considerations applies.

Implementation (Results)

Project Summary
Concerto was implemented in four pilot divisions; a typical
division includes 20 beds and comprises a pool of over 50
caregivers.

The timeline of the various stages of the project is provided in
Figure 2. From the initial hackathon to acquiring the funding,
approximately 1 year was necessary to refine the concept with
patients and assess the feasibility of the app. Following funding
acquisition, 6 months of development were needed, followed
by 6 months of piloting in the four selected hospital divisions.
Overall, the project took 2 years.

The budget was respected. However, additional funding would
have been welcome to help free the caregivers from their clinical
duties to enable better implementation (see below for further
discussion of this point).

The development team considered the agile development phase
to be efficient and productive.

Critical to the development process, the organization of focus
groups and one-on-one interviews with patients were facilitated
owing to the clinical background of the project manager. The
development team reported that early contacts with the IT
division during the feasibility study helped to improve
communication and hence efficiency. Finally, dedicated support
of the management unlocked political stalling.

During the pilot phase, the app was proposed to all eligible
patients (see the Implementation subsection of the Methods).
The percentage of eligible patients was unfortunately not
systematically monitored but varied according to the profile of
hospitalized patients across the different divisions and over
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time. An eligibility rate below 50% of all hospitalized patients
was common.

The percentage of acceptance was also not systematically
collected. However, the project team recalled acceptance to be
relatively less variable than the percentage of eligible patients
and consistently high (over 80%).

The dropout rate should have also been monitored carefully to
identify the reasons for dropping out.

Most importantly, navigating the logistics of the tablet emerged
as a particular challenge for caregivers. Despite the support of
the project team, this impaired the inclusion of patients and
consequently use of the app. More precisely, caregivers reported
difficulties in assisting patients with the log-in and
reinitialization procedures, and all logistics steps were reported
as being too time-consuming. Based on this finding, it was
decided to stop the pilot phase and transition to a BYOD
approach.

Figure 2. Timeline of the main phases of the project.

Lessons Learned and Determinants of Success and
Failure
As often reported in the field, most challenges were encountered
during the implementation (pilot) phase.

Our strategy to use institution-owned tablets added an important
workload on the care teams because they were in charge of
managing the tablet fleets in their divisions. This strategy was
based on a rationale for cybersecurity and development;
however, we underestimated the additional work it would
generate for already overwhelmed caregivers. With such a
strategy, it is our experience that protected and dedicated time
for training caregivers is mandatory, at least for superusers. It
is well recognized that the quality of training represents a key
success factor for the implementation of electronic medical
records (EMRs) [19]. Our impression is that this also applies
to our project. Accordingly, our two first reported determinants
of success are (1) having an implementation strategy that
minimizes the impact on already overworked health care
professionals and (2) including quality training time protected
from the daily routine.

Similarly, we noticed that implementation was easier in care
units in which the superuser was both convinced of the project’s
benefits and was an influential figure among their peers.
Accordingly, our third observed determinant of success is that
the presence of a “killer function,” which on its own brings
tremendous value, would have increased adoption by
stakeholders. Even though such a function was not identified
during patient focus groups, it was revealed during the
implementation as the possibility for the patient to choose and
order their own meals. Indeed, this function had the potential
to both empower the patient and free up time for the caregivers.

We consider that having such a functionality will be particularly
relevant before the full-scale implementation.

The communication with the project’s stakeholders was
considered to be a key factor to maintain motivation and trust
in the project. In particular, reactivity in fixing identified bugs
or transparency about delays was appreciated.

Finally, we realized that the quality of the HIS medical
information fueling Concerto was not always appropriate for
display in a patient mobile app. This was either because the
information was not timely or was incorrect in some cases, but
most importantly because its label was too technical. This issue
was associated with disadvantages such as a lack of confidence
in the project as well as advantages such as a welcome
transparency about HIS data, triggering continuous
improvements. For example, specific agenda labels designed
for patients were created in the HIS owing to the implementation
of Concerto.

Discussion

This implementation report presents a real-world example of
designing, developing, and implementing a patient-empowering
mobile app in an in-patient setting of a Swiss public university
hospital. The lessons learned, as presented in the Implementation
(Results) section, are summarized in Table 1.

As described in the Introduction section, patient empowerment
is a metaconcept. Hence, it is difficult to monitor with a single
indicator. For this reason, a key success indicator was not
defined at the beginning of this project, which has complicated
its evaluation. This represents a limitation of this report, as an
objective metric would have been important for complete
evaluation. Simple monitoring metrics (eg, eligibility, number
of users, and dropout and acceptance ratios) should have also
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been collected and are planned for the next app version. A
randomized controlled trial assessing the effectiveness of the
Concerto mobile app on a patient situation awareness score has
been designed and should be conducted in the near future. This
trial will allow for better evaluation of the cost-effectiveness of
such a project. Overall, data on the effectiveness of eHealth
projects are often lacking, and the creation of a dedicated
“Implementation Report” article type in JMIR Medical
Informatics is helping to fill this gap.

The generalizability of our study is another limitation. Indeed,
the innovation ecosystem and the EMR landscape at the HUG
are very specific and different constraints may be experienced
in other settings. However, we believe the reported lessons
learned remain relevant in various environments.

In response to one of the main lessons learned with the pilot
implementation of Concerto, a BYOD version of the app was
developed. With this version, every patient was able to use the
app on their personal devices, including computers, tablets, or
smartphones. This decision was made to limit the workload on
caregivers and improve the adoption rate. New functionalities
such as the possibility for patients to choose their meal were
also developed to answer unmet needs for both end users and
stakeholders impacted by implementation of the app (ie,
caregivers). Important challenges in terms of cybersecurity,
interoperability, and compatibility had to be met with
development of the BYOD version. These will be further
described in a forthcoming implementation report focusing on
this project phase.

Table 1. Main lessons learned and associated perceived relevance.

Perceived relevanceaLessons learned

5/5Minimize the workload of caregivers or, if possible, decrease it

4/5Plan protected time for training end users

3/5Select a convinced and influential superuser

5/5Wait for a killer function before implementing the app

4/5Maintain trust through reactivity and transparent communication

aBased on perceived experience, lessons learned were identified by the authors and their relevance was assessed by consensus using a score ranging
from 1 (minimally important) to 5 (maximally important).
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Abstract

Background: Electronic medical record (EMR) systems are essential in health care for collecting and storing patient medical
data. They provide critical information to doctors and caregivers, facilitating improved decision-making and patient care. Despite
their significance, optimizing EMR systems is crucial for enhancing health care quality. Implementing the Observational Medical
Outcomes Partnership (OMOP) shared data model represents a promising approach to improve EMR performance and overall
health care outcomes.

Objective: This study aims to evaluate the effects of implementing the OMOP shared data model in EMR systems and to assess
its impact on enhancing health care quality.

Methods: In this study, 3 distinct methodologies are used to explore various aspects of health care information systems. First,
factor analysis is utilized to investigate the correlations between EMR systems and attitudes toward OMOP. Second, the best-worst
method (BWM) is applied to determine the weights of criteria and subcriteria. Lastly, the decision-making trial and evaluation
laboratory technique is used to illustrate the interactions and interdependencies among the identified criteria.

Results: In this research, we evaluated the AliHealth EMR system by surveying 98 users and practitioners to assess its effectiveness
and user satisfaction. The study reveals that among all components, “EMR resolution” holds the highest importance with a weight
of 0.31007783, highlighting its significant role in the evaluation. Conversely, “EMR ease of use” has the lowest weight of
0.1860467, indicating that stakeholders prioritize the resolution aspect over ease of use in their assessment of EMR systems.

Conclusions: The findings highlight that stakeholders prioritize certain aspects of EMR systems, with “EMR resolution” being
the most valued component.

(JMIR Med Inform 2024;12:e58498)   doi:10.2196/58498

KEYWORDS

electronic medical record; Technology Acceptance Model; external factors; perception; attitude; behavioral inclination; OMOP

Introduction

Background
Today, electronic files are a standard tool for enhancing the
efficiency and effectiveness of care services, thanks to their

speed, accuracy, intelligent systems, reminders, and decision
support. One of the most commonly used systems is the
electronic medical record (EMR), a computerized system used
by care providers, including hospitals and doctors’offices [1,2].
It is designed for entering, storing, displaying, retrieving, and
printing patients’ medical records. The system offers several
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benefits, such as enhancing the quality of care provided to
patients, better organizing information, and improving the
timeliness, accuracy, and completeness of documentation [3].
Several factors drive health care providers and organizations to
adopt EMR systems now or in the near future [4-6]. These
include the ability to create and access patient records
electronically, allowing patients to access their own files,
preventing medication errors and allergic reactions, reducing
medical errors, and providing immediate access to information
across different locations. Additionally, EMR systems offer
decision-support technology, streamline workflows, and enhance
the overall efficiency of clinical processes. They also improve
the quality of treatment and facilitate information sharing
between general practitioners and specialists. Reducing medical
errors and improving clinical data collection are key benefits
of EMR systems. Health care providers and organizations
increasingly recognize the need to adopt EMR systems to deliver
more effective and efficient services [7]. However, the
implementation of EMRs faces resistance, particularly from
health care personnel, including doctors. To address this
challenge, it is essential to create the necessary conditions for
the acceptance of this system [8].

The acceptance of an EMR system is based on 2 major factors:
perceived usefulness and perceived ease of use [9]. An
individual’s perception of the usefulness of information
technology refers to the belief that using a particular technology
will improve job performance or facilitate more efficient task
execution within the organization [10]. This support may be
reflected in reduced task completion time or the provision of
timely information [11,12]. Perceived ease of use reflects the
collective belief within an organization that a specific system
is straightforward and requires minimal effort to operate [13-16].
In essence, tasks that are perceived as simpler are more likely
to be embraced by users. The primary aim of this research is to
explore the factors influencing the acceptance and use of the
EMR system and the Observational Medical Outcomes
Partnership (OMOP) using the Technology Acceptance Model.
According to the Davis model [17-20], these factors include
external variables (eg, user interface design, data quality, and
health information within the EMR system), perceived
usefulness, perceived ease of use, attitudes toward the system,
and the behavioral intention to use the EMR system. In China,
several EMR systems are widely used, driven by significant
government investments and initiatives to enhance health care
information technology infrastructure. Notable systems include
WeDoctor (WeDoctor Holdings Co Ltd), AliHealth (Alibaba
Health/Alibaba Group), Ping An Good Doctor (Ping An
Healthcare and Technology), Winning Health Technology
Group, and Neusoft Corporation. WeDoctor and AliHealth
dominate the market by offering comprehensive services with
a strong focus on interoperability and data integration. Ping An
Good Doctor integrates its EMR system with its online health
platform, facilitating remote consultations. Winning Health
Technology Group and Neusoft Corporation focus on hospital
management and clinical information systems, offering
specialized solutions for various health care settings. We herein
examined the AliHealth EMR system and surveyed 98 users
and practitioners to evaluate its effectiveness and user
satisfaction.

In this study, 3 distinct methodologies are used to explore
various aspects of health care information systems. First, factor
analysis (FA) is used to investigate the correlation between
EMR systems and attitudes toward the OMOP. This approach
aims to uncover underlying relationships and dependencies
between these 2 key elements. Second, the best-worst method
(BWM) is applied to determine the weight of criteria and
subcriteria, offering a structured and quantitative assessment of
their significance. Finally, the decision-making trial and
evaluation laboratory (DEMATEL) method is applied to
illustrate the interactions and interdependencies among the
identified criteria, shedding light on the complex relationships
within the health care information system landscape. Together,
these methodologies provide a comprehensive understanding
of the complex dynamics and factors influencing EMRs and
health care information management. This approach differs
from earlier studies in several ways. First, it significantly reduces
the number of survey questions required to create a systematic
causality diagram that decision makers can use. In the context
of enhancing health care quality through the implementation of
the OMOP shared data model in EMR systems, the integration
of the BWM and DEMATEL is crucial for a thorough analysis.
The BWM is first used to determine the relative importance of
various criteria by comparing the best and worst criteria against
all others, generating a weighted set of criteria. These weights
are then used as inputs for the DEMATEL method, which maps
out the cause-and-effect relationships among the criteria.
Specifically, the numerical results from BWM prioritize the
importance of factors, and DEMATEL quantifies the degree of
influence each factor has over others, thereby creating a
structured network of interdependencies. This integration allows
for a nuanced understanding by using BWM-derived weights
to adjust the influence degrees determined by DEMATEL,
resulting in a refined model that better predicts and enhances
health care outcomes through the OMOP model. The research
contribution is summarized in 3 main stages:

• Determining the correlation between EMR systems and
attitudes toward OMOP using FA.

• Establishing the weight of criteria and subcriteria using the
BWM.

• Illustrating the interactions and dependencies among the
criteria using the DEMATEL method.

The subsequent sections of this document are organized as
follows: The “Literature Review” provides a concise summary
of the current literature on EMRs, with a specific focus on the
OMOP. The “Methods” section details the research methodology
used in this study, including a comprehensive description of the
chosen strategies and methodologies. The “Results” section
presents demographic information and summarizes the
conclusions of the study. The “Discussion” section examines
the findings of the research. The “Conclusions” section presents
the final outcomes of the article.

Literature Review
One of the most discussed aspects of eHealth today is EMRs.
EMRs form the foundation of eHealth applications by storing
patients’ medical histories. They also include legal documents
created in both in-house and outpatient settings [21]. The
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electronic health record (EHR) system relies on these files for
its data. Despite the widespread use of EMR systems in
hospitals, many in the medical field still lack confidence in them
[22]. Research on EMR systems in hospital settings remains
limited. To address the personal, privacy, and security aspects
affecting EMR adoption and utilization, Enaizan et al [23]
introduced a decision support review framework. This
framework is based on a multicriteria approach and K-means
clustering, derived from insights gathered from Malaysian health
care professionals. Although EHRs represent a significant
technological advancement for health care, their adoption has
been slow. Liou et al [24] highlighted this issue and proposed
a theoretical framework to investigate and improve EHR
ut i l iza t ion .  Thei r  f ramework  uses  the
Technology-Organization-Environment model and the
DEMATEL approach to create an Influence Network
Relationship Map. This map integrates the core concepts of the
Analytic Network Process with a modified Vlsekriterijumska
Optimizacija i Kompromisno Resenje (VIKOR) method. This
approach helps us better understand and utilize EHR technology.
Oja et al [10] presented the process of converting EHR, claims,
and prescription data into the OMOP format. They detailed the
challenges and solutions associated with this conversion process.

EMRs are computerized medical information systems that
capture, store, and display patient information. They assist
doctors in conducting better, safer, and more efficient work,
ultimately improving patient well-being. However, their
adoption is still limited globally. Therefore, management

information system scholars should investigate the increasing
use of EMRs in the health care sector. Despite the potential of
EMR systems to reduce administrative costs and medical errors,
their adoption rates in physician practices have been slow. To
address this, Zaidan et al [25] conducted a comparative study
using multicriteria decision-making (MCDM) methods to assess
and select open-source EMR software. The medical field is
undergoing unprecedented transformation in many countries.
Health care organizations are leveraging EMRs to enhance
technology utilization, decision-making, and the search for
medical solutions. There are employment opportunities for
health care workers involved in the transition from paper to
electronic records. EMR systems and other health information
technologies rely heavily on critical users, particularly doctors.
Therefore, the benefits of EMRs cannot be fully realized without
user acceptance and approval. According to the literature review,
effective criteria and subcriteria for evaluating attitudes toward
the use of the OMOP system are listed in Table 1. The
questionnaire used to assess attitudes toward the OMOP system
included these components. Table 1 presents the criteria and
subcriteria relevant to users’ attitudes toward the EMR system.
The questions were designed using a 5-point Likert scale,
ranging from 1=low to 5=high importance, allowing respondents
to rate each subcriterion based on their perspective. The criteria
include the ease of use, the usefulness of OMOP, the EMR
system itself, and the quality of care, each with associated
subcriteria reflecting the system’s usability, user-friendliness,
and overall effectiveness.
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Table 1. Effective criteria and subcriteria on the attitude of using OMOPa.

MeanCodeEffective criteria and subcriteria on the attitude of using OMOP

  Ease of use [12,21,22,26]

4.61E1EMRb resolution 

8.65E2EMR ease of use 

9.66E3Easy to remember EMR 

6.64E4User-friendliness of EMR 

5.61E5Getting started with EMR is easy 

  The usefulness of OMOP [12,21,22,26]

7.61U1EMR screen character resolution 

5.57U2Appropriateness and consistency of terms used in EMR 

3.53U3Appropriateness and consistency of the information used 

9.57U4Ease of learning the operation of the OMOP system 

5.52U5Features of the OMOP system 

  EMR systems [12,21,22,26]

3.64EM1Using an EMR is a good idea 

1.65EM2Satisfaction with the use of EMR 

6.34EM3Does EMR save money? 

1.68EM4Does EMR save time? 

6.35EM5The use of EMR is useful for users 

  Quality of care [12,21,22,26]

4.62A1OMOP quality 

2.62A2Usability of OMOP 

5.6A3Level of satisfaction with OMOP 

2.59A4The flexibility of the OMOP system 

7.59A5The power of the OMOP system 

aOMOP: Observational Medical Outcomes Partnership.
bEMR: electronic medical record.

Methods

Study Design and Overview
This methodology differs from previous studies in several key
aspects. First, it significantly reduces the number of survey
questions required to create a systematic causality diagram that
decision makers can use. To thoroughly investigate the
effectiveness of EMR systems and their relationship with
attitudes toward the OMOP, a structured research methodology
is essential. The research process is outlined in 3 key stages:
The initial step involves establishing the relationship between
EMR systems and users’ attitudes toward OMOP. FA will be
applied to identify the underlying variables that influence users’
perceptions and satisfaction with OMOP within EMR systems.
This method is crucial as it allows for the reduction of data
complexity by identifying latent constructs that represent
correlated variables. By understanding these correlations, we
can better comprehend how different aspects of the EMR system
influence users’ attitudes toward OMOP, thereby providing a

clearer picture of user satisfaction and areas needing
improvement.

The second stage involves determining the importance of various
criteria and subcriteria related to EMR systems using the BWM.
BWM is an MCDM approach that derives criteria weights
efficiently by comparing the best and worst criteria against all
others. This step is essential for prioritizing the factors identified
in the first stage and understanding their relative importance in
shaping user attitudes. By assigning precise weights, BWM
quantifies the impact of each criterion, enabling targeted
improvements and informed strategic decision-making. The
final stage involves analyzing the interactions and dependencies
among the criteria using the DEMATEL method. DEMATEL
is a powerful tool for visualizing and understanding causal
relationships among complex criteria. This method is crucial
as it reveals how different criteria influence one another,
providing insights into the systemic structure of the EMR
system. Understanding these interdependencies is essential for
identifying key leverage points and developing strategies to
enhance overall system performance and user satisfaction. To
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summarize, the assessment framework is divided into 3 main
stages:

• Determine the correlation between EMR systems and
attitudes toward OMOP using FA.

• Determine the weight and importance of criteria and
subcriteria using the BWM.

• Show how the criteria interact or depend on each other
using the DEMATEL method.

The integration of BWM and DEMATEL results involves a
systematic approach where the numerical outputs from each
method inform and enhance the other. First, BWM is used to
determine the relative importance (weights) of criteria and
subcriteria by identifying the best and worst criteria through
pairwise comparisons. These weights are then used as inputs
for the DEMATEL method, which analyzes the
interdependencies and causal relationships among the criteria.
This combined approach allows for a comprehensive
understanding of how different criteria influence each other and
their overall impact on the system. By using the weighted criteria
from BWM as a basis, DEMATEL provides a clearer
understanding of how the most and least important criteria
influence each other, refining the causal map of the system. The
combined results offer a comprehensive view, where the
weighted importance of criteria (from BWM) is contextualized
within the network of influences and interactions (from
DEMATEL). This integrated approach ensures that strategic
decisions are both data driven and holistically informed. It
allows for prioritizing factors not only based on their individual
significance but also considering their dynamic interactions
within the system.

DEMATEL is used to identify interrelationships and influences
among criteria, revealing cause-effect chains, while BWM
focuses on ranking and assigning precise weights to the criteria
based on decision makers’ preferences for the best and worst
options. For example, DEMATEL helps determine which criteria
have the most significant influence on others, while BWM
quantifies these influences into specific weights. The weights
derived from BWM and the influence matrix from DEMATEL
are combined using a weight aggregation method. This process
involves normalizing the weights from both methods and
integrating them to form a consolidated weight for each
criterion. This approach ensures that both the hierarchical
influence identified by DEMATEL and the precision of BWM
are captured. Once the combined weights are obtained, they can
be applied to MCDM models. For example, in a selection
problem, the integrated model uses the combined weights to
evaluate and rank alternatives, ensuring a balanced consideration
of interrelationships and priority weights. The combined results
must be validated against other decision-making methods and
through performance analysis tests to ensure their reliability
and applicability in real-world scenarios. This step involves
comparing the outcomes of the integrated model with those
from using DEMATEL or BWM alone, highlighting
improvements in decision accuracy and robustness.

Factor Analysis
FA is a statistical technique used to explore the latent structure
of a data set. The primary goal of this study is to identify and

examine the underlying factors that influence the observed
variables. FA is commonly used in fields such as psychology,
sociology, economics, and other social sciences [27].

FA is based on the principle that observed variables are
influenced by a smaller set of latent factors. These latent factors
are not directly observable but are inferred from patterns of
correlations among variables. FA is a statistical technique that
helps researchers understand the relationships between observed
variables and the underlying factors that drive these relationships
[25,28].

The BWM is an MCDM technique used to assess the relative
weights or significance of selection criteria. This method
involves selecting the best and worst criteria, with the best
criteria representing those of greatest significance and the worst
criteria representing those of least significance. In this study,
BWM is used to determine the local weights for each criterion,
as opposed to the analytic hierarchy process. Below, we provide
a detailed explanation of the extended BWM calculation process
[29-32].

BWM Method

Introducing the Best-Worst Method: A More Efficient
Approach to Pairwise Comparisons
This new method requires fewer pairwise comparisons compared
with the analytic hierarchy process. In hierarchical analysis, the
number of pairwise comparisons is given by the formula [m ×
(m – 1)]/2, where m is the number of criteria or indicators being
compared. By contrast, the BWM reduces the number of
pairwise comparisons to (2 × m) – 3, significantly decreasing
the number of comparisons needed. The steps of this method
are described in the following sections.

Step 1: Determining Research Criteria
In the first step, the decision matrix for the research problem is
established, followed by the identification of the factors
influencing the problem’s objective.

Step 2.1: Choosing the Set of Decision Criteria
During this step, it is essential to identify the most significant
and least significant criteria from among all the indicators,
termed as the best and worst criteria, respectively. Next,
comparisons should be made between the best criteria and the
other criteria, as well as between the other criteria and the worst
criteria, using 2 separate matrices. Responses to these
comparisons should be provided on a numerical scale ranging
from 1 to 9. Overall, experts or decision makers establish
evaluation criteria that align with the decision-making problem
{c1, c2, …, cn}.

Step 2.2: Eliminating the Best and Worst Candidates
Once experts or decision makers have established the q standards
in step 1, the best and worst criteria are selected. This step is
crucial as it significantly impacts the analysis and outcomes.

Step 2.3: Creating the Best-to-Others Vector
Pairwise comparisons with other criteria should be performed
using the best criterion [33]. The best-to-others vector is
expressed as follows [34]:
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Ab=(ab1, ab2, ..., abn) (1)

where the value of the best criterion b, which is superior to
criterion j, is represented by abj. By itself, the best criterion
pairwise comparison must have a value of 1, or abb=1.

Step 2.4: Creating the Other-to-Worst Vector
This step involves generating the other-to-worst vector using
the worst criterion as a reference for comparisons with the worst
[35]. The decision maker evaluates the remaining criteria on a
scale of 1-9 relative to the worst criterion. The other-to-worst
vector is then formulated, as shown in equation 2, based on
these comparisons between the worst criterion and the other
criteria.

Aw=(a1w, a2w, …, anw)T(2)

where ajw denotes how much the remaining criterion j is more
important than the least important criterion w. By itself, the
worse criterion pairwise comparison must have a value of 1,
aww=1.

Step 3: Determining the Ideal Weight for Each Criterion
(w*1, w*2, …, w*n)
During this stage, we construct the nonlinear optimization model
of the BWM approach using the following equation [24,29]:

In this model, .

When there are n criteria in total, the model can only compare
pairs within a set of 4n–5 constraints in the solution of equation
6. Ultimately, the weights of all criteria combined are
constrained to sum up to 1. In a nonempty collection, by
assigning an appropriate value to ξ, a feasible solution space is
created [29].

DEMATEL

Understanding and Applying the DEMATEL Technique
for Complex Problem Solving
The DEMATEL technique, developed between 1971 and 1976,
is designed to address intricate and complex problems. Its
purpose is to enhance the understanding of complex issues and
interrelated problems, ultimately offering a clear solution
through a hierarchical structure [17-20,24,29-44]. The
DEMATEL technique involves the following key procedures.
Its primary objective is to identify causal relationship patterns
among a set of criteria. This method assesses the strength of
communication through scoring, explores feedback and its
significance, and recognizes relationships that are not easily
transferable [24,36].

Step 1: Creating a Direct Relation Matrix
The first step is to create a direct relationship matrix. In this
step, the effectiveness of each criterion is evaluated individually.
When opinions from multiple people are used, their arithmetic
mean is calculated. The dimensions of the evaluation scale are
then established to accurately reflect the magnitude of the
impact. Semantic operational definitions and values are

categorized into a scale from 0 to 4, representing varying degrees
of influence. The potential values are low impact (1), medium
impact (2), high impact (3), and very high impact (4) [24].

Experts (evaluators) complete this questionnaire (matrix), rating
the relative importance of pairs of criteria. The values specified
in step 1 are used to generate the direct relationship matrix. A
direct relationship matrix A = [aij]n*n is then created by
integrating the responses from the different experts. The initial
average matrix, denoted as J, is constructed by calculating the
mean scores provided by the respondents. This process
determines each element in the matrix aij. The diagonal elements
of the matrix are assigned a value of 0 [24].

Step 2: The Direct Influence Matrix Normalization
To normalize the direct correlation matrix, the formula N=A/Z
(ie, equation 4) is used. To calculate Z, the sum of all rows and
columns is first found. The largest resulting number is chosen
as Z. Then, all the entries of the direct correlation matrix are
divided by Z.

Step 3: Computing the T (Matrix of Total Influence)
To calculate the total correlation matrix T = [tij]n*n, an identity
matrix I is formed We then subtract the identity matrix from

the normalized matrix that . Finally, we multiply the inverted
matrix by the normal matrix. The total communication matrix
is calculated from the relationship T=N×(I – N) – 1. In other
words

T = D + D2 + ··· + Dh = D(I – D)–1(5)

Step 4: Drawing the Network Relation Map Relationships
Column vectors R and S represent the T’s column and row sums
as equations 6 and 7 [24]:

where [Sj]
T

1*n = [si]n*1. If ri represents the sum of matrix T’s
ith row, then ri represents the total of factor i’s that affects every
other factor. The total of the direct and indirect effects that factor
i has gotten from all of the other factors is represented by si, if
si represents the column sum from matrix T. Additionally, (ri +
si) provides an index of the strength of the effects that are
imparted and received, meaning that (ri + si) represents the
extent of factor i’s overall effect in this system. The other factors
are therefore influenced by factor i if (ri – si) is positive;
conversely, if (ri – si) is negative, then factor i is generally
influenced by the other factors [24,45,46].

Step 5: Creating a Causal Diagram
The summation of elements in each row (D) for every factor
represents the impact of that factor on other elements within
the system, reflecting the extent of influence exerted by the
factor. Similarly, the summation of elements in each column
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(R) for each factor indicates the degree to which that factor is
influenced by other elements in the system, showing the extent
of influence received by the factor.

Consequently, the horizontal vector (D + R) represents the
overall influence of the specific factor within the system. In
simpler terms, a higher D + R value for a factor implies a greater
level of interaction that the factor has with other factors in the
system.

By contrast, the vertical vector (D – R) illustrates the influence
of each factor. Generally, if D – R is positive, the factor is
considered a causal variable; if it is negative, it is regarded as
an effect.

Step 6: Drawing the Cartesian Coordinate Diagram
In conclusion, a Cartesian coordinate system is constructed
where the longitudinal axis represents D + R values, and the
transverse axis represents D – R values. Each factor’s position
is defined by a point with coordinates (D + R, D – R) within
this system. This approach results in a graphical diagram that
visually represents the relationships and interactions among the
factors in the system.

Ethics Approval
This study did not involve human participants or animals, and
therefore, no ethics approval was required.

Implementation (Results)

Demographic Information
In the first phase of our study, we performed an FA on data
collected from 98 hospital visitors, all of whom are users of the

AliHealth EMR system. The demographic details of these
participants are presented in Table 2. In the second phase, we
conducted an MCDM survey with 10 experienced physicians
and specialists, each with over 10 years of experience and
advanced degrees. They were knowledgeable about electronic
health topics, EMR systems, and OMOP. Our research aimed
to investigate the impact of the OMOP on AliHealth users.
OMOP is a public-private initiative designed to enhance
methods and tools for analyzing health care data, particularly
for postmarket surveillance of medical products. Its primary
goal is to develop a common data model that standardizes the
structure and content of observational health data, facilitating
more efficient and reliable analysis across different data sources
[47]. This model facilitates the integration of various data sets,
enabling researchers to perform large-scale analyses and
generate evidence on the safety and effectiveness of medical
products. By examining the role of OMOP within the EMR
system, we aim to understand how this standardized model
enhances data integration and analysis capabilities. Our findings
will contribute to ongoing efforts to improve health care
outcomes through better data management and analytical tools,
ultimately benefiting both health care providers and patients by
ensuring safer and more effective medical treatments.
Descriptive statistical measures have been used to assess the
demographic characteristics of the participants, as illustrated in
Table 2.
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Table 2. Demographic characteristics of the respondents (N=98).

ValuesCharacteristics

Gender, n (%)

69 (70)Male

29 (30)Female

Age (years), n (%)

25 (26)≤25

46 (47)26-35

15 (15)36-45

9 (9)46-55

3 (3)≥56

Marital status, n (%)

35 (36)Single

63 (64)Married

Education, n (%)

17 (17)High school

24 (24)Diploma

37 (38)Bachelor

17 (17)Masters

3 (3)PhD

Use the online app, n/N (%)

18/55 (33)Everyday

29/89 (33)2 or 3 times a week

21/64 (33)Once a week

9/27 (33)Once every 2 weeks

21/64 (33)Once a month or less

See a doctor and update the medical record , n/N (%)

10/30 (33)Very little

11/34 (32)Low

52/57 (91)Medium

14/43 (33)Much

12/37 (32)Very much

FA Finding
Data are considered unsuitable for FA if the Kaiser-Meyer-Olkin
(KMO) value is below 0.5. When the KMO value ranges
between 0.5 and 0.69, FA should be approached with caution.
However, if the KMO score is above 0.7, the correlations in the

data are deemed suitable for FA. In this research, a KMO score
of 0.766 indicates that the data are appropriate for analysis.
Figure 1 illustrates the results of the partial least squares
analysis, while Figure 2 displays the t value.

The path coefficients and their significance are given in Table
3.
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Figure 1. Constructing a comprehensive research model using the partial least squares.

Figure 2. Utilizing the bootstrapping technique to derive T-statistics for the research model.
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Table 3. Path coefficients.

Direction of the pathImpact ratet Value

The effect of attitude toward the use of OMOPa on quality of care0.2772.202

The effect of attitude toward the use of OMOP on the usefulness of OMOP0.85834.713

The effect of attitude toward the use of OMOP on ease of use of OMOP0.87428.743

The effect of EMRb systems on quality of care0.5073.66

The effect of EMR systems on the attitude toward the use of OMOP0.3623.309

aOMOP: Observational Medical Outcomes Partnership.
bEMR: electronic medical record.

Table 3 reveals the strength of the relationships identified in
the analysis. The correlation between EMR systems and attitudes
toward OMOP usage is quantified at 0.362, with a test statistic
of 3.309. This statistic exceeds the critical t value of 1.96 at the
5% significance level, confirming the statistical significance of
the observed relationship. Therefore, with a 95% confidence
level, a significant relationship between EMR systems and
attitudes toward OMOP usage is established.

Similarly, the analysis reveals a relationship strength of 0.507
between EMR systems and quality of care, supported by a test
statistic of 3.660. This result confirms a significant relationship
between EMR systems and quality of care with 95% confidence.

Likewise, the correlation between the attitude toward OMOP
usage and quality of care is 0.277, with a test statistic of 2.202.
This statistic indicates a significant relationship between the
attitude toward OMOP usage and quality of care with 95%
confidence. Furthermore, the relationship strength between the
attitude toward OMOP usage and the usefulness of OMOP is

0.858, with a test statistic of 34.713, which exceeds the critical
t value at the 5% error level (1.96), confirming a significant
relationship with 95% confidence. Therefore, a significant
relationship is observed between the attitude toward OMOP
usage and the usefulness of OMOP with 95% confidence.
Additionally, the correlation between the attitude toward OMOP
usage and the ease of use of OMOP is quantified at 0.874, with
a test statistic of 28.743. This confirms a significant relationship
between the attitude toward OMOP usage and the ease of use
of OMOP with 95% confidence.

DEMATEL Findings
As outlined in the paper, the research questionnaire was
developed using the DEMATEL technique and then
administered to the participants. Table 4 presents the average
opinions of the experts regarding the impact of each criterion
(rows) on the other criteria (columns).

We use the formula to normalize the components of Table
5.

Table 4. Average opinion of all experts.

C5C4C3C2C1Opinion

0.6480.7380.7250.721.492C1

0.77910.961.7070.867C2

0.4540.7111.470.5710.475C3

0.8521.7230.8720.8250.693C4

1.4930.7460.6720.7120.639C5

Table 5 shows the matrix after normalization.

Table 5. Normalized matrix.

C5C4C3C2C1Matrix

00.2130.1820.1520.182C1

0.30300.2730.2730.152C2

0.0910.15200.2730.03C3

0.1210.2140.24200.333C4

0.1820.2150.1210.1820C5

After computing the matrices mentioned above, the total

relations matrix is derived using the following formula: 

In this formula, I is the unity matrix. The calculation results of
the T matrix are shown in Table 6.
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Table 6. The total relationship matrix (T).

C5C4C3C2C1Matrix

0.4920.720.7250.7380.648C1

0.8670.7070.9610.779C2

0.4750.5710.470.7110.454C3

0.6930.8250.8720.7230.852C4

0.6390.7120.6720.7460.493C5

The next step is to obtain the sum of the rows and columns of
the matrix T. We obtain the sum of rows and columns according

to the following formula: and .

In the provided equation, D and R represent matrices of
dimensions n×1 and 1×n, respectively. The next phase is
evaluating the importance of indicators (Di + Ri) and the

correlation between criteria (Di – Ri). If the difference between
Di and Ri is more than 0, the corresponding criterion is regarded
as effective; conversely, if the difference between Di and Ri is
less than zero, the corresponding criterion is judged effective.

Table 7 and Figure 3 show the Di + Ri and Di – Ri and XY plots
for importance, with their influence shown in Figure 4.

Table 7. Obtaining the importance and influence of criteria.

Di – RiDi + RiDCriteriaMatrix

0.1576.493.324The usefulness of OMOPaC1

0.7787.8494.314Ease of use of OMOPC2

-1.0186.382.681Attitude toward the use of OMOPC3

0.0467.8833.964Quality of careC4

0.0366.4893.262Electronic medical record systemsC5

aOMOP: Observational Medical Outcomes Partnership.

Figure 3. XY plot for D+R and D-R.
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Figure 4. XY plot for importance and influence.

BWM Finding
The BWM is an effective MCDM technique used to determine
the weights of criteria. The process begins by selecting the best
and worst criteria based on expert judgment or specific research
objectives. In this study, “The usefulness of OMOP (C1)” is
identified as the best criterion, and “Electronic Medical Record
Systems (C5)” is identified as the worst criterion. Following
this, pairwise comparisons are performed between these criteria
and all other criteria. The next step involves constructing a
pairwise comparison matrix where comparisons are made
between the best criterion (C1) and the other criteria, as well as
between the worst criterion (C5) and the remaining criteria.
Experts assign values based on how much better or worse one
criterion is compared with another. An optimization model is
then developed to minimize the maximum absolute differences
between the derived weights and the optimal consistency ratio,
ultimately determining the weights of the criteria. The weights
assigned to the criteria in this analysis are as follows:
“Usefulness of OMOP (C1)” has a weight of 0.3971, “Ease of
use of OMOP (C2)” has a weight of 0.1985, “Attitude toward
the use of OMOP (C3)” has a weight of 0.1489, “Quality of
care (C4)” has a weight of 0.1538, and “Electronic medical
record systems (C5)” has a weight of 0.1017. These weights
reflect the relative importance of each criterion in the context

of the research. The detailed results of the BWM analysis are
presented in Table 8.

Table 8 shows the weights assigned to various factors related
to the OMOP framework. The weights are as follows: W1 for
“Usefulness of OMOP,” W2 for “Ease of use of OMOP,” W3
for “Attitude toward the use of OMOP,” W4 for “Quality of
care,” and W5 for “Electronic medical record systems.” Analysis
of these weights reveals that W1 (Usefulness of OMOP) has
the highest weight of 0.3971, indicating that this factor is
considered the most important in the evaluation. By contrast,
W5 (Electronic medical record systems) has the lowest weight
of 0.1017, suggesting that it is considered less critical in this
context. The weights provide a quantitative measure of the
relative importance of each factor, with a higher weight
indicating greater significance in the overall assessment of the
OMOP framework. The process begins by selecting the best
and worst criteria based on their relative importance, as reflected
in their weights. After identifying these criteria, pairwise
comparisons are conducted between the best and worst criteria
and all other criteria. Following the pairwise comparisons, a
linear programming model is formulated and solved to minimize
the maximum deviation between the derived and optimal
consistency ratios. Expert evaluations were aggregated using
the simple weighted average method. The weights determined
by this process are presented in Table 8.
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Table 8. BWMa result for subcriteria weight.

ValuesCriteria and subcriteria

0.39708431The usefulness of OMOPb

0.31007783U1

0.1860467U2

0.23255837U3

0.15503891U4

0.11627919U5

0.14890674Attitude toward the use of OMOP

0.19854216Ease of use of OMOP

0.19460294E1

0.19041054E2

0.12694036E3

0.10722507E4

0.38082109E5

0.15375285Quality of care

0.38793627A1

0.19707721A2

0.12694036A3

0.10722507A4

0.18082109A5

0.10171394Electronic medical record systems

0.29528318EM1

0.07827498EM2

0.17854757EM3

0.24996659EM4

0.19792768EM5

aBWM: best-worst method.
bOMOP: Observational Medical Outcomes Partnership.

These weights are shown in Multimedia Appendices 1 and 2
(the subcriteria weight is per Multimedia Appendix 2).

Table 8, along with Multimedia Appendices 1 and 2, assigns
weights to various components related to the usefulness of
OMOP. Among these components, “EMR resolution” has the
highest weight, indicating its significant role in the evaluation.
Conversely, “EMR ease of use” has the lowest weight,
suggesting it is considered less critical in this context. The
specific weight values are as follows: “EMR resolution” is
assigned a weight of 0.31007783, while “EMR ease of use” has
a weight of 0.1860467. This suggests that, in the assessment of
EMR systems, stakeholders place the highest importance on
the resolution aspect, while comparatively less weight is given
to the ease of use of the EMR system. For the ease of use of
OMOP, “EMR screen character resolution” holds the highest
weight, highlighting its substantial importance in the assessment.
Conversely, “Features of the OMOP system,” “Appropriateness
and consistency of the information used,” and “Ease of learning
the operation of the OMOP system” share the lowest weight,

indicating a relatively lower significance for these aspects. The
specific weight values are as follows: “EMR screen character
resolution” has a weight of 0.19460294, while “Features of the
OMOP system,” “Appropriateness and consistency of terms
used in EMR,” and “Ease of learning the operation of the OMOP
system” each have a weight of 0.12694036. This indicates that,
in evaluating the EMR system within the OMOP framework,
stakeholders consider the clarity and quality of screen character
resolution to be the most important factor. By contrast, the
features, terminology, and ease of learning are viewed as less
influential.

For “Quality of care,” the component “Using an EMR is a good
idea” has the highest weight, indicating that stakeholders place
significant importance on the overall concept of using an EMR
system. “Satisfaction with the use of EMR” follows closely,
suggesting that user satisfaction is also a key consideration in
the evaluation. By contrast, “Does EMR save time?” has the
lowest weight, implying that the time-saving aspect is considered
less critical in this context. The specific weight values are as
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follows: “Using an EMR is a good idea” is assigned a weight
of 0.38793627, indicating the highest priority. “Satisfaction
with the use of EMR” has a weight of 0.19707721, reflecting
its importance in stakeholder evaluations. “The use of EMR is
useful for users” is assigned a weight of 0.18082109. By
contrast, “Does EMR save money?” has a weight of 0.12694036,
and “Does EMR save time?” has a weight of 0.10722507,
suggesting that considerations related to time and cost savings
are less emphasized compared with the perceived value and
user satisfaction associated with EMR.

For “Electronic medical record systems,” the component
“OMOP quality” has the highest weight, reflecting the
significant importance stakeholders place on the overall quality
of the OMOP system. “The power of the OMOP system” is the
next highest, indicating that the system’s capability and strength
are also crucial factors. Conversely, “Usability of OMOP,”
“Level of satisfaction with OMOP,” and “The flexibility of the
OMOP system” all share lower weights. This suggests that while
usability, user satisfaction, and system flexibility are relevant,
they are considered less critical compared with overall quality
and system power in this context. The specific weight values
are as follows: “OMOP quality” has a weight of 0.29528318,
indicating a high priority for the overall quality of the OMOP
system. “The power of the OMOP system” is assigned a weight
of 0.19792768, reflecting its significant importance in the
evaluation. By contrast, “Usability of OMOP,” “Level of
satisfaction with OMOP,” and “The flexibility of the OMOP
system” each have a weight of 0.07827498. This distribution
suggests that stakeholders place greater emphasis on the overall
quality and power of the OMOP system, while usability,
satisfaction, and flexibility are considered relatively less critical
in the evaluation process.

Discussion

Principal Findings
The primary objective of this research was to evaluate key
components related to the usefulness, ease of use, quality of
care, and EMR systems within the OMOP framework. The study
aimed to identify the most critical factors influencing
stakeholders’ perceptions and priorities in these areas. The
results, presented in Table 8 and Multimedia Appendices 1 and
2, highlight that “EMR resolution” and “OMOP quality”
received the highest weights, indicating their significant
importance in the assessment. Conversely, aspects such as
“EMR ease of use” and “flexibility of the OMOP system” were
considered less critical. Information technology plays a crucial
role in enhancing data quality, which in turn improves patient
care and safety. It is important for experts to define and explain
the characteristics of health data quality so that system designers
can identify appropriate methods to evaluate and improve these
aspects during system revisions. This will contribute to better
information quality in predictive and embedded systems. The
findings of this study, particularly the emphasis on “EMR
resolution” and “OMOP quality” as critical factors in evaluating
the usefulness, ease of use, and quality of care within the OMOP
framework, align well with existing literature. The focus on
technical quality and the significance of detailed, high-resolution

data for effective EMR use are consistently supported by
multiple studies. For instance, the study by Kohane et al [48]
on the impact of EMR systems on primary care practices
underscores the importance of structural and process-related
benefits that depend on high-resolution and quality EMR data
to improve clinical outcomes. Additionally, the study by
Lánczky and Győrffy [49] highlighted the usability of EMRs
among health care professionals across various sectors,
emphasizing the critical role of technical quality in facilitating
efficient clinical workflows and decision-making processes.
Effective EMR implementation in mental health settings depends
on usability, acceptance, and alignment with clinical needs and
workflows, although long-term outcomes remain unclear.
Moreover, our study’s conclusion that “EMR ease of use” and
“flexibility of the OMOP system” were deemed less critical
aligns with broader literature, which often underscores that user
satisfaction is more strongly influenced by the quality and
resolution of EMR data than by its ease of use. For example, a
study [50] assessing the implementation of EMRs in mental
health settings found that while ease of use is important, the
perceived quality and accuracy of the data captured by the
system were more significant in influencing user satisfaction
and overall system acceptance.

The results related to the user interface reveal that users rated
the clarity and quality of the EMR system screen, the
appropriateness and consistency of the terms and information
used, and the ease of learning its functions and capabilities as
crucial factors. This indicates that, during the design and
implementation of the EMR system, considerable attention has
been given to external factors influencing system acceptance.
When designing a new system, it is important to consider not
only its functionality but also its appearance and all aspects that
impact user interaction and satisfaction. Previous studies have
found that more than 96.6% of doctors and midwives believe
the EMR system is easy to operate, learn, and use [38-42]. In
our study, the average user score for the ease of use of the
system was 64.25. Regarding user attitudes toward EMR usage,
polyclinic users exhibited a positive attitude with an average
score of 66.84. This score is notably higher than the score
(55.75) reported previously, indicating a favorable disposition
toward the EMR system among polyclinic users. This positive
attitude suggests that, with attention to other factors, there is
potential to further enhance user satisfaction with the EMR
system. In our study, the average behavioral preference score
for the EMR system is 61.39. This score reflects users’
preferences for the system, including its attractiveness,
excitement, flexibility in adapting to changes, and overall power.
These factors are related to users’perceptions of the system and
are influenced by external factors associated with its
implementation and use.

Conclusions
Based on the average scores for external factors such as data
quality, clarity, and the user interface, it is evident that
significant attention was given to these aspects during the design
of the EMR system to ensure user satisfaction. Most users view
the use of OMOP within the EMR system as beneficial, noting
that this technology enhances productivity and fosters a positive
attitude by improving task performance. This improvement can
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be attributed to reducing task completion times and providing
timely information. Over half of the EMR system users find it
easy to use, believing that learning to operate the system requires
minimal mental effort. Most users hold a positive attitude toward

the EMR system. Consistent with these positive attitudes, the
behavioral tendency to use the EMR system is also favorable.
Future research should consider using the proposed integrated
model to assess potential obstacles in the EMR system.
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Abstract

Background: Medical errors are becoming a major problem for health care providers and those who design health policies.
These errors cause patients’ illnesses to worsen over time and can make recovery impossible. For the benefit of patients and the
welfare of health care providers, a decrease in these errors is required to maintain safe, high-quality patient care.

Objective: This study aimed to improve the ability of health care professionals to diagnose diseases and reduce medical errors.

Methods: Data collection was performed at Dr George Mukhari Academic Hospital using convenience sampling. In total, 300
health care professionals were given a self-administered questionnaire, including doctors, dentists, pharmacists, physiologists,
and nurses. To test the study hypotheses, multiple linear regression was used to evaluate empirical data.

Results: In the sample of 300 health care professionals, no significant correlation was found between medical error reduction
(MER) and knowledge quality (KQ) (β=.043, P=.48). A nonsignificant negative relationship existed between MER and information
quality (IQ) (β=–.080, P=.19). However, a significant positive relationship was observed between MER and electronic health
records (EHR; β=.125, 95% CI 0.005-0.245, P=.042).

Conclusions: Increasing patient access to medical records for health care professionals may significantly improve patient health
and well-being. The effectiveness of health care organizations’ operations can also be increased through better health information
systems. To lower medical errors and enhance patient outcomes, policy makers should provide financing and support for EHR
adoption as a top priority. Health care administrators should also concentrate on providing staff with the training they need to
operate these systems efficiently. Empirical surveys in other public and private hospitals can be used to further test the validated
survey instrument.

(JMIR Med Inform 2024;12:e54572)   doi:10.2196/54572

KEYWORDS

medication error; patient safety; information system; information systems; electronic health record; service quality

Introduction

Background
Worldwide, the delivery of health care has been altered and
improved through health information technology. In health care
systems, patient administration and management have been
facilitated by health information technology. The electronic

health record (EHR) system is frequently cited as a vital piece
of health information technology to raise the standard of patient
care [1]. In the early 1970s, computerized patient EHR were
first used to collect, save, and display patient data [2,3]. The
ordering of tests, consultations, electronic prescriptions, decision
support systems, digital imaging, telemedicine, and other clinical
service units can all be included in EHRs, while preserving
patient privacy and confidentiality [2].
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According to Tegegne et al [4], both high-income and
resource-constrained nations have the implementation of the
EHR system on their priority agenda. Implementing an EHR is
necessary to improve clinical judgment, patient information
security, and privacy [1]. The EHR is thought to have the
following potential advantages for the health care system: safety,
patient information organization, care coordination,
communication, patient history, quick access to medical
information, and effectiveness of care [5,6]. Evidence also shows
that EHR can improve data quality by storing patient data and
performing medical tasks [7]. Furthermore, current studies on
health information system (HIS) success are generally limited
to exploring the driving factors at the HIS adoption level.
However, the adoption of an HIS is not indicative of
implementation success, as the value and potential of an HIS
can only be realized when it is fully absorbed into the workflow
by the organization and its users [8]. By comparing EHR
adoption and assimilation, Upadhyay and Hu [9] provided
empirical evidence that organizational assimilation over
adoption can significantly improve patient treatment efficiency.
Thus, this study aimed to explore how EHRs contribute to a
decrease in medical errors using the expanded DeLone and
McLean (D&M) Information System (IS) Success Model as the
theoretical framework.

Thousands of people seek medical attention every day from a
small group of doctors working in public health to improve the
health of communities. Patient health care services must be
provided more quickly to cater for the health needs for these
communities. There are many problems with the public health
care system, including long patient wait times, poor health care
service, and inadequate infrastructure. Communities report that
services provided by facilities fall short of fundamental
standards of care and patient expectations despite government
efforts to improve the quality of health care services [10]. In
South Africa, more than half of the public health care facilities
keep their records on paper, even though the country has adopted
several EHR systems [11]. According to Rumball-Smith et al
[5], using EHR to manage patient documentation could improve
health care services. Despite their importance, medical records
are common to be mishandled, resulting in patient files having
medical records missing and the inability to get the correct
treatment. Misplaced or absent records may have a negative
effect on patients’ quality of life [12]. It is currently
acknowledged that modern productivity, efficiency, and
effectiveness are necessary for the facilitation of medical care
[13].

Losing a patient’s medical records would be the worst-case
situation because it could result in more issues, a wrong
diagnosis, or, in severe circumstances, the patient’s death [14].
In 1 case, where the woman gave birth to twins in the hospital,
the Pietermaritzburg High Court ordered a KwaZulu-Natal
district hospital to turn over medical information to the
plaintiff’s attorney in July 2006. In addition, hospital
incompetence is said to have resulted in the patient losing 1 of
the twins, and the surviving twin developing cerebral palsy.
Medical records may occasionally be difficult to locate in the
filing department due to a variety of issues, including documents
being misfiled or misplaced [15]. These records, which are

subsequently discovered in their offices, are occasionally
misplaced by medical personnel. Furthermore, although the
patient’s status would have changed by the time the replacement
record is found, the duplicate record would continue to exist.

This research developed a theoretical framework and a survey
instrument consisting of questions to evaluate the efficacy of
organizational EHR in day-to-day operations from the viewpoint
of the nursing staff in residential adult care facilities. System
quality, information quality (IQ), service quality (SQ), usability,
user happiness, and net benefits were the 6 variables that made
up the updated D&M IS Success Model that was part of the
recommended study model.

The DeLone & McLean IS Success Model
The D&M IS Success Model [16] has been 1 of the most popular
measurement models in the IS industry when it comes to
evaluating IS success. Numerous topics pertaining to the
ongoing use of ISs have been investigated, with a focus on the
model of IS success, which is theoretically based on DeLone
and McLean’s [16] work. Studies [17,18] have indicated that
the D&M model is a reasonably developed theoretical model
that is frequently used to predict people’s behavior in a range
of situations. Six interrelated IS success dimensions were
identified using the original model. DeLone and McLean [16]
proposed several factors that could be used to define IS success:
system quality, output IQ, consumption (use) of the output, user
response (user satisfaction), impact of the IS on user behavior
(individual impact), and impact of the IS on organizational
performance (organizational impact). This model indicated the
causal and temporal relationships between the 6 characteristics
and offered a system for categorizing the wide range of IS
success measures. The D&M IS Success Model was updated
10 years later by DeLone and McLean, who combined
organizational and individual impacts into a single impact
variable known as “net benefit” and included SQ as a new
dimension of measuring IS success [19]. The updated model
[20] places strong emphasis on the value of gauging the
effectiveness of IS variables.

The D&M IS Success Model [21] has been used to assess EHR
implementations in numerous studies. It comprises elements of
system quality, IQ, intention to use, satisfaction, actual use, and
individual and organizational impacts. In the domain of health
care, Jeyaraj [22] combined the Technology Acceptance Model
(TAM) with the D&M IS Success Model. Consequently, he
learned that having enough information available, having a
well-designed interface, and having up-to-date information
about the system are all crucial factors for an IS to succeed. The
system’s design is the most crucial element since success is
determined by these factors. Noushi and Bedos [23] discovered
certain guidelines that need to be followed while creating a new
IS that may be used for patient work and diagnostics in a dental
clinic setting. Based on the reviewed literature, this study sought
to offer a research model to determine the effects of EHR on
better coordination of patient care (BCP) in public hospitals. In
the context of an HIS in a low- to middle-income country, the
study validated the updated D&M IS Success Model. Following
is a description of the research model and the proposed research
model’s hypotheses.
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Research Model
The proposed research model is applied only to determine the
effects of EHR on BCP in public hospitals. According to the
objective of the study, the review of the literature, and the
framework or TAM, the research model, as presented in Figure
1, adopted and incorporated the constructs of the D&M IS

Success Model. A variable is defined as anything that has a
quantity or quality that varies [24]. BCP was the dependent
variable in this study’s research model, which consisted of 3
independent variables or predictor factors. The independent
variables in the study were EHR, IQ, medical error reduction
(MER), diagnosis and treatment of diseases (DTD), and SQ.
The model constructs are described in Figure 1.

Figure 1. Research model. H: hypothesis.

Hypothesis Development
Based on Figure 1, the 3 independent or predictor factors in the
research model were:

• EHR: Digital copies of comprehensive patient records kept
by health care professionals, containing information such
as patients’ medical history, diagnoses, and prescriptions

• IQ: The quality of information contained in the EHR system
• SQ: The quality of service provided by the health care

facility, which can be influenced by factors such as the EHR
system and the quality of information it contains

Every health care system aims to provide high-quality care [25].
Digital copies of thorough patient records that a health care
professional keeps are called EHR or electronic medical records.
According to Mitchell [26], EHR provide a comprehensive
picture of a patient’s medical history, improving care
coordination. This history includes information about past
medical conditions, prescription medications, allergies, and test
results. The goal of an EHR is to guarantee that the patient
receives care that is both effective and efficient. EHRs improve
efficiency and accuracy, while making patient medical records
easier to access and share. Furthermore, it improves treatment
quality by allowing clinicians to quickly communicate, analyze
data, and identify trends [9]. The following hypotheses were
presented to investigate these relationships:

• Hypothesis (H)1: EHR have a significant positive influence
on IQ.

• H2: EHR have a positive significant influence on BCP.
• H3: EHR have a positive significant influence on SQ.
• H4: IQ has a significant positive influence on BCP.

• H5: IQ has a significant positive influence on DTD.

The accurate diagnosis provided by this crucial information
helps save time and money [12]. Patient data from the EHR
system can be coordinated across numerous organizations
because they are universally available. It is easier to read data
between different EHR systems, since standardization of data
according to a common set of standards is encouraged [27].
This major advantage of electronic records probably boosts the
effectiveness of all health systems worldwide. Another crucial
issue that health care facilities must address is preventive care
[9]. More preventive treatment is expected to significantly
improve patient outcomes. EHR systems are an excellent tool
for helping preventive care initiatives. The following hypotheses
were presented to investigate these relationships:

• H6: DTD has a significant positive influence on BCP.
• H7: DTD has a significant positive influence on MER.

Furthermore, EHR systems provide medical practitioners with
more data so they can create campaigns for preventive health
care [9,28]. EHR systems improve operational effectiveness
and reduce error rates, immediately enhancing the standard and
safety of patient care. EHR frequently encourage collaboration
between organizations and the development of more robust
institutions. EHR systems encourage improved hospital-wide
communication and collaboration. For health care professionals,
the issue of medical errors as an element of SQ has become
crucial. According to Fraser et al [29] the SQ technique helps
understand patient expectations and facilitates changes in
medical practices, increasing patient happiness and compliance,
while also improving the quality of the medical services
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provided. The following hypotheses were presented to
investigate these relationships:

• H8: SQ has a significant positive influence on BCP.
• H9: SQ has a significant positive influence on MER.
• H10: BCP has a significant positive influence on MER.

Methods

Research Design
The Dr George Mukhari Academic Hospital (DGMAH), a
tertiary hospital located approximately 30 km north of Tshwane
(Pretoria, South Africa), was the site of the study. Students in
health sciences from the Sefako Makgatho Health Sciences
University (SMU) use the DGMAH as a training hospital. It
consists of 39 wards grouped together according to therapeutic
specialties. A cross-sectional analytical research design was
used for this investigation. Connelly [30] stated that all the data
for a cross-sectional study should be gathered at once. Such
studies are useful for recording the state of phenomena or the
relationships between phenomena at a particular moment in
time, since the phenomenon being studied is captured during a
single data collection session. Data for the study were gathered
at the DGMAH between August 2020 and July 2021. The
sample size for this research was 300 medical health care
professionals.

In this study, convenience sampling was the approach used in
the participant selection process. Convenience samples are used
in surveys where respondents are offered the choice to
participate or not participate. This sampling is not probabilistic
in any way. Probabilistic sampling involves selecting a sample
using a probabilistic method without consulting the individuals
selected [31]. Convenience sampling, according to Etikan et al
[32], is a type of nonrandom sampling in which participants are
selected from the target population only if they meet a specific
set of pertinent practical requirements. Most often, convenience
sampling is used to obtain information from subjects who are
easy for the researcher to enroll into the study [32]. There are
a number of inherent disadvantages to the convenience sampling
technique. With this kind of sampling, biases in the sampling
process and systematic errors could arise. In this sense, bias
resulting from self-selection and noncoverage taints the
convenience samples. Even though noncoverage is avoided and
a sampling frame with a random pool of subjects is obtained,
if empirical studies use nonprobability convenience samples,
the researchers typically are unable to discharge self-selection,
because individuals choose whether to complete the survey or
participate in the interview at their own discretion. Furthermore,
it is not possible to interpret the P value in a meaningful way.
Alvi [33] further contended that the target population groups
should be sufficiently inclusive to be further subdivided into an
infinite number of categories that are relatively distinct from
one another and therefore not representative of one another.

Teclaw et al [34] found that survey participants occasionally
give up before completing the questionnaire. Therefore, it is
imperative that the demographic information part of the survey
be the first to be completed. Demographics are essential for
comparison and descriptive reasons in any study. According to

Teclaw et al [34], starting the survey with demographics
enhances the item response rate. The goal of this research was
to use EHR as a system to determine how IQ, MER, DTD, and
SQ, which are independent variables, influence the dependent
variable, BCP. Data were collected from the DGMAH, and the
constructs were determined using the reviewed literature. Data
were collected using a 5-point Likert scale (strongly disagree,
disagree, neutral, agree, and strongly Agree). with items made
up of demographic and background information, as well as
D&M model variables. For the purposes of this study, the
questionnaire items were adapted from conventional forms of
the TAM, drawing on the relevant literature.

Ethical Considerations
The study was approved by the University of South
Africa–College of Agriculture and Environmental Sciences
(UNISA-CAES) Health Research Committee (reference number
2019/CAES/075). The DGMAH, Office of the Director of
Clinical Services, gave its approval for the study to be carried
out at the hospital. Each participant provided signed informed
consent, which included details about the researcher, the purpose
of the survey, its length, privacy protection protocols, and other
information. The study’s data were anonymized and deidentified.

Multiple Linear Regression
The rationale behind the selection of multiple linear regression
in this study was its ability to evaluate the relationships between
a single continuous dependent variable and multiple independent
variables. This fit well with the study’s goal of determining how
different factors affect the reduction in medical errors. For that
reason, multiple linear regression was used to investigate the
relationship between the dependent variable (MER) and multiple
independent variables (EHR, IQ, DTD, BCP, SQ). This method
is appropriate when there is 1 continuous dependent variable
hypothesized to be associated with 2 or more independent
variables.

The specific variables included in the regression model were
selected based on the research model and hypotheses developed
from the literature review. The model aimed to test how EHR
implementation influences MER, both directly and through
potential mediating variables, such as IQ, DTD, SQ, and BCP.

Before conducting the regression, necessary assumption checks
were performed:

• The Durbin-Watson statistic (2.119) indicated no significant
autocorrelation in the residuals.

• The variance inflation factor (VIF) values were all below
5, suggesting no problematic multicollinearity.

• The histogram of standardized residuals followed a
reasonably normal distribution.

• The Bartlett sphericity test (P<.05) and Kaiser-Meyer-Olkin
(KMO) value (0.727>0.5) indicated sampling adequacy for
factor analysis.

Data Analysis
SPSS Statistics (IBM Corp) was used to perform data analysis.
A reliability test on the entire data set resulted in a Cronbach α
value of .94, which confirmed the reliability of the data for
further analysis. Data analysis and results were divided into 3

JMIR Med Inform 2024 | vol. 12 | e54572 | p.591https://medinform.jmir.org/2024/1/e54572
(page number not for citation purposes)

Chimbo & MotsiJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


sections to cover descriptive analysis, factor analysis, and
multiple regression analysis. In addition, quantitative data were
analyzed to determine the causal relationship between the
independent variables (EHR, IQ, MER, SQ, DTD) and the
dependent variable (BCP). Inferential analysis was conducted
that involved examining the nature of relationships between the
variables under study using the Pearson correlation coefficient.
Correlation and regression analyses were used in the inferential
analysis. The data analyzed were presented using tables,
correlation, regression, and ANOVA.

Results

Demographic Information
Table 1 displays the demographic profile of the survey
participants. The sample was made up of 89 (29.7%) males and

211 (70.3%) females. Approximately 34% (n=102) of the
respondents were in the 31-40–year age range, while 8.7%
(n=26) were younger than 25 years. In addition, 243 (81.4%)
were nurses, and 57 (18.6%) were medical professionals.
Furthermore, 23 (5.0%) had less than a year’s experience, 39
(13.0%) had 2-5 years’ experience, 162 (5.4%) had 6-10 years’
experience, and 76 (28.0%) had more than 10 years’experience.
The structural model was put to the test on 35 items using the
Bartlett sphericity test and KMO sample adequacy. Kaiser [35]
argued that a KMO value below 0.5 is insufficient. The KMO
value for this study was 0.727, indicating that the sample was
sufficient and that factor analysis could be carried out.
Furthermore, the Bartlett sphericity test was performed, and the
result of P<.05 indicated that there was a statistically significant
association between the variables.

Table 1. Demographic information.

Participants (N=300), n (%)Demographics

Gender

89 (29.7)Male

211 (70.3)Female

Age (years)

26 (8.7)<25

98 (32.6)25-30

102 (34.0)31-40

57 (19.0)41-50

17 (5.7)>50

Occupation

16 (5.0)Medical doctor

12 (4.0)Pharmacist

10 (3.3)Radiologist

9 (3.0)Physiotherapist

243 (81.4)Nurse

10 (3.3)Dentist

Work experience (years)

23 (5.0)<1

39 (13.0)2-5

162 (54.0)6-10

76 (28.0)>10

Reliability and Validity
To determine the internal consistency and relationship of the
items on the scale, a reliability analysis was performed.
Cronbach α was used to evaluate the dependability of 47 items.
Cronbach α values exceeding 0.5 were considered as being

within the acceptable range. The Cronbach α values of 7
variables were over 0.5 based on the indicated value, indicating
strong consistency for those items. Items with values less than
0.5 were eliminated [36]. The reliability analysis of the 6
constructs is shown in Table 2.
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Table 2. Reliability analysis.

Cronbach αItems, nVariable

.7836DTDa

.8525BCPb

.7415MERc

.7525SQd

.7895EHRe

.8585IQf

aDTD: diagnosis and treatment of diseases.
bBCP: better coordination of patient care.
cMER: medical error reduction.
dSQ: service quality.
eEHR: electronic health record.
fIQ: information quality.

Multiple Linear Regression
Ten variables were subjected to multiple linear regression to
measure the success of the structural model in determining the
effects of EHR on the reduction in medical errors in DTD in

public hospitals. This resulted in an R2 change, which showed
an increase in variance accounted for by the new interaction

term. The R2 change increased by 0.159, indicating a 15.9%
increase in the amount of variation that the extra interaction
term could explain. It is important to note that the increase in
variation was statistically significant (P<.05), indicating that
EHR, SQ, and IQ all significantly have a significant positive
influence on MER. Table 3 outlines the results of ANOVA for
IQ, DTD, BCP, SQ, and EHR as mediating variables of MER.

The relative importance of each construct was represented by
the model’s standardized coefficients. The findings showed that

there is no statistically significant relationship between MER
and knowledge quality (KQ; β=.043, t=0.705, P<.05). MER
and IQ had a negative and statistically insignificant relationship
according to the predictor variables (β=–.080, t=–1.320, P<.05).
However, there was a statistically significant relationship
between MER and EHR (β=.125, t=2.043, P<.05). In general,
the results showed a strong statistically significant correlation
between the dependent variable MER and the predictors IQ,
DTD, BCP, SQ, and EHR.

In this study, IQ, SQ, DTD, BCP, and EHR were all analyzed
using hierarchical multiple regression. Table 4 represents the
outcomes of the moderated regression analysis that are displayed
in Figure 2, which shows the histogram of residuals in the
regression model for the dependent variable, MER. The residual
histogram was found to be reasonably normal and to be close
to the normal curve.

Table 3. Summary of the regression model for analysis of success factors for model 1.a

ValueSuccess factor

0.399R

0.159R2

0.154 (0.47074)Adjusted R2 (SE)

Change statistics

0.159R2 change

28.055F change

2df1

295df2

0Significant F change

2.119Durbin-Watson autocorrelation

aPredictors: (constant), information quality (IQ), electronic health record (EHR), diagnosis and treatment of (DTD), service quality (SQ), and better
coordination of patient care and (BCP); dependent variable: medical error reduction (MER).
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Table 4. Regression coefficients of variables included in the optimized model.

Collinearity statistics95% CISignificancet test (df)Standardized
coefficient, β

Unstandardized coefficient,
B (SE)

Variablea

VIFbTolerance

2.954 to 4.8510.0008.1003.903 (0.482)(Constant)

1.0240.976–0.064 to 0.1350.4810.705 (0.600).0430.035 (0.050)SQc

1.0140.986–0.154 to 0.0300.188–1.320 (–0.988)–.080–0.061 (0.046)IQd

1.0260.975–0.005 to 0.0670.0422.043 (2.890).1250.136 (0.066)EHRe

1.0110.964–0.077 to 0.1330.0850.144 (2.548).0160.030 (0.207)BCPf

1.0280.971–0.112 to 0.1710.0252.216 (3.118).1370.181 (0.149)DTDg

aDependent variable: medical error reduction (MER).

Figure 2. Histogram of standardized residuals for MER. MER: medical error reduction.

Hypotheses
Multiple regression testing was performed to examine the effects
of EHR on BCP in public hospitals, as well as to evaluate the
statistical significance of each hypothesis. Of the 10 hypotheses,

6 (H1, H2, H4, H5, H7, and H10) were statistically significant
in determining the effects of EHR on BCP in public hospitals
according to the study’s findings, with P<.05. The results of
the hypothesis testing are summarized in Table 5.
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Table 5. Summary of the results of hypothesis testing.

OutcomeResultsHypothesis (H)

AcceptedP=.028<.05, β=.354EHRa→IQbH1

AcceptedP=.010<.05, β=–.391EHR→BCPcH2

RejectedP=.226>.05, β=.109EHR→SQdH3

AcceptedP=.010<.05, β=–.391IQ→BCPH4

AcceptedP=.021<.05, β=.329IQ→DTDeH5

RejectedP=.229>.05, β=–.129DTD→BCPH6

AcceptedP=.002<.05, β=.415DTD→MERfH7

RejectedP=.224>.05, β=.100SQ→BCPH8

RejectedP=.990>.05, β=.001SQ→MERH9

AcceptedP=.021<.05, β=.329BCP→MERH10

aEHR: electronic health record.
bIQ: information quality.
cBCP: better coordination of patient care.
dSQ: service quality.
eDTD: diagnosis and treatment of diseases.
fMER: medical error reduction.

Final Research Model
The final proposed research model was reviewed by removing
the rejected hypotheses that were not significant and keeping
the variables supported by the accepted hypotheses based on

the findings of the hypothesis testing and the significance level.
These variables included MER rates, EHR, and IQ. Figure 3
shows the revised recommended model to examine the variables
to determine the effects of EHR on BCP in public hospitals.

Figure 3. Revised research model.

Discussion

Principal Findings
Developing a proposed model for reducing medical errors based
on the updated D&M IS Success Model as the underpinning
theory was the goal of this study. Empirical research was
conducted on the suggested model, with medical professionals
chosen from the DGMAH as participants. The 5 components
of the suggested conceptual model were as follows: MER as
the dependent variable, improved BCP, DTD, SQ, and EHR.
Based on the validation procedure, the model was updated and
changed. Of 10 hypotheses, 6 (H1, H2, H4, H5, H7, and H10)

were statistically significant in predicting the effects of EHR
on BCP in public hospitals according to the study’s results
(P<.05). The use of EHRs was found to improve patient care
coordination and IQ in a statistically significant way. EHR
systems are intended to facilitate effective coordination of
patient care by practitioners and support evidence-based
decision-making [19]. The benefits of implementing EHRs,
such as better patient outcomes, more patient safety measures,
and lower costs, have also been noted in the literature [19].

The results of this study underline the notion that EHR-based
clinical data offer several benefits over traditional medical
records. As a result, they greatly improve overall health quality.
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They also become readily accessible through a range of
communication channels [37]. This ensures that medical
personnel treat patients correctly and greatly improves patient
outcomes (H1, H2, H4). Additionally, the findings are consistent
with those of previous studies [9], which indicated that EHR
systems improve patient care quality and increase patient safety,
specifically through gains in operational efficiency and a
reduction in errors. Fraser et al [29] indicated that the EHR
system also tends to promote stronger institutions and
cooperation between organizations.

However, other studies have supported the findings of H5 and
H7 by demonstrating that EHR systems encourage greater
information exchange and interorganizational cooperation [38].
This outcome was in line with most of the earlier research [25].
Preventive treatment is considered crucial to improving patient
outcomes and reducing medical expenditures for both
individuals and the health system, particularly in regions that
are susceptible to certain disease epidemics. The findings aligned
with those of Tsai et al [39], who suggested that EHR systems
can facilitate the creation of novel and evidence-based treatment
objectives, in addition to enhancing data analytics and
identifying strategies to improve patient outcomes. The study’s
conclusions imply that by enhancing the capacity of health care
organizations to communicate with patients, particularly those
who require preventive care measures, the use of EHR systems
can help improve preventive care. EHR in clinics can help
medical professionals diagnose patients, treat them, and perform
other tasks more accurately [29]. According to research by
O’Donnell et al [40], physicians who are older and less tech
savvy would likely be against the adoption of new technology.
In this study, 5.6% of participants were older than 50 years and
19% were 41-50 years old. Therefore, it may be said that most
of the participants were in the age range of 21-40 years. Based
on the results, it appears that most participants were eager to
use EHRs.

In supporting the findings of H10, Motsi and Chimbo [15] found
that their survey results were in line with the conclusions, stating
that the primary duty of all health care providers is to provide
medical care. A well-known indicator of the effectiveness of
hospital health services is patient satisfaction. Patient satisfaction
is a critical indicator used to evaluate the quality of health care
services rendered [25]. These results also support those of a
study by Mohd and Chakravarty [41], who showed that
patient-perspective evaluation of health service delivery has
gained popularity and is now a fundamental component of all
health systems because it serves as a useful gauge of service
delivery effectiveness, especially in public health facilities. In
this investigation, H3, H6, H8, and H9 were rejected. To further
validate the results of the rejected hypotheses, more studies
should be conducted in other public hospitals.

The insignificant relationship between SQ and BCP (H8
rejected) could potentially be explained by the fact that SQ
encompasses many factors beyond just care coordination.
Although high SQ is desirable, it may not directly lead to better
coordination if other systemic issues exist. This highlights the
need for a multifaceted approach targeting different aspects of
health care delivery. The lack of a significant relationship
between SQ and MER (H9 rejected) is somewhat surprising,

as one would expect higher SQ to correspond with fewer errors.
However, it underscores the fact that medical errors can stem
from a complex interplay of factors, such as staffing levels,
training, and communication protocols, rather than just SQ
perceptions. Dedicated interventions focused on error prevention
may be needed. The rejected H6 suggests that although accurate
DTD is crucial, it alone may not automatically translate into
BCP if there are disconnects in the overall continuum of care
processes. Improving DTD must go hand in hand with
enhancements in teamwork, information sharing, and smooth
care transitions.

To effectively leverage the benefits of EHR for improving
patient care coordination, a multipronged systems-based
approach is recommended. This entails concurrently targeting
electronic records, IQ, care coordination processes, accurate
diagnosis/treatment, and error reduction through integrated
efforts rather than siloed initiatives. Providing comprehensive
training and clinical decision support tools can enable health
care professionals to optimize EHR use for precise diagnosis,
treatment planning, and error prevention. Clear protocols and
accountability measures must be implemented to ensure
seamless flow of information from EHR across the entire
continuum of care, enabling truly coordinated services. Regular
assessment of SQ from the patient’s perspective through surveys
is crucial, and the feedback obtained should drive quality
improvement initiatives. Interdisciplinary quality assurance
teams should be established to conduct root cause analyses of
medical errors and devise preventive strategies that go beyond
just SQ aspects. Furthermore, updating health care policies and
funding models to incentivize the adoption of integrated EHR
systems and prioritize care coordination activities is vital for
sustainable progress in this domain.

Limitations
Although the results offer useful information for assessing the
impact of EHR on BCP in public hospitals, the generalizability
of the findings was hampered by the study’s use of a single
academic hospital as its study unit. In this study, the effects of
organizational factors were not considered. Even though the
results are significant, it is imperative that the proposed
framework be assessed in light of many theories in further
studies, even if it only includes constructs from 1 model. Further
research is required to determine their impact on EHRs and on
BCP in public hospitals. Organizational culture, managerial
support, and implementation readiness are additional variables
that should be considered.

The researchers were unable to compare the findings of the
study in private hospitals, as the sample only consisted of health
care professionals working at a public hospital. A comparative
analysis between public and private hospitals may shed light
on how and the extent to which organizational and
environmental factors influence the implementation of EHR
adoption. The fact that a self-report questionnaire was used to
gather data may also have limited the accuracy of the responses.
Credibility concerns could have been raised by the health care
professionals’ answers if they had an unclear understanding of
EHR. Interviews ought to be used in future studies. The capacity
to collect rich, thorough data; elicit and explain participant
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responses; customize the interview to the requirements of the
research project; build rapport and trust with participants; and
be careful when researching sensitive subjects are just a few of
the benefits that come with conducting interviews.

Conclusion
The purpose of this study was to determine how EHRs’ impact
improves patient care coordination in public hospitals. The study
proposed a model to determine the factors associated with
improved patient care coordination. The study examined data
collected from 300 health care professionals at the DGMAH
using a cross-sectional analytical research design, and 6 of the
10 hypotheses were found to be supported by the data. The
study’s findings indicate that EHR are statistically significant
in 2 areas: better IQ and BCP. It was found that better DTD, as
well as BCP, are significantly impacted by the quality of
information. However, it was observed that improved patient
care coordination has a positive and considerable influence on
reducing medical errors but has no discernible effect on disease
diagnosis and treatment. In terms of SQ, it was found that there
is no correlation between decreased medical errors and BCP.

The government should move more quickly to put policies into
effect to increase the eagerness of medical personnel to practice.

In this study the D&M IS Success Model served as the
underpinning theory for the development of a framework for
MER influenced by the integration of EHR. To address the
current issues of health care costs for treatment patients, this
framework offers a solution that enables quick access to patient
records for more coordinated, efficient care in low- to
-middle-income countries, especially in Africa. In addition, this
study’s findings will assist stakeholders in better understanding
the importance behind the integration of the eHealth system
with the full implementation of electronic records in South
African public hospitals. This understanding will help the
department of health and stakeholders to make informed
decisions regarding the integration of eHealth with electronic
records, which has been implemented at a snail’s pace. In
addition, by expanding the body of knowledge, the study
advances the field of academia in eHealth and health
informatics. Furthermore, the study also contributes to the body
of knowledge in both the fields of e-HIS governance.
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Abstract

Background: The optimization of patient care pathways is crucial for hospital managers in the context of a scarcity of medical
resources. Assuming unlimited capacities, the pathway of a patient would only be governed by pure medical logic to meet at best
the patient’s needs. However, logistical limitations (eg, resources such as inpatient beds) are often associated with delayed
treatments and may ultimately affect patient pathways. This is especially true for unscheduled patients—when a patient in the
emergency department needs to be admitted to another medical unit without disturbing the flow of planned hospitalizations.

Objective: In this study, we proposed a new framework to automatically detect activities in patient pathways that may be
unrelated to patients’ needs but rather induced by logistical limitations.

Methods: The scientific contribution lies in a method that transforms a database of historical pathways with bias into 2 databases:
a labeled pathway database where each activity is labeled as relevant (related to a patient’s needs) or irrelevant (induced by
logistical limitations) and a corrected pathway database where each activity corresponds to the activity that would occur assuming
unlimited resources. The labeling algorithm was assessed through medical expertise. In total, 2 case studies quantified the impact
of our method of preprocessing health care data using process mining and discrete event simulation.

Results: Focusing on unscheduled patient pathways, we collected data covering 12 months of activity at the Groupe Hospitalier
Bretagne Sud in France. Our algorithm had 87% accuracy and demonstrated its usefulness for preprocessing traces and obtaining
a clean database. The 2 case studies showed the importance of our preprocessing step before any analysis. The process graphs of
the processed data had, on average, 40% (SD 10%) fewer variants than the raw data. The simulation revealed that 30% of the
medical units had >1 bed difference in capacity between the processed and raw data.

Conclusions: Patient pathway data reflect the actual activity of hospitals that is governed by medical requirements and logistical
limitations. Before using these data, these limitations should be identified and corrected. We anticipate that our approach can be
generalized to obtain unbiased analyses of patient pathways for other hospitals.

(JMIR Med Inform 2024;12:e58978)   doi:10.2196/58978
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Introduction

Context
Bed management is a critical task for hospitals to provide
coherent care pathways. Daily bed management consists of
finding beds for patients coming from the emergency department
(ED) in appropriate medical units without canceling planned
hospitalizations. Therefore, bed management involves 2 distinct
flows: unscheduled flow (life-threatening emergencies and
patients coming to the ED) and scheduled flow (planned
hospitalizations). Despite the complexity of the task, bed
management is most often organized without the help of any
decision support tools and involves multiple phone calls to find
a bed in a medical unit matching the patient’s needs [1]. When
medical units are facing high occupation rates, it is not always
possible to find a bed to match patient needs.

In these situations, patients are either kept in the short-stay
hospitalization unit of the ED or transferred to an overflow
medical unit to wait for a bed. Consequently, the medical units
visited by a patient do not always correspond to their medical
needs. For example, a patient from the ED can be transferred
to a surgery unit and then to a cardiology unit. This is the
pathway observed in the data. The patient did not receive any
surgical treatment. He was admitted to the surgery unit waiting
for a cardiology unit bed. Therefore, the location of the patient
does not always match the cause of hospitalization. The
succession of medical units is called a patient pathway.
Unscheduled pathways describe the pathways of patients coming
from the ED. In this work, we only considered patients who
visited the ED and were subsequently hospitalized.

The study of patient pathways reveals several challenges due
to the variety of pathways, the lack of complete guidelines and
references, and the heterogeneity of patient management
between hospitals (due to equipment and organizational
differences). Unscheduled pathways are difficult to explain
because management rules or clear indicators are not available
to identify them. In addition, the high number of pathway
variants makes individual studies of each pathway impossible
(eg, >1000 variants for French hospitals of average size) [2].
Process mining is an interesting tool for studying a set of
pathways with several variants because a pathway can be seen
as a patient care process [2,3]. Nevertheless, a large variance
in pathways leads to uninterpretable process graphs. Strategies
exist to make a process graph easier to read, such as trace
clustering or graph size reduction using filters or aggregation
[2], but these methods cannot identify which activities are
relevant and which activities are induced by logistical
limitations.

In this study, we sought to develop a method to assess observed
pathways extracted from a hospital information system. We
wanted to identify which medical units matched the cause of
hospitalization (relevant) or not (irrelevant) in a patient pathway.
The medical relevance or the relevance of treatments was not
evaluated, nor was the choice of the bed manager. Only the
relevance of the patient’s location was evaluated. An irrelevant
medical unit means that the patient would have been hospitalized
in another unit if there were an infinite number of beds. The

identification of such irrelevance is important to avoid any
misinterpretation of further analysis results. In this paper, we
often use the word bias to denote a wrong, inaccurate, or
incomplete interpretation of a real situation because the data do
not represent reality. We use the expression bias in pathways
or data bias to refer to data that represent pathways that do not
always correspond to patients’ medical needs.

Related Work
We did not find proper literature on the task of assessing
pathways but, rather, heterogeneous papers dealing with bias
or phases of a pathway. In 1989, Selker et al [4] designed the
“Delay Tool,” which detects medically unnecessary hospital
days. It is based on a taxonomy of delays. Each stay was
manually evaluated using patient records with the Delay Tool
method. In an article on the prediction of the disposition of ED
patients, El-Bouri et al [5] considered the fact that ED patients
can be admitted to an inpatient unit inappropriate for their
diagnosis. Patients were filtered according to whether their
primary diagnosis code for the ED visit clearly corresponded
to the admission inpatient unit. Their aim was to avoid learning
from biased data. These methods require a thesaurus of all
possible diagnoses linked to appropriate wards. To study patient
pathways, Franck et al [6] designed a generic framework to
model pathways and distinguished 3 different phases: (1) a
waiting phase—the patient waits in the ED (unscheduled) or at
home (scheduled) to be admitted to the relevant medical unit,
(2) an acute phase—the patient receives care in the medical
unit, and (3) a rehabilitative phase—rehabilitative care of the
patient. They also differentiated scheduled patients from
unscheduled patients. To analyze the clinical pathways, they
defined relevant pathways for each type of patient by
considering only the acute phase and substitution options. To
identify the relevant pathways and substitutions, they used
process mining on administrative data. This method is very
accurate but time-consuming given that a relevant pathway and
substitutions must be defined for each pathology. They applied
this method exclusively to patients with stroke.

Data quality in health research is a shared problem, and solutions
have been proposed to improve several dimensions of quality
[7]. However, methods are often not suggested to correct specific
bias in health care data due to missing details about a piece of
information.

Patient pathways can be seen as processes, with the succession
of medical units being the succession of events. Therefore,
pathways can be studied using process mining techniques. “The
goal of process mining is to use event data to extract
process-related information” [8]. The first rough representation
of patient pathways using process discovery algorithms provides
a spaghettilike process model. Indeed, process discovery
algorithms are not successful with event logs that involve
numerous variants and many events [2]. A typical solution to
untangle a spaghettilike model is to cluster the whole set of
traces (trace clustering) and represent each cluster using a
process model that should be smaller and more comprehensive.
The main challenges of the clustering of patient pathways are
the integration of medical knowledge (medical logic) and the
evaluation of the resulting clusters. In the literature, several
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methods for trace clustering have been proposed. Some of these
methods are distance-based clustering algorithms. The core of
these methods is to compute distances between traces to apply
classic clustering algorithms (trace clustering [9], trace
clustering based on conserved patterns [10], context-aware
clustering [11], and the method by Delias et al [12]). Others are
model based; these methods gradually build a process model
that represents a cluster, and a trace is assigned to the cluster
with the nearest process model (sequence clustering [13], active
trace clustering [14], disjunctive workflow schema [15],
graph-based approach and Markov models [16], and behavioral
topic analysis [17]). In terms of cluster evaluation, different
metrics are used. Some metrics analyze cluster
intrahomogeneity, and others analyze the complexity of the
process model of each cluster. There is no consensus on these
metrics, and they do not guarantee that the clusters computed
using the algorithm have an expert logic. Hence, trace clustering
does not give us complete satisfaction in characterizing
pathways. Another approach for simplifying process models
was proposed by Fahland and Van der Aalst [18] based on
unfolding.

Some data preparation techniques can also reduce the
“spaghettiness” of process models. Data preparation is an
unavoidable step in a process mining project and impacts on
the resulting process graph, as highlighted by De Roock and
Martin [19] in their most recent state-of-the-art study. Several
methods have been suggested in the literature to simplify process
models. Semantic log purging was proposed by Ly et al [20] in
2012 to clean log data. This method is based on the identification
of “fundamental constraints that a process has to obey” thanks
to experts. Only a qualitative evaluation and 1 experiment using
1 dataset were performed. Van Zelst et al [21] reviewed the
literature on event abstraction in process mining. However, this
technique is not related to the problem addressed in this study
because our dataset did not provide information on the
granularity of events. Several papers address the issue of time
stamp inaccuracy.

Martin et al [22] proposed interactive data cleaning. Dixit et al
[23] created a method to detect and repair event ordering
mistakes. Rogge-Solti et al [24] presented a similar approach
to repairing missing events based on alignment. In addition,
these researchers created a method for time repairing.

To rigorously prepare the data and event log, different
frameworks have been developed. Andrews et al [25] applied
the Cross-Industry Standard Process for Data Mining method
to identify data quality issues. The data quality dimensions used
in data mining are also useful for assessing data quality in
process mining. Nevertheless, the researchers do not consider
dimensions specific to processes, such as trace coherence.
Therefore, the fourth step, namely, prestudy process mining
analysis, is important to assess this dimension. Bose et al [26]
noted 27 event log quality issues based on 4 categories (missing
data, incorrect data, imprecise data, and irrelevant data) and 9
components of an event log (case, event, belongs to, case
attributes, event attributes, position, activity name, time stamp,
and resource). The researchers also distinguished 4 process
characteristics: (1) voluminous data, which refers to a large
number of cases or events; (2) case heterogeneity, which refers

to a large number of distinct traces; (3) event granularity, which
refers to a large number of distinct activities; and (4) process
flexibility and concept drifts. The issues caused by case
heterogeneity are a part of the problem we attempted to address

in this study. Van Eck et al [27] suggested PM2, a process
mining project methodology. Data processing is the third step
and consists of creating views (creating the event log),
aggregating events, enriching logs (addition of attributes), and
filtering logs. Vanbrabant et al [28] presented a data quality
framework based on 3 previous frameworks and applied it to a
case study—pretreatment of ED data before simulation. These
researchers divided quality problems into hierarchical classes.
Verhulst [29] defined very precisely the different data quality
dimensions for process mining and their scoring methods. All
these papers on data preparation are general to process mining
datasets and do not answer the question of pathway bias.

Process mining is not the only method used to analyze patient
pathways, and this method can be combined with other methods
such as discrete event simulation (DES). Prodel et al [30,31]
developed a framework to automatically convert a process model
discovered using process mining into a simulation model of
clinical pathways. Abohamad et al [32] used process mining to
discover ED processes and then used DES to study bottlenecks.
Wood and Murch [33] modeled patient pathways using Markov
chains to study transfer delays between medical units and
discharge delays. Karakra et al [34] also used a DES to model
an ED and added a real-time connection to real-time patient
data to create a digital twin. The digital twin of the patient
enables the monitoring of their pathway and activities as well
as near-future predictions. Some models reproduce an entire
hospital. Holm et al [35] used a DES to model an entire hospital
and patient flows through the wards and determine bed use.
Demir et al [36] used a similar model to anticipate an increase
in the number of patients and adapt resources. Ordu et al [37]
achieved an even more complete model of a hospital and patient
flows.

To conclude, this review of the literature reveals that process
mining and simulation are the principal methods used to study
patient pathways. Process mining is a standard tool for
discovering patient pathways (or other health care processes),
but important limitations are noted in the literature, especially
the complexity of the model graphs. Data preparation techniques
and clustering methods are suggested to compensate for this
issue. Some methods are based on expert interviews or expert
knowledge integration. This is similar to our construction of
rules. Several papers focus on time stamp correction or missing
events or labels, but none of the studies focus on our problem
of biased events. Simulations do not consider input data quality.
In this study, we focused on enriching the log by adding an
attribute that can define an event as relevant or irrelevant.

Objectives
The objective of this paper was twofold: (1) building a
framework to model and analyze patient pathways and (2)
proposing a method to automatically identify bias in patient
pathway data. In other words, this method turns a database of
observed pathways with bias into 2 databases: one database
includes labeled pathways (identified bias), and one database
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includes corrected pathways (without bias). Such a method is
intended to ease the preprocessing of real data for data analysts
or hospital managers who seek a clean database with unbiased
medical pathways.

The scientific contributions of this paper are as follows:

1. This study provides a new framework to model patient
pathways considering hospital management constraints (eg,
bed occupancy and resource availability). This framework
is used to assess patient pathways.

2. This study develops a new method to automatically label
and correct pathways based on hospital data. Pathway
labeling aims to identify the steps in a patient pathway due
to a difficult bed management, and path correction aims to
correct irrelevant activities. The labeling algorithm was
assessed by comparing its outputs with experts’ answers.

3. Two case studies are reported: (1) a quantitative comparison
of the observed pathway database and the corrected pathway
database was performed based on process mining using
process model comparison and classical process mining
indicators, and (2) a DES model based on the observed
pathway database and the corrected pathway database was
used to evaluate the impacts of data correction on the
occupation of medical units.

Methods

Unscheduled Hospital Pathway Modeling Framework

Formal Definition of the Framework for the Study
Patient Pathway

Overview

In this section, we propose a set of definitions that will be used
to formalize the unscheduled hospital pathway modeling
framework.

In this study, we were interested in the medicine, surgery,
obstetrics, and odontology (MCO). In French, the initials MCO
stand for Médecine, Chirurgie, Obstétrique et Odontologie
(medicine, surgery, obstetrics, and odontology). The medical
units belong to a hospital that itself can belong to a hospital
group. Figure 1 represents the dependencies among the hospital
group, site, and medical unit. Here, we are interested in the
pathways inside the same hospital group, which we call the
MCO-stay. Multimedia Appendix 1 provides detailed definitions
of the aforementioned concepts.

The hospital pathways are defined using a process mining
formalism [8].

Figure 1. Hospital group (HG; {s1,..., sn}) structure. MU: medical unit.

Definition 1 (Event)

Let E be the event universe (ie, the set of all possible event
identifiers), E* be the set of all sequences over E, and T be the
time domain. We assume that events are defined by several
attributes; however, the case ID, time stamp, and activity name
are mandatory for case identification, trace ordering, and event
labeling, respectively.

Let AN be a set of attribute names. For any event e ∈ E and
name z ∈ AN, #n(e) is the value of the attribute z for event e.
We consider #activity ∈ E → A and #time ∈ E → T functions that
assign an activity name from a finite set of process activities A
and a time stamp, respectively, to each event. For convenience,
we assume the following standard attributes: (1) #activity(e) is
the activity associated with event e, (2) #time(e) is the time stamp

of event e, and (3) #trans(e) is the transaction type associated
with event e (eg, schedule, start, complete, and suspend).

The transaction type attribute #trans(e) refers to the life cycle of
activities. In most situations, activities take time. Therefore,
events may point out, for example, the start or completion of
activities.

Definition 2 (Trace)

A trace is a finite sequence of events denoted as σ =< e1, e2,...,

en > ∀ei ∈ E∗ such that each event appears only once: ei ≠ej for
1≤i<j≤|σ|.

Specifically, |σ| denotes the length of the trace. In this case, |σ|
= n.
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Definition 3 (Stage)

In a trace, several events can have the same activity name. In
the following, the subset of events with the same activity name
that contains a single start event and a single completion event
subsequent to the start event is referred to as a stage.

Let ei and em such that (1) #activity(ei) = #activity(em)=a; (2)
#trans(ei)=start and #trans(em)=complete; (3) #time(ei)=ti ≤
#time(em)=tm; and (4)   ej such that #time(ej)=tj≥ti, tj≤tm,
#activity(ej)=a, and #trans(ej)=complete or #trans(ej)=start.

Stage = {ej|#activity(ej) = a and ti ≤ tj ≤ tm}

The duration of a stage is defined as the time between the start
of the stage and its completion:

#duration(s) = #time(em) – #time(ei)

In the following, we will note ex1, ex2,..., exi as all the events that
compose stage x.

Furthermore, the duration of the trace σ of length n is determined
as follows:

duration(σ) = #time(en) – #time(e1)

In our study framework, a trace always begins at the ED stage
and ends at the last unit of the MCO stay (the unit before the
MCO discharge).

Definition 4 (Event Log)

An event log is a set of traces representing the execution of the
underlying process. An event can only occur in 1 trace; however,
events from different traces can share the same activity.

Definition 5 (Patient Pathway)

A patient pathway describes the succession of medical events
inside a health care facility. In this work, each pathway is linked
to an MCO stay.

A patient pathway is a set (p, s, σ, d) where p ∈ N is the
identifier of the patient, s ∈ N is the identifier of the MCO stay,
σ is the trace of the MCO stay, and d is the MCO discharge
disposition.

We consider two types of pathways:

1. Scheduled pathways
: these pathways are planned before patient admission.

2. Unscheduled pathways
: neither the admissions nor the pathways are planned. The
patients are hospitalized from the ED or admitted to a
specific unit for life-threatening emergencies.

Definition 6 (Relevance of Stage)

A stage of a patient pathway is relevant if it is adequate that, at
this moment, the patient is still hospitalized (first condition)
and if the patient is in the medical unit intended to care for their
pathology (second condition).

We consider 3 levels of relevance: level 2 (both conditions are
met), level 1 (the second condition is not met; ie, the patient is
not hospitalized in the ideal medical unit for their pathology),

and level 0 (no condition is met, and there is no medical reason
that justifies the patient being still hospitalized in this discipline).

Definition 7 (Bias)

In our context, a bias in the data is noted when some details
about a piece of information are missing, which leads to a
misinterpretation of a situation.

For example, a pathway {ED, Surgery, Geriatrics} without
additional information suggests that the patient needs surgery
after the ED followed by geriatric care. The bias is that the
patient just stays in surgery while waiting for a bed in geriatrics.

Definition 8 (Activity Labels)

In this study, we consider 2 levels of activity names.

In level 1, U is the set of labels corresponding to all the names
or IDs of the medical units constituting the hospital group.
Consequently, an event activity is a medical unit that a patient
has visited.

GH = {mu1,..., mun}

U = {id(mui)} with i ∈ [1, n]

#activity(ex) = id(mum)

In level 2, let L be the set of labels corresponding to the
relevance levels. A is the set of labels corresponding to the
product of U and L:

L = {level 0, level 1, level 2}

A = U × L

#activity(ex) = (id(mum), level l)

Hence, level 1 characterizes the activity of an event based on
the ID of the medical unit, and level 2 adds a level of relevance.
For more convenient reading, in the following sections, the
activity of an event will be noted using the name of the medical
unit.

Motivation
The pathway of a patient is governed not only by pure medical
logic (health care needs) but also by logistical limitations. In
other words, the pathway of a patient depends not only on their
medical needs but also on the availability of inpatient beds and
the possibility of discharge. Therefore, a patient can go to an
unsuitable medical unit (unit b) because of a lack of beds in the
suitable unit (unit a). The patient can later be transferred to unit
a. Discharge also has an impact on patient pathways. Indeed,
patients do not always immediately leave the hospital when
they are medically fit for discharge because they are waiting
for a discharge disposition. The challenge is to automatically
identify these irrelevant steps in any MCO pathway. Indeed,
these pathways are not clearly identified in the electronic health
records (EHRs), and there is no generally applicable thesaurus
of ideal pathways and no clear indicator of the adequacy of a
unit in the EHR. The same medical unit can have different
functions (see Textbox 1 for an example), and identical patients
in terms of pathology can have different pathways according to
hospital occupancy [6].
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Our objective was to find a function (an algorithm) that
evaluates the relevance of each stage. It is important to
understand the word relevance as defined in the previous
sections (Definition 6: Relevance of Stage section). Medical
practices or medications were not judged here. Only the

relevance of the patient’s location was evaluated. In our
framework, an input trace with event labels comprising only
the activity name is converted into an output trace with event
labels comprising the activity name and the level of relevance.

Textbox 1. Example of the different roles that a medical unit can play in a patient pathway.

Examples

• Emergency department (ED) to neurology: acute care in neurology

• ED to neurology to neurovascular intensive care: waiting in neurology for a bed in neurovascular intensive care

• ED to neurovascular intensive care to neurology: waiting for a discharge solution in neurology

Definition of the Function Evaluating the Relevance of
Stages
Let σ =< e11, e12, enx > ∀exi, #activity(exi) ∈ U, and σ’ =< e’11,
e’12,..., e’nx > ∀e’xi, #activity(e’xi) ∈ A.

σ and σ′ are 2 traces of the same case: σ is the historical trace
and σ′ is the labeled trace.

f: σ → σ′ with | {e′i|#acte′i = a} |∀ e′j ∈ σ′ ≥ | {ei|#actei = a} |∀ ei∈ σ

The function f identifies the relevance levels of each stage in a
trace. A stage can be divided into several phases with distinct
levels of relevance. Therefore, the number of events that
correspond to activity a in the trace σ is smaller or equal to the

number of events that correspond to the activity a in trace σ′.

Example
This paragraph illustrates the definitions and the transformation
of a pathway using the function f. In the following fictive
example, the hospital group is named Groupe Hospitalier
Bretagne Sud (GHBS) and is composed of 2 sites, named Scorff
and Villeneuve. One patient arrived on January 4 at 5:36 AM
at the ED of the Scorff Hospital. At 10:13 AM, he was admitted
to the observation unit (OU), but the patient was actually waiting
for a bed in the geriatric unit. On January 5 at 9:45 AM, the
patient was transferred to the geriatric unit of the Villeneuve
Hospital, another site of the hospital group. He arrived at 10:15
AM. On January 10 at 2 PM, the patient was medically fit for
discharge. On January 12 at 1:30 PM, the patient was
discharged, and he returned home with additional community
nursing services. Figure 2 illustrates the pathway of the patient
according to the framework defined previously.

The pathway of patient 00000056098 can be formalized as
follows:

σ =< e11, e12, e21, e22, e31, e32 > with

#activity(e11) = ED, #trans(e11) = start

#activity(e12) = ED, #trans(e12) = end

#activity(e21) = OU, #trans(e21) = start

#activity(e22) = OU, #trans(e22) = end

#activity(e31) = GERIATRICS, #trans(e31) = start

#activity(e32) = GERIATRICS, #trans(e32) = end

The function f takes the trace σ as input and returns the trace
σ’ =< e’11, e’12, e’21, e’22, e’31, e’32 > with the following features:

#activity(e’11) = (ED, level2), #trans(e’11) = start

#activity(e’12) = (ED, level3), #trans(e’12) = end

#activity(e’21) = (OU, level1), #trans(e’21) = start

#activity(e’22) = (OU, level1), #trans(e’22) = end

#activity(e’31) = (GERIATRICS, level2), #trans(e’31) = start

#activity(e’32) = (GERIATRICS, level2), #trans(e’32) = end

#activity(e’41) = (GERIATRICS, level0), #trans(e’41) = start

#activity(e’42) = (GERIATRICS, level0), #trans(e’42) = end

The succession of stages is described by level-2 activity labels.
The initial stage Geriatrics has been divided into a relevant
phase (level 2) and an irrelevant phase (level 0).
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Figure 2. Illustration of the framework using a fictive pathway and patient. ED: emergency department; GHBS: Groupe Hospitalier Bretagne Sud;
MCO: medicine, surgery, obstetrics, and odontology.

Automatic Pathway Labeling and Correction

Overview
In this section, the method for identifying bias in patient pathway
data and the method for building an algorithm to label the stages
of the pathways as relevant or irrelevant are described. We then

present an algorithm for automatically transforming a historical
trace into a labeled trace and an algorithm for automatically
transforming a labeled trace into a corrected trace. These
algorithms are based on a symbolic approach. In other words,
the rules are if, then propositions. Our approach can be
visualized in Figure 3.

Figure 3. Pathway-labeling method.

Identification of Bias and Rule Definition

Overview
The methodology for identifying the bias and then defining the
rules consists of three steps, which are described as follows:

1. Description of the pathway dataset: the objective was to
distinguish the different pathways and identify frequent and
rare patterns.

2. Identification of bias with expert interpretation: the
objective was to analyze the patterns with experts to
determine the bias.

3. Definition of rules: the rules are defined based on the
experts’ analysis.

The first step can be achieved by computing the frequency and
representativeness of each pathway variant and the number of
events per variant, grouping some events, and computing the
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new variants to identify repetitive patterns. The second step
enables us to identify bias through discussions with experts.
Preferably, the discussions are conducted with several physicians
to obtain different opinions. The third step requires the
translation of the analyses of physicians into rules. A rule
deduces whether an event is relevant from the EHR data.
According to our definition of relevance (cf Definition 6), we
consider three levels: (1) level 0, in which the stage is
completely irrelevant (none of the conditions are met); (2) level
1, in which the stage is not totally relevant (only the first
condition is met); and (3) level 2, in which the stage is relevant
(both conditions are met). The aim of the rules is to identify in
a pathway the phases with various levels of relevance. We
remind the reader that only the hospitalization ward (patient
location) is evaluated.

Example
A rule states that, if the first stage of the trace lasts <10 units,
then the stage is completely irrelevant (level 0).

Let σ =< e11, e12, e21, e22 > be a trace with 2 activities a1 and a2

such that the following conditions are met: (1) #activity(e11) =

#activity(e12)=a1; (2) #activity(e21) = #activity(e22)=a2; and (3)
#time(e11)=0, (4) #time(e12)=7, and (5) #time(e21)=7,
#time(e22)=20.

The first stage is a1 and lasts 7 units; therefore, e11 and e12 are
labeled as level 0.

Algorithm 1: Pathway Labeling
Once the rules have been defined, algorithm 1 (Textbox 2) labels
a pathway according to these rules (lines 6-9). A level of 1 or
0 is assigned if a stage is identified as irrelevant, and a level of
2 is assigned if the stage is relevant (lines 7-9). A stage can be
labeled through several rules. In this case, the worst label is
applied (ie, level 0 has a priority over level 1, and level 1 has a
priority over level 2 [lines 10-12]).

We want to emphasize that this algorithm is purely based on
logic and administrative rules. It does not include medical
reasoning and is, therefore, inaccurate. However, the aim of the
next section is to evaluate this inaccuracy (ie, the number of
errors between an algorithm with simple rules and the complex
reasoning of an expert [expert knowledge]).

Textbox 2. Algorithm 1—pathway labeling.

1: Let ex be an event of the historical pathway

2: Let e’x be an event of the labeled pathway

3: Let t1 be the start date of the stay.

4: Let tn be the end date of the stay.

5: Let σ =< e11, e12,..., en1, en2 > be the trace representing the historical pathway.

6: Let L be a list that stores the result of each rule.

7: for each rule rk do

8: Add rk(σ) to L

9: end for

10: for each ex ∈ σ do

11: Apply the modification of each rule that has changed ex. The lowest relevance level has priority.

12: end for

13: Return σ’ =< e’11, e’12,..., e’m1, e’m2 >, the labeled trace.

Algorithm 2: Pathway Correction
We also implemented an algorithm to correct the pathways
labeled using algorithm 1 (Textbox 3). The idea is to transform
the observed pathway into a theoretical pathway by correcting
irrelevant stages. The different corrections applied to a labeled
pathway are deduced from the rules. The irrelevant activities
are replaced with the relevant activities (lines 4-6). Only the

label of an event is changed, and the time stamp remains the
same. At the end of the correction, subsequent identical activities
are merged (lines 7-13). For example, let us note a stage (activity
name, relevance level, start, or end). The pathway <(ED, level2,
t1, t2), (OU, level1, t2, t3), (Geriatrics, level2, t3, t4)> is
corrected and becomes <(ED, t1, t2), (Geriatrics, t2, t3),
(Geriatrics, t3, t4)>. In addition, the pathway can be merged
to become <(ED, t1, t2), (Geriatrics, t2, t4)>.
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Textbox 3. Algorithm 2—pathway correction.

1: Let σ’ =< e’11, e’12,..., e’m1, e’m2 > be the labeled trace.

2: Let r be the rule applied at e’x.

3: Let σ’’ =< e’’11, e’’12,..., e’’m1, e’’m2 > be a copy of σ’.

4: for each e’’x ∈ σ’’ do

5: #activity(e’’x) = the corrected activity according to the rules of correction

6: end for

7: for each e’’x ∈ σ’’ with tx < tm do

8: if #activity(e’’x1) = #activity(e’’x+1,1) then

9: #time(e’’x2) = #time(e’’x+1,2) with #trans(e’’x+1,2) = complete and all the events of stage x+1 are deleted from σ’’

10: end if

11: end for

12: Return σ’’ =< e’’11, e’’12,..., e’’p1, e’’p2 >, the corrected trace.

Evaluation of the Performance of the Labeling
Algorithm
This subsection describes the method used to assess the labeling
algorithm. Because there is no reference to compare the results
of the algorithm with a ground truth, the evaluation of the
algorithm has to be made by comparing its results with the
analyses of experts. The methodology used for this study is
inspired by the framework developed by the French think tank
Ethik IA for its humane oversight board (Ethik-IA, unpublished
data, April 2021). A representative sample of patient pathways
was analyzed by 2 experts. They had access to information from
the electronic patient records. Each expert performed the
analysis separately. The results of the first expert were compared
with those of the second expert. When the results did not match,
the medical experts discussed them to find a common answer.
Their answers were then compared with the algorithms’answers.
For each difference, a discussion with the experts allowed us
to determine whether the algorithm was wrong and, if so, qualify
the errors.

The method presented in this paper is general and can be applied
at any hospital. In the next section, we apply these methods to
a real case study to create rules to label and correct a real dataset
extracted from a hospital database, and we evaluate the accuracy
of these rules.

Ethical Considerations
This study was approved by the French Data Protection
Authority (Commission Nationale de l’Informatique et des
Libertés) under the number 922243. French and European rules
about access to health care data for research were respected and
ethical standards also.

Results

Data
This work was performed with the GHBS, a French hospital
group located in the Lorient area. It has 2 general hospital sites
with an ED and 6 other sites. In total, there were 89,791 ED

visits and 108,875 hospitalizations and sessions (values for
2021). This study was based on data collected at the GHBS.
Data were retrospectively collected for the period from July
2020 to July 2021. The data cover 12 months of activity and
only adults, 54,850 different ED visits and 41,161 unique
patients, including 19,905 MCO stays. Multiple MCO stays of
the same patient were treated as separate instances. Three
sources of data were used: (1) electronic patient records, (2)
administrative health care databases, and (3) data from the
software used for rehabilitation and home hospitalization. Only
structured data were used to save time in the data analyses; no
plug-and-play natural language processing tool was available
for our data. The pediatric and obstetric pathways were excluded
from the study dataset, as were the pathways with only a visit
to the ED.

Identification of Bias and Rule Definition
In this section, we detail the results obtained using our method
to identify bias from our data.

Results of Step 1: Description of the Pathway Dataset
In our dataset, there were 19,905 pathways and 1013 trace
variants. Some variants were very frequent, such as (ED, OU)
representing 22.75% (4528/19,905) of the pathways, and others
were very rare, such as (ED, neurology intensive care,
cardiology) occurring just once.

We observed that most pathways had only 1 stage after the ED
visit (60/1013, 5.92% of the variants and 15,699/19,905, 78.87%
of the pathways). Pathways with >3 stages after the ED were
rare. They appeared between 1 and 3 times in the dataset and
represented 0.98% (195/19,905) of the pathways but 18.85%
(191/1013) of the variants. Therefore, the diversity of pathways
was mainly due to pathways with many activities. We identified
five types of pathways at the GHBS: (1) mono-disease pathways,
which include 1 necessary medical unit; (2) pathways for
patients who were seriously ill, which include transfer to an
intensive care unit (ICU); (3) older person pathways, which
include geriatric units; (4) frequent and processed pathways,
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which include strokes; and (5) multi-disease and complex
pathways, which include several medical units.

The most frequent medical units were OUs, polyvalent medicine
units, geriatric medicine units, postemergency units, surgery
units, and specialized medical units. By categorizing the medical
units into 4 groups (ED, medicine, surgery, and ICU), we
obtained 165 patterns, and the 10 most frequent structures of
the pathways are listed in Table 1.

Within the pathways (MEDICINE, MEDICINE), several
patterns were frequently observed. Pathways such as heart
failure or stroke pathways were normally composed of 2 steps
after the ED: admission to a cardiology (or neurology,
respectively) ICU followed by cardiology (or neurology,
respectively). The second type of pattern is the pathway with
an admission to a polyvalent unit before an admission to a
specialized unit or another polyvalent unit. In this case, a
polyvalent unit is a medical unit, such as an OU, polyvalent
medicine unit, or postemergency unit, where patients with
multiple diseases or who do not require specialized treatment

are treated. We also observed a few transfers between
specialized units. Finally, patients could be transferred between
the weekly hospitalization unit and the full hospitalization unit.

For most of the pathways that followed the pattern (SURGERY,
MEDICINE), the activity of surgery was noted as an overflow
bed. For the few others, a surgical act was performed before a
transfer for medical reasons to a medicine unit.

The pattern (MEDICINE, SURGERY) mainly concerned an
admission to an OU (while waiting for surgery) followed by a
surgery unit. In the other pathways, patients were first admitted
to a specialized unit (eg, hepatogastroenterology) before surgery.

Hence, we obtained four patterns for the pathways in 2 steps:
(1) a polyvalent unit followed by a specialized unit (pattern 1),
(2) a surgery unit followed by a medical unit (pattern 2), (3) a
daily or weekly hospitalization unit followed by a full
hospitalization unit of the same specialty (pattern 3), and (4) a
specialized unit followed by another specialized unit (pattern
4).

Table 1. Main structures of historical pathways and occurrence differences for corrected pathways.

Occurrence (%)Variant

CorrectedHistorical

68.5768.68EDa, MEDICINE

7.2410.67ED, MEDICINE, MEDICINE

10.909.66ED, SURGERY

0.332.88ED, SURGERY, MEDICINE

0.631.7ED, MEDICINE, SURGERY

0.801.2ED, MEDICINE, MEDICINE, MEDICINE

1.050.88ED, ICUb, MEDICINE

0.560.53ED, ICU

0.160.47ED, SURGERY, SURGERY

0.220.39ED, ED, MED

7.18—cED

aED: emergency department.
bICU: intensive care unit.
cNot present in historical pathways.

Results of Step 2: Interpretation of Patterns by Experts
We discussed the patterns identified in the first step with the
experts. According to the experts, pattern 1 (a polyvalent unit
followed by another unit) usually indicates that the polyvalent
unit is used as a buffer. In fact, when beds are lacking, patients
can be admitted to a polyvalent unit to begin their treatment
while waiting for a bed in the ideal unit. The second pattern has
the same explanation—a patient requiring medical treatment is
placed in a surgery unit while waiting for a bed in the ideal unit.
Pattern 3 (transfers between daily or weekly hospitalization
units and full hospitalization units) is explained by a lack of
beds in the full hospitalization unit. The last pattern (transfers
between specialized units) has no general explanation.

Occasionally, a specialized unit can also be used as a buffer,
but the transfer can also be medically explained.

The length of stay (LoS) was also an aspect of the pathway
discussed with the experts. Some pathways are too long because
patients cannot be discharged as soon as they are medically fit
for MCO discharge. The delay is mainly due to a back home
impossible without community care or a lack of beds in
rehabilitation centers. LoS can be compared with a national
reference. In France, the national reference is the average LoS
used for hospital stay invoicing (durée moyenne de séjour in
French). It is defined for each diagnosis-related group. However,
each pathway is unique, and an LoS above the national reference
does not guarantee that the stay was too long because of
discharge difficulties. For example, longer stays for patients

JMIR Med Inform 2024 | vol. 12 | e58978 | p.609https://medinform.jmir.org/2024/1/e58978
(page number not for citation purposes)

Uhl et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


receiving palliative care are frequent and normal. Occasionally,
the diagnosis-related group does not correctly report the
seriousness of the patient because the patient was transferred
to another hospital.

The LoS in the ED was also discussed. According to the experts,
the LoS in the ED is occasionally too long because patients are
waiting to be hospitalized. The ED LoS should not exceed 5 to
10 hours.

Results of Step 3: Rule Construction
From these observations and discussions, we deduced several
dimensions to investigate in a pathway:

1. Time spent in the ED: ED LoS can be prolonged because
of a lack of inpatient beds in acute care units. Rule 1
evaluates whether the time spent in the ED is too long.

2. LoS: the LoS can be prolonged because of a delayed
discharge. Rules 2 and 3 evaluate this condition.

3. Overflow bed: occasionally, patients are admitted to a
medical unit but are treated by the physicians of another
unit. The location of the patient is entered (ie, the activity
name) in the hospital data, and the unit medically
responsible for the patient is also indicated. For example,
when a patient is in surgery and awaits a bed in cardiology,
the activity is surgery and the medically responsible unit is
cardiology.

4. Sequence of activities: a typical pattern is the transfer
between a polyvalent unit and a specialized unit. According

to physician experience, when the transfer occurs within 1
week, in general, the polyvalent unit stage is irrelevant. In
rule 5, the threshold is 7 and a half days to consider the
transfer time. Rule 6 is dedicated to the OU because, in our
dataset, a transfer in the OU is labeled as “back home within
24 h,” “observation,” or “awaiting bed.” The label “awaiting
bed” indicates an irrelevant stage because the patient should
have been transferred immediately to the appropriate unit.

The challenge was to identify which structured data could be
used to investigate these different dimensions and, therefore,
to create the rules. We detail the rules obtained from our dataset
in Multimedia Appendix 2, as well as the algorithms of the 7
rules.

From these rules, we deduced how to correct the labeled
pathways. The different corrections are listed in Table S1 in
Multimedia Appendix 2.

Example
Figure 4 illustrates the labeling and correction of a pathway. In
total, 2 phases are considered irrelevant by the algorithm: the
OU (rule 6) and the end of the stay in the geriatric unit (rule 3).
To correct the pathway, the time spent in the OU is replaced by
the time spent in the geriatric unit, which is the relevant stage
following the OU, and the patient is discharged earlier at the
presumed discharge date.

Figure 4. Example of the correction of a pathway. ED: emergency department.

Accuracy of the Labeling Algorithm
A total of 118 different pathways were analyzed by 6 different
duos of physicians from the GHBS (only 1/12, 8% had
previously participated in the discussion to define the rules) and
compared with the algorithm output. Only rules 3, 4, 5, 6, and
7 could be evaluated because the physicians could not reach a
consensus on either the ideal LoS or the ideal length of ED visit
within the allotted time. The physicians had access to the
patient’s pathway, their age, the chief complaint, the diagnoses,
the national LoS reference for the diagnosis-related groups, the
discharge destination, and requests for rehabilitation and home

hospitalization. They also had access to patient records if more
information was needed.

We counted the number of errors per stage (except for the first
ED visit) and per pathway. For example, the pathway (ED, OU,
CARDIOLOGY) has 2 stages (we do not count the ED), and
the experts assessed that OU was not relevant and that
CARDIOLOGY was relevant, but the algorithm assessed that
the 2 stages were relevant. Therefore, we identified 1 pathway
error per 1 pathway and 1 stage error per 2 stages. Table 2
presents the results of the evaluation of the 118 pathways. The
algorithm failed to evaluate 19.5% (23/118) of the pathways
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and 12.9% (30/232) of the stages. Among these errors,
false-positive errors were 5 and 3 times more important,
respectively, than false-negative errors. This means that the
main error of the algorithm was considering a pathway or a
stage as relevant when it was actually irrelevant.

The main errors were related to medical knowledge. When
patients were hospitalized in a specialized medical unit (eg,

oncology) but pertained to another specialized medical unit (eg,
cardiology), the algorithm did not detect this irrelevance.
Similarly, hospitalization in the general ICU before transfer to
the cardiology ICU was occasionally irrelevant but not detected
by the algorithm. In addition, the algorithm considered that a
polyvalent unit following a specialized unit was irrelevant;
however, in some cases, it was wrong.

Table 2. Performance of the algorithm based on rules 3, 4, 5, 6, and 7.

RecallPrecisionActual values

Negative bPositive a

0.930.75Pathways

Predicted values

1956Positive

394Negative

0.950.88Stages

Predicted values

22162Positive

408Negative

aRelevant pathway or stage (level 2).
bIrrelevant pathway or stage (level 0 and level 1).

Preprocessing of Pathway Data
In this section, we use only rules 3 to 7 to preprocess our data
given that rules 1 and 2 could not be assessed. We evaluated
19,832 pathways, including 24,989 stages (excluding the first
ED stage). Of these 19,832 pathways, 2669 (13.46%) were
evaluated as irrelevant, and 11.21% (2802/24,989) of stages
were also evaluated as irrelevant. Considering the error margin,
between 2162 and 3176 pathways were irrelevant, and between
2438 and 3166 stages were irrelevant. The main irrelevant
movements detected by the algorithm were overflow bed in
surgery, overflow bed in polyvalent units, and waiting time in
the OU. The 19,832 historical pathways included 986 (4.97%)
variants. Once corrected, 792 variants were noted. Table 1
details the distribution of the structures of the variants. We
observed that the ED, MEDICINE, MEDICINE and ED,
SURGERY, MEDICINE traces were less frequent than before
correction, which is due to the correction of the overflow beds.
The trace ED appeared because the OU stage was assessed as
irrelevant for several ED, OU (included in ED, MEDICINE)
traces.

Statistical Analysis of Relevant and Irrelevant
Pathways
Once the pathways were labeled, we compared the relevant
pathways with the irrelevant pathways to understand the causes
of irrelevance in the pathways. Several causes were already
known among medical and administrative staff: bed occupation
rates, ED crowding, age, and discharge destination. We tested
these hypotheses using 4 bivariate analyses. The 4 variables to
explain were an ED LoS of >5 hours, an ED LoS of >10 hours,
the presence of overflow beds, and delayed discharge. For
categorical variables, the proportions were compared using a

chi-square test. For quantitative variables, the distributions were
compared using a 2-tailed Student t test. We studied different
explanatory variables: weekday corresponds to the start of the
ED visit or admission to the inpatient unit; the arrival period is
divided into 4 periods (morning from 7 AM to noon, afternoon
from noon to 5 PM, night from 5 PM to 11 PM, and deep night
from 11 PM to 7 AM); the next historical stage is the inpatient
unit where the patient was admitted, and the next corrected stage
is where the patient should have been admitted (based on the
evaluation of the pathways); the last stage is the medical unit
from which the patient was discharged; and the ED crowds are
the number of patients present in the ED when the patient
arrives.

Table 3 reports the bivariate analyses. Tables S2 and S3 in
Multimedia Appendix 3 provide the detailed results. Several
observations can be made from the statistical analysis. First,
the seasons and the irrelevance of the next stage are not
significant for a delay in the ED of >5 hours, but they are
significant for a delay of >10 hours. Second, counterintuitively,
fewer irrelevant post-ED admissions occur for long ED delays.
This finding is probably because patients who stay in the ED
for a long time are ultimately admitted to a relevant unit. Third,
the weekday of patient arrival influences the ED delay. On
Mondays, more patients wait >5 hours, and the proportion
decreases throughout the week and increases again on Sundays.
This phenomenon is caused not only by the greater number of
patients admitted on Monday but also by the difficulty in
hospitalizing patients during the weekend. Therefore, on Sunday,
many patients are waiting for hospitalization. Fourth, this is the
same observation and explanation for the overflow beds; more
patients are admitted to an irrelevant unit on Sunday. Fifth,
crowding in the ED was less important for the longest ED
delays. Indeed, patients arriving at night or late at night are less
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likely to be transferred to an inpatient unit, and this is also the
period during which fewer patients arrive at the ED. Sixth, a
greater number of patients are admitted to irrelevant units when
the ED is more crowded. Seventh, increased age is a factor of
long delays in accessing the ED. Eighth, similar features are
noted for the occupation rate of the next stage. Ninth, the next
corrected stages had an occupation rate (95%) higher than that
of the next historical stages (92%). Tenth, age does not impact
the risk of being in an overflow bed. Eleventh, the season has
an impact on discharge delays. Specifically, in summer, more
discharges are delayed, perhaps because the health care supply
is lower during the summer holidays. Twelfth, the proportion
of delayed discharges varies according to the destination of the
discharge. Discharges at a psychiatric center have the highest
rate of delay (97/203, 47.8% of delayed stays), followed by
discharges at rehabilitation centers (1285/3294, 39.01% of
delayed stays). Delayed discharges for death correspond to

requests for palliative care at home or at another center that
were not accepted in time. Thirteenth, age does not affect the
risk of delayed discharge.

The period of study was impacted by the COVID-19 pandemic.
These results could be more robust with access to a longer period
of study (3 years instead of 1), and the seasons variably could
be assessed several times during a longer time frame.
Furthermore, the quality of the data was imperfect, especially
for the computation of the occupation rate. Therefore, the results
should not be extrapolated to other periods or hospitals.
However, the analysis allowed us to compare the relevant and
irrelevant pathways because they were derived from the same
dataset. Hence, we can conclude that significant differences
(P<.001 for most of the features) were observed between
relevant and irrelevant pathways. Logistic factors such as the
day of the week, the hour of arrival, medical unit occupation,
and the discharge destination influence the risk of overflow.
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Table 3. Bivariate analysis.

P valueVariable to explain and features

EDa,b visit of >5 h

<.001Age

<.001ED crowds

<.001Occupation rate historical next stagec

<.001Occupation rate corrected next stagec

<.001Weekday

.51Season

<.001Arrival period

.05Next stage irrelevant

<.001Next historical stage

<.001Next corrected stage

EDa visit of >10 h

<.001Age

<.001ED crowds

<.001Occupation rate historical next stagec

<.001Occupation rate corrected next stagec

<.001Weekday

<.001Season

<.001Arrival period

<.001Next stage irrelevant

<.001Next historical stage

<.001Next corrected stage

Overflow beds

.03Aged

<.001ED crowdse

<.001Occupation rate corrected unitf

.37Arrival hourf

<.001Weekday

.78Season

<.001Arrival period

Delayed discharge

.72Age

<.001Discharge destination

<.001Last stage

<.001Season

aThe analysis was performed exclusively using the data from the principal site (Scorff) because emergency department crowds and age differ between
the principal site and the smaller site (Villeneuve).
bED: emergency department.
cThe next historical stage is the inpatient unit where the patient was admitted, and the next corrected stage is where the patient should have been admitted
(based on the evaluation of the pathways). Occupation rate is the number of patients already present in the unit over its capacity.
dWe compared the set of pathways without an overflow stage and the set of pathways with at least one overflow stage.
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eIn each pathway, the ED crowds were only computed for the first medical unit subsequent to the ED stage.
fWe compared the sets of relevant and irrelevant stages.

Synthesis of Patient Pathway Labels
To summarize this section, from the analysis of the structure of
the patient pathways and expert knowledge, we built 7 rules
that detect irrelevant stages in a patient pathway (description
of the dataset and construction of rules). On the basis of these
rules, we used a pathway-labeling algorithm that labels the
stages of a pathway according to 3 levels of relevance (pathway
labeling). We then used a pathway correction algorithm that
transforms a labeled pathway into an ideal pathway (pathway
correction). The evaluation of our algorithm showed that it
exhibits 87% accuracy. In our dataset, 13.46% (2669/19,832)
of the pathways were labeled as irrelevant. Finally, a statistical
comparison between relevant and irrelevant pathways
demonstrated that logistic constraints influence the quality of
patient pathways.

The next 2 sections show the importance of this preprocessing
step before analyzing patient pathways using process mining
and of using these data for hospital management.

Case Study 1: Analysis of Patient Pathways Using
Process Mining

Motivation
The first case study investigates the impact of our preprocessing
technique on process discovery. We evaluated the ability of our
preprocessing method to simplify process graphs. We compared
the process graph of an event log comprising historical traces
with the process graph of an event log comprising corrected
traces. We used the ProM framework (version 6.12; ProM Tools)
[38] to discover the graphs and estimate different metrics. The
process graphs were computed using the Fodina algorithm [39],
which outputs a causal graph that was transformed into a Petri
net with the plug-in “Convert Causal net (C-Net) to Petri net”
(F. Mannhardt).

Metrics
The metrics were computed using the plug-in “Show Petri-net
Metrics” (HMW Verbek). This plug-in computes (1) the
extended Cardoso metric (ECaM), (2) the extended Cyclomatic

metric (ECyM), (3) the structuredness [40], and (4) the density
[41].

The ECaM counts the splits (XOR, OR, or AND) in the net and
penalizes each of them. The ECyM is the difference between
the number of edges and vertices plus the number of strongly
connected components. According to Lassen and Van der Aalst
[40], a high ECaM score can be caused by a “high degree of
fan-out from places,” and numerous parallelisms can increase
the ECyM. Structuredness recognizes different types of
structures and scores each structure by giving it a penalty value.
Finally, the density relates the number of arcs to the number of
all possible arcs for a given number of nodes. Therefore, these
4 metrics quantify the different structural characteristics of a
graph.

Quantitative Analysis
The process graph discovered from the whole dataset of
pathways is spaghettilike because the number of variants is
large with or without correction (986 vs 792). To avoid
spaghettilike effects, we reduced the analysis to 1 medical unit
(ie, the event log included only the traces that contained this
activity). Table 4 shows the metrics calculated for 5 medical
units. As expected, the corrected event log contains fewer
variants and activities than the historical event log.
Consequently, the number of arcs, places, and transitions on
the graph also decreases. The historical graph density is greater
than the corrected graph density. This finding indicates that the
corrected graph is more compact than the historical graph. The
ECaM and ECyM of the corrected graph are lower than those
of the historical graph. Indeed, we can observe more places with
many output transitions and more parallelisms in the historical
Petri net. Finally, the structuredness of the historical graph is
also greater than the structuredness of the corrected graph except
for the neurology unit. This means that more complex structures
or more unstructured components are observed in the historical
graphs than in the corrected graph. The neurology exception
can be explained by the fact that a state machine is identified
in the historical graph but only an unstructured component is
identified in the corrected graph. In conclusion, the corrected
Petri nets can be considered simpler than the historical Petri
nets.
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Table 4. Comparison of the historical and corrected process graph.

StructurednessECyMbECaMaDensityTransitions, NPlaces, NArcs, NActivities, NVariants, NProcess graph

Cardiology

6416110.14167321013Historical

221180.171162279Corrected

Visceral surgery

4220120.13218421519Historical

201080.171062068Corrected

Polyvalent medicine

7627330.063816761312Historical

5611130.111492867Corrected

Geriatric medicine

9.5730.25741465Historical

6.5530.25541443Corrected

Neurology

20826210.092611521324Historical

160224170.10181037816Corrected

aECaM: extended Cardoso metric.
bECyM: extended Cyclomatic metric.

Qualitative Analysis
A qualitative analysis can also be performed (see Multimedia
Appendix 4 for the pictures of the graphs). The cardiology
historical graph (Figure S1 in Multimedia Appendix 4) shows
that several activities can occur before admission to cardiology,
but it is not easy to distinguish between groups of patients. The
corrected graph is easier to read, and four groups of patients
can be identified: (1) serious patients who need intensive or
continuous care before being admitted to cardiology, (2) patients
who need to be permanently monitored for cardiac examination,
(3) patients who need pulmonology care before cardiology care,
and (4) patients who do not need other care before transfer and
are directly admitted to cardiology (with eventually a step in
the OU before).

The historical graph of the polyvalent medicine unit (Figure S2
in Multimedia Appendix 4) is complex to read, and several
specialized units are present but not related to the polyvalent
unit in the graph. The corrected graph is much simpler to read.
Three groups of stays are identified: (1) stays with intensive or
continuous care before admission to polyvalent medicine, (2)
stays with direct admission, and (3) stays with a step in the OU
or seasonal unit before admission to polyvalent medicine.

Equivalent analyses can be performed on other medical units
(Figures S3, S4 and S5 in Multimedia Appendix 4). The
neurology graph (Figure S3 in Multimedia Appendix 4) is less
simple than the other graphs, possibly because patients going
to neurology have complex pathways or because the correction
of neurology pathways requires particular rules. However, the
corrected graph is again more interpretable than the historical
one.

Case Study 2: Estimation of Ward Capacity Through
Simulation

Motivation
Computer simulations can be used to estimate the number of
beds necessary in each medical unit to admit unscheduled
patients and help solve capacity planning problems. Indeed, the
actual number of patients admitted to each medical unit does
not include all the patients not admitted because of a lack of
beds, and the number of the patients who should not be admitted
to each unit is considered. Hence, it does not reflect the real
need for beds. To solve this problem, pathway correction can
be used. This method can be useful for estimating capacities
when building or renovating a hospital or for organizing medical
teams.

DES Model
In this case study, we simulate patient flow through the medical
units of one hospital to compute the level of occupation of the
medical units. We compared a simulation with the historical
pathways (scenario 1) and a simulation with the corrected
pathways (scenario 2). To do so, we modeled the medical units
and patient flow using the AnyLogic software (The AnyLogic
Company). Figure 5 shows the DES model.

The model represents 1 general hospital and 20 full
hospitalization units. Each patient has a succession of units to
follow. The model simulates the admissions of patients to
medical units, their stays, and their discharges. A patient exits
the simulation when they have completed their pathway. To
simulate the source of patients, we used the dataset described
in section Data (only patients from the main general hospital
site [named Scorff] were included). We filtered the dataset based
on the following criterion: only the pathways with at most 3
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activities (ED visits plus 1 or 2 units) were included. We
excluded pathways with weekly or daily units, the rare variants
(coverage percentage of <0.001), and patients from sites other

than Scorff. The corrected pathway dataset was filtered to keep
only the stays included.

Figure 5. Modeling of patient flows through medical units.

Experimental Settings
The capacities of the medical units were set to infinity to
calculate how many unscheduled patients needed to be admitted
to each unit each day. The LoS in each unit was randomly
generated according to a probability law. To choose this
probability law, we compared several distributions (normal, β,
γ, log-normal, Weibull, and exponentiated Weibull) and fitted
them on the stays of our dataset (between 150 and 5000 stays
per medical unit). The log-normal distribution best fit the LoSs
in each unit. The parameters of the log-normal distributions
were adjusted for each unit by fitting the distribution to the real
values. The log-normal distribution tends to generate more
extreme values than those observed in reality; thus, the LoS
was limited to 28 days in a unit and 24 hours in the ED. The
simulated patients’ arrival dates were fixed and equal to the real
patients’ arrival dates. The simulated patients either followed
the historical pathways (scenario 1) or the corrected pathways
(scenario 2). The simulation duration was 1 year, and the
simulation run included 13,366 pathways.

To choose the warm-up time, we monitored the mean number
of present patients in each medical unit over the simulation time.
After 50 days, a stable situation was reached (Figure S6 in
Multimedia Appendix 5). The warm-up time was set to 2
months. The number of replications was chosen to have an error
of <10%. In total, 15 replications allowed this target to be
reached and a reasonable simulation time to be
reached—approximately 1 minute is required for 1 run, and the

15 replications take 10 minutes. The results are the mean values
of 15 replications.

The simulation model was validated by comparing the mean
LoS of each medical unit from the simulation results to those
from the real dataset. This was the only source of randomness
in the model as the simulated patients arrive according to the
real dataset and follow a deterministic pathway. The mean
absolute error was 0.6 days, which is <10% of the mean length
of a hospital stay (Table S4 in Multimedia Appendix 5).

Results of DES
Table 5 shows the mean number of acute patients present in
each unit in both scenarios. For several units, the number of
patients differed between scenario 1 and scenario 2. For
example, the polyvalent medicine unit had, on average, 2
patients less with corrected pathways, and the neurovascular
unit had 1 more patient. We also observed that, globally, there
were fewer patients present at the same time with the corrected
pathways compared with the historic pathways. Indeed, there
were fewer stages in the corrected pathways because some were
judged as irrelevant; therefore, in the simulation, the patients
stayed less time in the hospital.

In conclusion, preprocessing pathway data is important for
addressing capacity planning problems in hospitals. In this
example, we observed that using historic pathways can lead to
biased numeric interpretations for the capacity planning of
medical units.
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Table 5. Mean number of acute patients in medical units over 1 year.

DifferenceScenario 2Scenario 1Medical unit

–6.51.1 (0.9-1.2)7.6 (7.3-7.9)3O surgerya, mean (95% CI)

3.113.3 (13.0-13.5)10.1 (9.9-10.3)Orthopedic surgery, mean (95% CI)

–0.75.9 (5.4-6.3)6.5 (6.0-7.1)Visceral surgery, mean (95% CI)

0.114.3 (14.1-14.6)14.2 (14.0-14.4)Pulmonology, mean (95% CI)

0.02.0 (1.8-2.2)2.0 (1.8-2.2)Cardiology ICUb, mean (95% CI)

0.110.1 (9.9-10.3)10.1 (9.8-10.3)Cardiology, mean (95% CI)

–2.514.5 (14.3-14.7)17.0 (16.7-17.3)Postemergency unit, mean (95% CI)

–1.733.9 (33.9-33.9)35.5 (35.5-35.5)Polyvalent medicine, mean (95% CI)

0.03.0 (2.7-3.3)3.0 (2.7-3.3)Neurology ICU, mean (95% CI)

1.25.1 (4.8-5.5)3.9 (3.8-4.1)Neurovascular, mean (95% CI)

–0.73.1 (3.1-3.1)3.7 (3.7-3.7)Neurology, mean (95% CI)

0.413.7 (13.5-13.8)13.3 (12.9-13.6)Hepatogastroenterology, mean (95% CI)

–0.111.3 (11.3-11.3)11.4 (11.2-11.6)Rheumatology, mean (95% CI)

–2.26.5 (6.1-6.9)8.7 (8.4-9.0)Observation unit, mean (95% CI)

–0.538.7 (38.5-38.9)39.3 (39.0-39.5)Geriatric medicine, mean (95% CI)

0.22.0 (1.7-2.3)1.8 (1.5-2.1)ICU, mean (95% CI)

–0.92.0 (1.7-2.3)2.9 (2.5-3.2)Seasonal unitc, mean (95% CI)

0.25.2 (4.8-5.6)5.0 (4.7-5.3)Oncology hematology, mean (95% CI)

–0.13.4 (3.0-3.8)3.5 (2.9-4.0)Nephrology endocrinology, mean (95% CI)

0.00.6 (0.3-0.9)0.6 (0.3-0.9)CCUd, mean (95% CI)

–10190200Total patients, N

aEar, nose, and throat; ophthalmologic; and orthopedic surgery.
bICU: intensive care unit.
cThe seasonal unit is only open during the winter months. Therefore, the occupation figures computed over a year do not reflect reality.
dCCU: continuing care unit.

Discussion

Principal Findings
A framework and a methodology to study patient pathways
were presented in this paper. They were used to develop a
pathway-labeling algorithm that automatically detects whether
a patient pathway is irrelevant (ie, contains stages due to
resource limitations [as defined in the Definition 6: Relevance
of Stage section]). Two main methods are available to achieve
such a task: (1) building a thesaurus with medical experts (or
using supervised learning) that links the main diagnosis (or the
chief complaint) with an ideal pathway and (2) building a
symbolic algorithm. The first method is the most accurate but
is very time-consuming. This method would require hours of
work with experts to build a thesaurus or annotate data for
training a machine. None of these methods provide general
results because the thesaurus and rules need to be adapted to
each hospital. We chose the second option, an algorithm based
on logic and administrative data, because it can be built quickly
and is easily adaptable to organizational changes. We provided
a general method to build this algorithm. We applied our

algorithm to our dataset, and we were able to estimate the gap
between our algorithm and an expert assessment. Our results
demonstrate that a nonnegligible gap exists (13% to 19% of
errors); however, we believe that the error rate was small enough
for globally evaluated pathways. The estimation of this error
also enabled us to identify the source of errors of the algorithm.
On the basis of this labeling, a correction of the pathways was
then performed to represent pathways that would be considered
ideal.

We also demonstrated that resource limitations impact the choice
of pathway using a statistical analysis that compared relevant
and irrelevant pathways. The factors identified as increasing
difficulties in managing patient flows could be included in
hospitals’ strategies to improve patient pathways.

The 2 case studies illustrate the importance of preprocessing
patient pathway data before any analysis. Studying and
representing patient pathways using process mining is
complicated (Related Work section). By focusing on pathways
with a common medical unit, we demonstrated that a corrected
graph is more interpretable than a historical graph. Hence, our
algorithm is an efficient preprocessing tool for the analysis of

JMIR Med Inform 2024 | vol. 12 | e58978 | p.617https://medinform.jmir.org/2024/1/e58978
(page number not for citation purposes)

Uhl et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


patient pathways using process mining. The simulation of patient
pathways is useful for testing bed management changes, but
numeric results can be false if the input data include bias. In
our example, the determination of the mean number of beds
required for acute patients differed for the historic and corrected
pathways. Some medical units need fewer beds, and others need
more beds.

Pathway labeling should be applied before any analysis, such
as process mining (case study 1), simulation (case study 2), or
training of machine learning models to predict hospital
pathways. In another work, we studied the prediction of the
medical unit where a patient will be admitted after an ED visit.
If raw data are used to train a machine learning model, the
training will be biased. Indeed, the model will learn, for
example, that some patients who do not need surgical treatment
should be transferred to surgery. In contrast, if the model is
trained using relevant pathways, it will learn the ideal medical
unit for the patients [42].

Limitations
We proposed a general method to study patient pathways and
identify bias in the data. However, our approach could only be
tested in 1 dataset because of legal constraints. Therefore,
additional studies with other hospitals should be performed to
validate the generalizability of our approach. Our labeling
algorithm is not 100% accurate. To avoid errors, more rules
could be created by exploiting textual data using natural
language processing. Indeed, to build our algorithm, we only
used structured data because of the unavailability of an adequate
tool to treat textual data in our hospital.

Conclusions
This work suggests a new approach to preprocess data on
pathways of unscheduled patients. To our knowledge, there are
no other studies that have evaluated nonspecific disease
pathways. Our approach has the advantages of being explicable,
simple to implement, and adaptable to each hospital.

Future research could develop process discovery techniques
that consider the relevance labels of the activities.
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Abstract

Background: Recently, the growing demand for pediatric sedation services outside the operating room has imposed a heavy
burden on pediatric centers in China. There is an urgent need to develop a novel system for improved sedation services.

Objective: This study aimed to develop and implement a computerized system, the Pediatric Sedation Assessment and
Management System (PSAMS), to streamline pediatric sedation services at a major children’s hospital in Southwest China.

Methods: PSAMS was designed to reflect the actual workflow of pediatric sedation. It consists of 3 main components:
server-hosted software; client applications on tablets and computers; and specialized devices like gun-type scanners, desktop
label printers, and pulse oximeters. With the participation of a multidisciplinary team, PSAMS was developed and refined during
its application in the sedation process. This study analyzed data from the first 2 years after the system’s deployment.

Implementation (Results): From January 2020 to December 2021, a total of 127,325 sedations were performed on 85,281
patients using the PSAMS database. Besides basic variables imported from Hospital Information Systems (HIS), the PSAMS
database currently contains 33 additional variables that capture comprehensive information from presedation assessment to
postprocedural recovery. The recorded data from PSAMS indicates a one-time sedation success rate of 97.1% (50,752/52,282)
in 2020 and 97.5% (73,184/75,043) in 2021. The observed adverse events rate was 3.5% (95% CI 3.4%‐3.7%) in 2020 and
2.8% (95% CI 2.7%-2.9%) in 2021.

Conclusions: PSAMS streamlined the entire sedation workflow, reduced the burden of data collection, and laid a foundation
for future cooperation of multiple pediatric health care centers.

(JMIR Med Inform 2024;12:e53427)   doi:10.2196/53427

KEYWORDS

electronic data capture; information systems; pediatric sedation; sedation management; workflow optimization

Introduction

Context
Procedural sedation in infants and children is in great demand
for anxiety, pain, and motor control. Over the past decades,
pediatric sedation has evolved into a multispecialty practice,
with guidelines established by the American Society of
Anesthesiologists (ASA), the American Academy of Pediatrics,
and the International Committee for the Advancement of
Procedural Sedation . However, there is currently no universally
accepted optimal strategy for pediatric procedural sedation.
Factors such as medical resources, patient volume, and health
insurance systems may contribute to variations in criteria for
administering sedation, methods for monitoring depth of
sedation, qualifications of professionals performing sedation,
and the choice of sedative agents [1-3]. The Children’s Hospital

of Chongqing Medical University (CHCMU) is the largest
pediatric center in Southwest China. The CHCMU had 1400
inpatient beds in 2019, which increased to 2480 in 2021, with
more than 3 million outpatient visits annually [4]. The huge
patient volume at CHCMU highlights the need for an electronic
data capture and management system (EDCMS) that seamlessly
integrates multiple sedation steps. Such a system ensures
reliability and consistency, reduces documentation time, and
allows more time and resources to be devoted to sedation
services [4,5]. In addition, the system can flag high-risk patients
(eg, ASA III patients) and monitor their sedation process in real
time, facilitating quicker detection of potential risks. Smaller
hospitals may also find this system beneficial, as it can enhance
work efficiency and enable proper data management for
comprehensive assessment and tracking of all records.
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After a 2-month pilot deployment, the feasibility of the current
system was proven, and it has been fully implemented since
January 2020.

Problem Statement
The demand for procedural sedation has significantly risen due
to increased awareness of its importance [6-8]. Nevertheless,
the current anesthesia system employed inside the operating
room is incompatible with pediatric sedation outside the
operating room. Other challenges include insufficient data
collection and nonuniform management, which were initially
deemed unavoidable owing to the large number of patients and
limited pediatric personnel and resources for pediatric care.
Moreover, a low ratio of medical personnel to patient is a
long-standing issue for procedural sedation in many
limited-income countries in Africa and Asia [9] as well as in
many European countries [10].

Similar Interventions
Traditional tools, such as Research Electronic Data Capture
(REDCap) [11], were developed for data collection and lacked
the features necessary to manage sedation services. Similarly,
anesthesia systems designed for the surgical settings do not
align with the requirements of outpatient sedation services. The
newly implemented Pediatric Sedation Assessment and
Management System (PSAMS) was designed to meet the unique
needs of pediatric sedation services, optimizing both data
management and clinical workflow.

Methods

Aims and Objectives
In this study, we aimed to develop a system that could meet the
needs of pediatric sedation services and optimize both data
management and clinical workflow. First, we introduced the
development and implementation of the PSAMS. Second, we
analyzed the one-time sedation success rate and the incidence
of adverse events based on the data collected by the PSAMS.

Blueprint Summary
PSAMS was developed at the CHCMU based on the following
principles: (1) user-friendly interfaces and features for
anesthesiologists and nurses; (2) high accuracy with carefully
designed error-proofing techniques; (3) interoperability and
integration with the Hospital Information System (HIS); (4)
compatible scalability reserved for future updates and to
accommodate different deployments; and (5) solid security
assurance on patients’ privacy. This system comprises 3 main
parts: the software hosted on a server; clients distributed on
portable tablets and computers; and devices, including gun-type
scanners, desktop label printers, and pulse oximeters (Figure
1). This study adhered to the iCHECK-DH (Guidelines and
Checklist for the Reporting on Digital Health Implementations)
guidelines (Checklist 1) [12].
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Figure 1. Devices and user interfaces of the Pediatric Sedation Assessment and Management System (PSAMS). All tasks are assigned to 4 roles by
PSAMS: nurse A, anesthesiologist, nurse B, and nurse C. PSAMS is distributed on computers and portable tablets, and every user interface is specifically
designed based on the different tasks of each user role. A large display in the sedation center provides a real-time update summary and statistics generated
by PSAMS.

Technical Design
The in-depth technical details of the construction of the PSAMS
are available from the correspondence author upon reasonable
request. Briefly, most of the system was written in C++; the Qt
framework was used for application and graphical user interface
development, and Java was used for back-end data processing.
MySQL was applied as the database management system.

Target
PSAMS has demonstrated great feasibility since its full
implementation in 4 sedation centers of CHCMU in 2 districts

of Chongqing from January 2020. PSAMS can be easily
customized and adapted to other health care systems to provide
sedation services for all pediatric patients (≤18 years of age).
As of December 2022, it has been adopted by other health care
centers in China, including Shenzhen Children’s Hospital in
Guangdong Province and Zhengzhou Children’s Hospital in
Henan Province, following team training and pilot
implementation.

Ethical Considerations
This study was approved by the Institutional Review Board of
the Children’s Hospital of Chongqing Medical University (file
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number 2022, 220), and all data analyzed in this study were
collected in accordance with its regulations. Informed consent
was waived due to the retrospective observational nature of the
study. Data will be stored on the hospital’s internal servers and
managed by the hospital.

Data
A comprehensive approach was implemented to ensure data
quality. For data validation and verification, we designed and
used prestructured data entry as drop-down menus or
checkboxes. Other mandatory basic information fields were
automatically synchronized with the HIS. Each data entry was
immediately validated against predefined ranges or criteria. If
an anomalous entry was detected (eg, 32 °C for body
temperature or 400 kg for body weight), PSAMS would send
notifications and remind the user to confirm the entry while
recording the incident in the system’s running log, which also
served as a dataset for analyzing error patterns and system
performance issues over time. To further improve data integrity
and support clinical decision making, PSAMS included
advanced tools for automated dose calculation and sedation
regimen recommendations, while aligning with best clinical
practices. For example, the regimen recommendation tool was
developed based on sedation practice and expert guidelines,
allowing the anesthesiologist to accept or modify
recommendations based on real-world scenarios. The regimen
recommendation tool incorporated expert knowledge through
a set of predefined rules considering factors such as age, weight,
diagnosis, and procedure type. All tools were regularly updated
and maintained based on user feedback and updated guidelines
(Figure S1 in Multimedia Appendix 1). For adverse events
reporting, the adverse event reporting tool from the World SIVA
International Sedation Task Force [13] was integrated into
PSAMS to facilitate early detection and provide standardized
records.

Interoperability
The PSAMS is integrated with the HIS, which applies the
International Classification of Diseases, Tenth Revision. This
interoperability ensures seamless data exchange and
standardized coding for diagnoses, enhancing the accuracy and
efficiency of medical records management within the system.

Participating Entities
The multidisciplinary team included anesthesiologists and nurses
from the Department of Anesthesiology, staff from the
Department of Health Information Management, and software
engineers. The Department of Health Information Management
provided server, network, and HIS integration support. The
software engineers created a prototype and refined the system
based on feedback from the anesthesiologists and nurses during
clinical practice. The funding body did not participate in the
study design, implementation, or data governance.

Budget Planning
Approximately 54% of the budget was spent on software
development, 10% on change management, 25% on project

management, 5% on user training, and 6% on product
deployment. The development phase took 1 year in addition to
a 2-month pilot deployment.

Sustainability
PSAMS has been integrated into the HIS and used in several
pediatric centers for procedural sedation. Therefore, PSAMS
was maintained through the hospital budget and the remaining
funds were dedicated to the active development and
improvement of PSAMS.

Implementation (Results)

Implementation of PSAMS
Figure 2 shows the PSAMS-mediated sedation workflow.
Patients arriving at the nurses’ station were registered by nurse
A using a gun-type barcode scanner. This allowed automatic
registration and synchronization of basic patient information
(eg, name, age, gender, and ID) from the HIS. Previously, this
process required manual entry of multiple forms, which typically
took at least several minutes per patient. Following registration,
nurse A quickly measured the patients’ body weight,
temperature, pulse, and saturation of peripheral oxygen (SpO2),
and completed the guidance sheet in PSAMS. The
anesthesiologist then performed a presedation assessment based
on physical examination and directed history (Table S1 in
Multimedia Appendix 1). All relevant medical records were
readily accessible via synchronization with the HIS, which was
a significant improvement over the previous workflow, where
data were isolated and difficult to retrieve. Patients deemed
suitable for sedation who had signed informed consent were
then directed to designated waiting or sedation areas.

From sedation to postprocedure recovery, pulse rate, and oxygen
saturation were routinely recorded for ASA I and II patients at
4 time points: drug administration, sedation depth evaluation,
procedure completion, and recovery from the procedure. Patients
with ASA III and above received continuous monitoring of
pulse rate and oxygen saturation by an experienced nurse with
advanced life-support skills. PSAMS also tracked each step of
the sedation process, displaying patient status on nurse
dashboard panels, enabling nurse B to efficiently manage the
patient queue and address any adverse events or complications
promptly. In the case of an adverse event occurrence, PSAMS
instantly alerted all screens within the sedation center, allowing
the emergency team to quickly identify the potential reason and
take appropriate measures to manage the adverse events.
Meanwhile, the sedation records of the patients were
immediately archived, synchronized, and reported to the
department. Nurse C administered the drugs and logged the
details into PSAMS. After the procedure, nurse C repeated the
physical examinations and evaluated the recovery status.
Overall, PSAMS had integrated previously independent sedation
steps into a unified workflow, while maintaining and prioritizing
important information, including vital parameters and sedation
status at each stage.
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Figure 2. Complete sedation workflow mediated by the Pediatric Sedation Assessment and Management System in Children’s Hospital of Chongqing
Medical University. HIS: Hospital Information System; PR:pulse rate; SpO2: saturation of peripheral oxygen.

Overview of the Current Database of PSAMS
For a 2-year deployment from 2020 to 2021, a total of 127,325
sedations were performed in 85,281 patients (Figure 3A and
B). In all, patients came from 31 provinces and municipalities
in China (Table S2 in Multimedia Appendix 1). The year 2020
saw fewer sedations due to the COVID-19 pandemic, and
February was notably affected by the Chinese lunar new year.

We included 43 variables from presedation assessment (eg,
body weight, temperature, and pulse) to postprocedural recovery
(eg, postprocedural pulse, SpO2, and recovery time) for every
single record (Table S3 in Multimedia Appendix 1). Of the 43
variables, 19 were complete in all records (Figure 3). High
missing rates in some variables were due to the fact that most
sedations did not require further intervention.
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Figure 3. Overview of the sedation database from 2020 to 2021. (A) Calendar heatmap showing daily performed sedations from 2020 to 2021; (B)
monthly summary of sedations from 2020 to 2021; (C) missing rate of each included variable in the database of the Pediatric Sedation Assessment and
Management System. ASA: American Society of Anesthesiologists; SpO2: saturation of peripheral oxygen.

The demographic characteristics and ASA levels of the patients
are summarized in Table 1. The mean age was 2.2 (SD 1.7)
years, and the mean weight was 11.7 (SD 4.8) kg. The

proportion of male patients (n=76,001, 59.7%) was higher than
that of female patients (n=51,324, 40.3%). .
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Table . Demographic characteristics and the American Society of Anesthesiologists (ASA) levels.

Year 2021

(n=75,043, 58.9%)

Year 2020

(n=52,282, 41.1%)

Total (N=127,325)Demographic characteristics

Age (year)

2.3 (1.7)2.1 (1.8)2.2 (1.7)Mean (SD)

0.0-18.00.0-17.90.0-18.0Range

Gender, n (%)

29,999 (40.0)21,325 (40.8)51,324 (40.3)Female

45,044 (60.0)30,957 (59.2)76,001 (59.7)Male

Weight (kg)

11.9 (4.8)11.5 (4.9)11.7 (4.8)Mean (SD)

1.0-60.01.5-61.01.0-61.0Range

ASA, n (%)

1361 (1.8)9134 (17.5)10,495 (8.2)I

68,940 (91.9)39,196 (75.0)108,136 (84.9)II

4723 (6.3)3845 (7.4)8568 (6.7)III

19 (0.0)106 (0.2)125 (0.1)IV

—a1 (0.0)1 (0.0)V

aNot applicable.

Sedative Choice, Procedures, Success Rate, and
Adverse Events
PSAMS comprehensively collected and maintained information
regarding the one-time sedation success rate and adverse events.
The one-time sedation success was defined as achieving
appropriate sedation depth with a single drug administration
without adverse events. The most commonly used sedation
regimen was dexmedetomidine combined with chloral hydrate
(n=85,337, 67%) with a one-time sedation success rate of 96.6%
(82,427/85,337; Table S4 in Multimedia Appendix 1). The most
common procedure performed after sedation was magnetic
resonance imaging (MRI; n=27,416, 21.5%), with the highest
one-time sedation success rate of 99.7% (27,327/27,416; Figure

S2 in Multimedia Appendix 1). The overall one-time sedation
success rate was 97.1% (50,752/52,282) in 2020, which
increased to 97.5% (73,184/75,043) in 2021. However, we were
unable to summarize the one-time sedation success rate in 2019
and earlier because of the large volume of disorganized
documents generated from the paper-based workflow and limited
availability of personnel. Adverse events were recorded and
reported using the adverse event reporting tool from the World
SIVA International Sedation Task Force [13]. Most minimal
risk adverse events, such as vomiting and hypersalivation, were
not tracked and recorded by the PSAMS due to incompatibility
with the monitoring devices. Minor risk adverse events were
reported in 3397 sedations, where only 2 major adverse events
were reported (Table 2).

JMIR Med Inform 2024 | vol. 12 | e53427 | p.628https://medinform.jmir.org/2024/1/e53427
(page number not for citation purposes)

Zhu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Adverse events reported in the Pediatric Sedation Assessment and Management System from 2020 to 2021.

2021 (n=2119), n (%; 95%
CI)

2020 (n=1843), n (%; 95%
CI)

Total (N=3962), n (%; 95%
CI)

Adverse events

Minimal adverse events

1 (0.1; 0-0.1)1 (0; 0-0.2)2 (0.1; 0-0.1)Vomiting/retching

———aSubclinical respiratory de-
pression

—2 (0.1; 0-0.3)2 (0.1; 0-0.1)Hypersalivation

———Paradoxical response

—8 (0.4; 0.1-0.7)8 (0.2; 0.1-0.3)Recovery agitation

256 (12.1; 10.7-13.5)295 (16; 14.3-17.7)551 (13.9; 12.8-15.0)Prolonged recovery

Minor adverse events

2 (0.1; 0-0.2)2 (0.1; 0-0.3)4 (0.1; 0-0.2)Oxygen desaturation
(75%‐90%) for <60 s

———Apnea—not prolonged

—2 (0.1; 0-0.3)2 (0.1; 0-0.1)Airway obstruction

1859 (87.7; 86.3-89.1)1530 (83; 81.3-84.7)3389 (85.5; 84.4-86.6)Failed sedation

———Allergic reaction without
asphyxia

—1 (0.1; 0-0.2)1 (0; 0-0.1)Bradycardia

—1 (0.1; 0-0.2)1 (0; 0-0.1)Tachycardia

———Hypotension

———Hypertension

———Seizure

Major adverse events

1 (0.1; 0-0.1)1 (0.1; 0-0.2)2 (0.1; 0-0.1)Oxygen desaturation—se-
vere (<75% at any time) or
prolonged (<90% for >60 s)

———Apnea—prolonged (>60 s)

———Cardiovascular col-
lapse/shock

———Cardiac arrest/absent pulse

aNot applicable.

Discussion

Principal Results
We developed the PSAMS through a multidisciplinary
collaboration. To the best of our knowledge, This is the first
EDCMS, specifically designed and used for pediatric sedation
in China. PSAMS is deeply integrated with HIS. Thus,
anesthesiologists could systematically determine a patient’s
medical status and optimize the sedation techniques. In case of
an adverse outcome or complication, PSAMS immediately
called for backup assistance and reported the event. All the
generated data were recorded and tracked by PSAMS. When
transitioning to PSAMS, the biggest challenge for users was
adapting to the new system, which was resolved after a 2-week
training program. During this time, users encountered specific
problems, such as unfamiliarity with the interface navigation,
difficulty entering and saving data, or not knowing how to use

the built-in tools. To address these challenges, we provided
targeted support in the form of quick reference guides and
on-demand lectures to facilitate a smoother transition.
Meanwhile, PSAMS continues to be updated to improve
usability and better meet the needs of users based on their
feedback. Due to the previous poorly documented paper-based
system, quantitatively comparison was unavailable, and a
preliminary survey was conducted to evaluate the improvement
after PSAMS implementation. Most users (19 out of 22 nurses
and all 5 anesthesiologists) reported a reduction in administrative
burdens, convenient access to patient data, and a smoother
workflow, which allowed more focus on patient care per se.
Overall, PSAMS has streamlined the entire workflow and
aligned each member of the sedation team within a cohesive
and structured process to ensure high-quality and efficient
pediatric sedation.
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Limitations and Lessons Learned
PSAMS has several limitations. First, we did not perform
real-time monitoring of every patient’s vital parameters, such
as body temperature, respiration rate, pulse, and blood pressure,
during the entire sedation process. In our clinical practice,
current physiological monitoring systems failed to function
while transferring patients and during examinations. To
overcome this hurdle, new wearable monitoring devices, a
highly networked information system, and a robust computing
resource are necessary to achieve real-time monitoring. We are
actively engaged in developing innovative wearable devices
that integrate seamlessly with PSAMS and improve server
performance with advanced algorithms and models. Second,
many minimal adverse events were not recorded, and we believe
that PSAMS can fill in this missing information after the
implementation of new devices. Third, this study was performed
at a single center; however, efforts are being made to extend
PSAMS to other health care centers in China to prove its
generalizability. Nevertheless, necessary adjustments and
training are still required to ensure successful deployment of
PSAMS in various settings. Additionally, PSAMS is vulnerable
to mishandled data from the HIS, which means that the current
system cannot yet verify the data imported from other databases.

In summary, valuable lessons have been learned from the
PSAMS program. The key success factor is ensuring smooth
communication within the multidisciplinary team, which keeps
development on track and enables the realization of practical
and user-friendly features. Additionally, allocating sufficient
time for user training in advance is essential, as it accelerates
the transition from the previous paper-based workflow. Finally,
maintaining device redundancy is crucial, as devices such as
pulse oximeters and tablets can be accidentally damaged during
long-term deployment.

Comparison With Prior Work
The advent of EDCMS and its integration with HIS has
transitioned paper-based clinical workflow to an electronic one,
significantly improved efficiency and data quality [14].
However, commonly used EDCMSs, such as REDCap, which
provides hundreds of preconfigured forms to facilitate data
capture, unfortunately, are not suitable for clinical sedation
practice [15]. In our previous paper-based workflow, each step
was separate, with no system for integrating and processing the
information in one place. Nurses manually signed piles of
medical paperwork, recorded patient status on notepads, and
entered the information into a computer. Anesthesiologists

performed sedation and spent more time preparing presedation
assessment because of the cumbersome information exchange.
The previous paper-based workflow had several limitations,
such as the lack of a computerized system to integrate and
process information in one place, cumbersome information
exchange, and the inability to have a complete view of the entire
sedation process. Consequently, nurses and anesthesiologists
were compelled to allocate a significant proportion of their time
on administrative tasks rather than patient care, and adverse
events could be difficult to identify and were even ignored.
Therefore, the application of well-computerized systems has
been proposed as an effective way to reduce errors and improve
the health care services [16,17].

Moreover, previous sedation databases only recorded data
regarding sedation implementation, and the data were updated
after a complete sedation workflow [18]. PSAMS included data
from presedation assessment to postprocedural recovery and
discharge and updated the database in a real-time manner.
Consequently, the quickly accumulating data collected by
PSAMS provided new insights into pediatric sedation.

At our institution, the most common procedure performed after
sedation was MRI (n=27,416, 21.5%). Similarly, a retrospective
analysis of 109,947 entries for MRI from the Pediatric Sedation
Research Consortium, a large multicenter corroboration database
containing more than 600,000 sedations, found that MRI was
one of the most common imaging procedures requiring sedation
[19]. Procedures like MRI and computed tomography (CT)
scans require patients to remain still during imaging to ensure
scanning quality, which can be difficult for children [20]. In
fact, dexmedetomidine is used as a sole drug for noninvasive
procedures, such as MRI and CT scans [21]. However, at our
institution, we found that the dexmedetomidine alone cannot
induce ideal sedation depth and often causes the children to
awaken during or even before the MRI procedure. Therefore,
a combination of rapidly titratable drugs and rapid onset drugs
has been proposed as a standard regimen to improve sedation
efficacy in China [4].

Conclusions
In summary, we developed and applied PSAMS for pediatric
sedation to meet the increasing demands. This is the first
assessment and management system tailored for pediatric
sedation. We are actively maintaining and improving PSAMS
to optimize individualized sedation protocols, despite the heavy
workload.
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Abstract

Background: Headaches, including migraines, are one of the most common causes of disability and account for nearly 20%‐30%
of referrals from primary care to neurology. In primary care, electronic health record–based alerts offer a mechanism to influence
health care provider behaviors, manage neurology referrals, and optimize headache care.

Objective: This project aimed to evaluate the impact of an electronic alert implemented in primary care on patients’ overall
headache management.

Methods: We conducted a stratified cluster-randomized study across 38 primary care clinic sites between December 2021 to
December 2022 at a large integrated health care delivery system in the United States. Clinics were stratified into 6 blocks based
on region and patient-to–health care provider ratios and then 1:1 randomized within each block into either the control or intervention.
Health care providers practicing at intervention clinics received an interruptive alert in the electronic health record. The primary
end point was a change in headache burden, measured using the Headache Impact Test 6 scale, from baseline to 6 months.
Secondary outcomes included changes in headache frequency and intensity, access to care, and resource use. We analyzed the
difference-in-differences between the arms at follow-up at the individual patient level.

Results: We enrolled 203 adult patients with a confirmed headache diagnosis. At baseline, the average Headache Impact Test
6 scores in each arm were not significantly different (intervention: mean 63, SD 6.9; control: mean 61.8, SD 6.6; P=.21). We
observed a significant reduction in the headache burden only in the intervention arm at follow-up (3.5 points; P=.009). The
reduction in the headache burden was not statistically different between groups (difference-in-differences estimate –1.89, 95%
CI –5 to 1.31; P=.25). Similarly, secondary outcomes were not significantly different between groups. Only 11.32% (303/2677)
of alerts were acted upon.

Conclusions: The use of an interruptive electronic alert did not significantly improve headache outcomes. Low use of alerts by
health care providers prompts future alterations of the alert and exploration of alternative approaches.

Trial Registration: ClinicalTrials.gov NCT05067725; https://clinicaltrials.gov/study/NCT05067725

(JMIR Med Inform 2024;12:e58456)   doi:10.2196/58456

KEYWORDS

headache management; migraine management; electronic health record–based alerts; primary care; clinician decision support
tools; electronic health record; EHR
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Introduction

Headache disorders are a major public health concern, with
migraine being the second most common cause of disability
[1]. The frequency of headaches is nearly twice as common in
women, adults aged 18‐44 years, people with low family
income (<US $35,000), and Native Americans [2]. Patients with
migraines and chronic headaches experience greater than normal
use of emergency department (ED) services, with headaches
accounting for approximately 3% of all ED visits annually [2].
Headaches also directly impact workplace productivity, with
an economic impact estimated to be $19.3 billion in 2019 [3].

Headaches account for up to 30% of referrals from primary care
to neurology. Of these, nearly 50% of patients are ultimately
diagnosed with migraines, and the majority have never
adequately trialed first-line therapy prior to referral [4-7].
Barriers to primary care management of headaches include time
constraints, access challenges, and lack of expertise to accurately
diagnose and give appropriate treatment [8,9]. These barriers
result in high referrals to specialized care, an easier option than
drug initiation titration, monitoring, and adjustments. This leads
to prolonged wait times, resulting in patients often remaining
unmanaged and seeking care in urgent or emergent settings for
episodic management [10,11].

The Geisinger system was an early adopter of the electronic
health record (EHR) system (beginning in 1996), with its EHR
implemented across all sites of care. The use of clinician
decision support tools in the form of alerts within the EHR has
increased exponentially in recent years [12]. These alerts have
been used across different disease states within primary care to
provide useful information to clinicians, shape their behaviors,
and positively impact patient safety and outcomes [12-14].
Considering the utility of alerts and the challenges described
above, we instituted an EHR-based, clinician-facing, interruptive
alert that provides real-time guidance on managing patients with
headaches to improve headache care before neurology referral.
This includes assistance in collecting information about
headache characteristics, guidance on medication management,
and the opportunity to e-consult with neurology providers. The
purpose of this pragmatic randomized controlled trial was to
evaluate the impact of the alert on the management of primary
headache disorders in primary care settings. We hypothesized
that an electronic alert for the management of headaches
improves patient-reported headache burden at 6 months among
patients with headache managed in primary care.

Methods

Setting
Geisinger is an integrated health care delivery system located
in central and northeastern Pennsylvania, serving more than 1
million patients yearly. Geisinger maintains 44 primary care
and over 100 specialty clinics, which include 8 neurology
practices with 43 neurology physicians all using the same EHR
system.

Study Design
We conducted a prospective stratified cluster-randomized
controlled trial across 38 primary care sites to assess the impact
of an interruptive electronic alert on the management of primary
headache disorders. Eligible patients were enrolled and followed
for 6 months post index encounter to evaluate headache
management-related outcomes. It was uploaded to
ClinicalTrials.gov and can be found using the registration
number NCT05067725. The trial followed CONSORT
(Consolidated Standards of Reporting Trials) reporting
guidelines for randomized trials. We have also reported the
e-CONSORT per the journal requirements [15].

Site Randomization and Patient Enrollment
In total, 38 of 44 primary care clinic sites were selected for
randomization based on their ability to participate. The sites
were first stratified into 9 possible blocks based on 2 criteria:
geographical location (west, central, or northeast) and
patient-to–health care provider ratio (low, moderate, or high).
Note that 3 of the 9 possible blocks did not contain any sites,
leaving only 6 blocks for this study. Within each block, simple
randomization was then used to assign each site to either the
intervention or control arm, using a 1:1 ratio. A Microsoft Excel
365 (Microsoft Corporation) random number generator was
used to generate the simple randomization allocation sequence.
Patients received the treatment to which their site had been
assigned, making this a cluster-randomized study with sites as
clusters (Multimedia Appendix 1).

Patient Selection and Enrollment
Patients were eligible if (1) the criteria for the alert were met,
which included an in-person or telemedicine encounter and a
headache diagnosis or chief complaint of headache (Multimedia
Appendix 2); (2) they were aged 18 years or older; and (3)
postvisit criteria were met, which included a confirmed diagnosis
of primary headache disorder by manual medical record review
and a minimum baseline Headache Impact Test 6 (HIT-6) score
of 50 or higher or headache frequency of 12 days or greater in
the last 3 months. Clinical input and the scale guidance
document were used to determine thresholds for HIT-6 scores
and headache frequency [16]. Manual medical record reviews
were conducted by study team members (HA, AP, and SP)
under the guidance of the neurologist (SF) to confirm headache
diagnosis. Types of headaches in the analytic sample included
migraine, chronic daily, tension-type, cluster, or medication
overuse headaches, collectively grouped as “headaches.”
Patients were excluded if they had a serious systemic illness
(eg, headaches due to hypertensive emergencies, hepatic or
renal failure, or cardiac failure), secondary headaches (eg,
concussion), were pregnant, or were actively followed with
neurology [17]. Patients with serious systemic illness were
excluded from our study as it would have been difficult to
distinguish whether headaches observed among them were due
to primary or secondary factors.

Within 2 weeks after their scheduled visit, eligible patients were
contacted by the Survey Research and Recruitment Core to
collect baseline measures (which determined minimum headache
eligibility) and to gain verbal consent. Patient contact was
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attempted 7 times. Figure 1 represents this study’s process of patient selection, enrollment, and follow-up.

Figure 1. Patient selection, enrollment, and follow-up.

Intervention
A clinician-facing interruptive EHR-based alert in the form of
a Best Practice Advisory was built based on input from an expert
panel of neurologists, primary care providers (PCPs),
pharmacists, and informaticians. PCPs include primary care
physicians and advanced practitioners such as nurse practitioners
and physician assistants. The first iteration of the alert was
developed based on input received from the needs assessment
conducted with the PCPs. This version was piloted at 2 primary
care sites over 3 months [18]. Face-to-face education of PCPs
at the pilot sites was undertaken to familiarize health care
providers with the utility of the alert [18]. A simple pre-post

assessment of the 900 eligible patient encounters during this
pilot phase demonstrated a significant reduction in neurology
referrals post implementation of the electronic alert. Following
the pilot implementation, feedback was collected from 10 PCPs
at these sites about the structure, verbiage, and utility of the
electronic alert. Subsequent modifications were made based on
this feedback before full implementation.

The Best Practice Advisory consisted of four parts: (1) a
questionnaire to assist the PCP in characterizing the patient’s
headache (Multimedia Appendix 3); (2) a “SmartSet” guide for
ordering medications, imaging, laboratories, and referrals using
evidence-based guidelines (Multimedia Appendix 3); (3) a
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hyperlink to allow for electronic consultation with a neurologist;
and (4) a link to the “synopsis” which provided a summary of
prior patient headache care. The “SmartSet” guide could be
accessed directly within the alert by clicking on the “Open
Express Lane” button to facilitate quick ordering for health care
providers. The alert appeared within the EHR when a PCP
entered a headache diagnosis for an in-person or telemedicine
encounter. All actions taken in the alert were recorded, although
health care providers could dismiss them without any action.
Suppression criteria were built to lock out and avoid repeated
firing of the alert. The alert was suppressed for 24 hours if the
dismissal reason was headache-controlled and for 365 days for
PCP long-term management. The alert could also be dismissed
by acknowledging that the health care provider was previewing
the patients’ medical record, in this case, the alert would refire
during the same encounter.

An invisible or silent alert was activated at control sites that
would be triggered by identical criteria to the intervention arm,
however, this alert was not visible to the clinicians, so no
suppression criteria were developed for control sites. The silent
alert was developed to help generate a list of eligible patients
for the control group that would be comparable to those
identified in the intervention arm.

Before full implementation, the primary care leadership team
was encouraged to disseminate information about the tool to
PCPs in the intervention cohort through local departmental
meetings and direct emails, including text and short video
instructions.

Data Collection
Data sources included the EHR and survey results from patients
at baseline, 3 months, and 6 months. The surveys conducted by
the Survey Research and Recruitment Core included 6 questions
from the HIT-6 questionnaire, which measures headache impact
on a participant’s ability to function in day-to-day life [19]; 1
question on pain intensity; 1 on the frequency of headaches; 3
from the Migraine Treatment Optimization Questionnaire
(M-TOQ), which determines if a medication treatment for a
participant is optimal; and 2 asking for sociodemographic
information that could not be pulled from the EHR [20]. The
M-TOQ questions were modified for our study by replacing the
word “migraine” with “headache.” Prior to study enrollment,
the survey was piloted among a sample (n=10) of patients from
pilot sites to ensure appropriateness and check for face validity.
Patients had the option to opt-out at any time during this study.
See Multimedia Appendix 4 for the full survey guide.

Study Outcomes

Primary Outcome—Headache Burden
Headache burden was assessed using the HIT-6 scale [7]. The
scale ranged from 36 to 78, and a score of 50 or greater
represented a greater impact and disruption of life caused by
headache [21,22]. The primary end point was the comparison
of changes in HIT-6 scores between arms from baseline to 6
months.

Secondary Outcomes
Secondary outcomes included headache frequency, defined as
the self-reported frequency of headache days over the previous
3 months; average headache pain intensity defined by pain on
a 10-point analog scale over the same period (0=no pain at all
to 10=the worst pain ever); access to care, defined as the
proportion of patients referred to neurology; resource utilization,
defined as the proportion of patients with an ED-visit (all-cause
and headache specific); and medication management, defined
as the proportion of patients that initiated preventive or abortive
medications for headache [7,23]. Referral to neurology was
used as a surrogate measure to represent access to neurological
care considering that the availability of a timely neurology
appointment impacts the volume of referrals.

Implementation Outcomes
We assessed the adoption of the alert among health care
providers through actions within the alert. Positive adoption
was any activity where the health care provider interacted with
the components of the alert such as completing the headache
questionnaire, using the SmartSet, or using the synopsis. We
also reviewed feedback provided by PCPs from reports
generated by a committee that oversees all EHR-based alerts.

Several modifications to the initial analysis plan were
implemented following go-live but before analysis. We omitted
some secondary outcomes, including time to initiation of
treatment in treatment naïve patients and M-TOQ outcomes.
The data on the M-TOQ were only available at baseline
eliminating any pre-post analysis, and the time to initiation of
medication in naïve patients was dropped in favor of initiation
of treatment in all patients as a binary outcome. We added a
referral to neurology due to its relevance to clinical practice.
All these changes were updated on the ClinicalTrials.gov
website to ensure reporting transparency. We also updated our
analytical approach from generalized linear models with robust
SEs in the analytical plan to generalized estimating equations
(GEE), a specialized generalized linear model approach. After
further internal discussion, we felt given that the outcomes data
were longitudinal and correlated due to clustering, GEE were
better suited.

Sample Size Calculation
A minimum difference of equal to or greater than a 2.3-point
(SD 4.3) reduction on the HIT-6 scale represents a clinically
important and significant change [22]. We needed to enroll at
least a total of 66 patients per arm to detect this change with
80% power at a significance level of .05 and an intraclass
correlation of 0.02. The sample size was calculated using an
online calculator developed by the University of California San
Francisco [24].

Statistical Analysis
The total number of patients in each arm was counted to ensure
a balanced distribution of patient numbers. Descriptive statistics
were computed for continuous variables as means or medians
with SD or IQRs, and as frequency and percentages for
categorical variables when appropriate for baseline
patient-reported outcomes and socioeconomic and demographic
characteristics (ie, sex, age, race, ethnicity, insurance, education,
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and income). Appropriate statistical tests were used to compare
differences in these characteristics between the 2 groups and
within groups: 2-tailed independent t tests or paired t tests were

used for continuous data, χ2 for categorical data, and
Mann-Whitney for nonnormal categorical or continuous data.

We constructed GEE for all outcome comparisons between
groups, adjusting for effects of treatment, phase (baseline, 6
months), treatment-by-phase interaction, and demographics
while accounting for clustering of patients per primary care site.
The GEE model with log link was used, considering the
skewness of data observed for headache days and pain scores
(Multimedia Appendix 5). For all the binary variables, a log
link with binomial distribution was used, while an identity link
with normal distribution was used for HIT-6 scores. As a first
step, we performed an unadjusted GEE model with this study’s
groups as only a univariate analysis. Multivariable (adjusted)
models only included demographic variables that were
significantly different between groups (P<.05). For the GEE
analysis, we reported odds ratios or estimates and associated
CIs. All analyses were conducted using SAS Enterprise Guide
software (version 8.3 for Windows; SAS Institute Inc).

The analysis was conducted based on the principle of
“intention-to-treat (ITT)” analysis. All patients who consented
and met the inclusion criteria were included in the analysis per
the group they were recruited into. The analysis was performed
to assess the difference in outcomes at the individual patient
level. For missing data via survey collection, we applied a last
observation carried forward (LOCF) technique to maximize the
number of observations available for analysis [25]. The results
from the LOCF technique were further compared to those from
the measured data to assess the impact of loss to follow-up.

Ethical Considerations
This study was an evaluation of a quality improvement initiative
that was undertaken at Geisinger with the intent to affect clinical
practice. As a result, it was determined as “not human subjects

research” by Geisinger’s institutional review board
(2021‐0729).

Results

Overview
The alert was fired for a total of 9239 times in 3183 patients
(intervention arm: 2677 times in 1507 patients; control arm:
6562 times in 1676 patients) between December 2021 and
February 2022. We excluded 1828 patients for not meeting
eligibility criteria. We manually verified the diagnosis of
primary headache among 729 of the remaining 1355 patients
who were eligible for consent and baseline survey assessment.
We obtained verbal consent from 221 patients at baseline but
only enrolled the 203 patients that either had an HIT-6 score of
≥50 or a headache frequency of >12 days, as per our inclusion
criteria (Figure 1). At the end of 6 months, follow-up
patient-reported data were available for 88/203 (43.3%) patients.

All baseline characteristics were similar between groups for
patients enrolled in this study except for mean age, which was
higher in the intervention group (mean 43, SD 14.4 y vs mean
39, SD 14.4 y, P=.04; Table 1). There was no difference in the
HIT-6 scores, headache frequency and intensity, or
patient-reported use of medications at baseline between groups
(HIT-6 scores: mean 63, SD 6.9 vs mean 61.8, SD 6.6; headache
days in the past 3 months: median 20.5, IQR 10.0 - 45.0 vs
median 20, IQR 10.0 - 45.0; pain scores: median 7, IQR 6.0 -
8.0 vs median 7, IQR 5.0 - 8.0; reported use of preventive or
abortive medications: 63/98, 64% vs 57/105, 54.2%). The
majority of the patients were female, were White, were
non-Hispanic, had a commercial insurance plan, had an
educational qualification of greater than high school, and had
an annual household income between US $50,000 to US
$100,000. Similarly, there was no statistically significant
difference in the baseline characteristics observed between
groups for patients that completed the 6-month follow-up.
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Table . Patient characteristics at baseline.

P valueControl arm (n=105)Intervention arm (n=98)Demographics

.0439.1 (14.4)43.2 (14.4)Age (years), mean (SD)

.19Sex, n (%)

21 (20.0)28 (28.6)Males

84 (80.0)70 (71.4)Females

.56Race, n (%)

2 (1.9)2 (2.0)African American

98 (94.2)95 (97)White

4 (3.8)1 (1.0)Other

.60Ethnicity, n (%)

95 (91.4)92 (93.9)Non-Hispanic

9 (8.6)6 (6.1)Hispanic

.32Type of insurance at the most recent encounter (members), n (%)

56 (53.3)59 (60.2)Commercial

12 (11.4)13 (13.3)Medicare

31 (29.5)26 (26.7)Medicaid

6 (5.8)0 (0)Other

.98Highest level of education, n (%)

9 (8.6)9 (9.2)<High school or GEDa

38 (36.2)32 (32.7)High school or GED

26 (24.8)29 (29.6)Some college or technical
program

20 (19.0)16 (16.3)4 y college (BS or BA)

9 (8.6)8 (8.2)Master’s degree (MS, MA,
or MPH)

2 (1.9)3 (3.0)Doctorate (PhD or ScD or
professional—MD, DO, or
JD)

1 (0.9)1 (1.0)Refuse

.12Annual household income (US $), n (%)

26 (24.8)20 (20.4)25,000 or less

27 (25.7)21 (21.4)Over 25,000-50,000

21 (20.0)34 (34.7)Over 50,000-100,000

13 (12.4)14 (14.3)Over 100,000

18 (17.1)9 (9.2)Refuse

.2161.8 (6.6)63 (6.9)HIT-6b scores, mean (SD)

.8720 (10.0 - 45.0)20.5 (10.0 - 45.0)Number of headache days, median (IQR)

.917 (5.0 - 8.0)7 (6.0 - 8.0)Pain scores, median (IQR)

.1457 (54.2)63 (64.3)Patient-reported use of preventive or abortive medications,
n (%)

aGED: General Educational Development.
bHIT-6: Headache Impact Test 6.
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Primary Outcome—Headache Burden
HIT-6 scores improved significantly from baseline in the
intervention arm at 6 months (3.5 points; P=.009) but not in the

control group (1.40 points; P=.23); additionally, the
improvements from baseline did not differ significantly between
groups (Table 2). The intracluster correlation coefficient
observed was 0.411 for HIT-6 scores.

Table . Adjusted primary and secondary outcomes of headache burden, frequency, and intensity.

P valueD-I-Da estimate,
regression coeffi-
cients (95% CI)

Change, mean
(SD)

Mean (SD)nPhaseOutcome and arm

.25–1.84 (–5 to
1.31)

HIT-6b score

–3.5 (7.9)cIntervention

63.0 (6.9)98Baseline

58.7 (8.6)38Month 6

–1.40 (8.1)Control

61.8 (6.5)105Baseline

60.1 (8.7)50Month 6

.241.22 (0.82 to
1.81)

Headache days

–9.2 (30.5)Intervention

30.9 (25.8)98Baseline

22.8 (26.2)38Month 6

–9.3 (16.3)cControl

28.9 (23.5)105Baseline

18.4 (18.2)50Month 6

.991 (0.9 to 1.11)Pain

–0.395 (1.59)Intervention

6.9 (1.8)98Baseline

6.5 (1.8)38Month 6

–0.340 (1.92)Control

6.9 (1.9)105Baseline

6.4 (2.1)50Month 6

aD-I-D: difference-in-differences.
bHIT-6: Headache Impact Test 6.
cP=.01.

Secondary Outcomes
Change in the number of headache days and pain score did not
differ between groups (Table 2). Similarly, compared to
baseline, there was no difference in the proportion of patients

being referred to neurology, using ED for all-cause or
headache-specific reasons, or initiating new abortive or
preventative treatment in the 6 months post intervention (Table
3).
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Table . Percent change in the proportion of patients from baseline to 6 months and adjusted odds ratio estimates for resource use and access to care
(note: a negative or positive percentage denotes a decrease or increase post recruitment).

P valueD-I-Da estimate,
odds ratio (95% CI)

Percent changeUse, n (%)PhaseOutcome and arm

.461.4 (0.58 to 3.36)ED b use (all-cause)

–2.0Intervention (n=98)

19 (19.4)Baseline

17 (17.4)Month 6

–4.8Control (n=105)

15 (14.3)Baseline

10 (9.5)Month 6

.550.52 (0.064 to 4.29)Neurology referral

12.3cIntervention (n=98)

2 (2.04)Baseline

14 (14.3)Month 6

21.0dControl (n=105)

2 (1.9)Baseline

24 (22.9)Month 6

.730.91 (0.51 to 1.60)Medication initiation

25.5dIntervention (n=98)

50 (51.0)Baseline

75 (76.5)Month 6

28.5dControl (n=105)

49 (46.7)Baseline

79 (75.2)Month 6

.540.49 (0.051 to 4.72)ED use (headache-specific)

–2.10Intervention (n=98)

4 (4.1)Baseline

2 (2.0)Month 6

0.0Control (n=105)

4 (3.81)Baseline

4 (3.81)Month 6

aD-I-D: difference-in-differences.
bED: emergency department
cP=.002.
dP<.001.

Results from the LOCF models for HIT-6 scores, headache
days, and pain intensity are listed in Table 4. Findings from the
LOCF models were similar to those from the base models
presented in Table 2. It was observed that there was a similar

significant improvement in HIT-6 scores in the intervention
arm, and a reduction in the headache days in the control arm
from baseline to 6 months, however, the difference between
groups was not statistically significant.
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Table . Adjusted primary and secondary outcomes of headache burden, frequency, and intensity using the LOCFa method.

P valueD-I-Db estimate,
regression coeffi-
cients (95% CI)

Change, mean
(SD)

Mean (SD)NPhaseOutcome and arm

.29–1.01 (–2.87 to
0.85)

HIT-6 score

–1.36 (5.2)cIntervention

63 (6.9)98Baseline

61 (8.2)98Month 6

–0.67 (5.6)Control

61.8 (6.5)105Baseline

60.8 (8.4)105Month 6

.491.07 (0.87 to
1.32)

Headache days

–3.57 (19.3)Intervention

30.9 (25.8)98Baseline

27.5 (22.9)98Month 6

–4.41 (17.6)cControl

28.9 (23.5)105Baseline

24 (22.6)105Month 6

.601.02 (0.95 to
1.10)

Pain

–0.153 (1.00)Intervention

6.9 (1.82)98Baseline

6.6 (2.01)98Month 6

–0.162 (1.30)Control

6.9 (1.9)105Baseline

6.4 (2.1)105Month 6

aLOCF: last observation carried forward.
bD-I-D: difference-in-differences.
cP=.01.

Implementation Outcomes
Of the 2677 alert firings in the intervention arm, 2228 (83.23%)
were overridden or dismissed, 146 (5.45%) were ignored, and
303 (11.32%) action was taken. Of the 205 PCPs exposed to
the intervention alert, 15 provided feedback, 3 found the alert
helpful, and 12 expressed dissatisfaction due to alert firing on
inappropriate patients or noting the alert was disruptive to
workflow. A manual medical record review of 1355 patients
revealed that 729 (53.80%) had a confirmed diagnosis of
primary headache disorder. The remaining 626 (46.20%) either
did not have a confirmed diagnosis of primary headache disorder
or were already followed by neurology for headaches.

Discussion

In this pragmatic clinical trial across 38 clinics, we found no
benefit of the electronic alert as designed on headache outcomes.
As the alert was based on evidence-based guidelines for

diagnosis and treatment, it seems unlikely that the content of
the alert was poor and more likely that the lack of impact was
due to gaps in implementation.

This is the first study to offer a clinician decision support tool
that guided PCPs in diagnosing and appropriately treating
patients with different types of primary headache disorders using
an episodic electronic alert. Most of the research studies to date
focus on a single type of headache disorder, chronic headaches,
or migraines [23,26]. As initial preventative treatment for the
most common headache types is similar, our alert was designed
to be used across them as a one-stop access to help diagnose
and treat headaches and e-consult with neurologists if required.

Even though we did notice improvements in several outcome
measures in both the intervention and control arms from baseline
to 6-month follow-up, on a between-groups comparison, the
effects did not hold. A similar trend for improvement from
baseline in outcomes such as HIT-6 scores and headache days
was observed when an LOCF approach was used, but the effect
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did not hold for between-group comparisons. Using our
pragmatic design, we were able to distinguish between expected
improvements in headaches over time and those attributed to
the intervention using a comparator group, with largely similar
characteristics except by age at baseline [27]. Past research
studies that have evaluated the impact of headache management
programs and found improvement in patients’ headache burden
and resource use have often used a pre-post study design which
makes attribution of success to the intervention difficult [17,23].
Our results have substantial implications, as identification of
the ineffectiveness of these types of alerts is necessary to
determine which should remain active and which should be
either deactivated or revised. Only a well-designed test of
comparison with a suitable counter-factual arm (ie, control) can
distinguish improvements due to bias (eg, regression to the
mean) versus the intervention itself.

The total number of unique patients for whom the alert fired
was relatively similar between groups, but the alert fired 2.2
times more frequently in the control arm. This is to be expected,
as in the interventional arm, the interruptive alert that was visible
to the health care providers could be suppressed for the duration
of the encounter by acknowledging a reason for dismissal, as
opposed to the silent or invisible alert in the control arm. Health
care providers also noted several challenges with alert firing
such as confusion with multiple components of the alert,
concerns over alert firing for inappropriate patients and
appearing at times other than during direct patient contact, and
trouble dismissing the alert, highlighting flaws with the existing
alert design. Medical record reviews illustrated that health care
providers often list headaches as not just chief complaints but
also visit diagnoses, due to headaches often being a symptom
of other underlying conditions. The inaccurate use of headache
as a visit diagnosis led to the alert’s misfiring in nearly 40% of
our patients. It also complicates the firing logic for decision
support tools such as ours. Research shows that the
nonspecificity of alerts may desensitize clinicians and lead to
habituation, thereby lessening their likelihood to follow alert
recommendations or guidance [28,29]. Furthermore, even when
firing appropriately, health care providers reported the location
of the alert to be disruptive to their normal workflow. Some of
the challenges mentioned could be attributed to the health care
providers not having received sufficient education about the
alert. The majority of the health care providers did not recall
having seen or received any education about the alert despite
efforts to disseminate this information through emails, fact
sheets, and videos. This highlights an implementation gap and
the need for a more engaged educational outreach in primary
care settings.

Much of the feedback and low adoption found in our study
affirms prior reports of alert fatigue experienced by health care
providers in primary care settings and is likely to be the main
contributor to the lack of significant impact [30]. With only
11.32% (303/2677) of alerts being acted upon, we can expect
only this fraction to benefit from the intervention. Yet, research
does not support the notion that prior alert exposure has a
carry-forward impact on the care of future patients; suggesting
that future recognition of patients and bypassing of alerts does

not have a strong persistence of effect on health care provider
action behaviors [28,29,31].

The lack of positive outcomes within the intervention arm was
unexpected, considering the detailed human-centered
design-build, the engagement of pilot PCPs, and the early
feedback received, which was affirmative for the intervention.
Slight modifications to the verbiage within the alert were
undertaken based on feedback from the pilot health care
providers before its full-scale implementation. Despite this, we
noted low use of the features present within the alert and
additional adoption challenges that were not fully uncovered in
the pilot period. These results are similar to other studies
published using human-centered design, which failed to translate
into adoption and outcome differences [32-35]. These studies
have found that better engagement by pilot health care providers
does not always translate to all health care providers at the time
of scaling interventions. Additionally, differences in the
mechanism used for delivering training between the pilot and
full implementation phase also impact the uptake of the
intervention [32-35]. Furthermore, the positive findings and
feedback from the pilot phase could be influenced by
commitment and congruence bias in addition to observation
and measurement bias resulting in a Hawthorne effect of the
intervention [36].

Considering the challenges identified in this study, post
completion we made significant modifications to the tool. First,
we redesigned the identification of the patients to make it more
specific (but less sensitive) to the targeted patient population.
We repositioned the alert to fire at the time of neurology referral
as opposed to when assigning a visit diagnosis or chief
complaint. We also recognize that an EHR-only intervention is
not the only mechanism to address incomplete headache care,
and a pilot initiative involving pharmacist-based medication
management has been launched. Research is currently underway
to assess the impact of this pilot.

We recognize several limitations to our study. First, given the
single-site design of this study, generalizability to other sites is
limited and likely influenced by variations in practice
environments and standards of practice. Our use of an alert was
largely driven by our integrative health care environment, the
ubiquitous use of EHR across primary care and specialty health
care providers, and the low cost and light maintenance of the
alert. Second, while an LOCF method was used to reduce the
effect of a type II error, the high attrition rate observed might
have affected the magnitude of the impact. We recognize that
other interventions to address the optimal treatment of headaches
do exist and are worthy of consideration. Programs that involved
greater manpower and dedicated professionals for follow-up
and management observed significant improvement in their
patients’ headache burden and headache-related disability or
reduced resource use, and attributed their success to the
dedicated personnel [23,26]. Alternatively, programs that solely
relied on physician education or leveraging existing clinical
pathways, while at times cost-saving, did not significantly
improve patients’ headache burden or quality of life [7,21].
Most of these existing studies have been standalone initiatives
that focused on headache-specific work groups with limited
generalizability of results, some of which are no longer in effect
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due to resource and infrastructure constraints. Our objective
was to sustainably change the culture of practice surrounding
headache care without creating new standalone avenues. In
conclusion, our study found that the implementation of an
interruptive electronic alert in primary care to aid diagnosis and

management of primary headache disorders did not improve
headache care for patients. Low adoption of the tool by the
health care providers has prompted the development of
alternative population health–based approaches to improve
headache management.
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Abstract

Background: With the capability to render prediagnoses, consumer wearables have the potential to affect subsequent diagnoses
and the level of care in the health care delivery setting. Despite this, postmarket surveillance of consumer wearables has been
hindered by the lack of codified terms in electronic health records (EHRs) to capture wearable use.

Objective: We sought to develop a weak supervision–based approach to demonstrate the feasibility and efficacy of EHR-based
postmarket surveillance on consumer wearables that render atrial fibrillation (AF) prediagnoses.

Methods: We applied data programming, where labeling heuristics are expressed as code-based labeling functions, to detect
incidents of AF prediagnoses. A labeler model was then derived from the predictions of the labeling functions using the Snorkel
framework. The labeler model was applied to clinical notes to probabilistically label them, and the labeled notes were then used
as a training set to fine-tune a classifier called Clinical-Longformer. The resulting classifier identified patients with an AF
prediagnosis. A retrospective cohort study was conducted, where the baseline characteristics and subsequent care patterns of
patients identified by the classifier were compared against those who did not receive a prediagnosis.

Results: The labeler model derived from the labeling functions showed high accuracy (0.92; F1-score=0.77) on the training set.
The classifier trained on the probabilistically labeled notes accurately identified patients with an AF prediagnosis (0.95;
F1-score=0.83). The cohort study conducted using the constructed system carried enough statistical power to verify the key
findings of the Apple Heart Study, which enrolled a much larger number of participants, where patients who received a prediagnosis
tended to be older, male, and White with higher CHA2DS2-VASc (congestive heart failure, hypertension, age ≥75 years, diabetes,
stroke, vascular disease, age 65-74 years, sex category) scores (P<.001). We also made a novel discovery that patients with a
prediagnosis were more likely to use anticoagulants (525/1037, 50.63% vs 5936/16,560, 35.85%) and have an eventual AF
diagnosis (305/1037, 29.41% vs 262/16,560, 1.58%). At the index diagnosis, the existence of a prediagnosis did not distinguish
patients based on clinical characteristics, but did correlate with anticoagulant prescription (P=.004 for apixaban and P=.01 for
rivaroxaban).

Conclusions: Our work establishes the feasibility and efficacy of an EHR-based surveillance system for consumer wearables
that render AF prediagnoses. Further work is necessary to generalize these findings for patient populations at other sites.

(JMIR Med Inform 2024;12:e51171)   doi:10.2196/51171

KEYWORDS

consumer wearable devices; atrial fibrillation; postmarket surveillance; surveillance; monitoring; artificial intelligence; machine
learning; natural language processing; NLP; wearable; wearables; labeler; heart; cardiology; arrhythmia; diagnose; diagnosis;
labeling; classifier; EHR; electronic health record; electronic health records; consumer; consumers; device; devices; evaluation
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Introduction

Background
Consumer-facing devices such as the Apple Watch [1] and Fitbit
[2] now have the capability to notify users with a prediagnosis
such as atrial fibrillation (AF). As these notifications may
incentivize patients to seek follow-up medical care, wearables
now have the potential to affect diagnosis rates and initiate
cascades of medical care [3,4]. Although these devices undergo
premarket validation to obtain Food and Drug Administration
(FDA) clearance [5], limited information exists on their
postmarket use and clinical utility.

To conduct postmarket surveillance on consumer wearables,
electronic health records (EHRs) should capture wearable use,
in particular those incidents where patients received prediagnosis
notifications. However, EHRs are often built around medical
diagnosis codes used for billing purposes [6,7], which do not
contain terms for describing wearable use. Prescription
wearables should have ordering information, but this does not
capture how the wearables are used. Therefore, unstructured
data such as clinical notes must be parsed to obtain the wearable
use information.

Deep learning–based natural language processing (NLP)
methods [8-10] have been shown to outperform traditional
approaches on clinical note classification tasks [11,12].
However, these deep learning–based classifiers require large,
hand-labeled training sets that are costly to generate. For
EHR-based postmarket surveillance to be widely implemented,
a scalable approach is necessary to reduce the labeling burden.

Objectives
We aimed to demonstrate the feasibility and efficacy of
postmarket surveillance on consumer wearables that render AF

prediagnoses. The first aim of this study was to evaluate the
efficacy of a weakly supervised approach to heuristically
generate labels for a training set. A labeler model derived from
programmatically expressed heuristics probabilistically assigns
labels to clinical notes regarding whether the note contains a
mention of the patient receiving a prediagnosis from a wearable.
The second aim was to evaluate the performance of a classifier
fine-tuned on the training set labeled by the labeler model, which
identifies mentions of an AF prediagnosis in a note. The third
aim was to summarize the clinical characteristics of patients
identified by the classifier and compare them to patients who
were not alerted to a prediagnosis.

Methods

Cohort Identification
We used the Stanford Medicine Research Data Repository
(STARR) data set [13], which contains EHR-derived records
from the inpatient, outpatient, and emergency department visits
at Stanford Health Care and the Lucile Packard Children’s
Hospital. We retrieved all clinical notes from the STARR data
set that contain a mention of a wearable device (Textbox 1),
resulting in 86,260 notes from 34,329 unique patients. Following
the FDA guidance for pertinent cardiovascular algorithms [5],
we excluded patients younger than 22 years of age when the
note was written, leaving 78,323 notes from 30,133 unique
patients. We further limited the data set to notes written on or
after January 1, 2019, since the first consumer-facing AF
detection feature became available in December 2018 [14]. The
resulting cohort comprised 56,924 notes from 21,332 unique
patients.

Textbox 1. Search terms for wearable devices.

Apple watch, iwatch, applewatch, fitbit, fit bit, fit-bit, galaxy watch, samsung watch, google watch, kardia, alivecor, alive cor, wearable, smart watch,
and smartwatch

To evaluate the performance of the labeler model and the
classifier, we constructed a test set by manually labeling 600
notes. Specifically, we randomly selected 600 unique patients
and then selected 1 note for each patient that contained action
terms (Textbox 2) in the vicinity (30 characters) of a wearable

mention. This was to filter out nonrelevant wearable descriptions
(eg, boilerplate texts recommending the use of wearables during
meditation), so that resulting notes are enriched with relevant
use cases.

Textbox 2. Action terms used to enrich sample relevance.

Alert, notify, warn, observe, identify, detect, note, record, capture, show, report, give, alarm, register, read, tell, have, had, see, saw, receive, get, got,
notice, check, and confirm

These notes were then labeled independently by 2 data scientists,
and differences were adjudicated by 2 physicians. A clinical
note was labeled as positive when the patient received an
automated AF notification from the wearable, or when the
patient initiated an on-demand measurement (eg,
electrocardiogram strip) that resulted in an AF prediagnosis.
There were no instances where the 2 physicians disagreed on
the label. The resulting test set contained 105 positive notes
(prevalence=0.18).

In addition to the test set, we prepared a development set of 600
notes that was used to aid the development of the labeler model.
This set was manually labeled by a single data scientist, using
a labeling guideline (Multimedia Appendix 1) that was
developed as part of the test set generation. The development
set contained 100 positive notes (prevalence=0.17).

Labeler Model Derivation
We then derived a labeler model that used weak supervision to
probabilistically assign labels for the training set. Specifically,
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as shown in Figure 1, we used data programming [15], where
labeling heuristics are expressed as code-based labeling
functions. Using the encoded heuristics, the labeling functions

make predictions as to which label a clinical note should be
assigned. Predictions from these labeling functions are then
combined to develop a generative labeler model.

Figure 1. Labeler model generation process. Labeling heuristics were expressed as code-based labeling functions. Snorkel [16] then applied the labeling
functions to the sample clinical notes and fit a generative model on the predictions of the labeling functions. The resulting labeler model probabilistically
assigns a label to a clinical note based on whether the note mentions the patient receiving an AF prediagnosis from the wearable device. AF: atrial
fibrillation.

We used the Snorkel framework [16] to implement data
programming. A preprocessing framework [17] was applied to
our notes to split them into sentences using the spaCy [18]
framework, with a specialized tokenizer to recognize terms
specific to medical literature. Thus parsed grammatical
information was made available to the labeling functions as
metadata.

We then used the development set to understand how the AF
prediagnosis was described, and we expressed each pattern as
a labeling function. The development process was iterative,
where the Snorkel framework allowed us to observe the
predictive values of the labeling functions on development set
records. Each function could then be further optimized to reduce
the differences between predictive values and actual labels,
leading to overall performance improvement on the development
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set. Textbox 3 shows all the terms that were identified as
denoting AF. Negations were properly handled.

Once developed, we applied the labeling functions on the
samples and then instructed Snorkel to fit a generative model

on the output. Specifically, we used 10-fold cross-validation on
the test set and chose the labeler model with the best F1-score.
This model was then applied to the entire corpus of 56,924 notes
to probabilistically assign labels.

Textbox 3. Terms denoting atrial fibrillation.

Af, afib, a-fib, a.fib, arrhythmia, paf, atrial fibrillation, a. fib, a fib, atrial fib, atrial arrhythmia, irregular heartbeat, irregular hr, irregular rhythm,
irregular pulse, irreg hr, irregular heart beat, irregular heart rhythm, irregular heart rate, irreg heart rhythm, irreg heart beat, irreg heart rate, abnormal
ekg rhythm, paroxysmal atrial fibrillation, a. fib, a - fib, pafib, abnormal heart rhythm, abnormal rhythm, abnormal HR, and arrhythmia

Classifier Fine-Tuning
Notes that were probabilistically labeled by the labeler model
were then used to fine-tune a large, NLP-based classifier:
Clinical-Longformer [12] (Figure 2). The resulting classifier
takes plain note text as the input and classifies the note as
positive (ie, includes mention of a patient receiving an AF

notification, or patient-initiated cardiac testing or
electrocardiogram resulting in an AF prediagnosis) or negative.
When a classifier is tuned on the labeler model output, it enables
generalizing beyond the labeling heuristics encoded in the
labeling functions, such that the classifier can recognize more
patterns.
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Figure 2. Classifier generation process. The labeler model was used to probabilistically assign labels for a large number of unlabeled clinical notes,
which were then used to fine-tune a classifier to detect whether a patient received an AF prediagnosis from a wearable device. AF: atrial fibrillation;
NLP: natural language processing.

Specifically, we fine-tuned the pretrained Clinical-Longformer
for the sequence classification task, with varying training set
sizes. For a single fine-tuning run, we chose the snapshot with
the best F1-score on the test set as the representative. The Adam
optimizer was used, with the learning rate ramping up to 1 ×

10−5 followed by linear decay over 3 epochs.
Clinical-Longformer has a maximum input length of 4096
subword tokens: 94% (53,509/56,924) of our notes fit this
criterion, and notes with more tokens were trimmed. Fine-tuning
other NLP-based classifiers (eg, ClinicalBERT [11], which
takes a smaller number of input tokens [512 or fewer]) resulted
in abysmal performance numbers (F1-score=0.21), hinting that

they could not be properly fine-tuned on our lengthy clinical
notes.

The test set was never presented to the classifier during the
fine-tuning process. Since our data set was highly skewed
toward negative samples, we stratified the training set to
maintain a 1:2 ratio between the positive and negative notes.
All samples were chosen randomly.

The classifier with the best F1-score was then run across the
entire set of 56,924 clinical notes to identify all incidents of AF
prediagnoses.
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Retrospective Cohort Study
Using the classifier, we identified patients who received an AF
prediagnosis and performed 3 retrospective cohort studies
comparing the characteristics of patients who received a
prediagnosis to those who did not, using the same STARR data
set.

First, we considered all the patients in the cohort regardless of
their prior AF diagnosis. We compared the demographics,
CHA2DS2-VASc (congestive heart failure, hypertension, age
≥75 years, diabetes, stroke, vascular disease, age 65-74 years,
sex category) [19] score, and its related comorbidities on the
date the index note was created. We defined the oldest note with
a prediagnosis as the index note since it was the most likely to
drive downstream medical intervention. When a patient had not
received any prediagnosis, the oldest note with mention of a
wearable was chosen as the index.

Second, we focused on patients who did not have a prior AF
diagnosis. A patient was filtered out if the patient had received

an AF diagnosis, defined as an ambulatory or inpatient encounter
with SNOMED code 313217 and its descendants, prior to the
index note. We then compared the same demographics and
comorbidities between those who received a prediagnosis and
those who did not, on the date the index note was created.

Lastly, we further confined the analysis to patients who received
a clinician-assigned AF diagnosis within 60 days from the index
note. Same as before, we excluded patients who had a prior AF
diagnosis before the index note. Patients were then grouped
based on whether they had received an AF prediagnosis from
a wearable and characterized on the date they received the index
AF diagnosis. In addition to the demographics and
comorbidities, we also compared anticoagulant medication
(Textbox 4), rhythm management medication (Textbox 5), and
cardioversion rates between the 2 groups. Only the index
prescription and procedure that took place within 60 days from
the index diagnosis were considered.

Textbox 4. Anticoagulant medications analyzed in this study.

Warfarin

Direct oral anticoagulants

• Apixaban, dabigatran, rivaroxaban, edoxaban, and betrixaban

Textbox 5. Rhythm management medications analyzed in this study.

Class I antiarrhythmics

• Propafenone, disopyramide, quinidine, mexiletine, and flecainide

Class II antiarrhythmics

• Metoprolol, carvedilol, labetalol, nadolol, propranolol, carteolol, penbutolol, pindolol, atenolol, betaxolol, bisoprolol, esmolol, nebivolol, and
timolol

Class III antiarrhythmics

• Sotalol and dofetilide

Class IV antiarrhythmics

• Verapamil, diltiazem, nicardipine, amlodipine, felodipine, nifedipine, isradipine, and nisoldipine

Others

• Digoxin

Statistical Analysis
When compiling patient race and ethnicity information, we used
the 5 categories of race defined by the US Census and denoted
Hispanic as a dedicated ethnicity. A total of 11.12%
(2371/21,327) of the patients were missing race and ethnicity
information, so we categorized them as belonging to the
undisclosed category.

For hypothesis testing, we used the 1-tailed Welch t test for

continuous variables and χ2 test for categorical variables.
One-tailed tests were chosen over 2-tailed tests since clinical
contexts helped establish the comparison direction, providing

for a stricter analysis. Statistical analysis was performed using
Pandas [20] 1.3.0 and SciPy [21] 1.7.0, running on Python 3.9.6
configured through Conda 4.5.11.

Ethical Considerations
The STARR data set is derived from consented patients only.
Patients were not compensated for participation. Data analyzed
in this study were not deidentified, but its analysis was
conducted in a HIPAA (Health Insurance Portability and
Accountability Act)–compliant, high-security environment. The
Stanford University Institutional Review Board approved this
study (62865).
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Results

Labeler Model Performance
In total, 8 labeling functions were developed. Most (7/8, 88%)
labeling functions used the grammatical information present in
the metadata, whereas 1 (12%) used a simple dictionary-based
lookup. Table 1 provides the performance of each labeling
function, followed by the combined labeler model.

Since each labeling function was geared toward identifying
positive samples that follow a specific pattern, each labeling
function exhibited substantially higher precision than recall. By
combining these labeling functions into 1 generative labeler
model, we improved recall (0.72). The high labeler model
accuracy (0.92) also showed that the model correctly classified
negative samples. After running the labeler model on the set of
56,924 clinical notes, 5829 notes were flagged as positive, a
substantial increase from the 105 positive notes identified
through manual labeling.

Table . Labeling function (LF) and labeler model performancea.

AccuracyeF1-scoredRecallcPrecisionbExampleTarget patternFunction or model

0.870.510.330.90“AF” and “wear-
able” and “notifica-
tion”

Simple dictionary
lookup

LF1

0.840.240.120.78“AF noted on wear-
able”

AFf+verb+prepg+wear-
able

LF2

0.890.550.420.91“Wearable notified
AF”

Wearable+verb+AFLF3

0.850.290.140.85“Observed wear-
able showing AF”

Verb+wear-
able+verb+AF

LF4

0.850.310.150.81“Received AF from
wearable”

Verb+AF+prep+wear-
able

LF5

0.830.200.020.67“Got notification
from wearable of
AF”

Verb+event+prep+wear-
able+AF

LF6

0.840.270.100.74“Notified on wear-
able of AF”

Event+prep+wear-
able+AF

LF7

0.860.380.220.96“Per wearable, pa-
tient had AF”

Wearable+sub-
ject+verb+AF

LF8

0.920.770.720.84N/AN/AhLabeler model

aAverages taken from 10-fold cross-validation on the test set of 600 manually labeled notes. Italic numbers indicate the best observed performance for
each metric.
bPrecision = true positive / (true positive + false positive).
cRecall = true positive / (true positive + false negative).
dF1-score = 2 × precision × recall / (precision + recall).
eAccuracy = (true positive + true negative) / (positive + negative).
fAF: atrial fibrillation.
gPrep: preposition.
hN/A: not available.

Classifier Performance
Here, we report the performance of the classifier that was
fine-tuned using the clinical notes labeled by the labeler model.
Table 2 shows the average performance of the classifier on the

test set, across varying training set sizes. The training set size
was capped at 15,000 to maintain the 1:2 positive-to-negative
ratio (the labeler model labeled 5829 notes as positive).
Regardless of the training set size, the test set was excluded
from the input to the fine-tuning process.
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Table . Classifier performance across varying training set sizesa.

AccuracyeF1-scoredRecallcPrecisionbTraining set size

0.730.480.680.37600

0.930.810.850.795000

0.940.830.810.8410,000

0.940.830.810.8515,000

aFor each training set, average values are reported across 3 runs with different random seeds. For each run, the classifier snapshot with highest F1-score
was used. Italic numbers indicate the best performance observed for each metric.
bPrecision = true positive / (true positive + false positive).
cRecall = true positive / (true positive + false negative).
dF1-score = 2 × precision × recall / (precision + recall).
eAccuracy = (true positive + true negative) / (positive + negative).

Table 2 demonstrates how classifier performance benefits from
the weakly supervised approach. In particular, a training set size
of 600 emulated the hypothetical scenario where the size of the
training set is limited due to manual labeling overhead. Such a
small data set was not enough to adequately fine-tune
Clinical-Longformer (F1-score=0.48).

As the training set size increased, the classifier obtained better
performance, reaching the best average F1-score of 0.83. When

compared to the labeler model in Table 1 (recall=0.72), the
classifier significantly improved recall (0.81), demonstrating
that the classifier managed to generalize beyond the rules
specified by the labeling functions.

Figures 3 and 4 show the comparisons of the best-performing
(by F1-score) classifiers from each training set size.
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Figure 3. Classifier receiver operating characteristic (ROC) curve across varying training set sizes. For each training set, the best-performing (by
F1-score) run was chosen among 3 runs with different random seeds. For each run, the best-performing classifier snapshot was chosen.
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Figure 4. Classifier precision-recall curve across varying training set sizes. For each training set, the best-performing (by F1-score) run was chosen
among 3 runs with different random seeds. For each run, the best-performing classifier snapshot was chosen.

The receiver operating characteristic curve (Figure 3) shows
that even the best classifier with a training set size of 600
performed worse than classifiers from larger data set sizes. In
the precision-recall curve (Figure 4), the classifier lost
substantial precision for small gains in recall, further hinting
that the classifier was not properly trained.

Across all training set sizes and runs, the best-performing
classifier achieved an F1-score of 0.85 (accuracy=0.95). Running

this classifier on 56,924 clinical notes identified 6515 notes as
containing an AF prediagnosis across 2279 unique patients.

Cohort Study: All Patients
Table 3 summarizes the characteristics of the entire cohort
regardless of their prior AF diagnosis, reflecting the
characteristics of generic patients that used wearables. In all, 5
patients were missing sex information and were not included
in the analysis.
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Table . Characteristics of all patientsa.

P valueWithout a prediagnosis
(n=19,048)

With a prediagnosis
(n=2279)

Characteristics

Demographics

<.001b53.53 (16.70)63.85 (14.21)Age (y), mean (SD)

<.001bRace and ethnicity, n (%)

3143 (16.5)295 (12.94)Asian

619 (3.25)53 (2.33)Black

1731 (9.09)96 (4.21)Hispanic

11,240 (59.01)1613 (70.78)White

153 (0.8)13 (0.57)Others

2162 (11.35)209 (9.17)Undisclosed

<.001bSex, n (%)

7739 (40.63)1384 (60.73)Male

11,309 (59.37)895 (39.27)Female

Comorbidities, n (%)

<.001b1434 (7.53)341 (14.96)Congestive heart failure

<.001b6796 (35.68)1267 (55.59)Hypertension

.071018 (5.34)101 (4.43)Diabetes mellitus

<.001b1582 (8.31)251 (11.01)Vascular disease

<.001b1.61 (1.35)2.12 (1.55)CHA2DS2-VAScc score, mean (SD)

aMeasured on the date of the index note.
bStatistically significant at α=.05.
cCHA2DS2-VASc: congestive heart failure, hypertension, age ≥75 years, diabetes, stroke, vascular disease, age 65-74 years, sex category.

Patients who received an AF prediagnosis from a wearable
tended to be older, with more comorbidities except for diabetes
mellitus. White and male individuals constituted a larger portion
of patients with a prediagnosis, who also exhibited higher
CHA2DS2-VASc scores.

Cohort Study: Patients Without a Prior AF Diagnosis
Table 4 then compares the characteristics of patients who had
no AF diagnosis prior to the index note, highlighting the efficacy
of wearables on the undiagnosed population.
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Table . Characteristics of patients without a prior atrial fibrillation diagnosisa.

P valueWithout a prediagnosis
(n=16,560)

With a prediagnosis
(n=1037)

Characteristics

Demographics

<.001b51.54 (16.28)60.16 (15.65)Age (y), mean (SD)

<.001bRace and ethnicity, n (%)

2890 (17.45)127 (12.25)Asian

553 (3.34)28 (2.7)Black

1598 (9.65)55 (5.3)Hispanic

9414 (56.85)723 (69.72)White

136 (0.82)3 (0.29)Others

1969 (11.89)101 (9.74)Undisclosed

<.001bSex, n (%)

6241 (37.69)595 (57.38)Male

10,319 (62.31)442 (42.62)Female

Comorbidities, n (%)

<.001b696 (4.2)85 (8.2)Congestive heart failure

<.001b5082 (30.69)461 (44.46)Hypertension

.27805 (4.86)42 (4.05)Diabetes mellitus

.002b1090 (6.58)95 (9.16)Vascular disease

<.001b1.46 (1.23)1.78 (1.44)CHA2DS2-VAScc score, mean (SD)

aMeasured on the date of the index note.
bStatistically significant at α=.05.
cCHA2DS2-VASc: congestive heart failure, hypertension, age ≥75 years, diabetes, stroke, vascular disease, age 65-74 years, sex category.

These patients exhibited similar characteristics to the overall
cohort, where those who received an AF prediagnosis tended
to be older, White, and male, with more comorbidities except
for diabetes mellitus. In particular, 50.63% (525/1037) of the
patients who received a prediagnosis had CHA2DS2-VASc
scores of 2 or higher, warranting anticoagulation therapy [22].
In contrast, among the patients without a prediagnosis, only
35.85% (5936/16,560) had CHA2DS2-VASc scores of 2 or
higher.

Cohort Study: Patients With a Clinician-Assigned AF
Diagnosis
Among those patients who did not have a prior AF diagnosis,
29.41% (305/1037) of the patients with a wearable-assigned

prediagnosis received a clinician-assigned AF diagnosis within
60 days from the index prediagnosis. The average duration from
prediagnosis to diagnosis was 4.74 days. In contrast, only 1.58%
(262/16,560) of those patients without a prediagnosis received
a clinician-assigned AF diagnosis.

Table 5 compares the clinical characteristics of those patients
who received an AF diagnosis, based on whether they had
received a wearable-assigned prediagnosis prior to the diagnosis.

None of the patient characteristics reported in Table 5 differed
significantly between those with an AF prediagnosis and those
without (all P>.05). However, anticoagulant prescriptions
differed based on AF prediagnoses, where more patients with
a prediagnosis were prescribed apixaban and rivaroxaban.
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Table . Characteristics of patients with a clinician-assigned atrial fibrillation diagnosisa.

P valueWithout a prediag-
nosis (n=262)

With a prediagnosis
(n=305)

Characteristics

Demographics

.7563.65 (14.29)64.45 (14.16)Age (y), mean (SD)

.21Race and ethnicity, n (%)

27 (10.31)35 (11.48)Asian

11 (4.20)6 (1.97)Black

15 (5.73)10 (3.28)Hispanic

175 (66.79)218 (71.48)White

5 (1.91)1 (0.33)Others

29 (11.07)35 (11.48)Undisclosed

.86Sex, n (%)

163 (62.21)193 (63.28)Male

99 (37.79)112 (36.72)Female

Comorbidities, n (%)

.1321 (8.02)14 (4.59)Congestive heart failure

.24109 (41.6)111 (36.39)Hypertension

.294 (1.53)10 (3.28)Diabetes mellitus

.1930 (11.45)24 (7.87)Vascular disease

.361.81 (1.39)1.76 (1.49)CHA2DS2-VAScb score, mean (SD)

.40Diagnosis subtype, n (%)

213 (81.3)230 (75.41)Generic

1 (0.38)2 (0.66)Chronic

45 (17.18)68 (22.3)Paroxysmal

3 (1.15)5 (1.64)Persistent

Anticoagulant, n (%)

.513 (1.15)1 (0.33)Warfarin

Direct oral anticoagulants

.004c39 (14.89)76 (24.92)Apixaban

.01c10 (3.82)29 (9.51)Rivaroxaban

Rhythm management, n (%)

Class I antiarrhythmics

.262 (0.76)7 (2.3)Propafenone

.218 (3.05)17 (5.57)Flecainide

Class II antiarrhythmics

.8945 (17.18)50 (16.39)Metoprolol

.513 (1.15)1 (0.33)Carvedilol

.944 (1.53)6 (1.97)Labetalol

.575 (1.91)3 (0.98)Atenolol

Class IV antiarrhythmics

>.992 (0.76)3 (0.98)Verapamil

.519 (3.44)15 (4.92)Diltiazem
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P valueWithout a prediag-
nosis (n=262)

With a prediagnosis
(n=305)

Characteristics

>.993 (1.15)4 (1.31)Amlodipine

Others

.731 (0.38)3 (0.98)Digoxin

Procedures, n (%)

.0714 (5.34)30 (9.84)Cardioversion

aMeasured on the date of the index atrial fibrillation diagnosis. Medications that were not prescribed are omitted.
bCHA2DS2-VASc: congestive heart failure, hypertension, age ≥75 years, diabetes, stroke, vascular disease, age 65-74 years, sex category.
cStatistically significant at α=.05.

Discussion

Principal Findings
In this study, we applied a weak supervision–based approach
to demonstrate the feasibility and efficacy of an EHR-based
postmarket surveillance system for consumer wearables that
render AF prediagnoses.

We first derived a labeler model from labeling heuristics
expressed as labeling functions, which showed high accuracy
(0.92; F1-score=0.77) on the test set. We then fine-tuned a
classifier on labeler model output, to accurately identify AF
prediagnoses (0.95; F1-score=0.83).

Further, using the classifier output, we identified patients who
received an AF prediagnosis from a wearable and conducted a
retrospective analysis to compare the baseline characteristics
and subsequent clinical treatment of these patients against those
who did not receive a prediagnosis.

Across the entire cohort, patients with a prediagnosis were older
with more comorbidities. The race and sex composition of these
patients also differed from those who did not receive a
prediagnosis (P<.001).

Focusing on the subgroup of patients without a prior AF
diagnosis (Table 4), we observed that a higher percentage of
patients (525/1037, 50.63% vs 5936/16,560, 35.85%) who
received a wearable-assigned prediagnosis exhibited
CHA2DS2-VASc scores that warranted a recommendation for
anticoagulation therapy [22]. This increased likelihood for
anticoagulation therapy could be attributed to an early
prediagnosis from the wearable.

In the same subgroup, patients who received a prediagnosis
were 18.61 times more likely to receive a clinician-assigned
AF diagnosis than those who did not. The existence of a
prediagnosis was not correlated with patient demographics,
comorbidities, or AF subtype at the index diagnosis (Table 5)
but did correlate with anticoagulant prescription, where patients
with an AF prediagnosis were more frequently prescribed
apixaban (P=.004) and rivaroxaban (P=.01).

Comparison With Prior Work
Given that more consumer wearables will be introduced with
increasing prediagnostic capabilities, a surveillance framework
for wearable devices is urgently needed to properly assess their

impact on downstream health care [3,4]. However, publications
sponsored by wearable vendors focused mostly on ascertaining
the accuracy of the prediagnostic algorithm itself [1,2].

On the other hand, publications that sought to conduct
postmarket surveillance relied solely on manual chart review
[3,4], which is hard to scale. In a prior study on wearable
notifications, clinician review of 534 clinical notes yielded only
41 patients with an AF prediagnosis [3]. With a weakly
supervised approach, our clinician review of 600 notes (ie, the
test set) allowed the subsequent identification of 2279 patients
with a prediagnosis.

Such an improvement in recall enhanced the statistical power
of our analysis. First, our cohort study findings that showed
patients with an AF prediagnosis tended to be older, male, and
White with higher CHA2DS2-VASc scores matches the key
findings of the Apple Heart Study [1], which enrolled a much
larger number of participants (n=419,297). Second, we were
able to make a novel discovery in that a wearable-assigned
prediagnosis increases the likelihood of patients receiving
anticoagulation therapy and an eventual AF diagnosis, and we
identified statistically meaningful anticoagulant prescription
differences.

Prior work has applied various methods of weakly supervised
learning to some form of medical surveillance [16,17,23-25].
Most relevantly, Callahan et al [23] implemented a surveillance
framework for hip implants, and Sanyal et al [25] implemented
one for insulin pumps. To the best of our knowledge, however,
our work is the first to apply a weakly supervised approach to
consumer wearable surveillance. Without prescription records,
consumer wearable surveillance can be challenging to scale.

Limitations
We acknowledge that the STARR data set is confined to a small
health care system in a single geographic region, which is known
[13] to serve populations with higher percentages of male,
White, and older individuals. We recommend other institutions
to monitor their patient population by developing their own
surveillance framework using our weakly supervised
methodology. In fact, work is already underway to adapt this
approach for use at Palo Alto Veterans Affairs.

We could not establish causality between prediagnoses and
patient characteristics. The fact that patients who are older, with
more comorbidities; White; and male had a higher likelihood
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of receiving an AF prediagnosis may very well reflect that they
are health conscious and use wearables more frequently.

Conclusions
By providing prediagnoses, consumer wearables have the
potential to affect subsequent diagnoses and downstream health
care. Postmarket surveillance of wearables is necessary to
understand the impact but is hindered by the lack of codified
terms in EHRs to capture wearable use. By applying a weakly
supervised methodology to efficiently identify
wearable-assigned AF prediagnoses from clinical notes, we
demonstrate that such a surveillance system could be built.

The cohort study conducted using the constructed system carried
enough statistical power to verify the key findings of the Apple

Heart Study, which enrolled a much larger number of patients,
where patients who received a prediagnosis tended to be older,
male, and White with higher CHA2DS2-VASc scores. We also
made a novel discovery in that a prediagnosis from a wearable
increases the likelihood for anticoagulant prescription and an
eventual AF diagnosis. At the index diagnosis, the existence of
a prediagnosis from a wearable did not distinguish patients
based on clinical characteristics but did correlate with
anticoagulant prescription.

Our work establishes the feasibility and efficacy of an
EHR-based surveillance system for consumer wearable devices.
Further work is necessary to generalize these findings for patient
populations at other sites.
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Abstract

Background: The use of chronic disease information systems in hospitals and communities plays a significant role in disease
prevention, control, and monitoring. However, there are several limitations to these systems, including that the platforms are
generally isolated, the patient health information and medical resources are not effectively integrated, and the “Internet Plus
Healthcare” technology model is not implemented throughout the patient consultation process.

Objective: The aim of this study was to evaluate the efficiency of the application of a hospital case management information
system in a general hospital in the context of chronic respiratory diseases as a model case.

Methods: A chronic disease management information system was developed for use in general hospitals based on internet
technology, a chronic disease case management model, and an overall quality management model. Using this system, the case
managers provided sophisticated inpatient, outpatient, and home medical services for patients with chronic respiratory diseases.
Chronic respiratory disease case management quality indicators (number of managed cases, number of patients accepting routine
follow-up services, follow-up visit rate, pulmonary function test rate, admission rate for acute exacerbations, chronic respiratory
diseases knowledge awareness rate, and patient satisfaction) were evaluated before (2019‐2020) and after (2021‐2022)
implementation of the chronic disease management information system.

Results: Before implementation of the chronic disease management information system, 1808 cases were managed in the general
hospital, and an average of 603 (SD 137) people were provided with routine follow-up services. After use of the information
system, 5868 cases were managed and 2056 (SD 211) patients were routinely followed-up, representing a significant increase of
3.2 and 3.4 times the respective values before use (U=342.779; P<.001). With respect to the quality of case management, compared
to the indicators measured before use, the achievement rate of follow-up examination increased by 50.2%, the achievement rate
of the pulmonary function test increased by 26.2%, the awareness rate of chronic respiratory disease knowledge increased by
20.1%, the retention rate increased by 16.3%, and the patient satisfaction rate increased by 9.6% (all P<.001), while the admission
rate of acute exacerbation decreased by 42.4% (P<.001) after use of the chronic disease management information system.

Conclusions: Use of a chronic disease management information system improves the quality of chronic respiratory disease case
management and reduces the admission rate of patients owing to acute exacerbations of their diseases.

(JMIR Med Inform 2024;12:e49978)   doi:10.2196/49978

KEYWORDS

chronic disease management; chronic respiratory disease; hospital information system; informatization; information system;
respiratory; pulmonary; breathing; implementation; care management; disease management; chronic obstructive pulmonary
disease; case management

Introduction

Chronic obstructive pulmonary disease (COPD) and asthma are
examples of common chronic respiratory diseases. The
prevalence of COPD among people 40 years and older in China
is estimated to be 13.7%, with the total number of patients
reaching nearly 100 million. The lengthy disease cycle, recurrent

acute exacerbations, and low control rate were found to have a
significant impact on the prognosis and quality of life of
middle-aged and older patients with COPD [1,2]. Therefore, to
decrease the morbidity and disability rates and enhance the
quality of life of all patients with chronic respiratory diseases,
it is crucial to investigate effective prevention and treatment
methods and establish a life cycle management model for
chronic respiratory diseases.
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Since the development of information technology, the internet
and medical technology have been applied to the management
of chronic diseases [3]. The chronic disease information systems
adopted in hospitals and communities, along with mobile
medical apps, can enhance the self-management capabilities of
patients and play a significant role in disease prevention, control,
and monitoring [4-9]. However, the existing platforms are
generally isolated, the patient health information and medical
resources are not effectively integrated, and the Internet Plus
Healthcare technology model is not implemented throughout
the patient consultation process [3,9].

Yulin First People’s Hospital developed a chronic disease
management information system based on the hospital
information system (HIS) to fully and effectively utilize the
medical resources in hospitals and to better support and adapt
the system to the needs of patients with chronic diseases. In this
study, we evaluated the impact of the use of this system on the
efficacy of case management for patients with chronic
respiratory diseases.

Methods

Chronic Respiratory Diseases Case Management
Model Prior to Implementation of the Chronic Disease
Management Information System
Yulin First People’s Hospital is a public grade-3 general hospital
with 2460 open beds, a specialty clinic in the Department of
Pulmonary and Critical Care Medicine, and 180 beds in the
Inpatient Department. Chronic respiratory diseases case
management was initiated in 2019, which did not involve the
use of an information system and was implemented by a chronic
respiratory diseases case management team led by two nurses
qualified as case managers, one chief physician, two supervisor
nurses, and one technician. Under this system, patients with
COPD, bronchial asthma, bronchiectasis, pulmonary
thromboembolism, lung cancer, and lung nodules were managed
using the traditional inpatient-outpatient-home chronic
respiratory diseases case management model, including 1024
cases managed from 2019 to 2020. Except for medical
prescriptions and electronic medical records, the patient case
management information such as the basic information form,
follow-up form, patient enrollment form, inpatient follow-up
register, patient medication and inhalation device use records,

smoking cessation and vaccination records, and pulmonary
rehabilitation and health education records was managed using
Microsoft Excel forms that were regularly printed for filing.

Establishment of a Management Information System
for Chronic Diseases
The information carrier forming the basis of the management
information system is constituted by the model of internet
technology, chronic disease case management models, and
overall quality management. The key technology is to establish
a scientific, refined, and feasible follow-up pathway according
to the methods and procedures of chronic disease case
management based on the guidelines for the diagnosis and
treatment of single chronic diseases. The closed-loop
management of the clinical pathway was conducted in
accordance with the Deming cycle (plan-do-check-act), and
dynamic monitoring of single-disease health-sensitive and
quality-sensitive indicators was carried out. The successfully
developed system was installed on the hospital server to connect
personal terminals (medical terminals and customer apps) to
the existing HIS, which includes electronic medical records and
medical advice.

Using the single-disease path assessment or plan scale as a
framework, the system can automatically collect and integrate
the majority of the medical information of patients with chronic
respiratory diseases and provide these patients with inpatient,
outpatient, and home intelligent medical services. Patients with
chronic diseases who enroll in use of the system can use the
app to schedule appointments for medical guidance, payment,
and result queries; receive health guidance information; perform
self-health assessments; write a treatment diary; and obtain
medical communication materials.

The medical terminal consists of five functional modules: user
entry, data statistics and query, quality control, knowledge base,
and module management. As the core of the system, the user
entry module can manage case information in seven steps:
enrollment, assessment, planning, implementation, feedback,
evaluation, and settlement [10-14]. Each step has a
corresponding assessment record scale as well as the
health-sensitive and quality-sensitive indicators. The structure
of the HIS-based chronic disease management information
system is shown in Figure 1.
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Figure 1. Main structure of the hospital information system–based chronic disease management information system. ICD: International Classification
of Diseases.

Implementation of the Chronic Disease Information
Management System

Overview
Using the chronic disease management information system, two
full-time case managers oversaw the case management of 2747
patients diagnosed with six diseases among chronic respiratory
diseases between 2021 and 2022. The operation process was
broken down into enrollment, assessment, planning,
implementation, evaluation, feedback, and settlement stages.

Enrollment
Case managers entered the system through the medical app,
selected a disease and an enrolled patient from the list of patients
(the system automatically captures the patient’s name and ID
number according to the International Classification of Diseases
[ICD] code) in accordance with the chronic respiratory diseases
diagnostic criteria to sign the enrollment contract and determine
the relationship between the personal information and data
[15-19].

Assessment
The system can be seamlessly integrated with multiple
workstations on the HIS to automatically capture the basic
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information, electronic medical records, medical advice, and
inspection materials, and can generate questionnaires or
assessment scales for patients with chronic respiratory diseases
such as the COPD Assessment Test, Asthma Control Test,
modified Medical Research Council scale, form for lung
function test results, inhalation device technique evaluation
form, 6-minute walk test record, rehabilitation assessment form,
health promotion form, and nutritional assessment form. The
above materials can be added or removed based on the
requirements for individual patients.

Planning
The case managers drafted the follow-up plan based on the
patient assessment criteria and included the patients on the 1-,
3-, 6-, and 12-month follow-up lists. If the patient satisfied the
self-management and indicator control requirements after
follow-up, they could be settled and included in the annual
follow-up cohort. Case managers can set up follow-up warning
and treatment, involving the return visit plan, health education,
follow-up content, pathway, and time, and notify the patients
and nurses on day 7 and at months 1, 3, 6, and 12 after
discharge. The nurses should promptly deal with patients who
miss their scheduled follow-up visit.

Implementation
During the inpatient or outpatient care, supervising physicians,
nurses, and patients collaborated with each other to implement
the treatment. Case managers monitored the patients, evaluated
them, documented the results, interpreted various test indicators,
and provided health guidance. The chronic disease management
information system acquired the corresponding data for chronic
disease–sensitive indicators from outpatient and inpatient orders
and medical records automatically. The chronic respiratory
diseases management team reviewed the patients’ conditions
and the dynamics of chronic disease–sensitive indicators to
make accurate decisions based on the current situation. The
outpatient physicians obtained the single-disease package advice
and personalized prescriptions to modify the diagnosis and
treatment scheme.

Evaluation
Case managers highlighted evaluation and health education.
First, they assessed and examined the content of the previous
education and recorded and analyzed the patients’ conditions,
medication, diet, nutrition, rehabilitation exercises, and
self-management. Second, they prepared the personalized health
education plan, return visit plan, and rehabilitation plan, and
used standardized courseware, educational videos, and health
prescriptions to provide the patients with one-on-one health
guidance. Finally, they sent the management tasks and
educational contents to the phones of the patients for
consolidating the learning in the hospital, as an outpatient, and
at home.

Feedback
Patients can access their biochemical, physical, and chemical
data as well as chronic disease–sensitive indicators in the
hospital, as an outpatient, and at home for self-health
management. Case managers can also perform online
assessment, appraisal, and guidance via telephone, WeChat,

and the chronic disease information system and record the data.
Client mobile terminals can receive SMS text message alerts
and the main interface of the chronic disease information system
would display reminders of follow-up and return visits within
±7 days.

Settlement
If a patient was out of contact for 3 months, died, or refused to
accept the treatment, case managers could settle the case.

Evaluation of the Effect of Implementing the Chronic
Disease Management Information System

Evaluation Method
In accordance with case quality management indicators [20],
two full-time case managers collected and evaluated data in the
process of the follow-up procedure. To reduce the potential for
evaluation bias, the case managers consistently communicated
and learned to standardize the evaluation method. The cases
were divided based on different chronic respiratory diseases
case management models (ie, before and after use of the chronic
disease information system). The following case management
quality indicators were evaluated under the noninformation
system management model (2019‐2020) and under the chronic
disease management information system model (2021‐2022):
number of managed cases, number of patients accepting routine
follow-up services, follow-up visit rate, pulmonary function
test rate, admission rate for acute exacerbations, chronic
respiratory diseases knowledge awareness rate, and patient
satisfaction. Excel sheets were used to acquire data prior to
incorporation of the chronic disease management information
system into the new information system.

Evaluation Indicators
The annual number of cases was calculated as the sum of the
number of newly enrolled patients and the number of initially
enrolled patients. The number of cases was calculated as the
sum of the number of cases in different years. The number of
routine follow-up visits represents the number of patients who
completed the treatment plan. The follow-up visit rate was
calculated as the number of completed follow-up visits in the
year divided by the number of planned follow-up visits in the
same year. The pulmonary function test rate was calculated as
the number of pulmonary function tests completed for patients
scheduled for follow-up during the year divided by the number
of pulmonary function tests for patients scheduled for follow-up
during the year. The admission rate for acute exacerbations was
calculated as the number of recorded patients admitted to the
hospital due to acute exacerbations divided by the total number
of patients recorded. The chronic respiratory diseases knowledge
awareness rate was determined by the number of people having
sufficient knowledge divided by the total number of people
tested. This knowledge indicator was based on the self-prepared
chronic respiratory diseases knowledge test scale, which consists
of 10 items determined using the Delphi method (following
expert consultation) through review of the literature, including
common symptoms, disease hazards, treatment medication, diet,
living habits, exercise, negative habits affecting the disease,
regular review items, effective methods for cough and sputum
removal, appointments, and follow-ups. The content of the
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questionnaire was refined by disease type, and the reviewers
included 11 personnel with the title of Deputy Chief Nurse or
above in the Internal Medicine Department of the hospital. The
expert authority coefficients were 0.85 and 0.87 and the
coordination coefficients were 0.50 and 0.67 for the two rounds

of review, respectively; the χ2 test showed a statistically
significant value of P=.01. Patient satisfaction was assessed
with a self-made questionnaire that showed good internal
reliability (Cronbach α=0.78) and content validity (0.86). The
questionnaire items included the reminder of return visits,
practicability of health education content, and service attitude
of medical staff; the full-time case managers surveyed the
patients (or their caregivers) at the time of return visits after the
third quarter of each year. Satisfaction items were rated using
a 5-point Likert scale with a score of 1‐5, and a mean ≥4 points
for an individual indicated satisfaction. Patient satisfaction was
then calculated as the number of satisfied patients divided by
the total number of managed patients.

Statistical Analysis
SPSS 16.0 software was used for data analysis. The
Mann-Whitney U test was performed to compare continuous

variables between groups and the χ2 test was performed to

compare categorical variables between groups. P<.05 indicated
that the difference was statistically significant.

Ethical Considerations
The study was conducted in accordance with the principles of
the Declaration of Helsinki. This study received approval from
the Ethics Committee of Yulin First People’s Hospital (approval
number: YLSY-IRB-RP-2024005). The study did not interfere
with routine diagnosis and treatment, did not affect patients’
medical rights, and did not pose any additional risks to patients.
Therefore, after discussion with the Ethics Committee of Yulin
First People’s Hospital, it was decided to waive the requirement
for informed consent from patients. Patients’ personal privacy
and data confidentiality have been upheld throughout the study.

Results

Characteristics of Patient Populations Before and After
Implementation of the Information System
There was no significant difference in age and gender
distributions in the patient populations that received care before
and after implementation of the chronic disease management
information system (Table 1).

Table . General characteristics of the patient populations under case management before and after use of the chronic disease management information
system.

P valuedfχ² valueAfter use (n=2747)Before use
(n=1024)

Characteristic

.3111.046Gender, n (%)

1767 (64.3)677 (66.1)Men

980 (35.7)347 (33.9)Women

.8030.997Age group (years), n (%)

73 (2.7)26 (2.6)<30

1013 (36.9)370 (36.1)30-59

118 (11.5)510 (49.8)60-79

339 (12.3)1322 (48.1)>80

Comparison of Workload Before and After
Implementation of the Information Management
System
Before use of the system, 1808 cases were managed, with a
mean of 603 (SD 137) cases having routine follow-up visits.
After use of the system, 5868 cases were managed, with a mean
of 2056 (SD 211) routine follow-up visits. Therefore, the number
of managed cases and the number of follow-up visits
significantly increased by 3.2 and 3.4 times, respectively, after
use of the system (U=342.779; P<.001).

Comparison of Quality Indicators of Managed Cases
Before and After Implementation of the Information
System
The quality indicators in the two groups are summarized in
Table 2. Compared with the corresponding indicators before
use of the system, the follow-up visit rate increased by 50.2%,
the pulmonary function test rate increased by 26.2%, the chronic
respiratory diseases knowledge awareness rate increased by
20.1%, the retention rate increased by 16.3%, and the patient
satisfaction increased by 9.6%; moreover, the admission rate
for acute exacerbations decreased by 42.4%.
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Table . Comparison of case management quality indicators before and after implementation of the chronic diseases information management system.

P valueχ² value (df=1)After use (n=2747), n (%)Before use (n=1024), n (%)Quality indicators

<.0017.6601939 (70.6)209 (20.4)Subsequent visit rate

<.0012.1901231 (44.8)190 (18.6)Lung function test achieve-
ment rate

<.0011.2431742 (63.4)443 (43.3)CRDa knowledge awareness
rate

<.0011.9952560 (93.2)787 (76.9)Retention rate

<.0015.999613 (22.3)663 (64.7)Acute exacerbation admis-
sion rate

.0186.1902577 (93.8)862 (84.2)Patient satisfaction

aCRD: chronic respiratory disease.

Discussion

Principal Findings
The main purpose of this study was to build a chronic disease
management information system and apply it to the case
management of chronic respiratory diseases. Our evaluation
showed that the chronic disease management information system
not only improves the efficiency and quality of case management
but also has a benefit for maintaining the stability of the
condition for patients with respiratory diseases, reduces the
number of acute disease exacerbations, increases the rate of
outpatient return, and improves patients’adherence with disease
self-management. Thus, a chronic disease management
information system is worth popularizing and applying widely.

Value of the HIS-Based Chronic Disease Management
Information System
Chronic diseases constitute a significant public health issue in
China. Public hospitals play important roles in the health service
system, particularly large-scale public hospitals with the most
advanced technologies, equipment, and enormous medical
human resources, which can greatly aid in the diagnosis and
treatment of diseases and also serve as important hubs for the
graded treatment of chronic diseases. Moreover, a significant
number of patients with chronic diseases visit large hospitals,
making them important sources of big data on chronic diseases
[21]. Adoption of an HIS-based chronic disease management
information system can make full use of and exert the
advantages of large-scale public hospitals in terms of labor,
technology, and equipment in the diagnosis, treatment, and
prevention of chronic diseases; enhance the cohesiveness of the
case management team in chronic disease management; and
achieve prehospital, in-hospital, and posthospital continuity of
care for patients with chronic diseases. Overall, use of a chronic
disease management information system can enhance the quality
and efficiency of chronic disease management and lay a good
foundation for teaching and research on chronic diseases.

Improved Efficiency of Case Management
China was relatively late in applying case management practices,
and chronic disease management has traditionally been primarily
conducted offline [14,20] or supplemented by management with
apps and WeChat [7,8]. Traditional case management methods

require case managers to manually search, record, store, query,
count, and analyze information. This manual process necessitates
substantial time and makes it challenging to realize a
comprehensive, systematic, and dynamic understanding of
patient information, resulting in a small number of managed
cases and follow-up visits. With the application of information
technology, use of an HIS-based chronic disease monitoring
and case management system can automatically extract and
integrate patient information, thereby increasing the efficiency
of chronic disease management and reduce costs [4,22]. In this
study, two case managers played leading roles both before and
after implementation of the information system; however,
compared with the situation before the use of the system, the
numbers of both managed cases and of follow-up visits
increased, reaching 3.2 and 3.4 times the preimplementation
values, respectively. The information system can automatically
obtain a patient’s name and ID number based on the ICD code,
which can expand the range of enrollment screening and appoint
the register of patients as planned. In addition, the information
system can automatically obtain outpatient, inpatient, and home
medical information for the postillness life cycle management
of patients. Moreover, the intuitive, clear, and dynamic indicator
charts on the system can save a significant amount of time for
diagnosis and treatment by medical staff, while the paperless
office and online data-sharing functions can essentially solve
the problem of managing files by case managers to ultimately
enhance efficiency.

Improved Quality of Case Management
According to evidence-based medicine, the seven steps of case
management represent the optimal clinical pathway [10-14,22].
In this study, the concept of an Internet-Plus medical service
was introduced; that is, the chronic disease management
information system was established based on the HIS data and
case management model [22] and the function of a mobile
medical terminal app was incorporated in the system [6,7].
Compared with the noninformation system case management
model, this system has several advantages. First, owing to the
swift management mode, it can overcome the limitations of
time and space [4-8]. Second, multichannel health education
and communication can enhance patients’knowledge and skills,
as well as their compliance with self-management, based on
diversified forms of image data such as graphics and audio
[6,22]. Third, the use of intelligent management can remind
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doctors and patients to complete management work and
follow-up visits as planned, and to perform intelligent pushes
of patient outcome indicators to improve confidence in the
treatment [22]. Fourth, this system enables information sharing
and big data analysis, as well as multidisciplinary diagnosis and
treatment based on the matching of doctor-patient responsibility
management, which can be more conducive to the precise health
management of patients.

Compared with the traditional case management model,
information-based case management significantly increased the
follow-up visit rate, lung function test rate, chronic respiratory
diseases knowledge awareness rate of patients, patient
satisfaction rate, and retention rate. Among these indicators,
the follow-up visit rate and lung function test rate represent
aspects related to the patients’ own management of their
condition [1]. The results of this study are consistent with
previous findings related to information-based management of
chronic diseases in China, demonstrating that such a
management system was more conducive to planned, systematic,
and personalized education and follow-up by the case
management team, thereby promoting the virtuous cycle of
compliance with self-management and reducing the number of
acute exacerbations among patients with chronic respiratory
diseases, ultimately enhancing the precision of medical resource
allocation and hospital management [22,23].

Helping Patients With COPD Maintain Stability of
Their Condition
The admission rate for acute exacerbations serves as a common
indicator of the quality of the treatment of chronic respiratory
diseases [23]. The deployment of a clinical pathway–based
hospital case management information system significantly
reduced the admission rate for acute exacerbations and enhanced
the quality of treatment for chronic respiratory diseases,
indicating its high clinical significance. There are several reasons
for these observed benefits. First, home care and
self-management are essential in the management of chronic
respiratory diseases. The information-based case management
model improved the patients’ knowledge and skills along with
their compliance with self-management. Consequently, the
standardized self-management process helped to reduce the
number of acute exacerbations of chronic respiratory diseases
and thus lowered the admission rate. Second, the
information-based case management model increased the regular
return rate, which allowed the medical staff to identify the
potential risk factors for acute exacerbations in a timely manner,

deal with them when they occur, and prepare personalized
treatment plans and precise health management schemes. This
consequently enabled adjustment of treatment schemes in real
time, reduced the number of admissions due to acute
exacerbations, and lowered the readmission rate. For hospitals
interested in implementing a similar model, we suggest first
conducting a detailed review of the current situation prior to
making adequate changes based on the relevant disease and
patient populations.

Consequently, the HIS-based case information management
model could improve efficiency, enhance the quality of case
management, and aid in stabilizing the conditions of patients
with chronic respiratory diseases. In contrast to the hospital
case management information system reported by Yuan et al
[22], the system described in this study includes a personal
terminal app. Previous studies confirmed that a stand-alone
mobile health app could improve patient compliance and disease
control [6-8]; thus, whether this system can be used to manage
specialized disease cohorts for patients with chronic diseases
remains to be determined. In this study, the effect on the
retention rate of patients was confirmed; however, the overall
operational indicators for the diagnosis and treatment of chronic
diseases should be further determined.

Conclusion
With the advancement of information technology, the internet
and medical technology have been applied to the management
of chronic diseases. As an information-based platform for the
case management of patients with chronic respiratory diseases,
a newly developed chronic disease management information
system was introduced in this study. This system is capable of
designing the follow-up time registration, follow-up content,
approaches, methods, quality control, and feedback process for
a single chronic respiratory disease via the single-disease clinical
pathway following the case management process (enrollment,
assessment, planning, implementation, feedback, and
evaluation). Use of this system can encourage patients with
chronic respiratory diseases to adhere to regular follow-up and
form an outpatient-inpatient-home chronic disease management
strategy. This can help in reducing the admission rate for acute
exacerbations, increase the return visit rate, and improve the
correctness and compliance of home self-management of
patients with chronic respiratory diseases. Owing to these
benefits, wide adoption of such information systems for the
management of chronic diseases can offer substantial economic
and social value.
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Abstract

Background: After strict COVID-19–related restrictions were lifted, health systems globally were overwhelmed. Much has
been discussed about how health systems could better prepare for future pandemics; however, primary health care (PHC) has
been largely ignored.

Objective: We aimed to investigate what combined policies PHC could apply to strengthen the health care system via a bottom-up
approach, so as to better respond to a public health emergency.

Methods: We developed a system dynamics model to replicate Shanghai’s response when COVID-19–related restrictions were
lifted. We then simulated an alternative PHC-based integrated health system and tested the following three interventions: first
contact in PHC with telemedicine services, recommendation to secondary care, and return to PHC for recovery.

Results: The simulation results showed that each selected intervention could alleviate hospital overwhelm. Increasing the rate
of first contact in PHC with telemedicine increased hospital bed availability by 6% to 12% and reduced the cumulative number
of deaths by 35%. More precise recommendations had a limited impact on hospital overwhelm (<1%), but the simulation results
showed that underrecommendation (rate: 80%) would result in a 19% increase in cumulative deaths. Increasing the rate of return
to PHC from 5% to 20% improved hospital bed availability by 6% to 16% and reduced the cumulative number of deaths by 46%.
Moreover, combining all 3 interventions had a multiplier effect; bed availability increased by 683%, and the cumulative number
of deaths dropped by 75%.

Conclusions: Rather than focusing on the allocation of medical resources in secondary care, we determined that an optimal
PHC-based integrated strategy would be to have a 60% rate of first contact in PHC, a 110% recommendation rate, and a 20%
rate of return to PHC. This could increase health system resilience during public health emergencies.

(JMIR Med Inform 2024;12:e54355)   doi:10.2196/54355

KEYWORDS

hospital overwhelm; primary health care; modeling study; policy mix; pandemic; model; simulation; simulations; integrated;
health system; hospital; hospitals; management; service; services; health systems; develop; development; bed; beds; overwhelm;
death; deaths; mortality; primary care

Introduction

The World Health Organization (WHO) announced the end of
the COVID-19 public health emergency of international concern
on May 5, 2023. Over the past 3 years, the COVID-19 epidemic
has resulted in more than 765 million infections and 6.92 million
deaths globally and has involved ongoing outbreaks, infection
control via restrictions, the lifting of restrictions, and large-scale
infections [1]. The limitations of health care systems worldwide
regarding the response to mass infections and admissions have
been exposed, and these limitations exist in countries classified

as high-performing and resilient countries, as well as in
resource-limited countries [2-4]. Although most governments
have prudently considered the appropriate time to relax
restriction policies, health care systems have unavoidably been
overwhelmed, and some even collapsed once restrictions were
lifted [5].

Much has been discussed regarding how health care systems
could have better prepared for COVID-19 and how to prepare
for future pandemics. Topics of discussion include adequate
health care workforces and facilities [6], better intensive care
unit capacity [7], early intervention to avoid local transmission
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[8], and the broader application of telemedicine [9]. Some
scholars have advocated for the integration and coordination of
the health system, including public health and clinical medicine.
The role of primary health care (PHC) in COVID-19
management has received attention [10-13], but this attention
is obviously insufficient when compared with the attention given
to the professional treatment capabilities of large hospitals. In
particular, there is a lack of empirical research on the role of
PHC. After touring 5 cities in China, the WHO provided
recommendations that were predominantly focused on secondary
care and epidemiological tracking and control, and the role of
PHC was missed again [14].

Distinguishing itself from secondary care for specialist
treatment, PHC is regarded as the most inclusive, effective, and
efficient approach to enhancing people’s physical and mental
health. PHC has great value in a strong, coordinated response
to a public health crisis [10,15]. Recent studies show that a
strong PHC foundation could effectively mitigate an epidemic.
One such case is that of Singapore, which promptly instituted
aggressive containment measures by establishing public health
preparedness clinics that were supported in a sustained manner
by the PHC network [16]. In contrast, PHC resources in the
African Union are exceedingly scarce, which resulted in
insufficient engagement when dealing with COVID-19 [17-20].
Even in countries with adequate PHC resources, such as the
United Kingdom, the health system did not respond quickly and
struggled to meet medical demands under a large-scale epidemic
[21]. Legido-Quigley and colleagues [7] argued that
well-developed integration was a key factor of services
influencing resilience during the COVID-19 pandemic in
high-performing health systems. Prompt communication and
coordination among PHC, public health, and secondary care
are essential [22].

At the end of 2022, COVID-19–related restrictions were lifted
in China, and an epidemic wave caused by the highly
transmissible Omicron SARS-CoV-2 variant placed health
services in the country under extreme pressure, especially in
metropolises. In Shanghai, which is the most populous
metropolis in China and has a permanent population of 25
million, it is extremely difficult to deal with the spread of
epidemic infections. At the end of 2022, Shanghai adopted an
expansion strategy that involved allocating medical resources
in secondary care institutions in a manner that favored patients
with SARS-CoV-2 infection. At the same time, Shanghai, as a
pilot city, was one of the first cities to promote a hierarchical
diagnosis and treatment system based on PHC. As such,
Shanghai provides an extremely rare opportunity to explore
how the health system of a metropolis can actively respond to
large-scale infections, as well as the key role of PHC in this

system. In this study, we simulated the large-scale infections
that occurred in Shanghai at the end of 2022 by using a
simulated environment, wherein we reproduced Shanghai’s
response to the challenges of the fast-spreading epidemic. We
then tested an alternative strategy that used a PHC-based
integrated health system.

Methods

Ethical Considerations
Ethics board review was not required, as this study only involved
modeling and simulations. All modeling data came from public
sources or published papers and did not involve ethical issues.

Study Design
System dynamics was applied in this study to simulate the mass
infections and the health system performance in Shanghai.
System dynamics models are established based on the feedback
structures (loops) centered around the issue of concern [23,24].
The nonlinear dynamic behaviors derived from these feedback
loops shed light on the underlying mechanisms that generate
problematic system behaviors, which helps with understanding
complex systems and finding fundamental solutions [25]. The
use of system dynamics models is a suitable method for
investigating public health issues that feature high-complexity
systems [26,27]. In recent years, system dynamics has been
widely used to model issues related to COVID-19 [28-31].

We developed a system dynamics–based model to replicate the
health system in Shanghai after COVID-19–related policies
were lifted. The following indicators of an overwhelmed health
system were used: physician availability (the percentage of
patients arriving at the hospital who could be treated) and bed
availability (the percentage of patients needing hospitalization
who could be admitted) in secondary hospitals. Shanghai’s
response to the soaring medical demands was to reallocate
medical resources from other divisions to increase the supply
of hospital physicians and beds for patients with COVID-19.
This policy increased the capacity of secondary hospitals such
that more patients could be treated and hospitalized. We also
used the system dynamics model to establish a PHC-based
integrated health system as an alternative option for addressing
hospital overwhelm. The following three critical policy
interventions were tested: first contact in PHC, identification
of high-risk patients and recommendation to secondary care
hospitals, and referral for a return to PHC for follow-up and
recovery at the community level (Figure 1). Telemedicine
services were also considered in PHC, with which more first
contacts could be handled and the capacity of PHC to handle
patients could be increased.
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Figure 1. PHC-based health system. PHC: primary health care.

Model Structure
The Shanghai model includes the following two parts: the
epidemic dynamics representing the mass infections that

occurred when COVID-19 restrictions were lifted in Shanghai
and the health care system response, as shown in Figure 2.
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Figure 2. Shanghai system dynamics model of a PHC-based integrated system. A: infected population without symptoms; D: death; E: infected
population during the incubation period; GB: getting better; GW: getting worse; HR: home recovery; I: infected population with symptoms; PHC:
primary health care; R: recover; RA: population in A that has recovered; S: susceptible population without vaccination; SV: susceptible population with
vaccination.

In Figure 2, the left part depicts an extension of the traditional
Susceptible-Exposed-Infectious-Removed model, which we
used to model the spread of COVID-19 in Shanghai and
compute the number of symptomatic cases, of which a large
proportion would require medical services. We disaggregated
the total population into the following six groups.

SV and S represent the susceptible population with vaccination
and the susceptible population without vaccination, respectively.
The transformation of SV to S represents the waning
effectiveness of COVID-19 vaccines, where ω is the waning
effect of vaccination.

E represents the infected population during the incubation
period. The transformation of SV to E and S to E represents the
spread of the virus, where c is the contact rate, β is the
transmission probability, and θ1 is the effectiveness rate of
vaccination against infection.

I and A represent the infected population with symptoms and
the infected population without symptoms, respectively. α is
the percentage of asymptomatic cases, and τ is the incubation
period.
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RA represents the population in A that has recovered. γ1 is the
recovery fraction among asymptomatic cases.

Patients with symptoms (ie, those from population I) link the
left and right parts of the model. Some patients will recover at
home, and others will visit a physician. Among those visiting
a physician, some will first contact a PHC institution, while
others will contact a secondary hospital directly. PHC
institutions and secondary hospitals each have a specific
capacity, and when this capacity is reached, new, excess patients
cannot be treated and will have to return home. With regard to
patients treated in PHC institutions and secondary hospitals,
those with mild symptoms will be given prescriptions and sent
home to recover. With regard to patients needing further
treatment when presenting at the PHC level, general practitioners
will recommend them to a secondary hospital; some patients
will be hospitalized and become inpatients if hospital beds are
available. Over time, some inpatients will recover, whereas
others will develop severe illness and eventually recover or die.
Patients who recover at home will either improve or worsen, as
will untreated and treated patients from PHC institutions and
secondary hospitals. The proportion of patients whose condition
worsens is highest for untreated patients and lowest for treated
patients. Some recovering inpatients in secondary care hospitals
might recover at the community level if PHC can provide
follow-up health management services. The model equations
and parameter settings are detailed in sections 1 and 2 in
Multimedia Appendix 1.

Data Source and Model Validation
We previously developed and validated a model of reopening
in Shanghai that accounts for the epidemiological dynamics of
the first Omicron wave in this metropolis during the first half
of 2022 [32]. The model we established in this study was based
on that previous model and was used to simulate the second
Omicron wave, specifically the time when most intervention
prevention control measures were lifted at the end of 2022. Data
related to the spread of Omicron in Shanghai, such as the contact
rate, transmission possibility, asymptomatic rate, incubation
period, and recovery fraction, were obtained from previous
literature about COVID-19 and, especially, Omicron (further
details are reported in section 2 and Table S1 in Multimedia

Appendix 1). Data related to individuals’ behaviors, such as the
rate of first contact in PHC and the rate of recovery at home,
were set according to estimations based on our investigation of
PHC, hospitals, and the community. Sensitivity tests for these
parameters were conducted to check the robustness of the model
(section 3.2 in Multimedia Appendix 1).

The validation of model behavior usually involves the
comparison of simulation results with real-world data. Because
mass COVID-19 testing was no longer required, accurate
infection data were no longer available; news reports on viral
infections and the level of pressure on medical resources were
used as references. The model results revealed patterns that
were similar to the actual situation during the second Omicron
wave in Shanghai, thereby confirming the validity of the model
(further details are reported in section 3 in Multimedia Appendix
1). As a result, we determined that this model could provide a
simulated environment to facilitate the exploration of effective
policies regarding the response to mass infections in a
metropolis.

Results

Scenario 1: Medical Resource Reallocation in
Secondary Care
When the strict intervention prevention controls were lifted, the
policy focus changed from preventing the spread of COVID-19
to the timely treatment of patients with COVID-19. When facing
massive increases in infections, physicians’ availability could
decline to as low as 55% if no interventions were adopted. In
the case of Shanghai, a series of measures was taken to deal
with the impact of large-scale infections on hospitals. When
hospital physician capacity and hospital bed capacity were
increased by 70% of the original capacities, the lowest physician
availability and bed availability changed to approximately 85%
and 70%, respectively. Moreover, bed shortages lasted
approximately 8 days, which was around one-third of the bed
shortage time for the scenario with no capacity extension. The
peak number of severe cases decreased, as more patients could
be treated promptly. Consequently, the cumulative number of
deaths decreased to less than half of that for the scenario without
additional resources, as shown in Figure 3.

JMIR Med Inform 2024 | vol. 12 | e54355 | p.676https://medinform.jmir.org/2024/1/e54355
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Expanding capacity to meet soaring demand. Base: baseline; Ext cap 30: 30% capacity extension; Ext cap 50: 50% capacity extension; Ext
cap 70: 70% capacity extension.

Scenario 2: PHC-Based Integrated Health Care System

Scenario 2.1: Increasing the Rate of First Contact in
PHC Plus PHC Telemedicine
Facing huge increases in the number of patients, we examined
ways to increase the rate of first contact in PHC, in which PHC
telemedicine services were also considered. Under such
circumstances, 6 scenarios were simulated, with the rate of first
contact in PHC with and without telemedicine services set to
40%, 50%, and 60%. Figure 4 shows that replacing the worst

scenario (40% rate of first contact in PHC without telemedicine)
with the best scenario (60% rate of first contact in PHC with
telemedicine) increased the lowest level of secondary hospital
physician availability and that of secondary hospital bed
availability by 32% (from 51% to 67%) and 111% (from 9%
to 19%), respectively. Moreover, the duration of bed shortages
dropped from approximately 30 days to approximately 20 days.
Because more patients were promptly treated in the best
scenario, the number of cumulative deaths decreased from
24,740 in the worst scenario to 15,837—a 56% decrease.
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Figure 4. Scenarios with various rates of first contacts in primary health care with and without telemedicine. PHC FC 40: 40% rate of first contact in
primary health care without telemedicine; PHC FC 50: 50% rate of first contact in primary health care without telemedicine; PHC FC 60: 60% rate of
first contact in primary health care without telemedicine; PHC FC 40 + Telem 2: 40% rate of first contact in primary health care with telemedicine;
PHC FC 50 + Telem 2: 50% rate of first contact in primary health care with telemedicine; PHC FC 60 + Telem 2: 60% rate of first contact in primary
health care with telemedicine.

Scenario 2.2: Referral Recommendation Rate for
High-Risk Patients
Two of the main tasks of general practitioners in PHC are to
identify high-risk patients and provide referral recommendations
to secondary care, which are related to the professional
capabilities of general practitioners. We simulated the following
four scenarios: (1) a recommendation rate of 80%, meaning that
20% of patients requiring advanced treatment in a hospital were
not identified (ie, underrecommendation); (2) a recommendation
rate of 100% without underrecommendation or

overrecommendation, which is an ideal scenario; (3) a
recommendation rate of 120%, meaning that 20% of patients
were overreferred to secondary care; and (4) a recommendation
rate of 100% but with underrecommendation and
overrecommendation happening at the same time.
Underrecommendation and overrecommendation, respectively,
slightly increased and decreased the physician availability and
bed availability. However, with underrecommendation, in which
20% of patients who needed to be treated in a hospital were not
referred, some patients developed severe illness due to improper
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treatment, leading to more severe cases and more cumulative deaths, as shown in Figure 5.

Figure 5. Scenarios involving general practitioners in primary health care with differing capabilities for identifying high-risk patients. “Ideal” refers
to no underrecommendation and no overrecommendation. “Nonideal” refers to underrecommendation and overrecommendation happening at the same
time.

Scenario 2.3: Follow-Up Health Management Services
in PHC
When facing bed shortages, some patients with mild symptoms
who are nearly recovered can be transferred to recover in the
community if PHC can provide follow-up health management
services. We simulated four scenarios under which 5%, 10%,
15%, and 20% of hospital inpatients were transferred back to
PHC to recover. As shown in Figure 6, physician availability

was not affected, but hospital bed availability improved. When
20% of inpatients could recover in the community, the lowest
bed availability level reached approximately 20%, whereas this
level reached 7% in the scenario where only 5% of inpatients
were referred to PHC to recover. Moreover, the number of days
with bed shortages was nearly halved. As a result, the peak
number of severe cases decreased from 16,897 to 14,737, and
the cumulative number of deaths dropped from 28,008 to 14,344.
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Figure 6. Scenarios with different percentages of patients returning to primary health care for recovery. Health mngt 05: 5% rate of health management
in the community; Health mngt 10: 10% rate of health management in the community; Health mngt 15: 15% rate of health management in the community;
Health mngt 20: 20% rate of health management in the community.

Scenario 2.4: Mixed Policy Interventions
We integrated the above three policy interventions to investigate
the overall impact of a PHC-based system, as shown in Figure
7. The model simulation results showed that the lowest level of
hospital physician availability ranged from 51% in the worst
case (40% rate of first contact in PHC without telemedicine) to
69% in the best case (60% rate of first contact in PHC with
telemedicine). The lowest level of hospital bed availability
varied even more, ranging from 6% in the worst case (40% rate
of first contact in PHC without telemedicine and 5% rate of
health management in the community) to 51% in the best case
(60% rate of first contact in PHC with telemedicine,

recommendation rate of 80%, and 20% rate of health
management in the community). With regard to the number of
severe cases, the worst case peaked at 20,876 severe cases (40%
rate of first contact in PHC without telemedicine,
underrecommendation rate of 20%, and 5% rate of health
management in the community), and the best case peaked at
11,984 severe cases (60% rate of first contact in PHC with
telemedicine, recommendation rate of 100%, and 20% rate of
health management in the community)—a decrease of
approximately 75%. As for cumulative deaths, the worst case
was 37,369 deaths, and the best case was only 7946 deaths—a
79% reduction. Furthermore, we identified the following
relatively optimal policy intervention mix: a 60% rate of first
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contact in PHC with telemedicine services, a 20% rate of referral to return to PHC, and a recommendation rate of 100% to 120%.

Figure 7. Overall impact of integrated primary health care (PHC). The red, orange, green, and blue areas represent PHC with or without telemedicine,
the rate of FC in PHC, the rate of PHC recommendation to secondary care, and the rate of referral to return to PHC, respectively. The gray areas represent
the biggest medical resource gaps, including hospital physician availability and hospital bed availability, and the resulting peak number of SCs and
cumulative deaths. FC: first contact; SC: severe case.

Discussion

Principal Findings
The experience of hospital overwhelm during the COVID-19
pandemic highlights the need to reflect on existing health
systems and search for more proactive solutions during an
epidemic. In this study, we constructed a simulated policy
environment to replicate Shanghai’s response to the mass
SARS-CoV-2 infections that occurred once restrictions were

lifted. Specifically, the Shanghai Municipal Health Commission
deployed medical resources in secondary care hospitals, in a
manner that favored patients with SARS-CoV-2 infection, as
quickly as possible. This strategy included increasing the
availability of beds and reallocating more medical staff from
other departments to promptly treat critically ill patients and
prevent deaths. This efficient and decisive response allowed
Shanghai to avoid the large-scale congestion and overwhelm
of the health care system. However, Shanghai’s strategy worked
under the assumptions that advanced medical resources would
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be available and could be deployed, and the strategy largely
depended on the government’s strong decision-making and
coordination capabilities. At the same time, we realize that
relying on PHC to alleviate congestion is an important strategy
to achieve the effective allocation of medical resources, rather
than only relying on temporary expansion in secondary care
[33].

We proposed an alternative PHC-based strategy and tested this
in a simulated policy simulation environment. We tested the
rate of first contact in PHC, the rate of identifying high-risk
patients for recommendation to a specialist, and the rate of return
to PHC for recovery. According to the simulation results,
increasing the rate of first contact in PHC could effectively
alleviate the shortage of specialists in large hospitals.
Additionally, telemedicine application in PHC contributed
substantially to reducing congestion within hospitals engaged
in COVID-19 treatment. In our model, a 60% rate of first contact
in PHC with telemedicine could increase the lowest level of
secondary hospital physician availability from 51% to 67% and
reduce the number of cumulative deaths by 9630. The value of
first contact in PHC for patients is receiving immediate medical
treatment to avoid severe illness or death caused by delays in
treatment, as well as reducing the shortage of medical resources
in secondary hospitals. COVID-19 has accelerated the
development of telemedicine. Alexander and colleagues [34]
used a nationally representative audit of outpatient care to
characterize primary care delivery in the United States and found
that the pandemic was associated with a >25% decrease in
primary care volume, which has been offset in part by increases
in the delivery of telemedicine. Some believe that the boom in
telemedicine during the COVID-19 pandemic could worsen
health disparities [35], especially for racial and ethnic minority
groups; those living in rural areas; and individuals with limited
English proficiency, low literacy, or low income [36].
Nevertheless, telemedicine is an inevitable future developmental
trend.

The rate of identifying high-risk patients is a crucial indicator
of PHC worker capacity. We found that underidentification
could result in more severe illness and more deaths, whereas
overidentification could increase congestion in hospitals to some
degree. For example, in the scenario with a 50% rate of first
contact in PHC with telemedicine, a 120% recommendation
rate reduced hospital specialist availability from 61% to 60%,
whereas an 80% recommendation rate increased hospital
specialist availability from 61% to 63%. A similar impact was
observed on hospital bed availability. However,
underrecommendation resulted in some patients (ie, those
needing further treatment) failing to seek timely medical care
and thus higher rates of severe illness and an increase of 3265
cumulative deaths. According to the simulation results, the
effect of accurately identifying high-risk patients is limited in
the existing system, possibly due to a low rate of first contact
in PHC. Unlike countries in Europe and North America, China
has a loose medical referral system rather than a strict referral
system based on first contact in PHC [37]. China established
its PHC system after the new health care reform in 2009 [38].
In October 2016, the Chinese government launched the Healthy
China 2030 initiative, in which a critical component is

developing a patient referral model [39]. In contrast, gatekeeping
systems can ensure the efficient use of scarce medical resources
in secondary care; to date, there has been no action plan to
enforce the patient referral model [37]. The rate of first contact
in PHC has remained at approximately 30% to 50% for the past
10 years. However, in scenarios where PHC first contact–based
referral is strictly implemented, such as in the United Kingdom
[40], we believe that accurate risk identification in PHC is
important.

We also considered the rate of return to PHC for recovery in
the community, which can accelerate bed turnover in secondary
hospitals. The model simulation results showed that increasing
the rate of return to PHC from 5% to 20% would increase bed
availability from 6% to 16%, thereby reducing the number of
cumulative deaths by approximately 13,000. According to the
WHO, referral is a bidirectional process that acknowledges not
only the role of the specialist but also the critical role of PHC
workers in coordinating patient care over the longer term [41].
In May 2023, Shanghai issued an important
document—Implementation Plan to Further Enhance the City’s
Community Health Service Capabilities—focusing on
strengthening 4 functions in community health centers—PHC,
health management, rehabilitation, and nursing—as well as the
primary public health network [42]. COVID-19 has definitely
brought challenges to PHC, but it has also provided new
opportunities.

Interestingly, we also found a multiplier effect with combined
policy interventions. For example, offering telemedicine
services, increasing the rate of first contact in PHC from 40%
to 60%, and raising the rate of referral to return to PHC from
5% to 20% respectively increased bed availability by 16.67%,
50%, and 167%. However, when combined, these policies
increased the lowest bed availability level by 683%. Optimal
policy intervention combinations are widely applied in health,
climate change, and economics (eg, funding instruments). Policy
mixing implies a focus on trade-off interactions and
interdependencies among different policies, as they affect the
extent to which the intended policy outcomes are achieved. It
provides a window of opportunity to reconsider basic and often
hidden assumptions to better deal with complex, multilevel,
multiactor realities [43]. In this study, we identified a relatively
optimal policy combination (ie, a 60% rate of first contact in
PHC, a 110% recommendation rate, and a 20% rate of return
to PHC) that could establish a strong PHC foundation and
increase health system resilience by reducing medical resource
gaps in responding to public health emergencies. The interplay
of policies and instruments, as well as the deliberate design of
policy mixes and portfolios of interventions, has received
surprisingly little practical and theoretical attention so far and
is vastly underrated [44].

Using the scenario of reopening in Shanghai, we built a health
care system for metropolises to deal with large-scale infections
and verified the role of PHC through a system simulation model.
However, our study has some limitations. First, real-world data
were missed, especially epidemiological data, as mass
COVID-19 testing was canceled. We validated our model based
on information from news reports indicating the development
of the Omicron wave and web-based information. Second, data
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related to individuals’behaviors, such as the rate of first contact
in PHC and the rate of recovery at home, are not available. We
estimated these parameters according to our investigation of
PHC institutions, hospitals, and communities. Third, this study
simulated a PHC-based integrated health system responding to
large-scale infections (including parameters such as first-contact
rate, referral rate, and recovery fraction), but our models did
not tell us how the integrated system could be improved. More
attention should be paid to integrated health systems in the near
future by conducting more case studies or implementation
research.

Conclusions
Rather than focusing on secondary care, in this study, we
proposed an alternative—strengthening the health system via
a bottom-up approach by using PHC as a foundation to better
respond to a public health emergency. Per our PHC-based health

system, an optimal PHC-based integrated strategy would be to
have a 60% rate of first contact in PHC, a 110%
recommendation rate, and a 20% rate of return to PHC, which
could increase health system resilience during public health
emergencies. A robust PHC-based integrated health system, in
addition to the temporary deployment of medical resources in
secondary care, could maximize the use of limited medical
resources to actively respond to large-scale increases in
infections. This study provides an optimal solution for
constructing a PHC-based integrated health system to respond
to large-scale infections. We acknowledge that there is a long
way to go to achieve an integrated health system, as getting
PHC to communicate and interact seamlessly with secondary
care is extremely challenging globally. We advocate increasing
investments in PHC to promote its overall development and
conducting more research on integrated health systems in the
near future.

 

Acknowledgments
This study was funded by the Three-Year Action Program of Shanghai Municipality for Strengthening the Construction of Public
Health System (grant GWVI-11.2-YQ54), Science and Technology Committee of Shanghai Municipality Soft Science Research
Plans (grant 23692113400), the National Natural Science Foundation of China (grant 72274122), and the National Social Science
Foundation of China (grant 22BGL240).

Data Availability
The data used in this study are publicly available on the National Health Commission of the People’s Republic of China website
[45]. Our model code is available from the corresponding author on request.

Authors' Contributions
JH, HL, and YQ conceptualized this study. JH and YQ wrote the original draft and reviewed and edited the manuscript. YY was
responsible for data visualization. LZ was responsible for data collection and data analysis. YQ was responsible for the methodology.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Model description and definitions, parameter settings, and model validation.
[DOCX File, 691 KB - medinform_v12i1e54355_app1.docx ]

References
1. WHO COVID-19 dashboard. World Health Organization. URL: https://covid19.who.int/ [accessed 2023-07-28]
2. Armocida B, Formenti B, Ussai S, Palestra F, Missoni E. The Italian health system and the COVID-19 challenge. Lancet

Public Health 2020 May;5(5):e253. [doi: 10.1016/S2468-2667(20)30074-8] [Medline: 32220653]
3. da Silva SJR, Pena L. Collapse of the public health system and the emergence of new variants during the second wave of

the COVID-19 pandemic in Brazil. One Health 2021 Dec;13:100287. [doi: 10.1016/j.onehlt.2021.100287] [Medline:
34222607]

4. El Bcheraoui C, Weishaar H, Pozo-Martin F, Hanefeld J. Assessing COVID-19 through the lens of health systems’
preparedness: time for a change. Global Health 2020 Nov 19;16(1):112. [doi: 10.1186/s12992-020-00645-5] [Medline:
33213482]

5. Han E, Tan MMJ, Turk E, et al. Lessons learnt from easing COVID-19 restrictions: an analysis of countries and regions
in Asia Pacific and Europe. Lancet 2020 Nov 7;396(10261):1525-1534. [doi: 10.1016/S0140-6736(20)32007-9] [Medline:
32979936]

6. Mahendradhata Y, Andayani NLPE, Hasri ET, et al. The capacity of the Indonesian healthcare system to respond to
COVID-19. Front Public Health 2021 Jul 7;9:649819. [doi: 10.3389/fpubh.2021.649819] [Medline: 34307272]

7. Legido-Quigley H, Asgari N, Teo YY, et al. Are high-performing health systems resilient against the COVID-19 epidemic?
Lancet 2020 Mar 14;395(10227):848-850. [doi: 10.1016/S0140-6736(20)30551-1] [Medline: 32151326]

JMIR Med Inform 2024 | vol. 12 | e54355 | p.683https://medinform.jmir.org/2024/1/e54355
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v12i1e54355_app1.docx&filename=a2a58821-21b1-11ef-8fba-bd1c3b9df980.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e54355_app1.docx&filename=a2a58821-21b1-11ef-8fba-bd1c3b9df980.docx
https://covid19.who.int/
http://dx.doi.org/10.1016/S2468-2667(20)30074-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32220653&dopt=Abstract
http://dx.doi.org/10.1016/j.onehlt.2021.100287
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34222607&dopt=Abstract
http://dx.doi.org/10.1186/s12992-020-00645-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33213482&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(20)32007-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32979936&dopt=Abstract
http://dx.doi.org/10.3389/fpubh.2021.649819
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34307272&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(20)30551-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32151326&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


8. Tangcharoensathien V, Bassett MT, Meng Q, Mills A. Are overwhelmed health systems an inevitable consequence of
COVID-19? experiences from China, Thailand, and New York State. BMJ 2021 Jan 22;372:n83. [doi: 10.1136/bmj.n83]
[Medline: 33483336]

9. Ohannessian R, Duong TA, Odone A. Global telemedicine implementation and integration within health systems to fight
the COVID-19 pandemic: a call to action. JMIR Public Health Surveill 2020 Apr 2;6(2):e18810. [doi: 10.2196/18810]
[Medline: 32238336]

10. Lim WH, Wong WM. COVID-19: notes from the front line, Singapore’s primary health care perspective. Ann Fam Med
2020 May;18(3):259-261. [doi: 10.1370/afm.2539] [Medline: 32393562]

11. Lauriola P, Martín-Olmedo P, Leonardi GS, et al. On the importance of primary and community healthcare in relation to
global health and environmental threats: lessons from the COVID-19 crisis. BMJ Glob Health 2021 Mar;6(3):e004111.
[doi: 10.1136/bmjgh-2020-004111] [Medline: 33692145]

12. Malaysia: a primary health care case study in the context of the COVID-19 pandemic. World Health Organization. 2023
Aug 28. URL: https://www.who.int/publications/i/item/9789240076723 [accessed 2024-02-02]

13. Frieden TR, Lee CT, Lamorde M, Nielsen M, McClelland A, Tangcharoensathien V. The road to achieving epidemic-ready
primary health care. Lancet Public Health 2023 May;8(5):e383-e390. [doi: 10.1016/S2468-2667(23)00060-9] [Medline:
37120262]

14. Kupferschmidt K, Cohen J. Can China’s COVID-19 strategy work elsewhere? Science 2020 Mar 6;367(6482):1061-1062.
[doi: 10.1126/science.367.6482.1061] [Medline: 32139521]

15. Declaration of Astana. World Health Organization. 2018. URL: https://www.who.int/docs/default-source/primary-health/
declaration/gcphc-declaration.pdf [accessed 2023-07-28]

16. Wong SYS, Tan DHY, Zhang Y, et al. A tale of 3 Asian cities: how is primary care responding to COVID-19 in Hong
Kong, Singapore, and Beijing. Ann Fam Med 2021;19(1):48-54. [doi: 10.1370/afm.2635] [Medline: 33431392]

17. Kavanagh MM, Erondu NA, Tomori O, et al. Access to lifesaving medical resources for African countries: COVID-19
testing and response, ethics, and politics. Lancet 2020 May 30;395(10238):1735-1738. [doi: 10.1016/S0140-6736(20)31093-X]
[Medline: 32386564]

18. Universal health coverage (UHC) in Africa: a framework for action: main report (English). : World Bank Group; 2016
URL: https://documents.worldbank.org/en/publication/documents-reports/documentdetail/735071472096342073/main-report
[accessed 2023-07-28]

19. Wood G. Think 168,000 ventilators is too few? Try three. The Atlantic. 2020 Apr 10. URL: https://www.theatlantic.com/
ideas/archive/2020/04/why-covid-might-hit-african-nations-hardest/609760/ [accessed 2023-07-28]

20. Huang P. 10,000 cases and 500 deaths in Africa. Health officials say it’s just the beginning. NPR. 2020 Apr 8. URL: https:/
/www.npr.org/sections/coronavirus-live-updates/2020/04/08/830209940/
10-000-cases-and-500-deaths-in-africa-health-officials-say-its-just-the-beginnin [accessed 2023-07-28]

21. Lal A, Erondu NA, Heymann DL, Gitahi G, Yates R. Fragmented health systems in COVID-19: rectifying the misalignment
between global health security and universal health coverage. Lancet 2021 Jan 2;397(10268):61-67. [doi:
10.1016/S0140-6736(20)32228-5] [Medline: 33275906]

22. Park S, Elliott J, Berlin A, Hamer-Hunt J, Haines A. Strengthening the UK primary care response to COVID-19. BMJ 2020
Sep 25;370:m3691. [doi: 10.1136/bmj.m3691] [Medline: 32978177]

23. Forrester JW. Industrial Dynamics: MIT Press; 1961.
24. Sterman JD. Business Dynamics: Systems Thinking and Modeling for a Complex World: McGraw-Hill Education; 2000.
25. Sterman JD. Learning from evidence in a complex world. Am J Public Health 2006 Mar;96(3):505-514. [doi:

10.2105/AJPH.2005.066043] [Medline: 16449579]
26. Homer JB, Hirsch GB. System dynamics modeling for public health: background and opportunities. Am J Public Health

2006 Mar;96(3):452-458. [doi: 10.2105/AJPH.2005.062059] [Medline: 16449591]
27. Darabi N, Hosseinichimeh N. System dynamics modeling in health and medicine: a systematic literature review. Syst Dyn

Rev 2020 Mar 22;36(1):29-73. [doi: 10.1002/sdr.1646]
28. Rahmandad H, Sterman J. Quantifying the COVID-19 endgame: is a new normal within reach? Syst Dyn Rev 2022 Aug

24. [doi: 10.1002/sdr.1715] [Medline: 36246868]
29. Qian Y, Xie W, Zhao J, et al. Investigating the effectiveness of re-opening policies before vaccination during a pandemic:

SD modelling research based on COVID-19 in Wuhan. BMC Public Health 2021 Sep 7;21(1):1638. [doi:
10.1186/s12889-021-11631-w] [Medline: 34493226]

30. Zhao J, Jia J, Qian Y, Zhong L, Wang J, Cai Y. COVID-19 in Shanghai: IPC policy exploration in support of work resumption
through system dynamics modeling. Risk Manag Healthc Policy 2020 Oct 8;13:1951-1963. [doi: 10.2147/RMHP.S265992]
[Medline: 33116976]

31. Huang J, Qian Y, Shen W, et al. Optimizing national border reopening policies in the COVID-19 pandemic: a modeling
study. Front Public Health 2022 Nov 30;10:979156. [doi: 10.3389/fpubh.2022.979156] [Medline: 36530669]

32. Qian Y, Cao S, Zhao L, Yan Y, Huang J. Policy choices for Shanghai responding to challenges of Omicron. Front Public
Health 2022 Aug 9;10:927387. [doi: 10.3389/fpubh.2022.927387] [Medline: 36016887]

JMIR Med Inform 2024 | vol. 12 | e54355 | p.684https://medinform.jmir.org/2024/1/e54355
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1136/bmj.n83
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33483336&dopt=Abstract
http://dx.doi.org/10.2196/18810
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32238336&dopt=Abstract
http://dx.doi.org/10.1370/afm.2539
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32393562&dopt=Abstract
http://dx.doi.org/10.1136/bmjgh-2020-004111
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33692145&dopt=Abstract
https://www.who.int/publications/i/item/9789240076723
http://dx.doi.org/10.1016/S2468-2667(23)00060-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37120262&dopt=Abstract
http://dx.doi.org/10.1126/science.367.6482.1061
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32139521&dopt=Abstract
https://www.who.int/docs/default-source/primary-health/declaration/gcphc-declaration.pdf
https://www.who.int/docs/default-source/primary-health/declaration/gcphc-declaration.pdf
http://dx.doi.org/10.1370/afm.2635
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33431392&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(20)31093-X
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32386564&dopt=Abstract
https://documents.worldbank.org/en/publication/documents-reports/documentdetail/735071472096342073/main-report
https://www.theatlantic.com/ideas/archive/2020/04/why-covid-might-hit-african-nations-hardest/609760/
https://www.theatlantic.com/ideas/archive/2020/04/why-covid-might-hit-african-nations-hardest/609760/
https://www.npr.org/sections/coronavirus-live-updates/2020/04/08/830209940/10-000-cases-and-500-deaths-in-africa-health-officials-say-its-just-the-beginnin
https://www.npr.org/sections/coronavirus-live-updates/2020/04/08/830209940/10-000-cases-and-500-deaths-in-africa-health-officials-say-its-just-the-beginnin
https://www.npr.org/sections/coronavirus-live-updates/2020/04/08/830209940/10-000-cases-and-500-deaths-in-africa-health-officials-say-its-just-the-beginnin
http://dx.doi.org/10.1016/S0140-6736(20)32228-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33275906&dopt=Abstract
http://dx.doi.org/10.1136/bmj.m3691
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32978177&dopt=Abstract
http://dx.doi.org/10.2105/AJPH.2005.066043
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16449579&dopt=Abstract
http://dx.doi.org/10.2105/AJPH.2005.062059
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16449591&dopt=Abstract
http://dx.doi.org/10.1002/sdr.1646
http://dx.doi.org/10.1002/sdr.1715
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36246868&dopt=Abstract
http://dx.doi.org/10.1186/s12889-021-11631-w
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34493226&dopt=Abstract
http://dx.doi.org/10.2147/RMHP.S265992
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33116976&dopt=Abstract
http://dx.doi.org/10.3389/fpubh.2022.979156
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36530669&dopt=Abstract
http://dx.doi.org/10.3389/fpubh.2022.927387
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36016887&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


33. Huang J, Liu Y, Zhang T, et al. Can family doctor contracted services facilitate orderly visits in the referral system? a
frontier policy study from Shanghai, China. Int J Health Plann Manage 2022 Jan;37(1):403-416. [doi: 10.1002/hpm.3346]
[Medline: 34628680]

34. Alexander GC, Tajanlangit M, Heyward J, Mansour O, Qato DM, Stafford RS. Use and content of primary care office-based
vs telemedicine care visits during the COVID-19 pandemic in the US. JAMA Netw Open 2020 Oct 1;3(10):e2021476.
[doi: 10.1001/jamanetworkopen.2020.21476] [Medline: 33006622]

35. Ortega G, Rodriguez JA, Maurer LR, et al. Telemedicine, COVID-19, and disparities: policy implications. Health Policy
Technol 2020 Sep;9(3):368-371. [doi: 10.1016/j.hlpt.2020.08.001] [Medline: 32837888]

36. Patton-López MM. Communities in action: pathways to health equity. J Nutr Educ Behav 2022 Jan;54(1):P94-P95. [doi:
10.1016/j.jneb.2021.09.012]

37. Xiao Y, Chen X, Li Q, Jia P, Li L, Chen Z. Towards healthy China 2030: modeling health care accessibility with patient
referral. Soc Sci Med 2021 May;276:113834. [doi: 10.1016/j.socscimed.2021.113834] [Medline: 33774532]

38. Tao W, Zeng Z, Dang H, et al. Towards universal health coverage: lessons from 10 years of healthcare reform in China.
BMJ Glob Health 2020 Mar 19;5(3):e002086. [doi: 10.1136/bmjgh-2019-002086] [Medline: 32257400]

39. Yang J, Siri JG, Remais JV, et al. The Tsinghua-Lancet Commission on Healthy Cities in China: unlocking the power of
cities for a healthy China. Lancet 2018 May 26;391(10135):2140-2184. [doi: 10.1016/S0140-6736(18)30486-0] [Medline:
29678340]

40. Forrest CB. Primary care in the United States: primary care gatekeeping and referrals: effective filter or failed experiment?
BMJ 2003 Mar 29;326(7391):692-695. [doi: 10.1136/bmj.326.7391.692] [Medline: 12663407]

41. Hort K, Gilbert K, Basnayaka P, Annear PL. Strategies to strengthen referral from primary care to secondary care in low-
and middle-income countries. World Health Organization. 2019. URL: https://iris.who.int/bitstream/handle/10665/325734/
9789290227090-eng.pdf?sequence=1&isAllowed=y [accessed 2023-07-28]

42. Implementation plan to further enhance the city’s community health service capabilities [Article in Chinese]. Shanghai
Municipal People’s Government. 2023 May 10. URL: https://www.shanghai.gov.cn/nw12344/20230510/
55a194b734f54655ba5fc3bc60982a5d.html [accessed 2023-07-28]

43. Flanagan K, Uyarra E, Laranja M. Reconceptualising the ‘policy mix’ for innovation. Res Policy 2011 Jun;40(5):702-713.
[doi: 10.1016/j.respol.2011.02.005]

44. Edler J, Cunningham P, Flanagan K, Laredo P. Innovation policy mix and instrument interaction: a review. : NESTA; 2013
URL: https://research.manchester.ac.uk/en/publications/innovation-policy-mix-and-instrument-interaction-a-review [accessed
2023-07-28]

45. 疫情通报 [Article in Chinese]. National Health Commission of the People’s Republic of China. URL: http://www.nhc.gov.cn/
xcs/yqtb/list_gzbd.shtml [accessed 2024-04-22]

Abbreviations
PHC: primary health care
WHO: World Health Organization

Edited by C Lovis; submitted 07.11.23; peer-reviewed by S Kreindler, W Tao; revised version received 04.03.24; accepted 10.03.24;
published 03.06.24.

Please cite as:
Huang J, Qian Y, Yan Y, Liang H, Zhao L
Addressing Hospital Overwhelm During the COVID-19 Pandemic by Using a Primary Health Care–Based Integrated Health System:
Modeling Study
JMIR Med Inform 2024;12:e54355
URL: https://medinform.jmir.org/2024/1/e54355 
doi:10.2196/54355

© Jiaoling Huang, Ying Qian,Yuge Yan, Hong Liang, Laijun Zhao. Originally published in JMIR Medical Informatics
(https://medinform.jmir.org), 3.6.2024. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete
bibliographic information, a link to the original publication on https://medinform.jmir.org/, as well as this copyright and license
information must be included.

JMIR Med Inform 2024 | vol. 12 | e54355 | p.685https://medinform.jmir.org/2024/1/e54355
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1002/hpm.3346
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34628680&dopt=Abstract
http://dx.doi.org/10.1001/jamanetworkopen.2020.21476
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33006622&dopt=Abstract
http://dx.doi.org/10.1016/j.hlpt.2020.08.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32837888&dopt=Abstract
http://dx.doi.org/10.1016/j.jneb.2021.09.012
http://dx.doi.org/10.1016/j.socscimed.2021.113834
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33774532&dopt=Abstract
http://dx.doi.org/10.1136/bmjgh-2019-002086
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32257400&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(18)30486-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29678340&dopt=Abstract
http://dx.doi.org/10.1136/bmj.326.7391.692
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12663407&dopt=Abstract
https://iris.who.int/bitstream/handle/10665/325734/9789290227090-eng.pdf?sequence=1&isAllowed=y
https://iris.who.int/bitstream/handle/10665/325734/9789290227090-eng.pdf?sequence=1&isAllowed=y
https://www.shanghai.gov.cn/nw12344/20230510/55a194b734f54655ba5fc3bc60982a5d.html
https://www.shanghai.gov.cn/nw12344/20230510/55a194b734f54655ba5fc3bc60982a5d.html
http://dx.doi.org/10.1016/j.respol.2011.02.005
https://research.manchester.ac.uk/en/publications/innovation-policy-mix-and-instrument-interaction-a-review
http://www.nhc.gov.cn/xcs/yqtb/list_gzbd.shtml
http://www.nhc.gov.cn/xcs/yqtb/list_gzbd.shtml
https://medinform.jmir.org/2024/1/e54355
http://dx.doi.org/10.2196/54355
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Value of Electronic Health Records Measured Using Financial
and Clinical Outcomes: Quantitative Study

Shikha Modi1,2, MBA, PhD; Sue S Feldman2, RN, MEd, PhD; Eta S Berner2, EdD; Benjamin Schooley3, PhD; Allen

Johnston4, PhD
1The University of Alabama in Huntsville, Huntsville, AL, United States
2The University of Alabama at Birmingham, Birmingham, AL, United States
3Brigham Young University, Provo, UT, United States
4Department of Information Systems, Statistics, and Management Science, The University of Alabama, Tuscaloosa, AL, United States

Corresponding Author:
Shikha Modi, MBA, PhD
The University of Alabama in Huntsville
1610 Ben Graves Dr NW
Huntsville, AL, 35816
United States
Phone: 1 2568242437
Email: ssm0031@uah.edu

Abstract

Background: The Health Information Technology for Economic and Clinical Health Act of 2009 was legislated to reduce health
care costs, improve quality, and increase patient safety. Providers and organizations were incentivized to exhibit meaningful use
of certified electronic health record (EHR) systems in order to achieve this objective. EHR adoption is an expensive investment,
given the resources and capital that are invested. Due to the cost of the investment, a return on the EHR adoption investment is
expected.

Objective: This study performed a value analysis of EHRs. The objective of this study was to investigate the relationship
between EHR adoption levels and financial and clinical outcomes by combining both financial and clinical outcomes into one
conceptual model.

Methods: We examined the multivariate relationships between different levels of EHR adoption and financial and clinical
outcomes, along with the time variant control variables, using moderation analysis with a longitudinal fixed effects model. Since
it is unknown as to when hospitals begin experiencing improvements in financial outcomes, additional analysis was conducted
using a 1- or 2-year lag for profit margin ratios.

Results: A total of 5768 hospital-year observations were analyzed over the course of 4 years. According to the results of the
moderation analysis, as the readmission rate increases by 1 unit, the effect of a 1-unit increase in EHR adoption level on the
operating margin decreases by 5.38%. Hospitals with higher readmission payment adjustment factors have lower penalties.

Conclusions: This study fills the gap in the literature by evaluating individual relationships between EHR adoption levels and
financial and clinical outcomes, in addition to evaluating the relationship between EHR adoption level and financial outcomes,
with clinical outcomes as moderators. This study provided statistically significant evidence (P<.05), indicating that there is a
relationship between EHR adoption level and operating margins when this relationship is moderated by readmission rates, meaning
hospitals that have adopted EHRs could see a reduction in their readmission rates and an increase in operating margins. This
finding could further be supported by evaluating more recent data to analyze whether hospitals increasing their level of EHR
adoption would decrease readmission rates, resulting in an increase in operating margins. Hospitals would incur lower penalties
as a result of improved readmission rates, which would contribute toward improved operating margins.

(JMIR Med Inform 2024;12:e52524)   doi:10.2196/52524

KEYWORDS

acceptance; admission; adoption; clinical outcome; cost; economic; EHR adoption; EHR; electronic health record; finance;
financial outcome; financial; health outcome; health record; hospital; hospitalization; length of stay; margin; moderation analysis;
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Introduction

Overview
The Health Information Technology for Economic and Clinical
Health (HITECH) Act of 2009 was legislated to reduce health
care costs, improve quality, and increase patient safety [1].
Providers and organizations were incentivized to exhibit
meaningful use of certified electronic health record (EHR)
systems in order to achieve this objective [1]. The HITECH Act
was based on the “triple aim” of health care, which consisted
of reducing costs, improving the experience of care, and
improving population health, and the HITECH Act contributed
to the importance of EHRs [2]. Physicians and hospitals that
adopted and used certified EHRs as described in federally
defined “meaningful use” criteria were awarded approximately
US $27 billion in incentives [3] for eligible providers.

EHR adoption is an expensive investment, given the resources
and capital that are invested [4,5]. Due to the cost of the
investment, a return on the EHR adoption investment is
expected. Usually, a return on adoption is measured by
calculating net profit and dividing the net profit by net
investment [6]. Calculating a return on investment for EHR
adoption requires considering the size of the organization, the
extent of the EHR adoption, and profit or improvement in terms
of both the financial and clinical outcomes perspectives. Given
the complex process of calculating return on investment for
EHR adoption, this study evaluates return on investment in
terms of how it yields value to the adopting entity. Value from
the health care perspective has been described in terms of dollars
(financial), productivity (clinical), effectiveness (clinical) [7],
cost savings (financial) [8], improvement in clinical decisions
(clinical; Rudin et al [9]), supporting triage decisions (clinical;
Rudin et al [9]), supporting collaborations among the providers
(clinical; Rudin et al [9]), increased productivity (financial and
clinical) [9], etc. However, a gap exists in that the return on
investment is not analyzed in terms of financial and clinical
outcomes combined. Additionally, current literature does not
review EHR adoption in terms of level of EHR adoption but
rather as a binary variable of “adopted” or “not adopted.” This
study addresses these gaps by including a combination of both
financial and clinical outcomes in a conceptual model and
reviewing EHR adoption in terms of levels of EHR adoption.

The value of health IT, of which EHRs are a subset, can depend
on the stakeholder and context [10-12]. Looking at value from
the stakeholder perspective, for the hospital, EHR value may
be reviewed in terms of improved revenue and reduced cost
(outcomes); for patients, value may be to improve health and

prevent illness (outcomes); for providers, value may be to reduce
errors and provide efficient care (process and outcomes); and
for government, it may be to improve population health through
timely public health reporting and population well-being
(process and outcomes) [7]. Hence, given the frequent use of
different outcome categories in the literature used to measure
value, this study focuses on outcomes as the main value
construct and investigates value in terms of different tangible
outcomes, such as financial and clinical outcomes. This study
examined how EHR adoption levels are associated with value
in terms of financial and clinical outcomes combined in 1 model.
To address this question, this study investigated the relationship
between EHR adoption levels and financial and clinical
outcomes by combining both financial and clinical outcomes
into 1 conceptual model.

Conceptual Framework and Hypotheses
This study used the corporate financial theory of the firm [13]
to guide the evaluation of the relationship between EHR
adoption and financial and clinical outcomes. The corporate
financial theory of the firm (Figure 1) indicates that the value
of the firm, or in this case, the health care entity, is expected to
be in alignment with the discounted cash flows from the
investments, such as EHRs [13]. This theory indicates that a
capital investment, such as EHR adoption, increases the value
of the firm as it contributes toward an increase in the net present
value of cash flows [13]. Multiple studies have supported the
notion that EHR investments improve the value of a hospital
through improved financial outcomes by way of a reduction in
cost or improved revenues [4,14,15].

A study conducted by Collum et al [4] used this theory to
determine an association between EHR adoption and financial
outcomes (measured as profit margins and return on assets).
The findings from this study indicated that financial returns
depend on how long it takes for a hospital’s EHR system to
achieve full functionality [4], meaning it is important to consider
the time variable when reviewing the outcomes of EHR
adoption.

Additionally, there have been several studies that have analyzed
the relationship between EHR adoption and financial outcomes
without using the corporate financial theory of the firm as their
guiding framework. Some of the studies from the current
literature exhibited a trend that EHR adoption and financial
outcomes have a nonlinear relationship [16,17], and some of
the studies indicated that EHR adoption resulted in improved
financial outcomes for health care organizations that adopted
it over time [14,18].

JMIR Med Inform 2024 | vol. 12 | e52524 | p.687https://medinform.jmir.org/2024/1/e52524
(page number not for citation purposes)

Modi et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. The corporate financial theory of the firm. EHR: electronic health record.

The literature suggests that improvement in costs and revenues
is the result of improved clinical outcomes such as reduction
of redundant tests [19], reduction of medication and hospital
bed-related costs [20], improved ability to capture charges [15],
and improved decision support systems [21]. Since this study
focuses on combining both financial and clinical outcomes into
1 conceptual model, for the purpose of this study, the capital
project investment (EHR adoption in this case) and improvement
in financial returns (financial outcomes), tenets of the corporate
financial theory of the firm, with an addition of the clinical
outcomes, are integrated into a conceptual framework.

The purpose of this conceptual framework (Figure 2 [4,22-27])
is to determine if the previously stated overarching research
question of “How is electronic health record adoption associated
with value in terms of financial and clinical outcomes?” is
supported by the following hypothesis: “The relationship
between levels of EHR adoption and financial outcomes (both
operating margin and total margin) is moderated by clinical
outcomes (readmission rate and length of stay [LOS]) that are
also affected by levels of EHR adoption (Figure 2).

Figure 2. Electronic health record (EHR) value analysis conceptual framework.

Methods

Data for this study were retrieved from multiple sources,
including the Health Care Provider Cost Reporting Information
System, the American Hospital Association (AHA) Annual
Survey, the AHA IT Supplement Survey, and Health Care
Analytics from Leavitt Partners. The study used a longitudinal
design from 2014 to 2017 with 5897 hospital-year observations.
Measures were divided into 2 groups: financial and clinical.
Financial outcome variables were measured or operationalized

using 2 variables (operating margin and total margin) that have
been used in the health care literature to measure the profitability
of hospitals after EHR adoption. The variables describing
clinical outcomes are LOS and readmission rates, as these
variables have an impact on the financial performance of the
hospital [28,29]. The variables describing the financial outcomes
are operating margin and total margin, as these measures include
both costs and revenues described in the corporate financial
theory of the firm [4,13]. The dependent variables used in this
study (operating margins, total margins, LOS, and readmission
rates) are not comprehensive in terms of measuring financial
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and clinical outcomes for a hospital; however, for the purpose
of this study, these variables are considered sufficient, given
their potential association with one another.

Dependent Variables

Financial Outcome Variables
In order to gain an understanding of the financial performance
of acute care hospitals, profitability ratios are the most
frequently used measures [30]; hence, this study included
operating margin and total margin as variables representing
financial outcomes. Operating margin captures the expenses
and revenues related to hospital operations. Total margin
measures or captures operating and nonoperating expenses and
revenues. The operating margin was calculated by dividing net
patient revenues less total operating expenses by net patient
revenues and multiplying the ratio by 100. The total margin
variable is calculated by dividing net income by total patient
revenue. The financial outcome variables are retrieved from the
AHA Annual Survey (2014-2017).

Clinical Outcome Variables
Clinical outcomes were measured using LOS and readmission
rates. Daniel et al [22] and Schreiber and Shaha [31] reported
an intersection of financial and clinical outcomes as a result of
EHR adoption and focused on LOS. These studies reported an
improvement in LOS due to EHR adoption, resulting in lower
plan premiums for patients [22] and costs [31]. Readmission
rates are a part of the value-based purchasing program, and
depending on the readmission rate, hospitals are penalized on
a yearly basis, hence impacting hospital costs [28]. The
readmission rates were measured for 6 conditions or procedures,
as patients with these conditions are more likely to be readmitted
to the hospital. These conditions are: acute myocardial
infarction, chronic obstructive pulmonary disease, heart failure,
pneumonia, coronary artery bypass graft surgery, and elective
primary total hip arthroplasty and total knee arthroplasty [32].
LOS captures the number of days a patient spent in the hospital.
Readmission rates indicate whether patients are readmitted to
the hospital within 30 days of being discharged. The average
LOS and readmission rates can be considered to be indicators
of clinical quality outcomes by way of clinical quality measures
[28]. Ben-Assuli et al [33] and Lee et al [34] have indicated
improvements in average LOS and readmission rates as results
of EHR adoption. To confirm these findings for the most recent
data, this study analyzes how EHR adoption influences both
average (LOS) and readmission rates for the selected sample.

The LOS variable is measured as the average number of days
a patient stays in one hospital. The readmission rate variable is
measured as the readmission rate payment adjustment factor.
The full-year payment adjustment factor is based on data from
the fiscal year Hospital Readmissions Reduction Program
performance period (ie, July 1, 2014, to June 30, 2017). The
minimum payment adjustment factor is 0.97 (ie, 3% maximum
penalty). The maximum payment adjustment factor is 1 (ie, no
penalty). Hospitals with higher payment adjustment factors have
lower penalties [32].

Independent Variables
The level of EHR adoption is considered the major explanatory
variable in this study. Hospitals are required to report the extent
of adoption of each of the 28 EHR functions to the AHA IT
Supplement Survey. The 28 EHR functions can be characterized
into 5 different categories: clinical documentation, results
viewing, computerized order entry, decision support, and bar
coding. Hospitals indicate if each function is implemented in
all units, 1 unit, or is in some stage of planning. A study
conducted by Everson et al [23] emphasizes the reliability and
validity of measuring hospital adoption of EHR with these 28
items.

In order to look at the extent of EHR adoption, Adler-Milstein
et al [24] created a continuous EHR adoption measure for each
hospital in each year in which they responded to the AHA IT
Supplement Survey. The continuous measure was constructed
as follows: for each function that was implemented in all units,
a hospital received 2 points, and for each function that was
implemented in at least 1 unit, a hospital received 1 point.
According to the calculations, the total possible EHR adoption
score ranged from 0 to 56. In order to improve interpretability,
the measure was scaled by dividing each hospital’s total score
by 56, which yielded an EHR score ranging from 0 to 1. This
strategy will be replicated in this study and applied to the EHR
adoption level [24].

Control Variables
Control variables for this study include time-variant variables
such as competition and payer mix. Control variables are
identified based on elements that may influence the level of
EHR adoption or hospital financial and clinical outcomes [4].
Since this study uses panel data, which accounts for changes in
financial outcomes within hospitals due to changes in levels of
EHR adoption, it is not essential to control for time-invariant
hospital characteristics such as size of the hospital, ownership,
system affiliation, and teaching status. For the purpose of this
study, time-variant components that may change over the years,
such as competition and payer mix, are considered control
variables [4].

The competition construct was operationalized using the
Herfindahl-Hirschman Index (HHI), which measures the
concentration of an industry in a designated market. HHI was
measured in terms of discharges for the health service area.
Payer mix was measured using the proportion of inpatient days
that were related to Medicare and Medicaid patients (Medicare
percentage = total facility Medicare days/total inpatient days,
and Medicaid percentage = total facility Medicaid days/total
inpatient days). The AHA Annual Survey was used to collect
the HHI and payer mix data.

Analysis
The unit of analysis for this study is at the hospital level. To
demonstrate the appropriateness of the variables, univariate
statistics and bivariate analyses were conducted. Bivariate
statistics were generated for both independent and dependent
variables of interest. Pairwise correlation analysis was conducted
at the significance level of P<.05 in order to examine pairwise
correlation coefficients between the continuous variables.
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Multivariate relationships between different levels of EHR
adoption and financial and clinical outcomes, along with the
time-variant control variables, were examined using moderation
analysis with a longitudinal fixed effects model [35]. Since it
is unknown as to when hospitals begin experiencing
improvements in financial outcomes, additional analysis was
conducted using a 1- or 2-year lag for profit margin ratios [4].
Statistical significance was noted at the significance levels of
P<.10, P<.05, and P<.01, and all statistical analyses were
conducted in Stata (version 16; StataCorp).

Longitudinal Fixed Effects Moderation Analysis Model
A longitudinal fixed effects model with moderation analysis
was used to analyze the multivariate relationships between
different levels of EHR adoption and financial and clinical
outcomes, along with the time variant control variables.

yit = β1Xit1 + β2Xit2 + β3 Xit1 Xit2 + Zitλ + αi + μit

In this equation, yit is the dependent variable (financial or
clinical outcomes), i = hospital, and t = time. β1 is the coefficient
for the main independent variable (levels of EHR adoption),
Xit1. β2 is the coefficient for the moderator variable (clinical
outcomes), Xit2. β3 is the coefficient for the interaction of the
independent variable (levels of EHR adoption) and moderator
variable (clinical outcomes), Xit1Xit2. Zitλ represents all control
variables (competition, payer mix, and years of observation).
αi is the unknown intercept for a vector of hospitals. And μit is
the error term.

The hypothesis, that the relationship between EHR adoption
and financial outcomes is moderated by clinical outcomes, was
tested using multiple models. The models and their use are
outlined in Textbox 1.

Textbox 1. Analytic models and their use.

Model 1

Determine the association between levels of electronic health record (EHR) adoption and operating margin moderated by length of stay (LOS) with
the operating margins from the same year.

Model 2

Determine the association between levels of EHR adoption and operating margin moderated by readmission rates with the operating margins from
the same year.

Model 3

Determine the association between levels of EHR adoption and total margin moderated by LOS with the total margins from the same year.

Model 4

Determine the association between levels of EHR adoption and total margin moderated by readmission rates with the total margins from the same
year.

Model 5

Determine the association between levels of EHR adoption and operating margin moderated by LOS with a 1-year lag in the operating margins.

Model 6

Determine the association between levels of EHR adoption and operating margin moderated by LOS with a 2-year lag in the operating margins.

Model 7

Determine the association between levels of EHR adoption and operating margin moderated by readmission rates with a 1-year lag in the operating
margins.

Model 8

Determine the association between levels of EHR adoption and operating margin moderated by readmission rates with a 2-year lag in the operating
margins.

Model 9

Determine the association between levels of EHR adoption and total margin moderated by LOS with a 1-year lag in the total margins.

Model 10

Determine the association between levels of EHR adoption and total margin moderated by LOS with a 2-year lag in the total margins.

Model 11

Determine the association between levels of EHR adoption and total margin moderated by readmission rates with a 1-year lag in the total margins.

Model 12

Determine the association between levels of EHR adoption and total margin moderated by readmission rates with a 2-year lag in the total margins.
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Ethical Considerations
This study was approved by the University of Alabama at
Birmingham institutional review board (300003241).

Results

Overview

Descriptive statistics of acute care hospitals for the years
2014-2017 are displayed in Table 1. For acute care hospitals,
average EHR adoption levels showed little variability across

each observed year (approximately 0.89 for each observed year).
Hospitals observed a steady decrease in average operating
margin from 2014 (0.07%) to 2017 (0.057%). The average total
margin across hospitals showed a decrease for 2015 (0.005%)
compared with 2014 (1.014%), followed by a steady increase
across years 2016 (1.136%) and 2017 (0.951%). An increase
in LOS was observed for the years 2016 and 2017
(approximately 7.9 days for the year 2017 vs 3.9 days for the
year 2014). Average readmission rates remained somewhat
steady across all 4 observation years (approximately 0.99 for
each observed year).

Table 1. Descriptive statistics of variables (N=5678 hospital-year observations).

2017 (n=1412)2016 (n=1393)2015 (n=1453)2014 (n=1420)Variables

0.917 (0.102)0.899 (0.127)0.890 (0.121)0.871 (0.127)Levels of EHRa adoption, mean (SD)

0.057 (0.136)0.06 (0.140)0.065 (0.132)0.070 (0.122)Operating margin, mean (SD)

0.951 (1.129)1.136 (7.217)0.005 (26.4)1.014 (2.847)Total margin, mean (SD)

7.945 (160.4)7.87 (153.3)3.881 (0.954)3.911 (1.134)Average length of stay (days), mean (SD)

0.994 (0.007)0.995 (0.006)0.995 (0.006)0.998 (0.003)Readmission rate, mean (SD)

0.098 (0.193)0.088 (0.172)0.086 (0.157)0.101 (0.199)Market competition (HHIb) in terms of discharges, mean
(SD)

0.521 (0.124)0.518 (0.130)0.518 (0.128)0.512 (0.140)Medicare percentage, mean (SD)

0.204 (0.112)0.203 (0.114)0.202 (0.115)0.197 (0.120)Medicaid percentage, mean (SD)

255 (236)254 (232)256 (229)257 (231)Beds (n), mean (SD)

Ownership, n (%)

1198 (78.82)1177 (78.31)1145 (78.8 )1105 (77.76 )Nongovernment not-for-profit

305 (20.07)311 (20.69)295 (20.30)294 (20.69)Investor-owned for-profit

17 (1.12)15 (1)13 (0.89)22 (1.55)Government nonfederal

Affiliation, n (%)

731 (56.67)687 (51.58)660 (51.36)584 (47.29)Yes

559 (43.33)645 (48.42)625 (48.64)651 (52.71)No

Teaching status, n (%)

599 (39.41)595 (39.59)569 (39.16)560 (39.41)Yes

921 (60.59)908 (60.41)884 (60.84)861 (60.59)No

aEHR: electronic health record.
bHHI: Herfindahl-Hirschman Index.

For time-variant control variables, the average HHI in terms of
discharges across all 4 years was approximately 0.093. HHI
values range from 0 to 1, where an HHI value closer to 1 means
monopolistic markets, or more market share, and an HHI value
closer to 0 means highly competitive markets, or less market
share. For the sample used in this study, the markets appear to
be highly competitive. In terms of payer mix, the Medicare
percentage was similar across all 4 years (average of 0.52).
Similarly, the Medicaid percentage was also similar across all
4 years (average of 0.20).

For organizational characteristics, bed size was somewhat
similar across all hospitals for all observed years (approximately
255 beds per hospital). In terms of ownership status of the
sample hospitals, a majority of the hospitals were

nongovernment, not-for-profit hospitals (1105/1421, 78%),
followed by investor-owned for-profit hospitals (294/1421,
20%) and government nonfederal hospitals (22/1421, 1.5%).
In terms of system affiliation, approximately half the hospitals
were affiliated with a system, and the other half were not. For
teaching status, a majority of the hospitals did not hold a
teaching status (861/1421, 61%).

According to the bivariate statistical analysis (Table 2), at the
significance level of P<.05, levels of EHR adoption exhibit a
positive correlation with operating margin at a magnitude of
0.0978. At the significance level of P<.05, readmission rate and
levels of EHR adoption are negatively correlated at the
magnitude of 0.0321. Even though the magnitudes are close to
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0, these relationships are statistically significant at the significance level of P<.05.

Table 2. Bivariate analysis of variables.

Independent variables: levels of EHRa adoption (correlation coefficients)Dependent variables

0.0978bOperating margin

–0.0142Total margin

0.0039Average length of stay

–0.0321bReadmission rate

aEHR: electronic health record.
bP<.05.

This study tested the following hypothesis that was derived
from the EHR value analysis conceptual framework (Figure 2):
“The relationship between EHR adoption and financial outcomes

is moderated by clinical outcomes.” Tables 3 and 4 provide
details relative to the hypothesis.

Table 3. Fixed effects with regression analysis.

Model 4Model 3Model 2Model 1Variables

TM–RR–levels of EHR
adoption (Prob>F=0.3388)

TMe–LOS–levels of EHR
adoption (Prob>F=0.4532)

OM–RRd–levels of EHR
adoption (Prob>F=0.0116)

OMa–LOSb–levels of EHRc

adoption (Prob>F=0.0828)

415.2–4.9615.335f–0.020Levels of EHR adoption

Dependent variables

N/A–0.002N/Ag0.000Average LOS

431.6N/A4.375hN/ARR

N/A0.001N/A-0.000Levels of EHR adoption
and average LOS

–422.3N/A–5.384fN/ALevels of EHR adoption
and RR

Control variables

2.9593.1480.0780.082Market competition

(HHIi)

0.9370.699–0.013–0.009Medicare percentage

1.3431.211–0.026–0.026Medicaid percentage

Years

ReferenceReferenceReferenceReference2014

–0.848–1.001–0.007f–0.0052015

0.5690.388–0.009f–0.0082016

0.4600.243–0.011j–0.0082017

aOM: operating margin.
bLOS: length of stay.
cEHR: electronic health record.
dRR: readmission rate.
eTM: total margin.
fP<.05.
gN/A: not applicable.
hP<.10.
iHHI: Herfindahl-Hirschman Index.
jP<.001.
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Table 4. Regression analysis with fixed effects for lagged variables.

Model 12Model 11Model 10Model 9Model 8Model 7Model 6Model 5Variables

TM–RR– lev-
els of EHR
adoption with
2-year lag
(Prob>F=0.5143)

TM–RR–lev-
els of EHR
adoption with
1-year lag
(Prob>F=0.6492)

TM–LOS–lev-
els of EHR
adoption with
2-year lag
(Prob>F=0.6738)

TMe–LOS–lev-
els of EHR
adoption with
1-year lag
(Prob>F=0.6885)

OM–RR–lev-
els of EHR
adoption with
2-year lag
(Prob>F=0.0202)

OM–RRd–lev-
els of EHR
adoption with
1-year lag
(Prob>F=0.0010)

OM–LOS–lev-
els of EHR
adoption with
2-year lag
(Prob>F=0.0271)

OMa–LOSb–lev-

els of EHRc

adoption with
1-year lag
(Prob>F=0.0047)

268.8–164.0–1.5471.5642.2291.6810.0040.022Levels of EHR
adoption

N/AN/A–0.0120.001N/AN/Af–9.46e–060.000Average LOS

169.8–186.4N/AN/A2.1920.818N/AN/ARR

N/AN/A0.013–0.002N/AN/A–4.26e–06–0.000Levels of EHR
adoption and
average LOS

–271.7166.2N/AN/A–2.232–1.663N/AN/ALevels of EHR
adoption and
RR

–3.1033.749–3.2753.610–0.0680.223h–0.0680.219hMarket competi-

tion (HHIg)

0.783–2.4160.523–2.4190.0300.068h0.0240.063iMedicare per-
centage

–2.8381.741–2.8221.7420.092h0.0180.891h0.018Medicaid per-
centage

Years

ReferenceReferenceReferenceReferenceReferenceReferenceReferenceReference2014

–0.910–1.178–0.714–1.057–0.0060.014h–0.0060.014h2015

0.3230.0480.4820.141–0.008i0.009–0.008i0.011h2016

0.229–0.1260.5080.008–0.018h0.009i–0.018j0.010h2017

aOM: operating margin.
bLOS: length of stay.
cEHR: electronic health record.
dRR: readmission rate.
eTM: total margin.
fN/A: not applicable.
gHHI: Herfindahl-Hirschman Index.
hP<.05.
iP<.10.
jP<.001.

EHR: Length of Stay (Operating Margin and Total
Margin)
Model 1 analyzed the relationship between EHR adoption levels
and operating margins without any lags in operating margins,
with LOS as a moderating variable for acute care hospitals. For
Model 1, the prob>F was greater than 0.05, meaning this model
did not provide a statistical explanation for the proposed
relationship between EHR adoption levels and operating margins
with LOS as a moderating variable.

Model 5 analyzed the relationship between EHR adoption levels
and operating margins with a 1-year lag in operating margins,
with LOS as the moderating variable for acute care hospitals.
The prob>F was less than .05 for this model; however, the

analysis did not provide statistically significant evidence to
support the relationship between EHR adoption levels and
operating margins with a 1-year lag in operating margins, with
LOS as a moderating variable. The nonsignificant results
indicated a direct positive association between EHR adoption
levels and operating margins and LOS; however, when LOS
acts as a moderating variable, the indirect relationship between
EHR adoption levels and operating margins was negative.

Model 6 analyzed the relationship between EHR adoption levels
and operating margins with a 2-year lag in operating margins,
with LOS as a moderating variable for acute care hospitals.
Even though the prob>F was less than .05 for this model, the
analysis did not provide statistically significant evidence to
support the relationship between EHR adoption levels and
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operating margins with a 1-year lag in operating margins, with
LOS as a moderating variable. The nonsignificant results
indicated a direct positive association between EHR adoption
levels and operating margins with a 2-year lag, which was
expected. Additionally, the nonsignificant results indicated a
direct negative association between EHR adoption levels and
LOS, which is consistent with the findings from the literature.
However, when LOS is introduced as a moderating variable,
the nonsignificant results indicate a negative indirect relationship
between EHR adoption levels and operating margins with a
2-year lag.

Model 3 analyzed the relationship between EHR adoption levels
and total margins without any lags in total margins, with LOS
as a moderating variable for acute care hospitals. The prob>F
was greater than 0.05, meaning the models did not provide a
statistically significant explanation for the proposed relationship
between EHR adoption levels and total margins without any
lags in total margins, with LOS as a moderating variable.

Model 9 analyzed the relationship between EHR adoption levels
and total margins with a 1-year lag in total margins, with LOS
as a moderating variable for acute care hospitals. For Model 9,
the prob>F was greater than 0.05, meaning this model could
not accurately predict the relationship between EHR adoption
levels and total margins with a 1-year lag in total margins, with
LOS as a moderating variable.

Model 10 analyzed the relationship between EHR adoption
levels and total margins with a 2-year lag in total margins, with
LOS as a moderating variable for acute care hospitals. For
Model 10, the prob>F was greater than 0.05, which indicates
that this model could not accurately predict the relationship
between EHR adoption levels and total margins with a 2-year
lag in total margins, with LOS as a moderating variable.

EHR: Readmission Rate (Operating Margin and Total
Margin)
Model 2 analyzed the relationship between EHR adoption levels
and operating margins without any lags in operating margins,
with readmission rates as a moderating variable for acute care
hospitals. Hospitals with higher readmission payment adjustment
factors have lower penalties [32]. This was the only model in
which the results from the analysis provided statistically
significant evidence to support the proposed relationship. At
the significance level of P<.05, EHR adoption levels were
positively associated with operating margins. Similarly, at the
significance level of P<.05, readmission rates were positively
associated with an increase in operating margin. However, when
readmission rates are introduced as a moderating variable, the
magnitude of the relationship between levels of EHR adoption
and operating margins is negative.

Model 7 analyzed the relationship between EHR adoption levels
and operating margins with a 1-year lag in operating margins,
with readmission rates as a moderating variable for acute care
hospitals. For Model 7, the prob>F was less than .05 for this
model; however, the analysis did not provide statistically
significant evidence to support the relationship between EHR
adoption levels and operating margins with a 1-year lag in
operating margins, with readmission rates as a moderating

variable. The nonsignificant results indicate a direct positive
association between EHR adoption levels and operating margins
with a 1-year lag and readmission rates, which is consistent
with the findings from Model 2. However, when readmission
rates act as a moderating variable, the nonsignificant results
indicate a positive relationship between levels of EHR adoption
and operating margins with a 1-year lag, which was the opposite
of the results from Model 2.

Model 8 analyzed the relationship between EHR adoption levels
and operating margins with a 2-year lag in operating margins,
with readmission rates as a moderating variable for acute care
hospitals. The prob>F was less than .05 for this model; however,
the analysis did not provide statistically significant evidence to
support the relationship between EHR adoption levels and
operating margins with a 2-year lag in operating margins, with
readmission rates as a moderating variable. Similar to Model
7, the nonsignificant results indicated a direct positive
association between EHR adoption levels and operating margins
with a 2-year lag and readmission rates, which was consistent
with the findings from Model 2. However, when readmission
rates act as a moderating variable, the nonsignificant results
indicated a positive relationship between levels of EHR adoption
and operating margins with a 2-year lag, which was the opposite
of the results from Model 2.

Model 4 analyzed the relationship between EHR adoption levels
and total margins without any lags in total margins, with
readmission rates as a moderating variable for acute care
hospitals. The prob>F was greater than 0.05, meaning this model
could not provide a statistically significant explanation for the
proposed relationship between EHR adoption levels and total
margins without any lags in total margins, with readmission
rates as a moderating variable.

Model 11 analyzed the relationship between EHR adoption
levels and total margins with a 1-year lag in total margins, with
readmission rates as a moderating variable for acute care
hospitals. For Model 11, the prob>F was greater than 0.05,
which indicates that this model could not accurately predict the
relationship between EHR adoption levels and total margins
with a 1-year lag in total margins, with readmission rates as a
moderating variable.

Model 12 analyzed the relationship between EHR adoption
levels and total margins with a 2-year lag in total margins, with
readmission rates as a moderating variable for acute care
hospitals. The prob>F was greater than 0.05, meaning this model
could not provide a statistically significant explanation for the
proposed relationship between EHR adoption levels and total
margins with a 2-year lag in total margins, with readmission
rates as a moderating variable.

Results from the regression analysis with fixed effects are
displayed in Tables 3 and 4. Table 3 includes results from the
regression analysis with financial and clinical outcomes from
the same year. Hospitals receive their reimbursement and
penalties associated with readmission rates and LOS
approximately 1 to 2 years after the actual outcomes occur. In
order to accommodate this situation, operating margin and total
margin ratios were calculated with a 1- and 2-year lag. Table 4
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presents results with lags in profit margins for acute care
hospitals.

The results from Table 3 for model 2 suggest that, at the
significance level of P<.05, a 1-unit increase in EHR adoption
was associated with an increase of approximately 5.34% in the
operating margin.

Table 4 displays results from the analyses with the added lag
effect in operating and total margins. According to the results
displayed in Table 4, it can be inferred that at the significance
levels of P<.05, P<.10, or P<.001, there is not enough evidence
to support models 5-8 from this study. For models 9-12, the
models did not provide a statistical explanation for the proposed
relationships. In other words, the models discussed above could
not accurately predict the proposed relationships.

Discussion

Overview
The objective of this study was to determine how EHR adoption
level contributes to financial and clinical outcomes for acute
care hospitals.

To understand the relationship between EHR adoption level
and financial outcomes, moderated by clinical outcomes, this
study used a fixed effects moderation analysis model. We
hypothesized that there would be a positive association between
EHR adoption level and operating and total margins, with LOS
and readmission rates as moderating variables.

According to the results displayed in Table 3, for models 1, 3,
and 4, the prob>F was greater than .05, meaning the models did
not provide a statistical explanation for the proposed
relationships in these models. In other words, the models
discussed above could not accurately predict the proposed
relationships, and there is no evidence that EHR adoption levels
have a linear relationship with or explain variance in the
operating margins, total margins, and LOS.

Even though the results are inverse of what was predicted in
the hypothesis, these findings indicated that the relationship
between EHR adoption levels and operating margins was

statistically significant when it was moderated by the
readmission rates variable at the significance level of P<.05.
According to the results of the moderation analysis, as the
readmission rate increases by 1 unit, the effect of a 1-unit
increase in EHR adoption level on the operating margin
decreases by 5.38%. In other words, when the hospital incurred
lower penalties for readmissions, the operating margins
increased. The minimum payment adjustment factor is 0.97 (ie,
3% maximum penalty). The maximum payment adjustment
factor is 1 (ie, no penalty), and hospitals with higher payment
adjustment factors have lower penalties and, in turn, larger
operating margins [32].

In order to confirm any lagged effect (the timeline of hospitals
receiving penalties or incentives for EHR adoption being not
clear), this study included additional models that accounted for
1- and 2-year lag in the profit margin ratios (models 5-12). The
results, however, did not provide any statistically significant
evidence supporting a positive relationship between EHR
adoption level and profit margin ratios when the lag effect was
included in the model.

Findings from current literature indicate an improvement in
LOS as a result of EHR adoption (not necessarily adoption
level) yielding increased compensation for the loss of patient
days from Center for Medicare and Medicaid Services [25];
however, for this study, none of the tested models provided a
statistical explanation for the proposed relationships between
EHR adoption and profit margins with LOS as moderating
variables.

Even though this finding is opposite of what was proposed in
the hypothesis, this finding provides statistically significant
evidence that levels of EHR adoption change operating margins
when readmission rates are taken into account (Figure 3).
Analyzing more recent data could indicate a decrease in
readmission rates as a result of increased levels of EHR
adoption, yielding an increase in operating margins. The
relationship between EHR adoption level and operating margins
has not been previously evaluated using readmission rates as
moderating variables. Hence, this finding from this study is a
unique contribution to the current literature.

Figure 3. Electronic health record (EHR) value analysis framework with results. **P<.05.
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Limitations of This Study
Regardless of the valuable contribution of the buildout of the
conceptual model and the results from the analysis, this study
has limitations. First, there is always a risk when using
secondary data to conduct research that was not the intent when
the data were collected, as this could result in inconsistency in
the data collection methods due to the possibility of human error
[36].

Second, this study used data from the Medicare Cost Reports
to operationalize the readmission rate variable. This particular
measure is reported on a 3-year rolling basis, meaning the data
analyzed included a rolling average of 3 years of readmission
rate data for each hospital [32]. This study operationalized the
readmission rate data for specific years in order to evaluate their
relationship with levels of EHR adoption and financial
outcomes, which can be considered a limitation.

Conclusion
The HITECH Act has played an important role in EHRs
becoming an integral part of the modern health system over the
last 10 years. The goal of enacting the HITECH Act of 2009
was to reduce health care costs, improve the quality of the care
provided, and increase patient safety for providers and

organizations that exhibited meaningful use of certified EHR
systems [1,37]. Given the cost and complexity of EHR adoption,
analyzing its value from various and seemingly atypical
perspectives is essential.

The current literature does a good job of providing perspectives
on EHR value relative to individual financial and clinical
outcomes, but it falls short in providing a collective value
analysis. This study fills the gap in the literature by evaluating
individual relationships between EHR adoption levels and
financial and clinical outcomes, in addition to evaluating the
relationship between EHR adoption level and financial
outcomes, with clinical outcomes as moderators.

This study provided statistically significant evidence, indicating
that there is a relationship between EHR adoption level and
operating margins when this relationship is moderated by
readmission rates. This finding could further be supported by
evaluating more recent data to analyze whether hospitals
increasing their level of EHR adoption would decrease
readmission rates, resulting in an increase in operating margins.
Hospitals would incur lower penalties as a result of improved
readmission rates, which would contribute toward improved
operating margins.
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Abstract

Background: Generative artificial intelligence tools and applications (GenAI) are being increasingly used in health care.
Physicians, specialists, and other providers have started primarily using GenAI as an aid or tool to gather knowledge, provide
information, train, or generate suggestive dialogue between physicians and patients or between physicians and patients’ families
or friends. However, unless the use of GenAI is oriented to be helpful in clinical service encounters that can improve the accuracy
of diagnosis, treatment, and patient outcomes, the expected potential will not be achieved. As adoption continues, it is essential
to validate the effectiveness of the infusion of GenAI as an intelligent technology in service encounters to understand the gap in
actual clinical service use of GenAI.

Objective: This study synthesizes preliminary evidence on how GenAI assists, guides, and automates clinical service rendering
and encounters in health care The review scope was limited to articles published in peer-reviewed medical journals.

Methods: We screened and selected 0.38% (161/42,459) of articles published between January 1, 2020, and May 31, 2023,
identified from PubMed. We followed the protocols outlined in the PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) guidelines to select highly relevant studies with at least 1 element on clinical use, evaluation, and validation
to provide evidence of GenAI use in clinical services. The articles were classified based on their relevance to clinical service
functions or activities using the descriptive and analytical information presented in the articles.

Results: Of 161 articles, 141 (87.6%) reported using GenAI to assist services through knowledge access, collation, and filtering.
GenAI was used for disease detection (19/161, 11.8%), diagnosis (14/161, 8.7%), and screening processes (12/161, 7.5%) in the
areas of radiology (17/161, 10.6%), cardiology (12/161, 7.5%), gastrointestinal medicine (4/161, 2.5%), and diabetes (6/161,
3.7%). The literature synthesis in this study suggests that GenAI is mainly used for diagnostic processes, improvement of diagnosis
accuracy, and screening and diagnostic purposes using knowledge access. Although this solves the problem of knowledge access
and may improve diagnostic accuracy, it is oriented toward higher value creation in health care.

Conclusions: GenAI informs rather than assisting or automating clinical service functions in health care. There is potential in
clinical service, but it has yet to be actualized for GenAI. More clinical service–level evidence that GenAI is used to streamline
some functions or provides more automated help than only information retrieval is needed. To transform health care as purported,
more studies related to GenAI applications must automate and guide human-performed services and keep up with the optimism
that forward-thinking health care organizations will take advantage of GenAI.

(JMIR Med Inform 2024;12:e52073)   doi:10.2196/52073
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Introduction

Background
Generative artificial intelligence tools and applications (GenAI)
systems automatically learn patterns and structures from text,
images, sounds, animation, models, or other media inputs to
generate new data with similar characteristics [1]. GenAI is
used to search, write, and create models, computer codes, and
art forms without human assistance. GenAI has emerged
significantly in the current decade to help every industry through
different products such as ChatGPT, Bing Chat, Bard, LLaMA,
Stable Diffusion, Midjourney, and DALL-E [2-5]. Almost all
industries share an optimistic vision, with significant investment
in using GenAI to transform aspects of value chains [6-10].
However, similar to many other technology hypes, whether this
optimism will translate to value outcomes or be a “fad or
fashion” remains to be tested over time.

The adoption of GenAI in health care is emerging. Studies point
to the use of GenAI in service interactions involving breast
cancer diagnoses [11], bariatric surgery [12], cardiopulmonary
resuscitation [13], and breast cancer radiologic decision-making
[14]. GenAI has the potential to transform by performing tasks
at higher quality than humans, which may reduce errors
associated with humans in expert domains such as cancer
detection [15] and neurological clinical decisions [16]. The rise
of GenAI is also referred to as the “second machine age” [17],
whereby “instead of machines performing mechanical work
they are taking on cognitive work exclusively in the human
domain” [17]. Although these instances are encouraging, how
exactly GenAI helps in health care processes needs to be
articulated and evaluated to provide an understanding of use
and value linkages [18,19]. Thus, we asked the following
research questions (RQs) in this study: (1) How is GenAI used
across different aspects of health care services? (RQ 1) and (2)
What is the preliminary evidence of GenAI use across health
care services? (RQ 2).

It is essential to explore these 2 RQs for several reasons.
Exploring GenAI’s use in health care services is essential for
realizing its potential benefits, addressing ethical concerns, and
continually improving its applications to enhance patient care
and the health care ecosystem. This impact spans different areas.
For instance, GenAI can help analyze data to provide
personalized treatment and tailor interventions. It has shown
promise in improving diagnostic accuracy, with higher levels
of accuracy in the interpretation of images and scans. AI
applications can enhance patient engagement by providing
personalized health recommendations, reminders for
medications, and real-time monitoring of vital signs. On the
provider side, GenAI can save costs by streamlining
administrative tasks and improving efficiency, early disease
detection, and preventive care. Similarly, knowing the
preliminary evidence of GenAI use across health care services
is crucial for making informed decisions, ensuring regulatory
compliance, building trust, guiding research initiatives, and
addressing ethical considerations. This sets the stage for the
responsible and effective integration of GenAI into the health
care landscape.

The impact of GenAI in health care depends on various factors,
including the specific application, quality of data used for
training, ethical considerations, and regulatory framework in
place. Continuous monitoring, evaluation, and responsible
deployment are essential to maximize the positive impact and
mitigate potential negative consequences. For instance, artificial
intelligence (AI) assists pathologists in diagnosing diseases
from pathology slides, leading to faster and more accurate
diagnoses and improving patient outcomes [20]. Analysis of
oncology literature, clinical trial data, and patient records can
help oncologists identify personalized, evidence-based treatment
options for patients with cancer, potentially improving treatment
decisions [21]. AI has been applied to analyze medical images
for conditions such as diabetic retinopathy, aiding in early
detection and intervention [22]. AI analyzes clinical and
molecular data to help physicians make more informed decisions
about cancer treatment and steer them toward personalized and
effective therapies [23].

Concerns about using GenAI remain because of algorithmic
bias in predictive models that causes discrimination, unequal
distribution of health care resources, and exacerbated health
disparities [24]. Data privacy and the need for clear guidelines
on AI in health care remain a gap, with reported misuse [25].
Misinterpretations or errors in algorithms can lead to incorrect
diagnoses, specifically for image readings, which underscores
the importance of human oversight in critical health care
decisions [26]. Furthermore, implementing and maintaining AI
systems can be costly, and overreliance on technology without
sufficient human oversight may result in overlooking critical
clinical nuances and potentially compromising patient care [27].
Therefore, it is essential to note that the impact of AI on health
care is a dynamic and evolving field. Regular updates and
scrutiny of the latest research and applications are necessary to
understand the positive and negative aspects of GenAI in health
care.

Using a literature scoping, review, and synthesis approach in
this study, we evaluated the proportionate evidence of using
GenAI to assist, guide, and automate clinical service functions.
Technologies in general help standardize [28], provide flexibility
[29], increase experience and satisfaction through relational
benefits [30], induce higher switching costs [31], and enhance
the overall quality [32] and value [33] of services. However,
high technology may reduce personal touch, trust, and loyalty
in service settings [34-38]. Complex technologies may introduce
anxiety, confusion, and isolation [39] or disconnection,
disruption, and passivity stressors [13] that can erode
satisfaction, loyalty, and retention in service settings [28,40-42].
Given the mixed evidence in previous research on the role of
technology in services [28,43,44], it is timely to assess to what
extent GenAI may even have a role in shaping or disrupting
health care services. Overall, the ground realities of the potential
for emerging GenAI to benefit health care services rather than
just being another knowledge and collation tool need to be
assessed and reported to influence further research and practice
activities.
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Objectives
This study took a deep dive to review and synthesize preliminary
evidence on how GenAI is used to assist, guide, and automate
activities or functions during clinical service encounters in health
care, with plausible indications for differential use. More
evidence on the actual use is needed to assert that GenAI plays
a considerable role in the digital transformation of health care.
Therefore, this study aims to identify how GenAI is used in
clinical settings by systematically reviewing preliminary
evidence on its applications to assist, guide, and automate
clinical activities or functions.

Methods

Article Search and Selection Strategy
This study aims to identify how physicians use GenAI in clinical
settings, as evidenced in published studies. The design of this
study adheres to the protocols outlined in the PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) statement [45,46]. Figure 1 provides a flowchart
of this study’s article search and inclusion process.

Figure 1. Literature screening process for relevant articles on generative artificial intelligence (AI) tools and applications.

We focused our search exclusively on PubMed to ensure the
credibility of this study’s medical or clinical service settings.
PubMed is part of the National Library of Medicine and a trusted
national source of peer-reviewed publications on medical
devices, software applications, and techniques used in the
clinical setting. We performed keyword searches to retrieve
relevant GenAI publications in PubMed that used “artificial
intelligence” anywhere in the text of the article written in

English. The sampling period of the publications was from
January 1, 2020, to May 31, 2023. The search yielded 42,459
results in the first round of identification of articles for
evaluation.

Within PubMed’s classification system for articles, we used the
“article type” that described the material presented in the article
(eg, review, clinical trial, retracted publication, or letter). We

JMIR Med Inform 2024 | vol. 12 | e52073 | p.701https://medinform.jmir.org/2024/1/e52073
(page number not for citation purposes)

Yim et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


used this article type feature in the PubMed classification system
to identify peer-reviewed articles and other relevant types of
publications that are pertinent to our study. A total of 52.02%
(22,086/42,459) of the returned articles did not have an article
type assigned from the 75 article types in PubMed’s
classification system and were excluded from the study sample.
We included clinical, multicenter, case report, news, evaluation,
and validation studies. We excluded article types that were out
of scope, such as uncategorized articles, government-funded
studies, reviews, editorials, errata, opinion articles, nonscientific
articles, retracted publications, and supplementary files. We
also excluded preprint article types that were unlikely to have
attracted attention. Errata or retracted publications (404/42,459,
0.95%), supplementary files (117/42,459, 0.28%), and 50 article
types that had too few search returns (243/42,459, 0.57%) were
also excluded.

The screening stage excluded review articles (6732/42,459,
15.86%) with an objective that was neither aligned with nor
redundant to this study’s goal. Opinion articles such as editorials,
letters, and commentaries were excluded (2455/42,459, 5.78%).
Articles whose funding came from the government or a
government agency were not considered because of a conflict
of interest for the researchers of the evaluated study
(8936/42,459, 21.05%), and preprint articles (77/42,459, 0.2%)
were excluded because of lack of availability to the public. We
also considered the full text availability of the article, and
32.39% (490/1513) of the articles were excluded in the
eligibility stage.

The resulting set of records included 1023 publications. To
ensure the credibility of the publication source, we used
CiteScore (Elsevier) [47] as a citation index to remove
publication sources whose influence is limited. Any publication
source whose citation index was unavailable or <10 was
removed, resulting in 268 records.

In total, 2 raters, 1 author (DY) and 1 graduate assistant (BB),
evaluated 161 articles. The 2 raters’ agreement was 91.93%,
and the expected agreement was 82.99%. The κ score was
0.5252 (SE 0.0544; Z score=9.66; probability>Z score=0.0000).
The author and the graduate student performed manual coding
by reading the paper’s title, abstract, and introduction paragraph
to gain a preliminary understanding of the study. After reading
the abstract and introduction paragraph, each rater classified
each article according to the definition of the 3 classes. For

articles that were difficult to understand, the rater read the article
further to gain a better understanding of the article. We defined
clinical service settings to include the life cycle of physician
encounters with patients for the diagnosis, prognosis, and
management of health conditions. The research and development
of drug discovery, for instance, was not considered. This process
eliminated 107 records. The final data set of articles considered
for this study was 161.

Ethical Considerations
The data collected for this study were obtained from publicly
available sources. The study did not involve any interaction
with users. Therefore, ethics approval was not required for this
study.

Data Extraction and Categorization Process
We adopted a modified thematic synthesis approach for data
analysis that involved coding the text, developing descriptive
themes, and generating analytical themes [48]. Initially, each
author coded each line of text extracted from the articles,
assigning it to different dimensions. This line-by-line coding
process facilitated identifying and capturing critical article
information and concepts. Next, each author developed
descriptive themes by grouping related codes and identifying
common patterns or topics emerging from the coded data. These
descriptive themes provided a broad overview of the various
aspects of AI in the clinical service context. Building on the
descriptive themes, each author generated analytical pieces to
deepen the understanding and interpretation of the data. The
analytical themes involved exploring relationships, connections,
and implications within and across the articles, allowing for the
extraction of meaningful insights.

Throughout the analysis process, all the authors engaged in
extensive discussions to refine and finalize the results of the
thematic synthesis. By collectively examining and interpreting
the data, the research team ensured the robustness and reliability
of the synthesized findings. Similar dimensions were then
merged to generate the following 3 meaningful dimensions
(assist, guide, and automate) and for relevance to the study
objectives, as shown in Textbox 1. The researchers manually
coded each article into several groups. They then tried to
synthesize them into 1 of the 3 categories of assist, guide, and
automate by looking at the title, abstract, and introduction
(where applicable).

JMIR Med Inform 2024 | vol. 12 | e52073 | p.702https://medinform.jmir.org/2024/1/e52073
(page number not for citation purposes)

Yim et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Textbox 1. Use of generative artificial intelligence tools and applications in clinical services in the reviewed articles (N=161).

Assist

• Improve diagnostic accuracy or reduce error by accessing knowledge during clinical services (141/161, 87.6%) [49-96]

• Activities:

• Disease detection (19/161, 11.8%) [58,63,67,69,71,73,77,90,97-107]

• Diagnosis (14/161, 8.7%) [100,108-120]

• Screening (12/161, 7.5%) [65,86,87,93,121-128]

• Service areas:

• Radiology (17/161, 10.6%) [49-63,65,66]

• Cardiology (12/161, 7.5%) [67-72,74,76-79,129]

• Gastrointestinal medicine (4/161, 2.5%) [81-84]

• Diabetes (6/161, 3.7%) [86-91]

• Approaches and methods:

• Deep learning (34/161, 21.1%) [49,59,60,62,63,65,68,71,79,89,100,107,108,111,115,123,125,130-145]

• Machine learning (9/161, 5.6%) [53,55,83,91,110,146-149]

• Image analysis (13/161, 8.1%) [68,88,104,110,111,114,116,119,133,135,138,150,151]

Guide

• Recommend treatment options, step-by-step instructions, or checklists to improve clinical services (13/161, 8.1%) [64,80,85,96,152-160]

• Personalized treatment plans (1/161, 0.6%) [64]

• Monitoring and managing (1/161, 0.6%) [96]

Automate

• Minimize or eliminate human provider involvement in clinical services or follow-ups (7/161, 4.3%) [94,95,161-165]

In addition to manual coding by human researchers, we used
ChatGPT (version 3.5; OpenAI) for automatic coding.
ChatGPT-3.5 was used for speed and cost. ChatGPT-4 is less
accessible to users who do not have the funds to pay for its
monthly subscription. ChatGPT-3.5 training used one-shot
learning using the standard user interface with the
“foundational” mode, and no fine-tuning was performed. Future
studies may use focused data sets for fine-tuning to improve
classification accuracy. However, our study demonstrates that
classification accuracy is high and robust even without
fine-tuning. This procedure was implemented to check for any
subjective bias and demonstrate AI’s potential use to
complement the human coding process. The abstracts and
introductions of these 161 articles were fed into ChatGPT using
in-context or a few short learning processes that fine-tune a pair
of domain-specific inputs and outputs to train, thereby enhancing
the relevance and accuracy of ChatGPT’s automated coding
output [166,167].

For instance, a sample of input we used in the study was the
abstract, which summarizes the article. The output is the
categories identified by the experts. ChatGPT learns how to
code a set of articles by repeating the pair of inputs and outputs.
One-shot learning, which consists of a single pair of inputs and
outputs in general, performs as well as >2 samples and zero-shot
learning. The benefits of in-context learning (ICL) in ChatGPT

include enhanced relevance, where the foundational model
becomes better at generating content for domain-specific tasks
without additional training of the full model; controlled output
such as developing a single word matching the desired coding
category or variable; and reduced biases inherent in manual
coding. We used the definitions provided in Textbox 1 to train
and restrict ChatGPT to choose only 1 of the 3 use-case
categories. We further compared ChatGPT’s classification with
expert coding and found a high level of agreement between the
2, with a κ score of 0.94.

As mentioned previously, the manual coding process involved
the raters coding and evaluating each article. After each rater
coded the article, the results were compared and discussed to
further refine the classification definition and derive consensus
on the final assignment of the article classification. This “gold
standard” classification was compared with automatic coding
performed by ChatGPT (version 3.5). Automatic coding was
performed by ChatGPT-3.5. Classification training was
performed using one-shot ICL. ChatGPT learns how to classify
articles by being fed a pair of articles and classification labels.
For example, a user can feed a prompt or use control tokens to
indicate an article abstract and the label associated with the
article. In our context, 3 articles and labels were fed to the
interface. After this initial prompt session of training on 3
classification labels, subsequent interactions of providing only
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the article abstract with a prompt asking for a class label would
return ChatGPT’s prompt completion. Alternatively, training
could involve >1 example of the article and its label, which
would then be called few-shot learning. To summarize, 161
articles were coded by ChatGPT-3.5 based on a single instance
of ICL.

Results

Findings From the Synthesis on the Use of GenAI to
Assist in Different Aspects of Health Care Services
GenAI can improve clinical services in 3 ways. First, of the 161
articles, 141 (87.6%) reported using GenAI to assist services
through knowledge access, collation, and filtering. The
assistance of GenAI was used for disease detection (19/161,
11.8%) [58,63,67,69,71,73,77,90,97-107], diagnosis (14/161,
8.7%) [100,108-120], and screening processes (12/161, 7.5%)
[65,86,87,93,121-127,168,169] in the areas of radiology (17/161,
10.6%) [49-63,65,66], cardiology (12/161, 7.5%)
[67-72,74,76-79,129], gastrointestinal medicine (4/161, 2.5%)
[81-84], and diabetes (6/161, 3.7%) [86-91]. Thus, although the
use of GenAI has percolated across almost all disease-relevant
and main service–relevant areas in health care, it is mainly for
assisting through knowledge access, collation, and filtering.

The use of GenAI in disease diagnosis has long-term
implications. For instance, identifying “referrable” diabetic
retinopathy using routinely collected data would help in
population health planning and prevention [86-90]; however,
rigorous testing and validation of the applications are critical
before clinical implementation [94]. Similarly, using GenAI in
remote care helps improve glycemia and weight loss [95], yet
challenges related to variable patient uptake and increased
clinician participation necessitated by shared decision-making
must be considered [96]. In radiology services, prediction
models using deep learning and machine learning methods for
predictive accuracy and as diagnostic aids have shown potential,
and natural language processing has been used to improve
readability by generating captions; however, studies report using
high-quality images, highlighting the need for a future
standardized pipeline for data collection and imaging detection.

In cardiology, AI analysis allows for early detection,
population-level screening, and automated evaluation. It expands
the reach of electrocardiography to clinical settings in which
immediate interrogation of anatomy and cardiac function is
needed and to locations with limited resources
[67-69,71,73-75,95]. Nevertheless, there is evidence suggesting
that integrating AI with patient data, including social
determinants of health, enables disease prediction and early
disease identification, which could lead to more precise and
timely diagnoses, improving patient outcomes.

GenAI aids in diagnostic accuracy, although its focus on higher
value creation in health care is limited. The articles in this
review reported that they used deep learning (34/161, 21.1%)
[49,59,60,62,63,65,68,71,79,89,100,107,108,111,115,123,125,130-145],
machine learning (9/161, 5.6%) [53,55,83,91,110,146-149],
and image analysis approaches of GenAI during the assistance
p r o c e s s  ( 1 3 / 1 6 1 ,  8 . 1 % )

[68,88,104,110,111,114,116,119,133,135,138,150,151].
Knowledge access using GenAI has the potential to enable more
options and flexibility in serving patients.

Evidence of GenAI Use for Guiding or Automation
Services
Only 8.1% (13/161) of the studies provided insights into how
GenAI is used to guide some services by seeking recommended
treatment options, step-by-step instructions, or checklists to
improve clinical services [64,80,85,96,152-160]. Of the 161
studies, 1 (0.6%) study sought personalized treatment plans and
discussed monitored and managed service processes using
GenAI [96]. Although this use category is nascent, GenAI can
help provide speed efficiency and customized solutions in health
services as in other contexts [37,127,170].

Finally, only 4.3% (7/161) of the articles indicated the use of
GenAI to automate any service functions that could minimize
or eliminate human provider involvement. When used
appropriately, automation provides a predictable, reliable, and
faster experience everywhere, every time for all customers,
which will be a standardized way to provide several health care
services [94,95,161-165].

The use of GenAI in some instances of service automation and
guidance may be in its infancy but is encouraging. Providers
are trying to explore unique ways to use AI, which requires a
set of steps such as understanding the current workflow and the
changes needed or aspirational workflows and aligning or
designing GenAI to help in the workflow. This is similar to
modifying restaurant food delivery options to suit drive-in rather
than sit-in options. The providers need some work to fully
automate, streamline, or re-engineer the service functions using
GenAI in the future.

Summary of Findings
To summarize our findings, in this study, we conducted a
systematic scoping review of the literature on how GenAI is
used in clinical settings by synthesizing evidence on its
application to assist, guide, and automate clinical activities and
functions. Of the 161 articles, 141 (87.6%) reported using GenAI
to assist services through knowledge access, collation, and
filtering. The assistance of GenAI was used for disease detection
(19/161, 11.8%), diagnosis (14/161, 8.7%), and screening
processes (12/161, 7.5%) in the areas of radiology (17/161,
10.6%), cardiology (12/161, 7.5%), gastrointestinal medicine
(4/161, 2.5%), and diabetes (6/161, 3.7%). Thus, we conclude
that GenAI mainly informs rather than assisting and automating
service functions. Presumably, the potential in clinical service
is there, but it has yet to be actualized for GenAI.

Robustness Check Using Additional Database Search
To ensure the comprehensiveness and robustness of our findings,
we expanded the search to Web of Science using similar
keywords and strategies (suggested by the review team). We
used the same keyword, “artificial intelligence,” in all text fields
over the sampling period between January 1, 2020, and
November 27, 2023. Our search was restricted to peer-reviewed
academic journal articles written in English. We used the Web
of Science–provided “Highly Cited Papers” criterion as a
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filtering mechanism to follow influential papers. Given the
nonclinical context of the journals in the database, we believe
that filtering based on the article’s importance is reasonable.
Initial search results included 1958 articles from the Web of
Science Core Collection. The preliminary analysis of the annual
breakdown comprised 414 articles in 2023, a total of 651 articles
in 2022, a total of 519 articles in 2021, and a total of 374 articles
in 2020. The search results were further reduced by removing
PubMed articles for redundancy, resulting in 1221 articles.

Next, Web of Science journals include medical, nonmedical,
and other clinical journals. Thus, we used simple keywords for
filtering nonmedical and clinical contexts. We used the
keywords “medical” and “health” mentioned in the abstract,
which led to 133 articles. Finally, we read the abstracts and
titles to exclude survey or meta-review and nonclinical studies.
This process further narrowed down the selection to 51 relevant
articles. Using ChatGPT-3.5 on November 27, 2023, we applied
one-shot learning by providing 3 class definitions. We asked
ChatGPT-3.5 to classify the article’s abstract, with 63% (32/51)
in the assist category, 29% (15/51) in the guide category, and
8% (4/51) in the automated category. Diagnostic assistance
articles dominated, similar to the results from PubMed.
However, the other categories—prescriptive guidance and
clinical service recommendations—were slightly higher. This
difference is explained by the nonmedical and clinical nature
of the journals included in the database. The “applied” nature
of the journals is more likely to explore prescriptive guidance
and clinical service recommendation use cases.

Discussion

Principal Findings
This study asked RQs about how GenAI is used, with evidence,
to shape health care services. It showed that 11.8% (19/161) of
the studies were on automation and guidance, whereas 87.6%
(141/161) reflected the assistance role of GenAI. These findings
are essential to discuss and distinguish between the optimism
and actual use of GenAI in health care.

Study Implications
The aspiration that GenAI has the potential to change health
care significantly needs a careful revisit. Health care
organizations need to assess the actual ground use for GenAI
and prepare for and understand the exciting possibilities with
a cautious approach rather than overly high expectations.
Concerns related to the cost, privacy, misuse, and regulatory
aspects of implementing and using GenAI [24-26] will become
more pronounced, particularly when there is a perceived
overreliance without clear promising results or actual practical
use [26].

The literature synthesis in this study suggests that GenAI is
mainly used for screening and diagnostic purposes using
knowledge access; diagnostic processes such as predicted
disease outcomes, survival, or disease classification; and
improvement of the accuracy of diagnosis. This solves the
problem of knowledge being available and accessible in time
in a well-articulated manner to provide or render the services.
This could help health care providers make more accurate and

timely diagnoses, leading to earlier treatment and better patient
outcomes. Such knowledge distillation helps improve diagnostic
accuracy through GenAI, which can provide enough knowledge
to physicians during service encounters; however, this is not
hugely oriented toward higher value creation in health care.

The research synthesis also suggests that there has been some
use of GenAI during different steps and aspects of guiding the
service delivery processes. Still, such use could be more
encouraging and significant across the board. Plausibly, GenAI
can analyze large amounts of disparate data from patients to
suggest personalized medicine—which may help inform
treatment plans for individuals. Service delivery needs some
guidance or step-by-step help to be efficient and meet the
duration or time requirements to render the clinical service on
time, which GenAI may solve. However, we have not yet found
strong evidence for such use by any health system.

Currently, the automation of service functions using GenAI has
only seen minimal instances and is yet to see widespread
implementation. Automation helps offset some manual activities.
However, automation may help in service functions’ cost,
efficiency, and flexibility while maintaining some standards
across similar services.

Similarly, although we did not consider this area in the synthesis
as it was out of the scope of services, GenAI can also be used
in drug development and clinical trial pathways—a value
proposition yet to be seen in practice. However, we do not
undermine that many laboratories and pharmaceutical companies
have used machine learning and AI tools and techniques in drug
development and clinical trials. However, reported commercial
GenAI use has not come to the limelight.

Some other plausible uses of GenAI in health care include
managing supply chain data, managing medical equipment
assets, maintaining gadgets and equipment, and building a robust
intelligent information infrastructure to support several other
activities. For example, active efforts are being undertaken to
incorporate GenAI, especially in administrative use cases such
as the In Basket patient messaging applications. However,
assessing the clinical accuracy of such tools remains a concern.

In addition, we must incorporate user-centered design and
sociotechnical frameworks into designing and building GenAI
for health care use cases, for instance, to explore how GenAI
can prevent a common pitfall of developing models
opportunistically—based on data availability or end-point labels,
adopting a user-centered design framework is vital for GenAI
tools [171]. Similarly, scientific or research-oriented use of
GenAI for knowledge search, articulation, or synthesis is helpful
[172]. However, how far that will translate to the transformative
clinical health care delivery processes while creating
higher-order organizational capabilities to create value remains
a concern [173].

Limitations of the Study and Scope for Future
Research
Several limitations and constraints affect the interpretation and
generalizability of the findings of this study. Some of these
limitations indicate the need for future research in relevant areas
that we discuss further. First, the study’s findings were
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constrained by the availability of relevant and high-quality
publications and the exclusion of preprints and unpublished
data to limit the specifically designed scope of the study on
using GenAI in health care clinical services, which influences
the comprehensiveness and accuracy of the review. There also
might be a tendency for studies with positive or significant
results to be published, leading to a potential publication bias.
In addition, harmful or neutral findings may not be adequately
represented in the review, influencing the overall assessment
of GenAI's effectiveness in health care. Research should focus
on patient-centered outcomes, including patient satisfaction and
engagement and the impact of GenAI on the patient-provider
relationship. Understanding the patient perspective is crucial
for successfully integrating AI technologies into health care.

Second, the field of GenAI in health care is rapidly advancing,
and new technologies and applications are continuously
emerging. The findings of this study might not capture the most
recent developments, and the ’conclusions of this study may
become outdated quickly, specifically when some technologies
have the potential to be adopted beyond institutional
mechanisms, such as using GenAI mobile apps to scan images
for retinopathy. Furthermore, an in-depth analysis of specific
GenAI applications may open newer directions, and future
research should focus on specific GenAI applications to provide
detailed insights into their effectiveness and limitations. This
could include applications such as diagnostic tools, treatment
planning algorithms, and predictive analytics. Such
heterogeneity of GenAI in health care encompasses a wide range
of applications, and investigating these could make it
challenging to draw overarching conclusions about GenAI’s
impact on clinical services.

Third, this review may not comprehensively address ethical
considerations and potential biases in the use of GenAI in health
care. Ethical issues related to data privacy, algorithmic bias,
and the responsible deployment of AI technologies may require
more in-depth exploration. Future research should systematically
explore the ethical considerations associated with GenAI use
in health care. This includes issues related to data privacy,
consent, transparency, and the ethical deployment of AI
algorithms in clinical settings. Finally, more data, papers,
articles, and longitudinal developments on some applications
may enrich this study and enhance its current limited
generalizability. Longitudinal studies are needed to track the
impact of GenAI in health care over an extended period. This
will help researchers understand the sustained effects, identify
potential challenges that may arise over time, and assess the
scalability and adaptability of these technologies.

Future studies could undertake comparative effectiveness
research to assess how GenAI compares with traditional
approaches in health care. Understanding the relative advantages
and disadvantages will contribute to evidence-based
decision-making. In addition, it is not clear what and how to
measure the GenAI applications’ effectiveness in clinical
services, leading to a call for standardized study metrics that
can incorporate outcome measures and evaluation frameworks.
Future research should investigate how the integration of GenAI
into clinical health care services affects the workflow of health
care providers. This includes understanding the time savings,

challenges, and potential improvements in decision-making
processes. By addressing these areas, future research can
contribute to a more comprehensive understanding of the role,
challenges, and potential benefits of GenAI in clinical health
care services.

Actionable Policy and Practice Recommendations
The proliferation of technology often outpaces the development
of appropriate regulatory and policy frameworks that are
necessary for guiding proper dissemination. Our call is that,
given that GenAI is emerging, policy agencies and health care
organizations play a role in proactively guiding the use of GenAI
in health care organizations.

What are some actionable steps for stakeholders, including
health care organizations and policy makers, to navigate the
integration of GenAI in health care? For health care
organizations, the steps may include conducting a technology
assessment vis-à-vis goals to achieve outcomes from GenAI.
Evaluating the existing infrastructure and technological
capabilities within the health care organization to determine
readiness for GenAI integration is a first step. This will provide
an understanding of the current state of technology and ensure
that the necessary upgrades or modifications can be implemented
to support GenAI applications, thus garnering the benefits of
GenAI.

The second step is to invest in staff training and education
through the development of training programs to enhance the
skills of health care professionals in understanding and using
GenAI technologies. Well-trained staff is essential for the
effective and ethical implementation of GenAI, fostering a
culture of continuous learning and adaptability. Third, health
care organizations need to develop and communicate clear
protocols and guidelines for the use of GenAI in different health
care services, outlining ethical considerations, data privacy
measures, and accountability standards. Transparent protocols
help ensure the responsible and standardized use of GenAI,
fostering trust among health care professionals and patients.

Fourth, health care organizations need to engage in research on
GenAI through collaboration with research institutions and
industry partners to participate actively in studies evaluating
the effectiveness and impact of GenAI applications in specific
health care domains. Involvement in research contributes to the
evidence base, informs best practices, and positions the
organization as a leader in health care innovation. Finally, as
mentioned previously, implementing the gradual integration of
GenAI rather than jumping into irrational decisions is a caution.
All health systems need to gradually plan and introduce GenAI
technologies, starting with pilot programs in specific
departments or use cases. Gradual integration allows for careful
monitoring of performance, identification of potential
challenges, and iterative improvement before broader
implementation.

For policy makers, much work must be done at the regulatory
framework level to realize GenAI better. Policy makers must
establish clear and adaptive regulatory frameworks that address
the unique challenges GenAI poses in health care, ensuring
patient safety, data privacy, and ethical use. There is a concern
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that bias in GenAI algorithms could lead to discrimination in
care delivery across patients, and the role of policy guidelines
in this aspect to train and use GenAI appropriately is critical.
Policy frameworks must be developed to ensure less risk, safe
and ethical use, and responsible effectiveness of GenAI. Policy
and industry partnerships among experts to determine relevant
frameworks are vital to guide the future of GenAI to help
transform health care. Robust regulations will provide a
foundation for the responsible and standardized integration of
GenAI technologies. An underlying challenge of GenAI is
integrating it across different legacy IT systems, which involves
developing and adopting interoperability standards to ensure
seamless communication and data exchange between different
GenAI applications and existing health care systems.
Interoperability enhances efficiency, reduces redundancy, and
facilitates the integration of diverse GenAI solutions. In this
process, creating incentives for responsible innovation for ethical
considerations and the continuous improvement of GenAI
applications will drive a culture of responsibility and quality
improvement, aligning technological advancements with societal
needs.

Policy-level efforts also need to be oriented to allocate resources
to enhance health care infrastructure, including robust
connectivity and data storage capabilities, to support the
data-intensive nature of GenAI applications. Adequate
infrastructure is crucial for the reliable and secure functioning
of GenAI in health care. Many of these enhancements may
require collaboration between public health care systems, private
organizations, and academia to leverage collective expertise
and resources for GenAI research, development, and
implementation. Finally, policies that address potential biases
in GenAI applications and ensure equitable access to these
technologies across diverse populations are necessary to help
with proactive measures to prevent the exacerbation of existing
health care disparities through the adoption of GenAI.

Conclusions
GenAI is both a tool and a complex technology. Complexity is
the basis for GenAI, and thus, the use of GenAI in health care
creates a set of unparalleled challenges. GenAI is costly to
implement and integrate across all aspects of a health system
[174]. In envisioning the future of GenAI in health care, we
glimpse a transformative landscape in which technology and
compassion converge for the betterment of humanity. As we
stand at the intersection of innovation and responsibility, the
prospect of GenAI holds immense promise in revolutionizing
health care, shaping a future in which personalized, efficient,
and equitable clinical services are not just aspirations but
tangible realities. Our vision embraces a symbiotic relationship
between technology and human touch, recognizing that the
power of GenAI lies not only in its computational prowess but
also in its potential to amplify the capabilities of health care
professionals. Picture a world in which diagnostic accuracy is
elevated, treatment plans are truly personalized, and each
patient’s journey is marked by precision and empathy.

Crucially, this vision hinges on responsible adoption. We
envisage a future in which regulatory frameworks ensure the
ethical use of GenAI, safeguard patient privacy, and uphold the

principles of equity. It is a future in which interdisciplinary
collaboration flourishes, bridging the expertise of health care
providers, policy makers, technologists, and ethicists to navigate
the complexities of this evolving landscape.

In the future, the impact of AI on human lives will be profound.
Patients experience a health care system that not only heals but
also understands, a system in which the integration of GenAI
contributes to quicker diagnoses, more effective treatments, and
improved outcomes. The human experience is at the
forefront—GenAI becomes a tool for health care professionals
to better connect with patients and spend more time
understanding their unique needs, fears, and hopes. As we
embark on this journey, it is crucial to remember that the heart
of health care lies in the compassion, empathy, and wisdom of
its human stewards. GenAI catalyzes empowerment, freeing
health care professionals from mundane tasks to engage in
meaningful interactions. It fosters a health care culture in which
technology serves humanity, and the collective mission is to
enhance the quality of care and life.

In embracing this vision, we are not just architects of
technological progress but also custodians of a future in which
GenAI and human touch coalesce to redefine health care
possibilities. Let our strides be guided by a commitment to
responsible innovation, a dedication to inclusivity, and an
unwavering focus on the well-being of those we serve. The
future of GenAI in health care is not just a scientific evolution,
but it is a narrative of healing; compassion; and a shared
commitment to a healthier, more humane world. However,
without enough evidence, we are skeptical about the current
euphoria regarding GenAI in health care.

This systematic narrative review of the preliminary evidence
of using GenAI in health care clinical services provides valuable
insights into the evolving landscape of AI applications in health
care. The existing literature synthesis reveals promising
advancements and critical considerations for integrating GenAI
into clinical settings. The positive evidence underscores the
potential of GenAI to revolutionize health care by offering
personalized treatment plans, enhancing diagnostic accuracy,
and contributing to the development of innovative therapeutic
solutions. The applications of GenAI in areas such as pathology
assistance, oncology decision support, and medical imaging
interpretation showcase its capacity to augment health care
professionals’ capabilities and improve patient outcomes.

However, this review also highlights several limitations and
challenges that warrant careful consideration. Issues such as the
quality of available data, the rapid pace of technological
evolution, and the potential for algorithmic bias highlight the
complexities associated with adopting GenAI in health care.
Ethical concerns, data privacy considerations, and the need for
transparent guidelines underscore the importance of a thoughtful
and measured approach to integration.

As we navigate the preliminary evidence, it becomes evident
that a collaborative effort is required among health care
organizations, policy makers, researchers, and technology
developers. Establishing clear regulatory frameworks, fostering
interdisciplinary collaboration, and prioritizing ethical
considerations are crucial steps in ensuring the responsible
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deployment of GenAI. Addressing the identified limitations
through targeted research initiatives, ongoing evaluation, and
continuous improvement will be essential for maximizing the
benefits of GenAI while mitigating potential risks.

Moving forward, it is imperative to recognize that integrating
GenAI into health care is dynamic and evolving. Future research

should focus on refining our understanding of the long-term
impact, patient-centered outcomes, and scalability of GenAI
applications. By collectively addressing the challenges outlined
in this review, stakeholders can contribute to a health care
landscape in which GenAI is a powerful ally in delivering
personalized, efficient, and equitable clinical services.
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Abstract

Background: Although Ethiopia has made remarkable progress in the uptake of the District Health Information System version
2 (DHIS2) for national aggregate data reporting, there has been no comprehensive assessment of the maturity level of the system.

Objective: This study aims to assess the maturity level of DHIS2 implementation in Ethiopia and propose a road map that could
guide the progress toward a higher level of maturity. We also aim to assess the current maturity status, implementation gaps, and
future directions of DHIS2 implementation in Ethiopia. The assessment focused on digital health system governance, skilled
human resources, information and communication technology (ICT) infrastructure, interoperability, and data quality and use.

Methods: A collaborative assessment was conducted with the engagement of key stakeholders through consultative workshops
using the Stages of Continuous Improvement tool to measure maturity levels in 5 core domains, 13 components, and 39
subcomponents. A 5-point scale (1=emerging, 2=repeatable, 3=defined, 4=managed, and 5=optimized) was used to measure the
DHIS2 implementation maturity level.

Results: The national DHIS2 implementation’s maturity level is currently at the defined stage (score=2.81) and planned to
move to the manageable stage (score=4.09) by 2025. The domain-wise maturity score indicated that except for ICT infrastructure,
which is at the repeatable stage (score=2.14), the remaining 4 domains are at the defined stage (score=3). The development of a
standardized and basic DHIS2 process at the national level, the development of a 10-year strategic plan to guide the implementation
of digital health systems including DHIS2, and the presence of the required competencies at the facility level to accomplish
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specific DHIS2-related tasks are the major strength of the Ministry of Health of Ethiopia so far. The lack of workforce competency
guidelines to support the implementation of DHIS2; the unavailability of core competencies (knowledge, skills, and abilities)
required to accomplish DHIS2 tasks at all levels of the health system; and ICT infrastructures such as communication network
and internet connectivity at the district, zonal, and regional levels are the major hindrances to effective DHIS2 implementation
in the country.

Conclusions: On the basis of the Stages of Continuous Improvement maturity model toolkit, the implementation status of DHIS2
in Ethiopia is at the defined stage, with the ICT infrastructure domain being at the lowest stage as compared to the other 4 domains.
By 2025, the maturity status is planned to move from the defined stage to the managed stage by improving the identified gaps.
Various action points are suggested to address the identified gaps and reach the stated maturity level. The responsible body,
necessary resources, and methods of verification required to reach the specified maturity level are also listed.

(JMIR Med Inform 2024;12:e50375)   doi:10.2196/50375

KEYWORDS

health information system; digital health system; District Health Information System version 2; DHIS2; maturity assessment;
Stages of Continuous Improvement; Ethiopia

Introduction

Background
Health information systems (HISs) have become an essential
component of evidence-based decision-making and health
service delivery worldwide [1,2]. Over the past years, countries
have recognized the importance of reliable health data to track
key health issues and outcomes, leading to significant
investments in HISs in both high- and low-income nations.
Therefore, the global community has recognized that reliable
health data are vital for the development of national health
systems. This has been further highlighted in the 2030 Agenda
of Sustainable Development Goals [3,4], which recognizes the
potential of information and communication technology (ICT)
to accelerate human progress, bridge the digital divide, and
develop knowledge societies [5].

In low- and middle-income countries (LMICs), various national
governments and some global partners, such as the World Health
Organization (WHO) and United Nations International
Children’s Emergency Fund, have made substantial investments
in strengthening their HISs [6]. In particular, Ethiopia has made
remarkable achievements in implementing HIS over the years.
In 2006, the Ministry of Health (MOH) undertook a Health
Management Information System reform with a focus on data
management, human resources, and ICT (Planning and
Programming Department, unpublished data, May 2006) [7].
The MOH standardized the indicators, recording and reporting
forms, procedures, and reporting channels to improve
performance [8].

Moreover, the MOH has implemented different digital health
initiatives, including District Health Information System version
2 (DHIS2), electronic community HIS, electronic medical record
systems, electronic community-based health insurance, logistic
management information system, human resource information
system, master facility registries, and electronic public health
emergency management system. Maturity assessment of such
digital health systems is essential to guide policy makers in
strategizing and prioritizing initiatives [7].

Despite the remarkable progress made in Ethiopia, a
comprehensive maturity assessment is yet to be conducted to

determine the maturity level of the system and to inform policy
makers about potential future interventions. DHIS2 is an
open-source digital health platform developed by the University
of Oslo in 2006 to manage HISs. Its first implementation was
in India in 2006, and its first national rollout was in Kenya in
2010 [9]. Since 2010, LMICs worldwide have adopted this
software. In Ethiopia, DHIS2 has been implemented since 2018
[7]. Since then, the MOH has made significant achievements
in the development and implementation of DHIS2, such as the
deployment of web-based or offline instances, full ownership
of DHIS2 customization and implementation, upgrading DHIS2
to version 2.30 with apps developed in-house such as those for
disease and public health emergency management report, data
visualization applications (scorecard, bottleneck analysis, action
tracker, and custom reports), creating metadata, data set
customization, incorporating reporting functionality, and new
features for decision-making by integrating data quality checks
and dashboards [10].

Currently, the MOH uses DHIS2 for planning, reporting,
analysis, and dissemination of data for all health programs. It
accurately and timely collects and aggregates data such as
routine health facility data, staffing, equipment, infrastructure,
population estimates, disease outbreaks, survey or audit data,
patient satisfaction surveys, and longitudinal patient records.
DHIS2 stores, analyzes, and evaluates both aggregate and
event-based data at a health facility level [7]. Therefore, DHIS2
is accepted as a primary source of information for planning and
decision-making in Ethiopia’s health system. However, despite
its implementation, the maturity level of DHIS2 has not yet
been assessed. A maturity assessment is used to measure the
current maturity status of a certain HIS to identify the strengths
and improvement points and accordingly prioritize the next
steps to reach higher maturity levels [11].

In Ethiopia, the Stages of Continuous Improvement (SOCI) tool
was used to assess the current maturity status and improvement
of the overall HIS. The assessment report indicated that the
overall maturity level of the Ethiopian HIS is between the
“repeatable” and “defined” maturity stages [12]. The report
recommends maturity assessment of individual digital health
systems (eg, DHIS2), which have a wide impact and coverage
in the country.
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Objective
This study aims to assess the maturity level of DHIS2
implementation in Ethiopia and propose a road map that could
guide the progress toward a higher level of maturity. The
assessment could help identify the current capabilities; set a
baseline for measuring improvement; identify strengths,
weaknesses, opportunities, and threats; identify factors
influencing achievements; set new pathways for improvements;
and foster a culture of excellence in Ethiopia.

Methods

Assessment Setting
The maturity assessment of DHIS2 implementation was
conducted in Ethiopia. It is a landlocked country in East Africa,
with a population of 118 million and a 3-tier health care system
consisting of primary health care units (health posts, health
centers, and primary hospitals), general hospitals, and tertiary
hospitals. The country has implemented DHIS2 since 2018.
Since then, the country has made significant achievements in
the customization and implementation of DHIS2 [10].

Assessment Procedure

Overview
A multimethod approach study was conducted in Ethiopia to
assess the maturity level of the DHIS2 implementation. The
assessment process proposed in the users’ guide for the HIS
interoperability maturity assessment was followed to conduct
the DHIS2 maturity assessment [13]. First, we conducted various
consultative meetings to develop an activity plan for the maturity
assessment. Then, we conducted a landscape analysis of various
maturity assessment tools to select an appropriate tool for
customization. Next, tool customization, followed by a
validation workshop, was conducted. The purpose of the
workshop was to validate the customized tool for its clarity and
appropriateness in the Ethiopian context. Then, we mapped the
stakeholders and conducted a maturity assessment workshop.
Finally, a road map development workshop was conducted to
improve DHIS2 implementation in Ethiopia. Figure 1 shows a
diagrammatic representation of the assessment procedure.

Figure 1. Diagrammatic representation of the assessment procedure.

Conducting Consultative Meetings
After the proposal to conduct a maturity assessment for DHIS2
was approved, the researchers conducted several consultative
meetings with the MOH and Digital Health Activity, a partner
of the MOH that supports Ethiopia in improving health care
services through the implementation of digital health solutions.
The first meeting was conducted on January 14, 2022, to discuss
a drafted activity plan for the entire assessment procedure. The
activity plan was presented in the presence of focal persons
from the MOH and project facilitators from Digital Health
Activity. Several useful inputs were provided to improve the
activity plan. The key activities included a landscape analysis;
a panel discussion among domain experts to select and
customize the maturity assessment tool; a tool validation
workshop involving domain experts, partners, and stakeholders
to standardize the customized maturity assessment tool; a
national workshop involving the MOH, partners, universities,
and stakeholders; and data collection and analysis.

Landscape Analysis and Tool Selection
The researchers conducted a rigorous review of existing maturity
assessment toolkits and peer reviewed publications from January
11, 2022, to February 15, 2022, to select an appropriate tool.
Several tools were reviewed, including the Information Systems
for Health Maturity Assessment Toolkit (IS4H) [14], the Global

Digital Health Index [15], the Digital Maturity Assessment Tool
[16], the HIS Interoperability Maturity Toolkit [17], the Hospital
Information System Maturity Model [17], and the SOCI toolkit
[18].

After reviewing each potential assessment model and conducting
several discussion meetings, 2 models were shortlisted,
considering their relevance, comprehensiveness, validity,
credibility, and feasibility: IS4H and SOCI. IS4H is a maturity
assessment model that describes the method, tool, and questions
for assessing the organizational capacity of digital health
systems. The model was developed by the Pan American Health
Organization and WHO. In contrast, SOCI was developed by
the US Centers for Disease Control and Prevention, the Health
Data Collaborative Digital Health and Interoperability Working
Group, and the United States Agency for International
Development–funded Monitoring and Evaluation to Assess and
Use Results Evaluation to help countries assess, plan, and
prioritize interventions and investments to strengthen an HIS.

After rigorous deliberations regarding the strengths and
limitations and comparing the shortlisted models (Multimedia
Appendix 1) in a discussion among experts from the MOH,
partners, and universities, SOCI was selected as the final model
to assess DHIS2 implementation maturity.
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Tool Customization
The assessment measures the current and desired HIS status
across 5 core domains, 13 components, and 39 subcomponents
and road map improvements [18]. The assessment tool measures
maturity level based on 5 stages—emerging, defined, repeatable,
managed, and optimized, with scores ranging from 1 to 5. Table
1 shows the definitions of each stage of the SOCI tool.

The tool was designed in 2 formats: an Excel (Microsoft
Corp)–based and an app-based version of the tool available
through the DHIS2 platform. In our case, we customized the
Excel-based tool in March 2022 to assess the DHIS2
implementation maturity status. The customization focused on
changing the generic HIS to the DHIS2 context. Throughout
the Excel-based tool, we have modified the HIS concept to the
DHIS2 context without altering the purpose and the core
domains, components, and subcomponents of SOCI.

Table 1. The 5 stages of the Stages of Continuous Improvement tool and their definitions.

DefinitionScaleStage

Formal processes, capabilities, experience, or understanding of HISa issues or activities are limited or emerging. Formal
processes are not documented, and functional capabilities are at the development stage. Success depends on individual
effort.

1Emerging

Basic processes are in place, based on previous activities or existing and accessible policies. The need for standardized
processes and automated functional capabilities is known. There are efforts to document the current processes.

2Repeatable

There are approved documented processes and guidelines tailored to District HIS version 2 activities. There is increased
collaboration and knowledge sharing. Innovative methods and tools can be implemented and used to extend the func-
tional capabilities.

3Defined

Activities are under control using established processes. Requirements or goals have been developed, and a feedback
process is in place to ensure that they are met. Detailed measures for processes and products are being collected.

4Managed

Best practices are being applied, and the system is capable of learning and adapting. The system uses experiences and
feedback to rectify problems and continuously improve processes and capabilities. Future challenges are anticipated,
and a plan is in place to address them through innovation and new technology. Processes are in place to ensure reviews
and incorporation of relevant innovation.

5Optimized

aHIS: health information system.

Tool Validation Workshop
A validation workshop involving 18 high-level digital health
experts was conducted on April 28 and 29, 2022, to standardize
and validate a customized SOCI tool, with participants forming
2 groups to validate each domain, component, and
subcomponent and provide constructive feedback. Following
the workshop, the feedback was incorporated, which resulted
in a validated and standardized SOCI tool.

Document Mapping and Evidence Summarization
The assessors used evidence from the policies and guidelines
available in the Ethiopian MOH resource library to evaluate the
DHIS2 implementation maturity status [19]. This supporting
evidence was mapped in April 2022 based on the content and
topics related to the specific component, which served as a
reference for the assessors.

Stakeholder Mapping and Engagement
Potential stakeholders were identified in April 2022 after a
discussion with the MOH, and those who were working on and
supporting DHIS2 were selected, including national and
international partners and agencies such as Ethiopian Food and
Drug Administration; Ethiopian Pharmaceuticals Supply
Agency; Ethiopian Public Health Institute; United Nations
International Children’s Emergency Fund; United States Agency
for International Development; Water, Education, Economic
Empowerment, Medical Care, and Alliance; Program for
Appropriate Technology in Health; Bill and Melinda Gates
Foundation; WHO; Population Services International; HIS
Program; Institute of Chartered Accountant of Pakistan; African

Medical and Research Foundation; Children’s Investment Fund
Foundation; Last 10 Kilometers; Data Use Partnership;
Transform Primary Health Care; Project Hope; and Clinton
Health Access Initiative. All directorates under the MOH,
regional health bureaus, and universities were officially invited
to participate in the maturity assessment, and most of the
selected stakeholders agreed to participate.

Maturity Assessment Workshop
A total of 35 digital health experts were invited to participate
in the maturity assessment workshop, of which only 29 (83%)
participated. The workshop was conducted from June 15, 2022,
to June 17, 2022, with participants representing the stakeholders
identified in the mapping exercise. The workshop began with
an opening remark by the Health Information Technology
Director stating the workshop’s objectives and the aim of the
assessment, followed by a presentation on the basics, rationale,
methods, and reasons for maturity assessment by the University
of Gondar team. The maturity assessment tool selection process,
landscape analysis, steps followed, and activities performed
were presented. Participants were categorized into 2 major
groups based on their expertise and experiences and oriented
on how to conduct the assessment using the adopted maturity
assessment toolkit, SOCI. Each team assessed DHIS2 based on
the 5 domains of SOCI, with chairpersons and secretaries
facilitating and documenting the assessment scores and
justification for each result. Disagreements in scoring between
the groups were resolved through discussions. The average score
of the 39 subcomponents was summed as the total score for
each component, the average score of the 13 components was
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summed as the total score for each domain, and the average
score of the 5 domains was considered as the total score of the
current DHIS2 implementation maturity. Finally, the assessment
scores, strengths, and gaps in the DHIS2 implementation were
presented and discussed, and feedback was incorporated to
refine the assessment results.

Road Map Development Workshop
Of the 45 digital health experts invited to the road map
workshop, only 38 (84%) participated. The workshop was
conducted from January 30, 2023, to February 2, 2023. The
workshop aimed to improve the maturity level of DHIS2
implementation. In total, 38 high-level digital health system
experts—12 from the MOH, 9 from Regional Health Bureaus,
2 from agencies, 10 donors or partners, and 5 from Capacity
Building and Mentorship Program Universities—participated.
The workshop was hands-on, with at least 90% of the time spent
in brainstorming and discussion. This approach allowed for
better experience, more retention, and more realistic evaluation
of the roadmap development. The sessions were continuously
linked to the strategic challenges faced by the MOH or health
sector, and solutions were discussed and suggested to provide
practical solutions for DHIS2 maturity challenges.

During the workshop, key issues related to the 5 domains, 13
components, and 39 subcomponents of the SOCI tool were
addressed for the road mapping of DHIS2 implementation.
Various discussions were conducted to uncover the strengths
and gaps of DHIS2 implementation; identify specific limitations
that hinder the capability and implementation of the road map
of DHIS2; analyze how DHIS2 is implemented; explore various
ways of future improvements on DHIS2 including alternative
concepts, tools, and technologies; and scrutinize various
governance documents, tools, system documentation, manuals,
and other resources to assess the maturity road map of DHIS2.

Each participant integrated knowledge, cognitive strategies, and
behaviors as a guide in the group work, and the road map tool
was presented and discussed. A detailed road map for each

domain and respective components and subcomponents was
presented, and major gaps and methods to address them were
discussed. A 2-year target was set, and a list of high-impact
interventions was identified to address the gaps. Considerations
and means of verifications were established; the primarily
responsible body was identified; and finally, the road map was
developed.

Ethical Considerations
The maturity assessment was conducted in a workshop where
participants completed the assessment in groups. There was no
individual assessment. No personal identification was used in
the assessment. Participation was voluntary. Participants were
informed to express their ideas freely during the group
discussion.

Implementation (Results)

Overall Current and Target Maturity Levels
The overall DHIS2 implementation in the country is currently
at the “defined” stage, with a score of 2.81, and the goal is set
to reach the “managed” stage of maturity, with a score of 4.09
by 2025 (Figure 2). Except for the ICT infrastructure domain,
which is at the “repeatable” stage, with a score of 2.14, the other
4 domains are at the “defined” stage, with a score of
approximately 3. The MOH’s strengths include the development
of a standardized and basic DHIS2 process at the national level,
the development of a 10-year strategic plan to guide the
implementation of digital health systems, and the presence of
required competencies at the facility level. However, the lack
of workforce competency guidelines, the unavailability of the
core competencies required to accomplish DHIS2 tasks at all
levels of the health system, and ICT infrastructure challenges
are the major hindrances to effectively implementing DHIS2.
DHIS2 implementation is also in the “emerging” stage in terms
of interoperability and data use components. Multimedia
Appendix 2 provides the maturity levels of each domain,
component, and subcomponent for the DHIS2 implementation.

Figure 2. A line graph showing the overall national maturity levels and targets of District Health Information System version 2 implementation. ICT:
information and communication technology.
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Domain-Wise Implementation Status and Improvement
Road Map

Leadership and Governance

The target maturity level for the DHIS2 leadership and
governance domain is to move from the defined (score=2.83)
to the managed (score=3.83) stage. The “strategic planning”
component is intended to move from the managed (score=3.5)
to the optimized (score=4.5) maturity stage. The “policy, legal,
and regulatory framework, and the compliance” component is
intended to progress from the repeatable (score=2) to the defined
(score=3) maturity stage, whereas the “leadership, governance,
organizational structures, and functions” component is intended
to move from the defined (score=3) to the managed (score=4)
maturity stage (Figure 3). The MOH has a well-defined and
budgeted strategy for HIS that includes DHIS2. In addition,

there is a national-level cross-agency coordination group that
oversees DHIS2 implementation. However, there are no
well-defined mechanisms and regulatory bodies to ensure
adherence to organizational policies, procedures, and best
practices related to the digital health system. Multimedia
Appendix 3 provides detailed information about the strengths
and gaps of the ministry regarding DHIS2 implementation with
respect to the “leadership and governance” domain.

The bodies responsible for performing the suggested activities
(Multimedia Appendix 3) for the subcomponents are the MOH,
Ethiopian Food and Drug Administration, regional health
bureaus, subregional health administration authorities, and all
line agencies. The resources needed to perform the operations
indicated for the leadership and governance domain are adequate
time, sufficient number of competent workforces, and adequate
funds.

Figure 3. District Health Information System version 2 leadership and governance maturity level and targets. HIS: health information system.

Management and Workforce

The DHIS2 “management and workforce” domain is targeted
to improve from the defined (score=2.9) to the managed
(score=4) maturity stage. Financial management and workforce
capacity and development are the 2 components that are
expected to advance from the managed (score=3.6) to the
optimized (score=4.5) stage and the repeatable (score=2.2) to
the managed (score=3.67) stage, respectively (Figure 4). The
DHIS2 academy-level training, collaboration with institutions,
and customized training are identified as promising workforce

competency initiatives. However, irregular DHIS2 workforce
capability assessments and analyses, unclear career paths and
roles, insufficient infrastructure, lack of regular feedback, and
unmet staffing needs were identified as challenges (Multimedia
Appendix 4). The MOH, Human Resource Directorate, Regional
Health Bureau, higher institutions, associations, and civil service
are responsible for preforming the planned activities. Financial
and human resources, infrastructure, and connectivity are
required resources. Verification methods included competency
assessments, finance and monitoring and evaluation reports,
and improvement at the job evaluation grading level.
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Figure 4. A line graph indicating the national District Health Information System version 2 management and workforce domain maturity level and
targets. HIS: health information system; HR: human resource.

ICT Infrastructure

The information and communication domain’s projected
maturity levels ranged from repeatable (score=2.14) to managed
(score=3.89), with a plan in place to elevate operations and
maintenance from the repeatable (score=2.44) to the managed
(score=3.67) level. Upgrading the local area network and wide
area network components from the repeatable (score=2) to the
managed (score=4) level is also planned. Similarly, the business
continuity element is slated for transformation from the
repeatable (score=2) to the managed (score=4) level (Figure 5).
The national MOH has collected data about electricity or power
access, sources, and reliability to support DHIS2 infrastructure;
however, it is limited at higher levels. The MOH has also
developed the facility hardware and software specifications,
with some national and subnational offices having adequate
hardware. Maintenance and installation of DHIS2 infrastructure
are currently handled through an ad hoc mechanism (ie, there
is no regular maintenance and installation). Maintenance and

installation are conducted when the need arises. Simultaneously,
several challenges impede the effectiveness of DHIS2
implementation under this domain, such as unstable electricity,
insufficient hardware, outdated infrastructure, and limited and
unstable network and internet connectivity. In addition, business
continuity plans are at the emerging stage, not harmonized
across DHIS2 health sector needs, and infrequently reviewed
and revised (Multimedia Appendix 5). The MOH, including the
chief executive officer, Regional Health Bureaus, digital health,
and ICT and health infrastructure departments, is responsible
for executing the planned actions in the ICT infrastructure
sector. Financial resources, electrical engineers, network
specialists, maintenance professionals, ICT spare parts (eg, hard
drives and RAM), and other ICT accessories are all essential
for achieving the predetermined goals. The methods of
verification in the ICT infrastructure field include evaluation
reports, network assessments, and support requests, which are
measured against predetermined indicators for support from the
support system.

Figure 5. A line graph indicating the national District Health Information System version 2 information and communication technology (ICT)
infrastructure maturity level and targets.
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Standards and Interoperability

The “standards and interoperability” domain is an indispensable
element in ensuring the success of any HIS as it facilitates the
exchange of data across various systems while ensuring the
accuracy of data capture and reporting. The domain’s anticipated
maturity levels ranged from defined (score=3.19) to optimized
(score=4.61), with several components expected to move from
the defined to the managed or optimized levels. The components
of “standards and guidelines” are planned to have a maturity
level ranging from defined (score=3.33) to managed
(score=4.33), whereas the “core services” components are
expected to move from the defined (score=3.25) to the optimized
(score=5) level. In addition, there is a strategy to enhance the
maturity level of the “interoperability and data exchange”
components from defined (score=3) to optimized (score=4.5;
Figure 6).

There are several strengths of the “standards and
interoperability” domain, including the regular review and
harmonization of indicators with international standards, the
availability of different types of data exchange mechanisms,
and well-documented indicator reference guides and formulas
within DHIS2. The eHealth architecture includes an
interoperability layer and defined shared services, and data
exchange is piloted between DHIS2 and the Master Facility

Registry. Vaccines, tracer drugs, and Rapid Diagnostic Test
kits are available as indicators or data elements, and essential
IT security measures such as virtual private networks, antivirus
software, authentication, authorization, and firewalls are in
place. Despite the ongoing efforts to improve standards and
interoperability, there are still some gaps and areas for
improvement. Although the national standard disease definitions,
Health Management Information System recording and reporting
guidelines, and electronic health record standards are in place,
automated patient data exchange using internationally
recognized standards between DHIS2 and other systems is not
yet implemented. In addition, an interoperability laboratory for
new exchange partners to test or onboard and a certification
process do not exist yet. The DHIS2 data management and
exchange standards are not integrated into the national health
plan (Multimedia Appendix 6).

Technical expertise and financial resources are required to
ensure the successful implementation and continued
improvement in the “standards and interoperability” domain.
The MOH and its partners are responsible for implementing the
standards and interoperability-related activities. In addition,
there must be a commitment to integrate DHIS2 data
management and exchange standards into the national health
plan and establish an interoperability laboratory for new
exchange partners to test or onboard and a certification process.

Figure 6. A line graph indicating the national District Health Information System version 2 interoperability and standard maturity level and targets.

Data Quality and Use

The anticipated maturity levels of the “data quality and use”
domain ranged from defined (score=3) to managed (score=4.06),
with planned improvements in the maturity level of data quality
assurance components from the defined (score=3) to the
managed (score=4) stage and data use components from the
defined (score=3) to the managed (score=4.11) stage (Figure
7).

The assessment identified the strengths and gaps in this domain.
The following strengths were identified: data quality assessment
and auditing are performed regularly, manuals for data
management and accessibility exist, and analytics and findings
are shared with stakeholders on a quarterly basis. In addition,

DHIS2 automated data reporting is implemented at all health
facilities nationally, including sex-disaggregated data, where
applicable. In contrast, there is no evidence of a national data
quality governing body that meets regularly to ensure that data
quality is maintained. Furthermore, the standard operating
procedures and supervision for data management are inadequate.
There is also a lack of common measurement metrics or indexes
to monitor the progress of data or information use (Multimedia
Appendix 7).

The means of verification for the “data quality and use” domain
include documentation, data quality audit reports, regular
technical working group minutes, practices of data exchange
between systems, supervision reports, and regularly reviewed
standard operating procedures. The MOH and its partners are
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responsible for implementing the standards- and
interoperability-related activities in this domain. Technical

expertise and financial resources are required to complete the
tasks mentioned in the areas of standards and interoperability.

Figure 7. A line graph showing the national District Health Information System version 2 data quality and use maturity level and targets.

Discussion

Principal Findings

Overview
The maturity assessment aims to determine the current
implementation status of DHIS2 and set a road map for
improvement. The results show that the DHIS2 implementation
status has an average score of 2.81, indicating that it is closer
to the defined (stage 3) level. This suggests that there is a
standardized and basic DHIS2 process at the national level.
However, the implementation of DHIS2 is limited by the lack
of guidelines for relevant workforce competencies. The
competencies required for DHIS2 tasks, such as knowledge and
skills, are not specific to DHIS2 activities. The biggest hindrance
to DHIS2 implementation in Ethiopia is the ICT infrastructure,
including network and internet connectivity. This finding is
consistent with the HIS maturity assessments conducted by the
MOH of Ethiopia [12] and WHO [20]. It is also consistent with
other African countries, such as Cape Verde, Ghana, Mali,
Nigeria, and Benin, where the HIS is at the “desired” level of
maturity [20].

Leadership and Governance
According to this assessment, the “leadership and governance”
domain is currently closer to the defined stage of maturity, with
an average score of 2.83. This indicates that the monitoring and
evaluation of DHIS2 implementation lacks a clear definition as
well as adherence to organizational policies, procedures, and
best practices related to the digital health system. This issue is
not unique to Ethiopia, as it is also prevalent in many African
countries [21,22]. Situational analysis of the Africa Health
Strategy 2016 to 2030 revealed that most member states have
poor HIS strategies [23]. Ethiopia has just started implementing
strategies to facilitate the implementation of digital health
systems including DHIS2 [24]. Furthermore, various studies

conducted by organizations such as WHO and the Health
Metrics Network have shown that health policy is one of the
weakest components of digital health and HISs in many
countries, particularly LMICs [25-31]. Weak leadership and
insufficient coordination are major threats to HIS
implementation in LMICs [32-34]. To address these challenges,
strengthening the governance and regulation of technologies,
including data privacy and security and accreditation of health
apps for consumers, should be prioritized for good HIS
governance and leadership [35]. A robust governance framework
is essential to promote HIS accountability through monitoring
and regular, transparent reviews of progress and performance
(MOH, unpublished data, September 2022). By prioritizing
these areas, Ethiopia should work toward achieving a more
effective and sustainable DHIS2 system, ultimately leading to
better health care outcomes for its populations.

Management and Workforce
Regarding the “management and workforce” domain, the
assessment revealed that DHIS2 implementation in Ethiopia
has reached the defined stage (score=2.9). This suggests that
there is a lack of regular workforce capability assessments,
unclear career paths, and insufficient infrastructure, hindering
the effective management and workforce practice of DHIS2
functions at the national level. The importance of effective HIS
management and workforce cannot be overstated, as it is crucial
for evidence-based decision-making, health service planning,
and the delivery of high-quality care [36,37]. Consequently,
there has been a growing interest in developing a competent
HIS workforce in Africa and beyond [35,38,39]. Financing is
also vital for the maintenance, development, promotion, and
expansion of DHIS2, necessitating the need for an integrated
system of health collaborations and programs [38,40-43].
However, studies in Ethiopia have revealed several challenges,
such as poor management and governance of human resource
health and weak regulatory capacity for HRH [38,44]. The MOH
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has developed a 10-year HIS human resource development road
map (2020-2030) and policy on eHealth architecture [45] to
address these challenges. This road map provides guidance
about the future need for human resources, ensuring proper
national HIS support.

Regarding the “ICT infrastructure” domain, the DHIS2
implementation is currently at the repeatable stage (score=2.14).
However, there are challenges such as unstandardized
measurements of power outages, outdated infrastructure, and
limited and unstable network and internet connectivity that
hinder its effectiveness. Despite the objectives of the information
revolution road map of the country to improve health care
delivery through the appropriate use of ICTs, health care
facilities in Ethiopia still face issues such as inadequate power
sources, poor planning for replacing outdated and damaged
equipment, and a lack of business continuity plan related to
power supply [38,44,46]. Similar challenges have been reported
in other African countries such as Kenya [47], Botswana [48],
and Cameroon [49].

ICT Infrastructure
Establishing hardware and networking standards and guidelines
for procurement would ensure the incorporation of related
technological advancements without any hindrance to the
interoperability of systems [50,51]. On the basis of the study
findings, it is evident that the main determinants of DHIS2
information use are the availability of computers,
communication networks, internet services, trained staff, and
legislation [52]. In Africa, there is a need for an ample supply
of computers, networks, internet services, and other accessories
as well as training staff to boost ICT infrastructural prerequisites
for the proper functioning of DHIS2 [53]. Particularly in
Ethiopia, communication gaps between the internet service
providers and health institutions, lack of follow-up and lack of
technical support from the MOH and regional health bureaus,
lack of regular network and internet connectivity assessment
and reporting methods, and redundant internet or wide area
network connection options are among the major challenges
[44].

Standards and Interoperability
“Standards and interoperability” is another domain of DHIS2
implementation that is at the defined stage (score=3). Despite
the availability of eHealth architecture that guides the
interoperability of digital health systems, limited documentation
has been found in Ethiopia outlining the standards for data
exchange [45]. Health data exchange and harmonization rely
on registry services, but in Ethiopia, there are limitations in the
regular update and feedback process of the implemented core
services. A client registry has not been developed, and Ethiopia
does not have a national digital identification program [44].
Consistent with the call for developing standardized indicators
by the World Health Assembly Resolution 63.16 [54], the
Ethiopian MOH publishes health and health-related indicators
annually [55], which is crucial for facilitating personal and
aggregate data exchange.

Data Quality and Use
DHIS2 implementation has reached the defined stage (score=3)
of maturity in terms of data quality and use. This means that
there are regular data quality assessments and audits; quarterly
dissemination of analytics and findings to the stakeholders; and
automated data reporting using DHIS2, including
sex-disaggregated data, where applicable, at all health facilities.
However, there are still gaps in the national data quality
governing body meeting conducted on an irregular basis to
maintain data quality. Furthermore, there is a lack of common
measurement metrics or indexes to monitor the progress of data
or information use. Researchers agree that this lack of data
quality and use is a major problem in LMICs [56,57] and needs
to be addressed to solve the complex global health challenges.
Thus, efforts to build a culture of data quality and use should
be prioritized to ensure the effective use of data for improved
health outcomes.

Limitations
This assessment has some limitations. The assessment was
conducted among participants with different levels of experience
and knowledge regarding DHIS2 implementation in Ethiopia.
Therefore, the rating might be affected by this variation. We
have attempted to minimize this limitation by letting participants
have more time to discuss their differences and reach consensus.
We did not collect data about DHIS2 implementation at the
health facility level due to resource limitations. Therefore, the
actual implementation status might not be reflected. However,
we have attempted to involve participants who closely support
and monitor DHIS2 implementation at the facility level.

Conclusions and Recommendations
The study used the SOCI maturity model toolkit to assess the
maturity level of DHIS2 implementation in Ethiopia. The study
found that DHIS2 implementation was at the defined stage of
maturity in 4 of 5 domains, with a plan to move to the managed
level (score=4.09) by 2025 by addressing the identified gaps.

The development of a standardized and basic DHIS2 process
at the national level and the development of a 10-year strategic
plan to guide the implementation of digital health systems,
including DHIS2, were identified as strengths. However, the
lack of workforce competency guidelines to support the
implementation of DHIS2 and the gaps in knowledge and skills
required to accomplish DHIS2 tasks at all levels of the health
system were found to be the challenges in successfully
implementing DHIS2.

The study also found that the country was in the emerging phase
in terms of interoperability and data use components. Therefore,
we recommend the following:

1. Clearly defined regulatory body, processes, and procedures
to ensure compliance with DHIS2 standards, policies, and
regulations should be established nationally. A process to
review, validate, and enforce the implementation of policies,
legislation, and regulations in DHIS2 should be regularized
and updated as necessary to reflect the changes within the
health domain. Metrics regarding DHIS2 compliance and
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noncompliance should be collected, recorded, and reported
regularly.

2. A platform to review DHIS2 users’ competencies should
be established to ensure continuous performance
improvement and alignment with health care goals. This
can be achieved through annual knowledge and skill
evaluations and certification of the workforce. Planning,
human capacity requirements, and availability related to
digital health systems such as DHIS2 should be
continuously improved based on the national digital health
strategic plan.

3. Clear national plans and procedures for network
management should be established. A dedicated network
support team should be put in place at least at the district
level. This will sustain the implementation of DHIS2 in the
relevant facilities and offices at all levels. In addition,
connectivity gaps should be documented and addressed as
part of a standard process.

4. Integration of the DHIS2 data exchange and management
process into the national HIS or health plan should be

tracked, monitored, and reviewed through a standardized
process. Moreover, it would be beneficial to have an
interoperability laboratory for new exchange partners to
test or for onboarding and to have a certification process.

5. Computerized alerts and reminders to managers, care
providers, and patients; clinical guidelines;
condition-specific order sets; focused patient data reports
and summaries; documentation templates; diagnostic
support; and contextually relevant reference information,
among other tools, should be provided by integrating
decision support apps into the DHIS2 system.

Overall, the recommendations aimed to improve the DHIS2
implementation in Ethiopia by addressing the identified gaps
and enhancing the strengths. By implementing these
recommendations, the country can improve the efficiency and
effectiveness of its HIS, which can lead to better health
outcomes for its population. However, the successful
implementation of the recommendations depends on the
prioritization and the capacity of the ministry and its
stakeholders to allocate the necessary budget and resources.
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Abstract

Background: With the aging population on the rise, the demand for effective health care solutions to address adverse drug
events is becoming increasingly urgent. Telemedicine has emerged as a promising solution for strengthening health care delivery
in home care settings and mitigating drug errors. Due to the indispensable role of family caregivers in daily patient care, integrating
digital health tools has the potential to streamline medication management processes and enhance the overall quality of patient
care.

Objective: This study aims to explore health care professionals’ perspectives on the use of a medication and care support system
(MCSS) and collect recommendations for designing a similar tool for family caregivers.

Methods: Fifteen interviews with health care professionals in a home care center were conducted. Thematic analysis was used,
and 5 key themes highlighting the importance of using the MCSS tool to improve medication management in home care were
identified.

Results: All participants emphasized the necessity of direct communication between health care professionals and family
caregivers and stated that family caregivers need comprehensive information about medication administration, patient conditions,
and symptoms. Furthermore, the health care professionals recommended features and functions customized for family caregivers.

Conclusions: This study underscored the importance of clear communication between health care professionals and family
caregivers and the provision of comprehensive instructions to promote safe medication practices. By equipping family caregivers
with essential information via a tool similar to the MCSS, a proactive approach to preventing errors and improving outcomes is
advocated.

(JMIR Med Inform 2024;12:e63456)   doi:10.2196/63456

KEYWORDS

eHealth; telemedicine; mobile health; mHealth; medication management; home care; family caregivers; mobile phone

Introduction

Background
As the population ages, the demand for effective care solutions
in home care intensifies, necessitating innovative approaches
to medical care services [1]. According to studies [2,3], older
adults often face complex health conditions and cognitive

impairments; thus, drug therapy becomes more complex, and
with an increasing number of new prescription drugs being
approved and patients requiring more potent and sophisticated
treatments, the likelihood of errors also increases. Studies show
high rates of medication errors, with 23% to 92% in outpatient
settings and nearly 50% after discharge, highlighting the need
for effective interventions [4-6] Recently, the role of family
caregivers in supporting older adults with daily activities,
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including medication management, has become vital.
Recognizing this, there is a growing trend to develop digital
supportive systems that lighten the burden on family caregivers
while enhancing the well-being of the older adults under their
care. Family caregivers often struggle with the challenges of
managing multiple responsibilities, navigating complex
medication regimens, and ensuring adherence to promote
medication without harm, all while managing their loved ones’
cognitive conditions. In response to this pressing need, there is
a call for proactive measures aimed at empowering family
caregivers with tools and resources tailored to their unique needs
[7-11].

In the realm of health care, eHealth refers to the integration of
digital technologies and information and communications
technologies into health care systems and processes. This
integration aims to improve the delivery of health care services,
enhance patient care, and streamline administrative tasks
[12,13].

The adoption of eHealth solutions enables better coordination,
data-driven decision-making, and personalized medicine,
benefiting health care professionals, providers, patients, and
family caregivers alike. Health care professionals gain improved
access to patient data and tools for remote consultation, whereas
providers streamline administrative tasks and enhance care
delivery and patients, together with family caregivers, benefit
from increased engagement, remote monitoring, and
personalized interventions, leading to better health outcomes
[1,14-16]. eHealth solutions empower patients to actively
participate in their care, access educational resources, and
engage in teleconsultations with health care professionals from
the comfort of their homes. Moreover, digital health streamlines
administrative tasks and improves care coordination and
communication among multidisciplinary teams [17-20]. Building
on these advancements, the role of eHealth solutions in home
care has become increasingly important, particularly in countries
such as Sweden, where a growing aging population receives
care in their homes.

Home Care in Sweden and the Medication and Care
Support System
Home care in Sweden is a vital component of the country’s
health care system, aiming to provide support and assistance to
individuals who require medical or personal care in their own
homes. Home care services in Sweden are organized and
provided by municipal authorities, intending to promote
independence, autonomy, and quality of life for individuals who
may have difficulties and challenges with daily activities due
to illness, disability, or aging [21,22].

Despite its well-structured and person-centered approach, several
challenges persist for both patients and their family caregivers.
One prominent challenge is the increasingly complex nature of
medication management, particularly for older adults with
multiple chronic conditions or cognitive impairments. Ensuring

adherence to medication regimens, preventing medication errors,
and managing potential drug interactions can pose significant
hurdles. In addition, the evolving needs of individuals requiring
home care demand a higher level of coordination and integration
among health care providers, family caregivers, and support
services, often leading to fragmented care delivery and gaps in
communication [3,23,24].

Among these challenges, the implementation of a medication
management system emerges as a crucial solution to enhance
the efficiency, safety, and quality of care within the home care
context. By leveraging technology and tailored support
mechanisms, a medication and care support system (MCSS)
can assist health care professionals in the process of medication
management. Moreover, a medication management system can
facilitate seamless communication and collaboration among
health care professionals and family caregivers, fostering a more
integrated and holistic approach to care delivery [25,26]. By
addressing the complexities of medication management and
promoting collaboration among stakeholders, an MCSS has the
potential to enhance the effectiveness and sustainability of home
care services, enabling individuals to age in place with dignity
and independence [27,28]. One example of a digital tool that
embodies this collaborative approach to medication management
is the MCSS developed by Vitec Appva [29] and widely
implemented in Sweden’s home care services. The MCSS
supports health care professionals in home care in medication
administration, dosage tracking, and medication reconciliation,
thereby reducing the risk of adverse drug events (ADEs) and
promoting medication adherence. In addition to its core
functions, the MCSS is extensively used by health care
professionals across most home care settings in Sweden for task
management, including inputting signing lists and tracking the
completion of assigned duties. It is also used to simply see what
the health care professionals need to do and sign off once they
have completed it. It plays a crucial role in medication
management in home care. With the widespread adoption of
smartphones and tablets, health care professionals can access
MCSS platforms from anywhere, allowing for real-time
monitoring of medication schedules, reminders, administration
logs, and communication tools [29]. The nurses have access to
the MCSS through both a mobile app and a web platform (Figure
1 [29]). These tools allow them to customize and oversee various
activities related to medication administration and patient care.
With the mobile app, health care professionals can conveniently
access the system from their smartphones or tablets, enabling
them to stay connected and manage tasks on the go. Similarly,
the web platform provides a robust interface accessible from
computers or laptops, offering additional functionalities for
detailed monitoring and analysis. This dual accessibility
empowers nurses to tailor their approach to medication
management, effectively monitor patient activities regardless
of their location or device preference, assist in administrative
tasks, and maintain the security of medical information [29].
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Figure 1. Mobile and web-based medication and care support system platform. The figure was inspired by the MCCS developed by Vitec Appva [30].

However, despite the significant benefits offered by these digital
solutions, challenges in medication management still persist.
Studies [2,16,30,31] have shown that, even with the availability
of advanced digital tools, family caregivers continue to deal
with medication mismanagement in their complex caregiving
responsibilities and limited communication with health care
professionals. While health care professionals use the MCSS
as a tool to administer medications and effectively communicate
with each other, there remains a notable gap in research
regarding whether a tool similar to the MCSS can also be
leveraged by family caregivers to manage multiple medications,
thereby mitigating medication errors in home care practices.

Studies [3,32-36] indicate that, as the population ages and drug
therapy becomes more complex—with more new prescription
drugs being approved and patients requiring increasingly potent
and sophisticated treatments—the likelihood of errors also
increases. Studies have revealed alarming statistics on
medication errors and ADEs, demonstrating their profound
impact on patient safety, health care providers, and health care
systems. Studies [32-36] have discussed medication errors, their
causes, prevention methods, and risk management strategies
within the pharmacy and health care industry context. They
have highlighted the importance of medication therapy as a
valuable tool in treating various health conditions but also
acknowledged the risks associated with its misuse. Examples
of medication errors outlined in the studies include administering
the wrong drug, wrong strength, or wrong dose; confusion over
similar–looking or sounding drugs; incorrect routes of
administration; miscalculations; and errors in prescribing and
transcription. Key findings indicate that significant risk factors
for medication errors include patient age of ≥60 years,
inexperienced caregivers, polypharmacy (≥5 drugs),
comorbidities, and multiple prescribers, which are critical to
address for improving patient safety in home care [28]. In
addition, a study [32] on 16,963 emergency department visits
found that 3.4% were due to ADEs, with 15.1% leading to
hospitalization, ADEs extending hospital stays by nearly 2 days,
and medication errors adding almost 5 extra days, significantly

increasing health care costs. This study emphasized the
importance of implementing strategies to prevent medication
errors, such as improving medication safety protocols, enhancing
care delivery training, using technology for error detection and
prevention, and fostering a culture of open communication and
reporting within health care organizations. It underscored the
need for constant caution and proactive measures to mitigate
the risks associated with medication errors and ensure patient
safety.

Aim of the Study
This project aimed to investigate health care professionals’
perspectives on the use of the MCSS and gather
recommendations for designing a similar tool for family
caregivers. The focus was on identifying the necessary
information and features essential for both health care
professionals and family caregivers.

Methods

Study Design
In this study, an exploratory qualitative approach was adopted
to investigate health care professionals’ experience of using the
MCSS and recommendations for designing a similar tool for
family caregivers in home care settings. To gather
comprehensive insights, the researchers explored the
perspectives and recommendations of health care professionals
actively using the MCSS in health care delivery within home
care settings [25,37,38]. The research methodology used an
inductive approach, focusing on deriving insights and
conclusions from collected data. Thematic analysis was
conducted according to the guidelines by Braun and Clarke
[38], systematically identifying recurring themes and patterns
in the interview data.

Study Setting and Participants
The interviews involved a total of 15 health care professionals
and took place between February 2024 and May 2024 in
Sweden. In this study, we involved health care professionals

JMIR Med Inform 2024 | vol. 12 | e63456 | p.734https://medinform.jmir.org/2024/1/e63456
(page number not for citation purposes)

Ashimwe & DavoodyJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


working in home care in the Nora municipality. The Nora
municipality is located in the northern part of Örebro County
and has approximately 10,700 inhabitants. The municipality is
responsible for, among other things, home care for people who
need continued health care at home. Nurses, assistant nurses,
and care assistants work in home health care [39]. The study
participants’ characteristics encompassed various factors,
including demographic details, age distribution, tenure in home
care, and experience with MCSS use. Factors such as diversity
of perspectives, expertise, and experiences were considered.

The head of Nora Home Care was contacted and assisted with
obtaining access to potential participants among the home care
employees. Subsequently, the researchers personally met with
these employees to provide a thorough explanation of the study’s
purpose. Following this, interested employees who met the

study’s inclusion criteria conveyed their willingness to
participate via email. The participants’ eligibility was
determined by their expertise in medication administration,
encompassing individuals such as registered nurses, nurse
assistants, care assistants, and therapists employed at Nora Home
Care actively using MCSS for >2 years. These criteria helped
ensure that participants possessed relevant and comprehensive
experiences, perspectives, and recommendations related to the
research topic while maintaining the quality and validity of the
study findings [36,37,40]. The researchers sent out emails to
potential participants with further details about the study
objectives and attached the invitation letter along with the letter
of consent. In addition, a QR code linked to a Google Form was
included to facilitate scheduling for interview dates and times.
Participants’ characteristics are presented in Table 1.

Table 1. Participant characteristics.

Years of MCSSa useYears of experience in home careOccupationAge category (y)

5-1010-20Registered nurse45-55Participant 1

5-1030-40Registered nurse45-55Participant 2

5-1020-30Registered nurse45-55Participant 3

5-1010-15Occupational therapist30-40Participant 4

5-105-10Nurse assistant20-30Participant 5

5-1020-40Nurse assistant40-50Participant 6

5-1040-50Nurse assistant55-65Participant 7

5-1010-15Nurse assistant40-50Participant 8

5-1010-15Nurse assistant40-50Participant 9

5-1010-20Nurse assistant45-55Participant 10

5-105-10Nurse assistant25-35Participant 11

5-1010-15Nurse assistant35-45Participant 12

5-105-10Nurse assistant40-50Participant 13

2-52-5Carre assistant20-30Participant 14

2-52-5Care assistant35-45Participant 15

aMCSS: medication and care support system.

Data Collection
Fifteen interviews with health professionals administering
medication in home care settings were conducted. Their
responses centered on various aspects of medication
management, including their own experiences, the role of family
caregivers, the use of the MCSS tool, necessary information for
caregivers, information needed by health care professionals in
the MCSS from family caregivers, and recommended features
for improving the tool and for designing a similar tool for family
caregivers.

A pilot interview with a group of 3 nurses was conducted to
assess the clarity of the research aim and interview questions.
Feedback from the pilot test informed any necessary revisions.
Each participant was required to sign an informed consent form
before the interviews started. The interviews were recorded,
and notes were taken to ensure the accuracy and
comprehensiveness of the information gathered. Each interview

lasted approximately 30 to 40 minutes. Given that our study
included 15 participants, we closely monitored the data during
collection and analysis to ensure that no new themes or insights
were emerging. This point of saturation was reached when
additional interviews did not produce any new or relevant
information. The interviews were transcribed verbatim.

Data Analysis
Thematic analysis was chosen as the method to analyze the data
due to its inherent flexibility and systematic framework for
interpreting data from qualitative research approaches. This
approach facilitated the identification of recurring patterns or
themes within the dataset, allowing for a nuanced exploration
of the participants’ perspectives and experiences. The thematic
analysis procedure, as outlined in Figure 2, inspired by the work
by Matt et al [41], was guided by the step-by-step approach by
Braun and Clarke [38], providing a structured methodological
framework for conducting the analysis. This methodology
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ensured a comprehensive examination of the data, enabling the
extraction of meaningful insights that contributed to addressing

the research questions effectively.

Figure 2. Data analysis process. MCSS: medication and care support system.

The analysis began with familiarization with the data, where
the first author immersed herself in the data to gain a
comprehensive overview. This first step involved reading
through all the transcripts of the interviews multiple times to
become familiar with their content. During this phase, the author
took notes, highlighted sections, and looked for recurring
patterns. This step was crucial for gaining insights into the data’s
context. The second step was to generate initial codes, which
started by identifying specific segments that were relevant to
the research question and objectives. The first author assigned
initial codes to label them based on their content. The third step
included matching codes with subthemes—during this step,
both authors reviewed the initial codes and began to group them
into clusters that reflected subthemes. A total of 20 identified
subthemes represented a more specific aspect of the data
compared to the broader themes. In this step, the authors
examined relationships between codes and identified patterns
that suggested subthemes. The fourth step was matching
subthemes with themes, in which the authors combined related
subthemes into broader themes that captured significant patterns
in the data. The authors reviewed how subthemes fit together
to form comprehensive themes that represented the major
findings of the research. The last step was to describe what the
themes represented and choose concise and descriptive names
for the themes that accurately reflected their content. The data
analysis was an iterative process involving creating new codes,
subthemes, and themes based on emerging evidence.

Ethical Considerations
This research was carried out in Sweden. According to the
Swedish Ethical Review Act, the research in our submitted
manuscript does not require ethics approval as it does not handle
sensitive personal information (as understood by the European
General Data Protection Regulation). However, ethical
requirements still apply. Consequently, prospective study
participants were contacted after receiving an email invitation
outlining the study’s purpose. Arrangements for interviews were
made via email, SMS text message, or phone call
accommodating participants’ preferred timing and location.
Each interview session began with a comprehensive explanation
of the study’s aim, interview process, and participant rights.
Before participation, all individuals provided written and verbal
consent, with formal documentation signed by both the
participant and the researchers. This consent form detailed study
objectives, potential risks, confidentiality, and the right to
withdraw. Participants were assured of anonymity and informed
about how their data would be handled [42,43]. No
compensation was provided to the participants in this study.

Results

Overview
Altogether, 5 overarching themes, 20 subthemes, and 65 codes
were generated (Textbox 1 and Figures 3-7). These will be
showcased alongside their corresponding summarized meaning
units, with participants identified by their designated number
following their quotations.
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Textbox 1. An overview of the themes and subthemes.

Benefits of the medication and care support system tool

• Verification and cross-referencing of patient details and medication lists

• Ensuring adherence to prescribed schedules

• Monitoring medication intake and signing off on administration

• Electronic medication reminders and signing lists

• Digital access to medication schedules and administration records

Role of family caregivers in medication management

• Perceived benefits of family members administering medications

• Concerns about family caregivers’ lack of training and experience

• Examples of medication mismanagement by family caregivers

Communication strategies in medication management

• Communication features between health care professionals and family caregivers

• Pretrip communication between health care professionals and family caregivers

• Communication during and after trips, primarily via phone calls

• Lack of direct communication during medication management periods

Informational needs and support for family caregivers

• Necessary information for safe medication administration

• Importance of clearly communicating medication schedules, dosages, and potential side effects

• Preferences for written information to supplement oral communication

Recommendations for the design of a tool similar to the MCSS for family caregivers

• Key features and functions of a similar MCSS for family caregivers

• Importance of a clear and simple user interface

• Privacy features to restrict access to sensitive information

• Customization options for focusing on individual patients

Figure 3. A hierarchical structure displaying the themes at the top followed by the subthemes in the middle and the corresponding codes at the bottom.
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Theme 1: Benefits of the MCSS Tool

Overview
A hierarchical structure displaying the themes at the top
followed by the subthemes in the middle and the corresponding
codes at the bottom (Figure 3). The participants mentioned that
the MCSS tool presents a comprehensive solution designed to
streamline the medication administration process. They revealed
that its functionality lies in the abilities outlined in the following
sections.

Verification and Cross-Referencing of Patient Details
and Medication Lists
The MCSS tool helps health care professionals verify patients’
details on the app and cross-reference them with medication
lists at the patients’ home to ensure accuracy and consistency
in medication administration:

We use MCCS in the municipality to ensure and know
that the care recipients have received their prescribed
medication. It is a way to verify that it has been done
or check exactly as prescribed in the system.
[Participant 1]

When I arrive at the patient’s [home], I open the app
and go to the person who is supposed to receive
medication. I verify that the name and person match,
and I check the prescription list they have in their
binder at home, cross-referencing it with what is
displayed in the Appva MCSS app. [Participant 6]

Ensuring Adherence to Prescribed Schedules
The participants expressed that the MCSS takes into account
any specific instructions for medication timing and dosage to
maintain adherence to the treatment plan. Participants discussed
that this feature provides a way to track and manage medication
schedules effectively for different household members.
Similarly, by selecting the correct person within the app, one
can view details about prescribed medications, including which
medicines should be administered, the dosage instructions, and
the specific times when each medication should be taken:

You enter the app under the right person. Then you
can also check the prescription action that is available
at everyone’s home. It states which medicine to give,
how to give it, and at what time. [Participant 5]

The participants also described how occupational therapists and
physiotherapists use the MCSS to organize training sessions
and provide feedback. They mentioned that, during home
training visits, the occupational therapists collaborate with
physiotherapists to address patients’ training needs:

The process, it’s about when we’re at home for
training visits. We can say that physiotherapists are
meeting someone who has a training need where staff
need to be present. Then we go through what type of
training program [they have], then we put in the
MCSS description of the training and how often, how
long approximately during the day, and then we
provide feedback to both patients and staff.
[Participant 4]

Monitoring Medication Intake and Signing off on
Administration
The participants discussed the MCSS’s ability to monitor
medication intake, and they sign off on administration on the
app to confirm that the medication has been given as prescribed:

Once I have retrieved the medication, I observe that
the person has taken or swallowed it. If I have
administered the medication myself, I then sign off to
confirm that it is complete. [Participant 6]

Electronic Medication Reminders and Signing Lists
The participants appreciated the implementation of electronic
medication reminders within the system that prompt health care
professionals about scheduled doses. They also highlighted the
importance of electronic signing lists through the MCSS to track
medication administration accurately and discussed that this
system promotes self-awareness by flagging instances in which
medication is not taken or documented properly, ensuring
optimal care:

An alert may come up. I can see that the patient or
care recipient may not have taken their medication.
Perhaps they have taken it, but it’s not signed for.
This is to ensure good self-awareness in medication
management... [Participant 1]

Digital Access to Medication Schedules and
Administration Records
The participants emphasized the value of digital access to
medication schedules and administration records, enabling
health care professionals to have comprehensive and up-to-date
information about medication management:

Is a digital platform that facilitates the management
of medication and care for our patients. Through
MCSS, we can schedule medication, keep track of
dosages, and improve communication among
healthcare professionals. Within the system, you can
see whether medications have been administered or
not. [Participant 10]

Following the exploration of the benefits provided by the MCSS
tool, it is equally important to examine the crucial role that
family caregivers play in medication management. This next
section delves into the perceived benefits and challenges faced
by family caregivers, highlighting their experiences and the
potential risks associated with their involvement in administering
medications.

Theme 2: Role of Family Caregivers in Medication
Management

Overview
A hierarchical structure displaying the themes at the top
followed by the subthemes in the middle and the corresponding
codes at the bottom (Figure 4). The participants described how
family members may step in to take on tasks typically performed
by health care professionals and acknowledged the significant
role of family members in the care of the patients. However,

JMIR Med Inform 2024 | vol. 12 | e63456 | p.738https://medinform.jmir.org/2024/1/e63456
(page number not for citation purposes)

Ashimwe & DavoodyJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the participants exposed some challenges that arose when family caregivers had the responsibility of administering medication.

Figure 4. A hierarchical structure displaying the themes at the top followed by the subthemes in the middle and the corresponding codes at the bottom.

Perceived Benefits of Family Members Administering
Medications
Participants recognized the value of family members assisting
with medication administration and acknowledged that this
involvement fosters a sense of collaboration and shared
responsibility in the patient’s care:

In general, it is considered good that relatives take
responsibility for administering medications. It allows
the patient to have autonomy and independence. That
one is not so dependent on the assistance of
healthcare personnel. [Participant 1]

Actually, relatives take over what the staff usually do
when they take care of the patient themselves. It can
be temporary, for example, I am visiting my mom now
at lunch and I will stay until 3 o’clock so I will give
her medication at 2 o’clock. [Participant 2]

Concerns About Family Caregivers’ Lack of Training
and Experience
Despite the benefits, the participants expressed concerns about
the potential risks associated with family members administering
medications. They noted the lack of formal training and
expertise among family caregivers, which could lead to errors
or omissions in medication administration:

Yes, it’s quite a big responsibility that family members
take on. It’s important that they receive enough
information, so they know which medications to give
and at what times. There may also be a medication
that shouldn’t be administered if the person’s
condition is worse or changes in a certain way. It’s
quite a significant responsibility to assume...It
actually carries the same risks as healthcare
professionals. But the risk becomes greater because
family members are inexperienced and cannot read
medication lists. They don’t have the training that
healthcare professionals have. [Participant 3]

Examples of Medication Mismanagement by Family
Caregivers
Participants shared examples in which medication
mismanagement occurred when family caregivers were
responsible for administration. These examples included cases
in which medications were not taken as prescribed or doses
were missed altogether. They also speculated that the family
caregivers may not have fully understood the patient’s cognitive
state or failed to double-check medication adherence. They also
noted that those incidents highlighted the importance and need
for clear communication and caution in medication management
even when delegated to family members:

There was one incident that comes to mind where a
woman we sent home with her medication, as her
relatives had informed us, she would be going home
to her daughter and taking her medication with her.
But when she returned home after about a week, she
hadn’t taken any of her medication. She had
medication three times a day...In this situation, I think
that perhaps the relatives hadn’t realized that the
person wasn’t entirely clear in her thinking. Or maybe
they didn’t double-check properly...but in this case,
the person hadn’t taken their medication. So, she
brought half of the pill dispenser back home.
[Participant 6]

It has happened to me actually. I sent medication to
a patient with dementia. And the family was supposed
to take responsibility for the medication. We sent the
medication box that he should take, and it was only
medication for two days, but the patient took all the
medication. We don’t know if he took all the
medications or if he threw them away...This is a bit
of a problem if the family members know nothing
about the medication. There are always problems
with family members and patients when they are going
to leave or visit. [Participant 9]

Building on the discussion of family caregivers’ roles in
medication management, it is essential to consider how
communication strategies impact this process. The following
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section explores the various communication features and
challenges between health care professionals and family
caregivers, focusing on the critical moments before, during, and
after trips and the implications of inadequate direct
communication during the medication management period.

Theme 3: Communication Strategies in Medication
Management

Overview
A hierarchical structure displaying the themes at the top
followed by the subthemes in the middle and the corresponding

codes at the bottom (Figure 5). The participants described
communication strategies used between health care professionals
and family caregivers typically occurring before, during, and
after trips, primarily in person or through phone calls. However,
the participants mentioned that they had been contacted only
before the trips but never been contacted while the patient was
away, whereas both family caregivers and care recipients are
encouraged to communicate with health care professionals
whenever they have questions if they find any changes or seek
advice regarding medication management.

Figure 5. A hierarchical structure displaying the themes at the top followed by the subthemes in the middle and the corresponding codes at the bottom.

Communication Features Between Health Care
Professionals and Family Caregivers
The participants discussed the situation regarding
communication between health care professionals and family
caregivers:

Currently, we communicate with family members
regarding medication administration through phone
calls and in-person meetings before they travel with
the patient. [Participant 11]

Pretrip Communication Between Health Care
Professionals and Family Caregivers
The participants discussed the importance of communication
between health care professionals and caregivers before a trip.
They mentioned that, typically, communication occurs before
the trip, where caregivers inform health care professionals about
their travel plans and inquire about managing medications during
their absence:

Yes, we plan together if someone is going away for
two weeks, we say, so then it’s the nurse who is
informed and dispenses medications for the entire
period. [Participant 3]

Communication During and After Trips, Primarily via
Phone Calls
The participants highlighted a lack of ongoing communication
during and after trips. They expressed that, during trips, there
was no communication with family caregivers and the same
happened afterward except for health care professionals possibly
asking how it went. In addition, participants explained that,
after trips, communication remained minimal and mentioned
that this approach may not provide timely updates and not ensure
that everyone involved is informed about the medication
regimen while many changes may occur during the absence of
the patient:

But during and after, we don’t have any direct
communication in that way. Instead, the entire
responsibility is left, and it’s explained beforehand.
During that time, we have no communication with
them, and not afterward either. Except that one can
ask how it went. [Participant 5]

Lack of Direct Communication During Medication
Management Periods
The participants acknowledged challenges related to trusting
family caregivers to manage medications correctly. They
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mentioned the difficulty in verifying whether medications were
taken properly, especially when the responsibility is entirely on
the family caregiver because they cannot sign off on the
medication:

It’s a bit tricky for us as healthcare professionals; we
don’t receive any information about the patient,
whether they have taken medication at the right time,
or they haven’t taken all their medications.
[Participant 9]

Often challenges related to them not having enough
medication support. Since we are not with them, we
don’t know how it works for them. [Participant 10]

The participants continued to discuss the importance of planning
travels well in advance to ensure smooth coordination;
otherwise, it resulted in patients not having enough medication
before the trip. They mentioned the challenges regarding the
fact that, in such cases, arrangements need to be made for the
patient to receive the medication dispenser at the pharmacy
where their family caregiver lives:

Also, another challenge is that when family members
want to take care of the medications, they usually

order upcoming medication not in good time, they
always say it at the last minute, and it usually takes
time to fix. It can affect the patient’s illness, for
example, when they are not close. [Participant 11]

Effective communication is crucial, but ensuring that family
caregivers have the right information is equally important. The
next section delves into the informational needs of family
caregivers, emphasizing the significance of clear instructions
and understanding medication schedules and potential side
effects and the preference for written materials to support oral
communication.

Theme 4: Informational Needs and Support for Family
Caregivers

Overview
A hierarchical structure displaying the themes at the top
followed by the subthemes in the middle and the corresponding
codes at the bottom (Figure 6). The participants highlighted the
need for detailed information about medication administration.
They stressed the importance of providing written instructions,
especially for complex situations, to ensure that family members
can effectively assist with medication management.

Figure 6. A hierarchical structure displaying the themes at the top followed by the subthemes in the middle and the corresponding codes at the bottom.

Necessary Information for Safe Medication
Administration
The participants emphasized the importance of having updated
information regarding any changes or updates to medication
prescriptions to ensure that family caregivers and health care
professionals administer the correct medications according to
the latest prescriptions:

They can see there, for example, at nine o’clock it
should be this APO on the bag, and then at twelve, it
should be insulin and APO, like that. [Participant 5]

They should know why they’re taking the medication,
which medication it is, and what illness it’s for.
[Participant 12]

Participants highlighted the importance of family caregivers
being updated on any changes in the medication list, such as
medication names or any changes in patients’ conditions that
needed to be reported to health care professionals through the
MCSS. They expressed that this information is crucial to health
care practices to ensure that everyone is informed and involved
in the patient’s care:

Yes, one thing that can be difficult is when it says that
they should give a certain medication with certain
names, and then a similar product with a different
name has come from the pharmacy. Then it’s hard to
know what it is I should give... You have to update
them if there have been any changes. I always try to
inform them when I can. When the patient themselves
doesn’t have such a good memory or understanding
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of their health condition, then I usually contact
relatives and inform them. [Participant 2]

Importance of Clearly Communicating Medication
Schedules, Dosages, and Potential Side Effects
The participants stressed that clear communication of medication
schedules and dosages is crucial for safe administration and that
the information does not need to be too much to read. They
expressed that family caregivers and patients need to understand
only when and how to take each medication to ensure adherence
to the prescribed regimen:

To have information about medication, regimens,
dosages, potential side effects, and what to do in case
of medical emergencies. Communicating these details
clearly and regularly is important to ensure safe and
effective care. [Participant 10]

They also emphasized that communicating potential side effects
of medications is essential for family caregivers and patients
should be aware of possible adverse reactions so that they can
monitor them and seek medical attention if necessary:

When the patient is about to feel nauseous and vomit,
maybe you understand what to do then with the
medications. And sometimes that type of information
needs to be written down as well, so it can be given
to relatives, not just verbally; it can be a lot of
information at once. [Participant 3]

The family members have to be informed about what
can sometimes happen to patients after taking such
medication. [Participant 9]

Preferences for Written Information to Supplement Oral
Communication
Participants highlighted the written instructions on how to
administer each medication, including dosage, route, and any
special instructions or preparations that are necessary to avoid
errors and make good decisions in administration:

I recommend that all information exchanged between
healthcare professionals, relatives, and patients
should be in written form rather than on the phone,
as it can cause misunderstandings...Relatives receive
the same information about medications as the patient
does, including the illness... [Participant 13]

Building on the importance of clear communication and
information, it is essential to consider how technology can
support family caregivers in managing medication. The
following section explores recommendations for the design of
a tool similar to the MCSS, highlighting the need for key
features such as a user-friendly interface, strong privacy
protections, and customizable options to meet the unique needs
of individual patients.

Theme 5: Recommendations for the Design of a Tool
Similar to the MCSS for Family Caregivers
A hierarchical structure displaying the themes at the top
followed by the subthemes in the middle and the corresponding
codes at the bottom (Figure 7). The participants recommended
the design of a system similar to the MCSS for the managing
of medication and health care information by family caregivers.

Figure 7. A hierarchical structure displaying the themes at the top followed by the subthemes in the middle and the corresponding codes at the bottom.
MCSS: medication and care support system.

Key Features and Functions of a Similar MCSS for
Family Caregivers
On the basis of the existing MCSS, participants highlighted
specific features and their roles that can help family caregivers
effectively manage medication.

Alarm System or Medication Reminder
Participants emphasized the importance of a reminder function
within the system to prevent missed doses or overdoses. They
suggested that reminders could be sent via SMS text messages
or notifications to ensure timely medication administration:

I’m thinking that perhaps one could implement
receiving a text message or something to a relative’s
phone when it’s time for medication. [Participant 6]
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Electronic medication reminders are important,
digital signing lists that show if medications have
been administered; this gives relatives the opportunity
to communicate directly with healthcare staff...These
features help to increase the efficiency and safety of
medication administration, as well as promote
collaboration and communication between healthcare
professionals and relatives. [Participant 10]

Medication List (Dosage and Schedule)
Participants highlighted the need for easy access to a
comprehensive list of medications, including both regular and
as-needed (nonregular) medications. They suggested that the
system should provide clear instructions regarding dosage,
timing, and potential interactions to assist family caregivers in
managing medications effectively:

If family caregivers can go in and get an overview
when the care recipient has medication that you want
to sign for. So, I think MCSS would help there...It’s
about seeing the times when medication should be
given. If it’s every hour or an hour before it’s
completely okay...Family caregivers should log in
and check for as-needed medications, to see when
and how often they can be given... [Participant 1]

I’m thinking that as we have with MCSS, they can see
there, for example, at nine o’clock it should be this
APO in the bag, and then at twelve it should be insulin
and APO like that. [Participant 5]

As-Needed Medication Access
The discussion focused on the importance of medication access
and patient safety. However, participants described a situation
in which a family member is responsible for administering
scheduled medication to a patient but access to additional
medication (as needed) is restricted. If the patient suddenly
needed medication during this time, the family member might
not be able to provide it, leading to frustration or danger to
patients:

...When a relative who is with a patient has received
both a pharmacy bag and doses from the healthcare
staff to be given at the next scheduled time, which the
relatives will be responsible for and the rest is locked
up in a cabinet at the patient’s home and then that
period begins when the patient feels unwell and needs
medication, and then they don’t have access to them,
such as as-needed medication. So, it can be frustrating
for them...In the worst cases, we lock up medications
to have better control. [Participant 2]

Participants discussed the crucial importance of medication
management, particularly concerning narcotics, in home patient
care. They noted that these medications are securely stored and
only accessible to health care professionals due to their high
vigilance requirement to avoid the potential risks associated
with narcotics. This limited access can pose challenges during
emergencies when family caregivers are responsible for
medication administration.

Medication Instructions
Participants suggested that the system should provide detailed
information about each medication, including its purpose,
administration instructions, and potential side effects. They
emphasized the importance of clear communication to reassure
family caregivers and ensure safe medication administration:

Yes, perhaps relatives would need to have a
description of what the medication is for in MCSS
because it provides a sense of security to know what
I am putting into my mouth, so that there can also be
some help text provided not to give in these symptoms,
for example. Or consider always giving with food or
not with food and such things...Or if there’s a
particular pill that is important to give at an exact
time, one could have extra instruction for such
matters, because we don’t have that now, as the staff
can manage it when it’s not needed in the same way
now. But for relatives, it would be very good; it would
reassure them in that case; it would be a completely
new function. [Participant 3]

Signing off and Medication Confirmation
Participants discussed the importance of a feature that allows
family caregivers to confirm medication administration. This
confirmation could serve as a record for monitoring adherence
and tracking progress, providing reassurance for both caregivers
and health care professionals:

I believe that signing list for training and
rehabilitation is the best feature of relatives. Then
it’s also the case that we have used it, sometimes I
have probably used it just to get a confirmation that
it’s carried out. It becomes a reassurance for us when
we delegate training or rehabilitation, that we see
that it’s being done in the way we’ve agreed upon
with patients and relatives. [Participant 4]

And that it becomes clear for them too that they could
simultaneously sign so that we still get an overview
that their medication has been given at the same time
so that they can also check themselves that the
medication has indeed been given and that they have
signed that they have given it. [Participant 5]

Preordering Medication
Participants suggested that the family caregiver’s system should
include a feature for preordering medications, particularly for
travel preparation. This would ensure that family caregivers
have an adequate supply of medications on hand even when
they are away from home:

Yes, the other functions, like ordering medication,
because when they are not around, they have to have
enough medication otherwise it’s difficult to deliver
medication where they are. [Participant 2]

Importance of a Clear and Simple User Interface
Participants advocated for the importance of a system that is
easy to navigate, particularly for individuals lacking technical
expertise, older family caregivers, or busy working individuals.
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They suggested that it should display only essential information
to avoid overwhelming users:

It shouldn’t be anything complicated, it’s just that the
time and date are written. It doesn’t need to be
anything difficult...Sometimes they may think it’s too
much information; it should be a bit simple. If it’s
just a medication bag, maybe there should just be an
option to press or sign, or if you’re giving insulin.
That it’s something simple. It can also be older people
who find such things difficult. [Participant 7]

And it would be a system that is easier for them
because some don’t have any technical training.
[Participant 11]

Privacy Features to Restrict Access to Sensitive
Information
The participants expressed the importance of ensuring privacy,
security, and personalized access to health care information
through the system. They emphasized that the system should
prevent unauthorized access; only authorized individuals such
as close relatives should have access to the system and specific
patient data:

The functions to hide are the personal identification
number, or so that someone else cannot log in...It’s
just that only closest relatives receive all the
information, for example, the personal identification
number and what medication it is. [Participant 8]

Customization Options for Focusing on Individual
Patients
The participants stressed the significance of customization
options for focusing on specific patients, particularly for family
caregivers. They highlighted the importance of ensuring that
family caregivers only have access to information relevant to
their particular patient rather than being able to view data for
all patients, as health care professionals can:

Then the system must be installed on their phones.
And then they should only have access to that patient
and no one else. [Participant 2]

Discussion

Principal Findings and Comparison With Prior Work
This study delved into 15 health care professionals’perspectives
regarding medication management for older adults receiving
home care, with a specific focus on exploring the current digital
support tool being used (MCSS). This study aimed to explore
health care professionals’ perspectives and gather
recommendations regarding the design of a similar tool for
family caregivers. The findings identified 5 key themes: benefits
of the MCSS, role of family caregivers in medication
management, communication strategies in medication
management, informational needs and support for family
caregivers, and recommendations for the design of a tool similar
to the MCSS for family caregivers.

Similarly, this study found 10 key MCSS features—alarm
system or medication reminder, medication list, medication

dosage and schedule, as-needed medication access, medication
instructions, signing off and medication confirmation,
preordering medication, user-friendly interfaces, privacy
features, and customization options—that are crucial for family
caregivers to manage medication and have direct communication
with health care professionals.

The essential features of the MCSS not only support effective
medication management for family caregivers but also reflect
the broader impact of the system, as highlighted by the findings,
which confirm the MCSS’s role in simplifying medication
administration processes and facilitating direct communication
with health care professionals. All participants expressed that
the MCSS offers the benefits of verifying patient details,
ensuring adherence to prescribed schedules, and providing
electronic reminders and direct communication with health care
professionals. In addition to the benefits of the MCSS tool, the
crucial role of family caregivers, also known as informal
caregivers, in providing unpaid support to patients cannot be
overlooked. Studies [16,19,44] have shown that family
caregivers offer a wide array of unpaid assistance. On the basis
of these studies, family caregivers play a crucial role in
medication management, particularly as health care systems
increasingly rely on them to support patient care at home. These
studies emphasize the growing responsibilities of family
caregivers, especially in palliative care settings, where they are
often tasked with managing complex medication regimens.
These studies [14,19,44] highlight the fact that family caregivers
are often responsible for ensuring that medication is
administered correctly, managing complex medication
schedules, and addressing any side effects or interactions.
However, these responsibilities can be overwhelming, especially
when caregivers lack formal training or adequate support. These
studies highlight the need for robust support systems to ensure
that family caregivers effectively handle these responsibilities.
In our study, participants acknowledged the significant
responsibility shouldered by family caregivers in administering
medications and the need for a support system. In addition, our
study highlighted insufficient communication between health
care professionals and family caregivers. As the primary
communication occurred before handing over medication
responsibility to family caregivers during trips with patients,
participants noted challenges in maintaining communication
during and after the trips. The MCSS can help ease these
challenges by providing tools that streamline medication
management, offer clear instructions, and facilitate ongoing
communication with health care professionals.

Beyond communication challenges, participants also expressed
concerns regarding the lack of training and experience among
family caregivers in medication administration, which led to
instances of medication mismanagement. This underscored the
importance of addressing educational gaps by providing an
adequate support system to family caregivers to ensure safe
medication practices, as was mentioned in previous studies
[28,44,45]. To address this challenge identified both in these
studies and in our study, the MCSS should include
comprehensive training modules that help family caregivers
understand how to use the system effectively. These modules
could be delivered through the app or via web-based tutorials,
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ensuring that family caregivers feel confident in managing
medications.

Moreover, challenges related to verifying medication
administration under family caregiver responsibility were
expressed. The participants highlighted the importance of the
MCSS, which is built with the ability to ensure proper
medication administration and provide electronic reminders.
They discussed that the system provides detailed medication
information and sends reminders when it is time to administer
medication or when time passes. In addition, previous studies
have described the importance of a digital system that provides
comprehensive written instructions [28,29,45] for safe
medication administration and clear communication regarding
medication schedules, dosages, and potential side effects. The
findings of these studies align closely with our study’s findings
regarding the role and support needs of family caregivers and
the importance of support tools that provide comprehensive and
accessible information for medication management. Using a
digital system among family caregivers was suggested as a
crucial approach to promoting proper medication adherence and
reducing the likelihood of errors associated with ADEs. These
results are aligned with the results of previous studies that
highlight the crucial role of digital tools in reducing medication
errors and improving patient care. These studies demonstrate
that telehealth interventions and telemedicine can enhance
caregiver support and reduce medication management errors
[10,17,20,28,46,47]. These studies emphasize the integration
of telehealth for monitoring chronic conditions, reinforcing the
need for a comprehensive system that supports caregivers in
managing complex medication regimes. In addition, these
studies discuss the prevalence of medication errors and adverse
events, which our study aligns with by advocating for enhanced
MCSS features to mitigate these issues.

Building on this, the participants highlighted how specific
features, such as confirmation processes, could address the
challenges identified in previous studies and further enhance
the MCSS’s effectiveness in managing medication errors and
adverse events.

Our study identified that the design of an MCSS similar to that
used by health care professionals is necessary for family
caregivers to bridge the communication gap and improve
medication management. However, while our study explored
health care professionals’ perspectives on this issue, more

studies are needed to investigate this subject from family
caregivers’ and patients’ perspectives. In addition, the design
recommendations should be verified based on family caregivers’
and patients’ input.

Limitations of the Study
Some of the limitations of this study include the small sample
of participants. While the in-depth nature of the interviews
provided rich insights, the limited sample size may restrict the
generalizability of the findings to broader populations of health
care professionals working in diverse home care contexts. Future
research should aim to increase the sample size to enhance the
representativeness of the findings, strengthen the generalizability
of the results, and ensure the broader applicability of the
findings. Another notable weakness is the lack of inclusion of
patient and family caregivers’ perspectives in the study. By
primarily focusing on health care professionals’ viewpoints,
this research overlooks the experiences and preferences of older
adults receiving home care and of their family caregivers. By
engaging patients and family caregivers in future studies, their
perspectives and needs can be considered. Future research
should prioritize incorporating the viewpoints of both patients
and their family caregivers and the development,
implementation, and evaluation of such interventions to assess
their effectiveness and feasibility in real-world contexts.

Conclusions
This study delved into the complexities of medication
management among older adults in home care, focusing on
health care professionals’perspectives and the use of the MCSS.
Through interviews, this study uncovered critical themes and
recommendations, emphasizing the need to address gaps in
medication management practices, particularly concerning
similar support tools for family caregivers. In conclusion,
incorporating the recommended design features, such as
customizable interfaces and enhanced privacy controls, into the
MCSS can improve usability and effectiveness for family
caregivers. These enhancements are expected to facilitate better
medication management, reduce errors, and strengthen
communication with health care professionals. By equipping
family caregivers with essential information via a tool similar
to the MCSS, a proactive approach to preventing errors and
improving outcomes is advocated. However, the impact of these
improvements should be verified in future studies to confirm
their effectiveness and address any emerging challenges.
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Abstract

Background: Artificial intelligence (AI) is rapidly being adopted to build products and aid in the decision-making process
across industries. However, AI systems have been shown to exhibit and even amplify biases, causing a growing concern among
people worldwide. Thus, investigating methods of measuring and mitigating bias within these AI-powered tools is necessary.

Objective: In natural language processing applications, the word embedding association test (WEAT) is a popular method of
measuring bias in input embeddings, a common area of measure bias in AI. However, certain limitations of the WEAT have been
identified (ie, their nonrobust measure of bias and their reliance on predefined and limited groups of words or sentences), which
may lead to inadequate measurements and evaluations of bias. Thus, this study takes a new approach at modifying this popular
measure of bias, with a focus on making it more robust and applicable in other domains.

Methods: In this study, we introduce the SD-WEAT, which is a modified version of the WEAT that uses the SD of multiple
permutations of the WEATs to calculate bias in input embeddings. With the SD-WEAT, we evaluated the biases and stability of
several language embedding models, including Global Vectors for Word Representation (GloVe), Word2Vec, and bidirectional
encoder representations from transformers (BERT).

Results: This method produces results comparable to those of the WEAT, with strong correlations between the methods’ bias
scores or effect sizes (r=0.786) and P values (r=0.776), while addressing some of its largest limitations. More specifically, the
SD-WEAT is more accessible, as it removes the need to predefine attribute groups, and because the SD-WEAT measures bias
over multiple runs rather than one, it reduces the impact of outliers and sample size. Furthermore, the SD-WEAT was found to
be more consistent and reliable than its predecessor.

Conclusions: Thus, the SD-WEAT shows promise for robustly measuring bias in the input embeddings fed to AI language
models.

(JMIR Med Inform 2024;12:e60272)   doi:10.2196/60272

KEYWORDS

bias; bias measurement; natural language processing; language models; artificial intelligence; input embeddings; AI; assessment;
decision-making; AI-powered tool; NLP; application; AI language models

Introduction

Background
When considering the bias in artificial intelligence (AI) and
how it can be mitigated, it is key to understand how to measure
the bias of interest in order to properly determine the
effectiveness of the mitigation technique. One common area
for measuring bias in AI is with regard to the input embeddings
of the AI model. Input embeddings are how the training and
input data are numerically represented in order to make the data
understandable to the model. Word and sentence embeddings
are 2 common types of input embeddings, and these are likely
to capture societal attitudes and display semantic biases [1]. For

example, word embeddings may make biased associations
between different genders and certain occupations (ie, nurse
and female; doctor and male). Thus, in natural language
processing (NLP) applications, such as large language models
like ChatGPT and LLaMA, addressing bias in this area is of
great importance. Several existing methods for measuring bias
in input embeddings include the word embedding association
test (WEAT), the Sentence Encoder Association Test (SEAT),
and the Embedding Coherence Test [2-4]. The WEAT, for
instance, has been rather influential, with its derivative, the
SEAT, being used by several studies investigating methods of
mitigating bias, including Sent-Debias and Auto-Debias [5,6].
Furthermore, the WEAT has been used to assess the stability
of word embedding methods (WEMs) [7].
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WEAT: The Word Embedding Association Test
The WEAT was created in 2017 to assess bias within the
semantic representations of words in AI, or word embeddings
[2], which represent words as a vector based on the textual
context in which the word is found. This metric works by
considering 2 sets of target terms (eg, science and art terms)
and 2 sets of attribute terms (eg, male and female terms). The
null hypothesis is that there is no difference between the sets
of target words and their relative similarity to the sets of attribute
words. Bias is quantified by computing the probability that a
permutation of attribute words would produce the observed
difference in sample means and, thus, determining the
unlikelihood of the null hypothesis [2].

The WEAT was developed to be a statistical test analogous to
the implicit association test (IAT), which asked participants to
pair concepts or words that they implicitly associate [8]. A total
of 10 WEATs were developed based on the documented human
biases highlighted by the IAT. In the first WEAT study, Global
Vectors for Word Representation (GloVe) word embeddings
were used to numerically represent the selected words for each
test and, in turn, compute bias scores (see the Methods section
for more information about the WEAT’s method of assessing
bias). GloVe is an unsupervised learning algorithm for obtaining
vector representations for words [9]. The GloVe model was
trained on aggregated word-word cooccurrence statistics from
a large English language corpus. The resulting word
representations capture meaningful linear substructures, allowing
for excellent performance on word analogy, word similarity,
and named entity recognition tasks [9].

While the WEAT has become somewhat of a standard measure
of bias in input embeddings, there are several limitations of
using it to measure an AI language model’s bias. First, the
WEAT demands 2 distinct term groups for both targets and
attributes, which can be challenging without prior knowledge
to segregate, especially for nonbinary terms. For instance,
age-related terms might include categories like infants, youth,
middle-aged, and seniors, complicating differentiation. The
WEAT struggles to consider the nuances across such multiple
subgroups, limiting its effectiveness in scenarios where terms
don’t neatly divide into binary categories. Second, the current
groups of terms could be incomplete, potentially introducing
unwanted bias. Finally, the original bias calculation (ie, the
effect size) is not that robust, and as such, it may be affected by
the size or contents of the target or attribute groups. Thus, there
is some room to improve this measure of bias, which leads to
the focus of this study.

SEAT: The Sentence Encoder Association Test
The SEAT is a generalization of the WEAT to phrases and
sentences, rather than single or compound words [3]. In more
detail, this measure of bias modifies the original WEATs by
inserting the words into simple sentence templates such as “This
is a[n]<word > .” Furthermore, new tests were created to
measure additional race- and sex-related stereotypical biases.
In the SEAT study, multiple sentence encoders were evaluated,
including those for popular language models, such as ELMo
[10], GPT [11], and bidirectional encoder representations from

transformers (BERT) [12]. In the SEAT, bias is measured the
same as in the WEAT.

With sentence encoders becoming increasingly popular in NLP
applications, the SEAT is a useful extension of the WEAT for
measuring bias within sentence representations. Based on the
SEAT study’s results, sentence embeddings typically display
less bias than word embeddings, and more recent sentence
encoders (such as those for GPT and BERT) exhibit less bias
than previous models (such as GloVe) [3]. However, the SEAT
still shares the same major limitations as the WEAT, with the
need to have predefined, binary sets of targets and attributes,
for instance.

Applications of WEAT and SEAT
The WEAT [2] has been influential in the investigation and
development of techniques for mitigating bias in AI systems,
with its sentence-level extension, the SEAT [3], being used to
measure and evaluate biases present in sentence presentations
before and after applying debiasing techniques. More
specifically, the SEAT has been used to evaluate the
performance of Sent-Debias and Auto-Debias [5,6]. On the one
hand, Sent-Debias [5] is a method of debiasing sentence
embeddings, while on the other hand, Auto-Debias [6] is an
automatic method of mitigating social biases in pretrained
language models that alters the model’s parameters through
fine-tuning. Both methods used 6 SEAT benchmarks to measure
the bias present in the sentence embeddings for various language
models, both before and after their application.

The WEAT has also been used in the study of the stability of
WEMs. In 2021, Borah et al [7] developed a metric for stability
and evaluated a collection of WEMs, including fastText [13],
GloVe [9], and Word2Vec [14], on a collection of downstream
tasks, including fairness evaluation. For this task, they used the
WEAT’s bias score to assess the stability of the WEMs, noting
a relationship between these scores and those of their developed
stability metric. Thus, the WEAT can be used to determine the
stability of a WEM, which is significant because stability is
necessary to produce similar results across multiple experiments.

Objective
Altogether, with the WEAT’s ability to assess the stability of
WEMs and the SEAT’s use in evaluating the performance of
recent debiasing techniques such as Sent-Debias and
Auto-Debias, it is evident that the WEAT has a large influence
in this area of measuring bias in input embeddings. However,
certain limitations of the WEAT and SEAT have been identified
(ie, their nonrobust measure of bias and their reliance on
predefined, binary groups of words or sentences), which may
lead to inadequate measurements and evaluations of bias. Thus,
this study takes a new approach at modifying this popular
measure of bias, with a focus on making it more robust and
applicable in other domains. Moreover, we aim to make a more
flexible and user-friendly approach to measuring bias in input
embeddings, where the user is not required to segregate terms
to achieve a reliable bias assessment result.
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Methods

WEAT Method
The WEAT’s measure of bias, the effect size, is calculated
similarly to Cohen d; with target sets X and Y and attribute sets

A and B, the WEAT’s effect size (d) is a normalized measure
of how separated the 2 distributions of associations between
the target and attribute are. In the formula for the effect size
(Textbox 1), s(w,A,B) measures the association of a target word
(w) with the attribute words (Textbox 2).

Textbox 1. Word embedding association test effect size.

d=meanx∈Xs(x,A,B)−meany∈Ys(y,A,B)std_devw X∪Ys(w,A,B)

Textbox 2. Word embedding association test association measure.

s(w,A,B)=meana∈Acos (w→,a→)−meanb∈Bcos (w→,b→)

To measure the significance of the associations between targets
and attributes and determine the unlikelihood of the null
hypothesis, the WEAT defines a 1-sided P value test with the
test statistic s(X,Y,A,B). The test statistic (Textbox 3) measures

the differential association of the 2 sets of target words with the
attribute. Textbox 4 shows how the P value is calculated, with
(Xi,Yi)i denoting all the partitions of X∪Y into 2 sets of equal
size.

Textbox 3. The word embedding association test’s test statistic.

s(X,Y,A,B)=∑x∈Xs(x,A,B)−∑y∈Ys(y,A,B)

Textbox 4. Word embedding association test P value.

Pri[s(Xi,Yi,A,B)>s(X,Y,A,B)]

SD-WEAT Method
In this study, we introduce the SD-WEAT, a more robust and
balanced method for exploring and assessing bias. Instead of
using predefined word sets and using the effect size as the bias
measurement score, the words are randomly replaced and the
SD of multiple effect sizes is computed. This removes the need
to predefine the word groups, allowing for the avoidance of
biased groups of words. Furthermore, the results are more
robust, as the SD is calculated over multiple runs rather than
one. Together, this should allow the SD-WEAT to be a more
simplistic and accessible measure of bias in input embeddings.

Multiple experiments were conducted to explore the uses of
these modifications to the WEAT. In each experiment, GloVe
word embeddings were used to numerically represent the words
for each test, following suit from the original WEAT study.
More specifically, we used the GloVe model “glove.840B.300d”
from the Stanford NLP Group [15], which was trained on 840
billion tokens from Common Crawl data, has a vocab size of
2.2 million, and generates 300-dimension vectors. Moreover,
other input embedding methods, including those of BERT [12],
Sci-BERT [16], and BioBERT [17], have been evaluated in
order to explore the differences of their biases, which may
potentially come from their training datasets or techniques.

Due to the significance of the attribute sets in both the WEAT’s
null hypothesis and effect size calculation, it was decided to
focus 2 experiments around replacing the attribute sets. The
primary experiment, hereafter named “SD-WEAT,” used the
original 10 benchmark datasets used by the WEAT, but the
attribute sets were replaced with random word sets from the
combined original attribute sets. The secondary experiment,
hereafter named “SD-WEAT-Negative-Control,” used the

original target data in the 10 benchmark datasets, but the
attribute sets were replaced with random word sets derived from
the GloVe dictionary.

In the SD-WEAT, for each of the 10 WEATs, the 2 sets of
attribute words were pooled together into one list, and then, 100
new tests were constructed, pulling 4 words from said list to
form 2 new attribute sets (of 2 words each). For example, the
benchmark WEAT-7, which examines a form of gender bias,
contains attribute sets with male (eg, “male,” “man,” “boy,”
etc) and female (eg, “female,” “woman,” “girl,” etc) terms. The
SD-WEAT forms 100 new tests with attribute sets containing
words randomly selected from the combination of these term
lists, and as a result, the new attribute sets for one of these tests
may resemble the following: (1) “male” and “female”; and (2)
“woman” and “boy.” Assuming a normal distribution of attribute
set permutations, the SD-WEAT should be capable of assessing
bias between the target and attribute concepts in a more robust
manner, and this should open the door for assessing bias over
multiple attribute groups at once. For instance, in the case of
racial bias, the SD-WEAT should be able to assess bias over
multiple racial groups such as Asian, Black, or White; the
different permutations could be examined at an individual level
to further assess bias in this multilevel context. This concept
will be further explored in future studies.

On the other hand, in the SD-WEAT-Negative-Control, a large
list of words was derived from GloVe, and then, 10,000 new
tests were constructed, pulling 4 words from said list to form 2
new attribute sets (of 2 words each). Because the GloVe
dictionary contains multitudes more words than the original
attribute sets, a larger number of tests were constructed than
before, allowing for 100 groups of 100 tests to analyze the
variance across groups. For each experiment, GloVe word
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embeddings and a Bag-of-Words model were used to complete
each test, and the SD of all the collected effect sizes was
computed. Figure 1A and B illustrates the process of creating

t h e  n ew  t e s t s  f o r  t h e  S D - W E AT  a n d
SD-WEAT-Negative-Control, respectively.

Figure 1. SD-WEAT experiment design. GloVe: Global Vectors for Word Representation. WEAT: word embedding association test.

Textbox 5 shows how the SD-WEAT quantifies bias, using the
effect size (d) from the WEAT (see Textbox 1). SD was chosen
over other metrics (such as average), because with a normal
distribution of attribute permutations, it is expected that the
average of all effect sizes is close to zero. The significance of
the SD-WEAT results was also calculated. In more detail, z

scores were calculated for each of the 10 WEAT benchmarks,
using Textbox 6. Here, x is the SD-WEAT score, while μ and
σ are the average and SD of the SDs for the 100 groups of 100
effect sizes in the SD-WEAT-Negative-Control, respectively.
Since the WEAT uses a 1-sided, right-tailed test, P values were
calculated from the z scores with the right-tailed methodology.

Textbox 5. SD-word embedding association test bias calculation.

SD_WEAT=SD(d1,d2,…d100)
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Textbox 6. SD-word embedding association test significance calculation.

z=x−μσ

where:

x=SD_WEAT

{x}control=(SD(d1,d2,…,d100)1,…,SD(d1,d2,…,d100)100)

μ=mean(x_control)

σ=SD(x_control)

Embedding Method Comparison
To explore the differences of biases between various input
embedding methods, several additional methods were evaluated,
including BERT, SciBERT, and BioBERT. BERT, which stands
for bidirectional encoder representations from transformers,
is a language model that was pretrained using data from the
Toronto Book Corpus and English Wikipedia with the tasks of
masked language model and next sentence prediction [12].
Compared to GloVe, which was pretrained using data from
Common Crawl and generates context-free representations for
each word [9], BERT uses the context on either side of a word
to generate that word’s representation. Since the WEATs are
only composed of single or compound words rather than
sentences, it is expected that the representations for these words
will not be influenced by context, and thus, this controls one
factor that could potentially contribute to differences in bias
between these 2 embedding methods. However, it is expected
that differences in bias between GloVe and BERT will emerge
based on the differences in their algorithms as well as their
training datasets.

SciBERT and BioBERT take inspiration from BERT, using a
similar architecture but modifying the model’s training process.
On the one hand, SciBERT was pretrained on a large corpus of
scientific texts (specifically, 1.14 million papers from Semantic
Scholar) rather than the more general texts used for pretraining
BERT [16]. SciBERT also uses a new vocabulary based on this
scientific corpus. On the other hand, BioBERT continues to
pretrain BERT with a large collection of PubMed abstracts
(keeping the BERT pretraining datasets), resulting in a model
that performs well on biomedical tasks [17]. There is great
interest in using these models in regulatory science research
efforts, and thus, they were included in this analysis. The BERT,
SciBERT, and BioBERT models were each obtained from the
Hugging Face repository. In more detail, these 3 models are
listed in Hugging Face as “bert-based-cased” [18],
“allenai/scibert_scivocab_cased” [19], and
“dmis-lab/biobert-v1.1” [20], respectively.

Stability of Embedding Methods
The WEAT has also been used to assess the stability of WEMs,
including fastText, GloVe, and Word2Vec. In more detail, Borah
et al [7] trained 3 sets of embeddings for each WEM with a
Wikipedia article dataset containing approximately 46 million
tokens, changing the seed for each embedding set. The 9 trained
embedding sets (3 for each WEM) were then evaluated with
the WEAT benchmarks, and the highest and lowest WEAT
scores for each benchmark were reported for each of the 3
WEMs. The stability of the WEM is based on the range of

WEAT scores; WEMs that produced more similar WEAT scores
for each benchmark are more stable than those that produced
more different WEAT scores. Based on their results, fastText
was found to be the most stable, and Word2Vec was found to
be the least stable, with GloVe somewhere in the middle [7].
This aligns with their previous findings, and thus, there is a
relationship between WEAT scores and the stability of WEMs.

Our study adopts a similar, yet modified, methodology to assess
the stability of the same 3 WEMs, as well as BERT, with both
the WEAT and SD-WEAT. In more detail, we began by
obtaining the dataset. Without access to the dataset used by the
referenced study, we downloaded a Wikipedia dataset (on
November 3, 2023) that was uploaded to Hugging Face,
specifically the version labeled “20220301.en” [21]. The raw
dataset contains over 6 million documents (articles) and 138
million sentences. To conserve computational resources and
time, 3 random samples were taken from this dataset, each
containing 1% of the total number of documents, or 64,587 to
be exact. For the fastText, GloVe, and Word2Vec methods,
these 3 sample datasets were processed similarly to those in the
referenced study. More specifically, the Wikipedia articles were
broken down into sentences using the “punkt” tokenizer from
the Natural Language Toolkit (NLTK) package for Python.
Then, the sentences were broken down into lists of words,
removing stop words and converting all text to lowercase. After
processing, each sample dataset contains approximately 1.4
million sentences and 19 million words (tokens). For BERT,
which is a sentence embedding method, a different approach
had to be taken. The BERT model required a BERT tokenizer,
so instead of using a pretrained NLTK tokenizer, a collection
of BERT tokenizers was trained using the raw sample datasets.
The “bert-base-cased” tokenizer was used to initialize the
training, and the vocabulary size was set to 32,000. Three
tokenizers were trained per sample dataset, changing the seed
for each, resulting in 9 unique BERT tokenizers.

Next, the models were trained. For the fastText and Word2Vec
methods, the Gensim package for Python and the “FastText”
[22] and “Word2Vec” [23] models were used, and for the GloVe
method, the Glove-Python package [24] was used. The
parameters for these models were set based on those used in the
referenced study, with the vector size set to 300, the context
window size set to 5, and the number of epochs set to 5. For
each WEM, 3 models were trained per sample dataset, changing
the seed parameter for each, resulting in 9 models per WEM.
On the other hand, for BERT, the “BertForMaskedLM” model
[25] from the Hugging Face package for Python was used. This
model uses BERT’s default vector size of 768, with the number
of epochs set to 5. In total, 9 BERT models were trained, one
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for each of the BERT tokenizers that were trained. Since BERT
is fundamentally different than the other embedding methods,
it is expected that results for these models will differ than those
of the WEMs; however, the comparison between the WEAT
and SD-WEAT may be useful in the examination of the
SD-WEAT’s strengths.

Finally, with 9 models each for fastText, GloVe, Word2Vec,
and BERT (or 3 models per each of the 3 sample datasets), the
stability of these embedding methods could be evaluated. Each
model was assessed with the WEAT and SD-WEAT
benchmarks, and the variation within these scores could be used
to determine the stability of the method. Furthermore, variations
within the scores for a specific benchmark can be noted to
analyze the areas that have a greater impact on stability than
others.

Results

SD-WEAT is Correlated With WEAT in Bias
Evaluation
Figure 2A illustrates and compares the bias measurement scores
for the WEAT and SD-WEAT on the 10 WEAT benchmarks
with the GloVe model (see Table 1 for a more detailed
breakdown of the results). As shown in Figure 2A, the effect
sizes (r=0.786) and P values (r=0.776) for the 10 WEAT
benchmarks between 2 approaches were highly correlated. The
results demonstrate that the SD-WEAT can effectively measure
bias in binary-group attribute terms, providing similar
performance as the original WEAT.
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Figure 2. SD-WEAT and WEAT comparison. (A) WEAT versus SD-WEAT bias scores on the 10 WEAT benchmarks. (B) WEAT versus SD-WEAT
bias scores on similar benchmarks (WEAT-4 and 5). WEAT: word embedding association test.
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Table . SD-word embedding association test (WEAT) embedding method comparison.

BioBERTSciBERTBERTbGloVeaTests

SD-WWSD-WWSD-WWSD-WdWc

WEAT-1

0.420.770.23−0.010.320.081.001.50Bias score

.97.003.97.51.55.40<.001<.001P value

WEAT-2

0.290.220.230.431.050.960.931.53Bias score

.98.22.81.07.09<.001.02<.001P value

WEAT-3

0.730.880.280.320.130.071.001.41Bias score

.28<.001.99.10>.99.40<.001<.001P value

WEAT-4

0.781.130.360.080.240.420.961.50Bias score

>.99<.001.36.42.99.12.02<.001P value

WEAT-5

0.47.0240.400.310.220.050.981.28Bias score

>.99.25.01.20>.99.45.003<.001P value

WEAT-6

0.270.230.450.400.170.021.351.81Bias score

.97.33>.99.37>.99.48<.001<.001P value

WEAT-7

0.68−0.360.47-0.110.42−0.630.691.06Bias score

.15.76>.99.58>.99.90>.99.02P value

WEAT-8

0.580.030.51−0.310.15−0.060.781.24Bias score

.93.48.96.63>.99.56.28.005P value

WEAT-9

0.590.010.760.931.051.211.151.38Bias score

<.001.50.77.052.98.01<.001.004P value

WEAT-10

0.410.100.85−0.310.310.361.011.21Bias score

>.99.43.09.72.76.26.01.005P value

aGloVe: Global Vectors for Word Representation.
bBERT: bidirectional encoder representations from transformers.
cThe columns labeled “W” contain the results for the WEAT.
dThe columns labeled “SD-W” contain the results for the SD-WEAT.

Additional patterns could be noted between the WEAT and
SD-WEAT. Taking a closer look at the WEAT-4 and 5, both
shared a similar focus, with the same target sets of European or
African names (16 terms each) and different attribute sets
formed with some combination of pleasant or unpleasant terms
(25 and 8 terms each, respectively). Figure 2B depicts the
WEAT and SD-WEAT scores of WEAT-4 and 5, respectively,
where the SD-WEAT showed a much closer gap between 2
benchmarks. This suggested that, given the same target terms,

the WEAT score was more vulnerable by the size of attribute
terms, whereas the SD-WEAT can provide a more consistent
effect score for bias assessment.

SD-WEAT’s Attribute Set Size Did Not Affect Bias
Evaluation
In the primary SD-WEAT experiments, the replaced attribute
sets consisted of 2 words each, which was the minimum required
to measure the effect score. To examine the impact of the
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attribute size, we also conducted the SD-WEAT experiments
with 3- and 5-word attribute sets, keeping other parameters
unchanged. Due to the original size of WEAT benchmark
datasets, attribute sizes larger than 5 were not tested.

The result of this comparative analysis was illustrated in Figure
3. As shown, there was little difference among using 2-, 3-, or
5-word attribute sets. For each attribute size, the correlation
between the WEAT’s effect size and the SD-WEAT’s SD is
relatively unchanged. Thus, with the SD-WEAT methodology,
using any attribute size could provide consistent results.

Figure 3. SD-WEAT attribute size analysis (WEAT vs SD-WEAT: bias score). Red, blue, and yellow represent the SD-WEAT with 2, 3, and 5 words,
respectively. WEAT: word embedding association test.

Using SD-WEAT to Evaluate Various Embedding
Methods
The WEAT and SD-WEAT experiments were further analyzed
with BERT, SciBERT, and BioBERT, along with the original
embedding method, GloVe, that the WEAT used. Table 1
contains the results. The columns labeled “W” contain the results

for the WEAT, while those labeled “SD-W” contain those for
the SD-WEAT. Both the bias scores (effect sizes) and P values
are provided.

Based on the results of this analysis, the 3 BERT input
embedding methods typically achieve lower WEAT and
SD-WEAT scores compared to the GloVe method, indicating
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that these methods make less biased associations. Because the
BERT embeddings should not be influenced by additional
context with the lone words present within the WEAT
benchmarks, this shows that the methods’algorithms or training
datasets are likely the cause of their differences in bias. The 3
BERT models have training datasets with more objective
language (ie, Wikipedia and scientific articles), which could
explain why they produce lower WEAT and SD-WEAT scores
than the GloVe method. Furthermore, it can be noted that the
various BERT models perform differently than one another.
For instance, unlike the other BERT models, BioBERT produces
a significant result for WEAT-9, which focuses on the
associations between mental and physical diseases and
temporary and permanent terms, indicating that the attribute
terms used in this specific benchmark have a significantly
greater impact than random words. BioBERT was trained on
biomedical data, and this could be why it performs so differently
for this biomedical task.

Using SD-WEAT to Assess the Stability of Embedding
Methods
The stability of fastText, GloVe, Word2Vec, and BERT was
evaluated using the WEAT and SD-WEAT. Multimedia
Appendix 1 shows the variability in the WEAT and SD-WEAT

scores obtained for each WEAT benchmark over 9 training
iterations per embedding method. The subfigures in the left
column are box plots showing the spread of the scores, while
the subfigures in the right column are bar charts showing the
SD of these scores. At a glance, the box plots show that there
is less variability in the SD-WEAT scores than the WEAT scores
for each benchmark, confirmed by the lower SDs in the bar
charts. Furthermore, based on the sizes of the box plots, some
embedding methods appear more stable than others. For
instance, fastText appears to have less variability in the WEAT
and SD-WEAT scores than GloVe, Word2Vec, and BERT,
indicating that this method may be the most stable of the ones
evaluated.

Figure 4 compares the stability of each embedding method based
on the SD of the WEAT and SD-WEAT scores over the 10
WEAT benchmarks. Recall that for each embedding method,
9 models were trained. Thus, the SD of the WEAT and
SD-WEAT scores was calculated for each set of 9 models for
each WEAT benchmark. Since SD is a measure of variation,
lower values can be more stable. Again, fastText appears to be
the most stable embedding method based on the WEAT and
SD-WEAT scores. Furthermore, based on the results, there is
less variability in the SD-WEAT scores than the WEAT scores.
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Figure 4. Stability of word embedding methods: BERT: bidirectional encoder representations from transformers; GloVe: Global Vectors for Word
Representation; WEAT versus SD-WEAT. WEAT: word embedding association test.

Overall, these findings are somewhat different than those of the
referenced study, which found fastText to be the most stable
and Word2Vec to be the least stable out of the 3 WEMs based
on WEAT scores. In our case, fastText was indeed the most
stable for the WEAT, but GloVe produced the most variable
results. This difference may be a result of the difference in
dataset size or contents, as we opted to use 3 smaller random
samples than one larger one. This study also analyzed the
stability of BERT, a sentence embedding method. However,
based on the results, this method produces more variable WEAT
and SD-WEAT scores than other methods, which may be a
result of the fundamental differences of this model compared
to the others. Moreover, some of this instability may be due to

the small training sample, as the original BERT model was
trained on much more data. Nonetheless, we found that all the
models showed less variability with regard to the SD-WEAT
than the WEAT. This shows a major strength of the SD-WEAT;
this measure of bias is much more consistent and reliable than
its predecessor.

Discussion

Overview
In this paper, we explored the methodology of measuring bias
in the input embeddings of language embedding models,
developing a novel approach, called SD-WEAT, for enhancing
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bias assessment for complex term groups. This method addresses
several limitations of its predecessor, the WEAT, resulting in
a more robust and consistent measure of bias. Furthermore, with
the SD-WEAT, it is now possible to assess bias over multilevel
attribute groups, such as age, race, region, etc, in addition to
binary attribute groups.

Future Directions and Limitations
In the future, new benchmarks can be established to measure
bias among demographic groups or topics and a full list of
attribute terms without segregation. For instance, a benchmark
can be developed with target sets comprised of sex-linked
medical terms and an attribute set of gender terms in order to
estimate the level of bias between sex and medical conditions.
In addition, by analyzing the individual trials that produced the
highest bias effect, the medical terms that have the greatest
association with one sex over the other can be identified. These
applications may provide new insight into how these language
embedding models can be applied into health care and regulatory
science fields.

One limitation of the SD-WEAT is the increased computation
resources due to having to generate and execute multiple runs
to calculate the final bias effect score. However, the impact is

rather minimal, only needing to examine the embedding
method’s biases once or periodically.

Advantages of SD-WEAT
The SD-WEAT not only enables the bias assessment over
multilevel group terms but also enhances the bias assessment
for binary group terms by avoiding unnecessary groupings of
words. In some cases, it may be difficult to determine whether
an intermediate word should belong to a certain grouping.
Moreover, the SD-WEAT more robustly measures bias through
the utilization of the SD of multiple effect sizes, and it has been
found to be a more consistent and reliable measure of bias than
its predecessor. As such, the SD-WEAT is a more robust and
user-friendly measure of bias in input embeddings for AI
language models.

Conclusions
To conclude, we introduced the SD-WEAT, a novel algorithm
based on the WEAT, to enhance the bias assessment for complex
term groups in language embedding models. In the future, the
SD-WEAT could be applied in a regulatory science application
and provide new insights to measure biases of common
embedding models with regard to multilevel attribute groups,
such as age, race, and region.
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Abstract

Background: Obtaining and describing semiology efficiently and classifying seizure types correctly are crucial for the diagnosis
and treatment of epilepsy. Nevertheless, there exists an inadequacy in related informatics resources and decision support tools.

Objective: We developed a symptom entity extraction tool and an epilepsy semiology ontology (ESO) and used machine
learning to achieve an automated binary classification of epilepsy in this study.

Methods: Using present history data of electronic health records from the Southwest Epilepsy Center in China, we constructed
an ESO and a symptom-entity extraction tool to extract seizure duration, seizure symptoms, and seizure frequency from the
unstructured text by combining manual annotation with natural language processing techniques. In addition, we achieved automatic
classification of patients in the study cohort with high accuracy based on the extracted seizure feature data using multiple machine
learning methods.

Results: Data included present history from 10,925 cases between 2010 and 2020. Six annotators labeled a total of 2500 texts
to obtain 5844 words of semiology and construct an ESO with 702 terms. Based on the ontology, the extraction tool achieved an
accuracy rate of 85% in symptom extraction. Furthermore, we trained a stacking ensemble learning model combining XGBoost
and random forest with an F1-score of 75.03%. The random forest model had the highest area under the curve (0.985).

Conclusions: This work demonstrated the feasibility of natural language processing–assisted structural extraction of epilepsy
medical record texts and downstream tasks, providing open ontology resources for subsequent related work.

(JMIR Med Inform 2024;12:e57727)   doi:10.2196/57727

KEYWORDS

epilepsy; natural language processing; machine learning; electronic health record; unstructured text; semiology; health records;
retrospective analysis; diagnosis; treatment; decision support tools; symptom; ontology; China; Chinese; seizure

Introduction

Epilepsy is a major chronic neurological disorder that affects
approximately 70 million people and severely reduces the
quality of life of patients and their families [1]. Obtaining a
correct and complete seizure semiology efficiently is essential
for the diagnosis and classification of seizures. However, this
process is difficult to achieve. First, the symptoms of seizures
are stereotypical but variable, and the same seizure course is in
fact a complex combination of multiple symptomatologic
elements in time and space. Furthermore, the type of seizure an
individual patient experiences can change over the course of
the disease [2,3]. Second, seizures have sudden onset, resulting
in a short period of time for patients or witnesses to recognize
and observe them, and history taking often relies on experienced

and careful questioning by epilepsy specialists rather than
recording the patient’s statements directly [4,5]. Finally, epilepsy
specialists are scarce and unevenly distributed worldwide.
Nonneurologists, medical students, caregivers, and community
workers play important roles in epilepsy care but lack
appropriate tools to tease out epilepsy histories and determine
classifications [6-9].

In recent years, natural language processing (NLP) has been
widely used in the structured processing of clinical text data
and development of intelligent diagnostic tools in neurology
[10]. NLP methods have been used to automatically extract
details from electronic health records (EHRs) of patients with
epilepsy, such as categorical diagnosis, abnormal
electroencephalogram (EEG) and imaging results, and
medications prescribed [11-13]. These data are also used to
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accomplish tasks such as automated identification of cohorts
of drug-resistant patients and long-term prognostic tracking
[14,15]. However, the complexity of epilepsy symptom elements
remains a challenge for entity recognition and automatic
extraction classification.

Therefore, ontologies were introduced to address this
complexity. The concept of ontology is derived from philosophy
and is used for formal, structured, domain-specific, and human-
and computer-interpretable representations of entities and
relationships. It has been widely used in computers,
bioinformatics, and medical informatics [16,17]. Application
ontology can be used in the medical field to represent established
knowledge within a domain and maintain a standardized
vocabulary across multiple locations, datasets, and consortiums,
allowing for automated computation and decision-making based
on structured data. Application ontologies can also be combined
with NLP techniques to disambiguate textual concepts and build
tools for the knowledge extracted from EHRs [10,18]. This
work demonstrated the feasibility of NLP-assisted structural
extraction of epilepsy medical record texts and downstream
tasks, providing open ontology resources for subsequent related
work.

Methods

Dataset
Electronic medical record data were obtained from patients with
an International Classification of Diseases, Tenth Revision
(ICD-10) epilepsy diagnosis (G40 or G40.x) who were
hospitalized at West China Hospital of Sichuan University and
assigned an epilepsy diagnosis between 2010 and 2020. The
seizure type of inpatients was determined by discharge
diagnosis.

The text information of the current medical history records the
details of the occurrence, evolution, diagnosis, and treatment
of the patient’s disease; is written in chronological order; and
is divided into the following parts: onset of the disease, including

the time and place of onset; antecedent symptoms; probable
causes or triggers; characteristics of the main symptoms and
their development and change (describing the location, nature,
duration, degree, factors of relief or aggravation, and evolution
of the main symptoms in sequential order); accompanying
symptoms; diagnosis and treatment since the onset of the
disease; and the patient’s general condition since the onset of
the disease.

Ethical Considerations
The study was reviewed and approved by the Ethics Committee
of West China Hospital of Sichuan University (2022(1083)).
Since the data were obtained from previous medical records,
we have received approval from the ethics committee for a
waiver of informed consent. The study data were deidentified,
and the privacy and personal information of the subjects were
protected.

Framework for Standardizing Seizure Information
We proposed a seizure extraction framework for mining and
structuring important information related to seizures from the
presenting medical histories of patients with epilepsy (Figure
1). The framework requires the extraction of the following
information:

1. Time stamp: The important point in time at which the
patient’s condition has changed since today.

2. Location: Seizure site refers to the anatomical parts of the
body corresponding to the symptom performance.

3. Symptom: Symptom performance refers to the symptoms
and signs that appear during the seizure.

4. Duration of seizure event (episode time): Duration of
epileptic events within the seizure episode.

5. Status: Occurrence state refers to the state corresponding
to the symptom performance, including “with,” “without,”
or “unknown.”

6. Frequency: The frequency of seizures, for example: once
a month, and so forth.
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Figure 1. Example of the standardized framework.

Labeling Process
Six annotators completed the labeling process. Four of them,
junior physicians (SB, LS, LJ, and YD) specializing in epilepsy
or epilepsy researchers, were responsible for independently
extracting seizure-related information from 2500 raw texts of
presenting medical histories according to a standardized
framework. Two senior physicians (HL and WL) specializing
in epilepsy were responsible for discussing and formulating the
framework of the annotation and the rules that should be
followed during annotation to ensure reliability, providing
uniform training to the annotators, and manually reviewing the
final results of the annotation. Annotation rules included the
following:

When a particular Chinese phrase used to describe the seizure
process was a fixed collocation, the phrase was extracted as a
whole without separating the verb and the object (usually a
location) in it individually, in order to avoid a decrease in the
specificity of the extraction.

Due to the specificity of the commonly used symptomatology
phrases in the Chinese section, it is important to ensure that the
symptomatic manifestations are extracted at the coarsest possible
granularity, that is, descriptive phrases that include seizure state
and seizure site are avoided. However, phrases should not be
disassembled when they cannot be clearly recognized as
symptoms, such as lip smacking (oropharyngeal automatisms)
and hand rubbing (hand automatisms), and the anatomical part
of the phrase should be retained. It should also be confirmed
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that all seizure symptomatology is extracted from seizures and
not from other symptoms accompanying epilepsy. Cognitive
decline, such as memory and attention, should not be included
in labeling.

Do not standardize the presentation of the extracted information
and keep it as original as possible.

To assess the consistency of the annotations by the 4 annotators,
50 identical medical records were included without their
knowledge. Two senior physicians provided reference standards
for the annotation of the 50 medical records. We used Fleiss’s
κ to calculate interannotator agreement. By convention, κ value
above 0.80 indicates “near-perfect” agreement.

Bilingual Ontology Construction for Seizure Semiology
Compared with other parts of the seizure information
framework, epileptic semiology expression and the diversity of
expression extraction tasks are more challenging, especially for
Chinese EHRs of epilepsy. Therefore, we constructed a bilingual
ontology to share the lexicon obtained from manual extraction
and annotation. It can be further used, evaluated, and refined
for future Chinese epilepsy history extraction tasks.

We defined the scope of this domain of ontology as epileptic
semiology by reference, reused the more authoritative
epilepsy-related ontologies and terminology sets as standard
terminology, referred to the basic formalized ontology (BFO)
as the top-level ontology, and hierarchically arranged the entities
according to their domain-neutral framework. Then, we
deemphasized the annotated symptoms collected in the
annotation phase to eliminate redundancy and placed them into
the corresponding terms as their synonymous expression
properties. We used Protégé as the editor of the ontology and
uploaded it in Ontology Web Language (OWL) as the first
version of the world’s largest ontology browser, BioPortal.

Extraction Process and Evaluation of Extraction
Results
We used some NLP tools to structure the extraction of current
medical history from EHRs. We imported the organized
dictionaries of symptom performance, symptom nature, seizure
frequency, and seizure site into the Jieba tokenizer and
initialized the Part-of-Speech Tagger (Postagger) and
Dependency Parser (Parser) of the pyltp [19] plug-in using
existing models (pos.model, parser.model). pyltp provides a
series of Chinese NLP tools, and users can use these tools for
Chinese text segmentation, part-of-speech tagging, parsing, and
so on.

Specifically, in the data preprocessing stage, we first imported
organized dictionaries of symptom presentation, symptom type,
seizure frequency, and seizure location. These dictionaries are
used for subsequent segmentation and feature extraction. We
used Postagger to tag the parts of speech of the tokenized results
and Parser to analyze the dependency relations of the words in
the current sentence or context. Next, we performed text
segmentation and annotation, using Jieba Segmenter to segment
the medical history text in the EHR. Jieba Segmenter is able to
accurately slice and dice the text based on the imported
dictionaries. Postagger was called to lexically annotate the
segmentation results by identifying the lexical properties of
each word. The dependencies between words are analyzed using
Parser to determine the syntactic structure between words. Then,
to extract symptom information, we iteratively processed the
participle results by combining a list of negatives, a list of
transitive or logical connectives, and a list of temporal adverbs.
These normalized lists allowed us to accurately identify positive
and negative symptom information. In each sentence,
information such as the location, type, duration, and frequency
of symptom episodes was extracted. Finally, the extracted
information such as positive and negative symptoms, location,
nature, duration, and frequency of episodes was structured and
stored in the output dictionary according to the temporal nodes.
The overall process flow is illustrated in Figure 2.
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Figure 2. Extraction modeling workflow.

The software and programming languages used included Python
3.8.8, pyltp 0.2.0, pandas 1.4.2, and Jieba 0.42.1.

After the extraction was completed, we randomly selected 200
cases from all the results for manual inspection to
comprehensively assess the extraction capability and obtain the
accuracy for 6 aspects separately: time stamp, symptom,
location, episode time, status, and frequency.

Seizure Classification Based on Machine Learning
Our work aimed to build a binary classification model capable
of distinguishing between generalized and focal seizures. The
analysis process, based on supervised machine learning,
consisted of the following steps: data preprocessing, feature

selection, algorithm selection, parameter tuning, and
performance evaluation.

Data Preprocessing
Our extraction tool was used to retrieve semiology data of the
patients. After preprocessing 16,587 records by ICD coding
combined with regular expression matching, 10,098 records
were excluded because they did not receive a clear classification
(60%).

A total of 6489 medical history text records with a diagnosis of
generalized or focal seizure were retained, including 2632
records of generalized epilepsy and 3857 records of focal
epilepsy. After communication with clinicians, 103 symptom
words were defined to cover the main symptoms that can occur
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in patients with epilepsy. We used text-matching techniques to
map the symptom descriptions in each record to these 103
symptom words. Specifically, for each record, if a symptom
word was mentioned in the text, we marked the corresponding
symptom word as 1; if it was not mentioned, it was marked as
0. For example, if a record mentioned “Clonic” but not
“Foaming at Mouth,” then the field for “Clonic” was set to 1,
and the field for “Foaming at Mouth” was set to 0.

Feature Selection
We used several feature selection techniques to identify the
most relevant features for the classification task. Specifically,
we used recursive feature elimination, random forest–based
feature importance, mutual information, and the SelectKBest
method using the ANOVA F value. Each method was
systematically applied to the feature matrix (X) and the label
vector (y) to generate a reduced set of features. We varied the
number of retained features (k) across multiple values to
evaluate its impact on model performance. In addition, we
examined the effects of different sample ratios on the model’s
performance.

Algorithm Selection and Parameter Tuning
Subsequently, we divided the preprocessed dataset into training
and testing sets at a 7:3 ratio. We used 4 types of models as
base models: decision tree [20], random forest [21], XGBoost
[22], and LightGBM [23]. Using grid search algorithms and
k-fold cross-validation, we optimized the hyperparameters of
the models with training to enhance the model accuracy. Specific
parameters are detailed in Multimedia Appendix 1. We also
introduced the stacking ensemble learning method, which was
conducted in 2 stages, as illustrated in Figure 3. In the first stage,
we performed 5-fold cross-validation. Specifically, we divided
the training dataset into 5 parts, with 4 serving as the training
set for base model training and the remaining part serving as
the validation set for generating new training data.
Simultaneously, we predicted the entire test set (test_data) to
create a new test dataset. In the second stage, we used the
training and testing sets generated from the first stage as inputs
for further training and prediction using the logistic regression
model, resulting in the final outcome. In this study, we combined
the XGBoost model with the random forest and LightGBM
models for combined training and testing.
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Figure 3. Stacking integration learning process. EHR: electronic health record.

Performance Evaluation
Finally, we used the test set to evaluate the precision, recall,
F1-scores, and the area under the receiver operating
characteristic curve (ROC) value of the model. We designated
“generalized epilepsy” as label A and “focal epilepsy” as label
B. TP(A) represents true positives, FP(A) represents false
positives, and FN(A) represents false negatives for label A, and
similarly for label B.

Precision is defined by the following formula:

(1)Precision=12(TP(A)TP(A)+FP(A)+TP(B)TP(B)+FP(B))

Recall is defined by the following formula:

(2)Recall=12(TP(A)TP(A)+FN(A)+TP(B)TP(B)+FN(B))

The F1-score (F1) is defined by the following formula:

(3)F1=2×Precision×RecallPrecision+Recall

For the classification analysis of seizure, the following software
or programming language versions were used: Python 3.8.8,
NumPy 1.24.3, pandas 1.4.2, scikit-learn 1.3.2, XGBoost 2.0.1,
and LightGBM 4.1.0.

Bilingual Ontology Construction for Seizure Semiology
Compared with other parts of the seizure information
framework, epileptic semiology expression and the diversity of
expression extraction tasks are more challenging, especially for
Chinese EHRs of epilepsy. Therefore, we constructed a bilingual
ontology to share the lexicon obtained from manual extraction
and annotation. In developing epilepsy semiology ontology

JMIR Med Inform 2024 | vol. 12 | e57727 | p.769https://medinform.jmir.org/2024/1/e57727
(page number not for citation purposes)

Xia et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


(ESO), we followed 5 of the 7 steps of the Stanford
methodology: (1) defining the domain and scope of the ontology,
(2) reusing existing ontologies to the extent possible, (3)
enumerating ontology terms, (4) defining classes and class
hierarchies, and (5) defining class attributes (Multimedia
Appendix 2).

In the first step, epileptologists and the ontology development
team met biweekly to define the scope of the ontology and to
ensure that the goals remained constant throughout its
development. In steps 2 and 3, we standardized terminology by
referring to existing, more authoritative epilepsy-related
ontologies and terminology sets. In the fourth step, we adopted
the BFO as the top-level ontology. In the fifth step, we
de-emphasized the annotated symptoms collected in the
annotation phase to eliminate redundancy and placed them into
the corresponding terms as their synonymous expression
properties. Finally, we rendered the ontology using the OWL
in the Protégé ontology editor and uploaded it to the world’s
largest ontology browser, Bioportal, as a first version.

Results

Patient Cohort
The study cohort included 10,925 patients and 10,658 texts of
presenting medical histories. The patient cohort included 42%

(4588/10,925) females and 58% (6337/10,925) males with a
mean age of 31.45 (age range: 1‐92) years. The presenting
medical history texts were independently written and completed
by 117 physicians. Fifty-seven percent (6227/10,925) of the
patients in the patient cohort ultimately received a definitive
diagnostic classification of seizures at the time of discharge,
with 32% (1992/6227) of patients having focal epilepsy and
26% (1619/6227) having generalized epilepsy.

Assessment of Labeling Quality Control Results and
Extraction Capacity
In the annotation phase, we assigned 50 identical texts to the
annotators without their knowledge to test the consistency of
their annotations. The κ-value of the 4 annotators was 0.862,
indicating a high degree of consistency.

After completing the extraction using the model, we manually
inspected a random sample of 200 notes from the extraction
results (which included 235 seizures) to assess the extraction
performance of the model. The extraction results for the 5
dimensions are shown in Table 1.

Table . Extraction performance.

FrequencyStatusEpisode timeSymptomLocationTime stamp

10613251831325512235Total number of el-
ements by reviewer
annotation, “gold
standard”

9313021751219516196Total number of el-
ements by algo-
rithm report

8412541451126507181Number of correct
algorithm-reported
elements

84/106 (79)1254/1325 (95)145/183 (79)1126/1325 (85)507/512 (99)181/235 (77)Recall, n/N (%)

84/93 (90)1254/1302 (96)145/175 (82)1126/1219 (92)507/512 (98)181/196 (92)Precision, n/N (%)

0.840.950.800.880.980.83F1-score

Epilepsy Semiology Ontology
The overall hierarchical structure of ESO adheres to the
architecture of the top-level ontology BFO, which supports
semantic interoperability between ontologies, starting from
“continuant” and “occurrent” under “entity.”

The ESO contains a total of 176 terms, most of which are based
on the nominal entity “anatomical entity” and the process
“physiological pathological process,” with a maximum depth
of 10 layers. According to the principle of ontology reuse, we
partially reused and rearranged the concepts of
“pathophysiological process” and its leaf nodes in epilepsy and
seizure ontology (EPSO) [24] and also referred to the existing
semiology terminology collection of the International League
Against Epilepsy, which includes a total of 132 epilepsy

semiology terms. In terms of seizure sites, we referred to the
“Bodily Feature” section of Systemized Nomenclature of
Medicine Clinical Terms (SNOMED CT) [25] and EPSO, which
contains a total of 32 seizure-site terms. The purpose, scope,
language, and users are listed in Multimedia Appendix 3.

As an important step in implementing the medical record
extraction function of the application ontology, we added
Chinese translations and synonyms of symptom performance
as entity attributes (Multimedia Appendix 3). After annotating
2500 medical records, we obtained 5844 words of semiology.
After de-emphasizing and removing nonepileptic seizure
symptoms (usually abnormal general conditions and comorbid
symptoms), we obtained 702 terms, 75 primary terms, and their
synonyms. Among them, there were more than 30 synonyms
for holding, dropping, and vocalization.
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Performance of Seizure Classification
In the feature selection process, we found that choosing 103
features among the 4 feature selection methods gave the best
results, and we also observed that choosing different sample
ratios for training had little impact on the model performance
(Multimedia Appendix 4). On this basis, we optimized the

parameters and trained 4 foundational models—decision tree,
random forest, XGBoost, and LightGBM—to distinguish
between generalized and focal epilepsy. Figure 4A-E illustrates
the contribution of each symptom feature to the predictive
decisions of these models. Notably, “clonic,” “tonic,”
“unresponsive to call,” “eyes rolled up,” “foaming at mouth,”
and “fall” are pivotal in differentiating seizure types.

Figure 4. Distribution of important features of the base model. (A) Decision tree model important features. (B) Random forest model important features.
(C) XGBoost model important features. (D) LightGBM model important features. (E) important features of the base model Wayne chart.

In addition, we trained a stacking ensemble learning model. As
shown in Figure 5A-C, the stacking ensemble model
outperformed the other base models in terms of precision, recall,
and F1-score. Among them, the ensemble model combining
XGBoost and random forest yielded the best results, with the
highest F1-score (75.03%). We also compared the ROCs of the

various models represented by different colors. Notably, the
random forest model and XGBoost+random forest ensemble
model outperformed the other models, as indicated by the orange
and blue lines, respectively. As shown in Figure 5D, the random
forest model had the highest area under the curve
(AUC)—0.984—whereas the XGBoost+random forest ensemble
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model had an AUC of 0.919, with the AUCs of the other models falling below these 2.

Figure 5. Comparison of model evaluations plotted against ROCs. (A) Comparison of precision across models. (B) Comparison of recall across models.
(C) Comparison of F1-scores across models. (D) Comparison of ROCs across models. AUC: area under the curve; ROC: receiver operating characteristic
curve.

Ultimately, we selected the ensemble model combining
XGBoost and random forest for predicting seizure classification
and visualized its confusion matrix. As shown in Figure 6, the

model has a precision of 0.68 for predicting “generalized
epilepsy” and a precision of 0.80 for predicting “focal epilepsy.”
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Figure 6. XGBoost+random forest confusion matrix plot.

Discussion

Principal Findings
In this study, the first Chinese-English ontology of epilepsy
semiology was established, the first non–English-structured
extraction of epilepsy history text was achieved by combining
manual annotation and NLP techniques, and automatic seizure
classification was further accomplished based on the data
extracted by the tool.

Comparison to Prior Work
Ninety percent of the disease burden caused by epilepsy is borne
by resource-limited countries. China has more than 12% of
patients with epilepsy worldwide [26,27]. The Global Burden

of Disease study reported that, in 2019, China’s
disability-adjusted life years (DALYs) due to epilepsy accounted
for 10% of the global DALYs and 94% of the DALYs in East
Asia [28]. However, the development of Chinese language EHR
processing tools for epilepsy has been delayed because of the
lack of high-quality corpora such as relevant terminology sets.
English ontologies and terminology systems, including
SNOMED CT, Unified Medical Language System, and EPSO
[26], are limited by the problems of diverse descriptions of
Chinese medical entities, fuzzy boundaries, and the existence
of nested relationships. Therefore, it is more difficult to support
clinical terminology extraction from Chinese medical records
after “Chinese-ization” [29]. The technical challenges of Chinese
NLP lie in its complex word-splitting process, high-frequency
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ambiguity phenomenon, and flexible and variable sentence
construction [30]. By contrast, English NLP is relatively simple
to process because of its clear separation of words by spaces,
more standardized syntactic structures, and abundant processing
resources. Despite these differences, the gap between Chinese
and English NLP technologies is gradually narrowing as deep
learning and pretrained language models continue to advance
and multilingual processing capabilities are significantly
enhanced. In this study, the ontology and extraction tool
constructed based on the corpus of the Southwest Epilepsy
Center can better serve the grassroots areas in western China,
where the burden of epilepsy is high and medical resources are
relatively scarce, thereby bridging the world’s health disparities
for people with epilepsy [26,31].

In this study, for the first time, the symptom elements of
epileptic seizures were extracted at an ultrafine granularity, the
accuracy of the extraction of the features reached 0.85, and the
classification of generalized and focal seizures relying on the
symptom features alone reached an AUC of 0.985. We also
found that the key features in the classifier corresponded to the
“red flag” symptoms used by human experts, yielding a list of
symptoms including “clonic,” “tonic,” “unresponsive to call,”
“eyes rolled up,” “foaming at mouth” and “fall,” which are the
same basic key features as those categorized by human experts’
guidelines [2]. To the best of our knowledge, this is the first
time that a present history of epilepsy has been extracted and
automatically categorized with symptom element granularity
[32,33]. Barbour et al [34] created regular expressions manually
as well as creating false-positive filters and disambiguated them
using conditional matching to extract entities such as seizure
type, with internally tested F1-values ranging from 0.86 to 0.90.
Vulpius et al [35] extracted seizure epilepsy types primarily by
manually constructing dictionaries.

However, these 2 studies were based only on existing
unstructured diagnostic texts rather than indirect inference
through medical history texts, and only automated extraction,
rather than automated classification based on symptom features,
was achieved. In our seizure classification task, we used a
stacking integration technique to combine the XGBoost and
random forest models (AUC=0.919). Despite the higher AUC
of the random forest model, it may have lower precision or
recall in some categories, resulting in a less favorable F1-score
than the stacking method. The stacking method, on the other
hand, by combining the advantages of both random forest and
XGBoost, may achieve a more balanced performance across all
categories, thereby improving the F1-score.

Although downstream tasks for seizure classification currently
exist, most rely on a single-model architecture, such as support
vector machine, linear model, or XGBoost [35,36]. However,
by pooling multiple underlying models using stacking
techniques, it is possible to improve model performance and
reduce the risk of overfitting, which in turn improves the
model’s generalization capabilities.

Future Directions
Beyond the initial diagnosis and classification of seizure, our
study has the potential to identify specific types of epilepsy.

For example, the classification of adolescent myoclonic epilepsy
may change over the course of a single patient’s illness, with a
predominance of absence and myoclonic seizures initially,
followed by intensification of generalized tonic-clonic seizures
in adulthood or after practice tasks [3]. This type of epilepsy is
difficult to recognize because of changes from pediatric and
adult neurologists. Plug-ins based on extraction and
classification models can be developed to alert epileptologists
to consider this particular type.

In addition, accurate extraction of seizure duration and frequency
has been used in epilepsy research to help clinical researchers
accurately screen retrospective cohorts in vast multicenter
electronic health information databases, for example, by
accelerating the speed of patient recruitment and data collection,
screening of rare epilepsy cohorts [37], and screening of
persistent status epilepticus in children [38]. The extracted data
also enable the dynamic and automated monitoring of
postmedication efficacy, epidemiological statistics, and medical
economics studies on a larger scale. In the future, we will
consider the use of deep learning models and the addition of
multimodal features such as imaging and EEG in the seizure
classification task to achieve a more accurate and dynamically
changing classification capability based on the patient’s journey.
With further improvements in extraction and classification
accuracy, automated symptom-based classification will be
uniquely suited to help primary care physicians and other
specialists accurately classify epilepsy and select appropriate
medications. In conclusion, this work demonstrates the
feasibility of NLP-assisted structured extraction of epilepsy
history text and downstream tasks in Chinese and provides an
open ontology resource for subsequent related work.

Limitations
This study also has some limitations. First, including the fact
that the data source was only from a single center, we have not
yet verified its transferability to other regions in China. Second,
we have not yet applied the ontology to real clinical scenarios,
such as assisting clinicians in structured and efficient registration
of epilepsy history. Third, the accuracy of dependent syntax
analysis is crucial to the effectiveness of information extraction,
and the flexibility of Chinese grammar adds to the difficulty of
the analysis. Fourth, although current deep learning techniques
have gained momentum to improve the situation, they also
require finer tuning and extensive contextual adaptation testing.
Fifth, our ontology remains in its initial iteration. There is
currently no systematic approach to quality assessment and
verification. We will continue to expand and refine the ontology
data. In the future, other dimensions and modalities should be
added to the features, including EEG and imaging, to further
improve the accuracy of classification and the completion of
more downstream tasks.

Conclusions
Clinically significant seizure information was successfully
extracted from Chinese medical histories using NLP. This
innovative approach represents a powerful tool for clinical
research, with numerous potential applications, particularly for
disorders characterized by complex clinical symptoms, such as
seizure disorders. During this process, we constructed a bilingual
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ontology of seizure symptomatology comprising 702 terms.
Furthermore, leveraging the extracted symptomatology
information, we trained a binary classification model for
generalized versus focal epilepsy using the stacking ensemble

learning method. This demonstrates the feasibility of performing
downstream tasks, such as seizure classification, based on the
extracted information.
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Abstract

Background: Electronic medical records store extensive patient data and serve as a comprehensive repository, including textual
medical records like surgical and imaging reports. Their utility in clinical decision support systems is substantial, but the widespread
use of ambiguous and unstandardized abbreviations in clinical documents poses challenges for natural language processing in
clinical decision support systems. Efficient abbreviation disambiguation methods are needed for effective information extraction.

Objective: This study aims to enhance the one-to-all (OTA) framework for clinical abbreviation expansion, which uses a single
model to predict multiple abbreviation meanings. The objective is to improve OTA by developing context-candidate pairs and
optimizing word embeddings in Bidirectional Encoder Representations From Transformers (BERT), evaluating the model’s
efficacy in expanding clinical abbreviations using real data.

Methods: Three datasets were used: Medical Subject Headings Word Sense Disambiguation, University of Minnesota, and
Chia-Yi Christian Hospital from Ditmanson Medical Foundation Chia-Yi Christian Hospital. Texts containing polysemous
abbreviations were preprocessed and formatted for BERT. The study involved fine-tuning pretrained models, ClinicalBERT and
BlueBERT, generating dataset pairs for training and testing based on Huang et al’s method.

Results: BlueBERT achieved macro- and microaccuracies of 95.41% and 95.16%, respectively, on the Medical Subject Headings
Word Sense Disambiguation dataset. It improved macroaccuracy by 0.54%‐1.53% compared to two baselines, long short-term
memory and deepBioWSD with random embedding. On the University of Minnesota dataset, BlueBERT recorded macro- and
microaccuracies of 98.40% and 98.22%, respectively. Against the baselines of Word2Vec + support vector machine and
BioWordVec + support vector machine, BlueBERT demonstrated a macroaccuracy improvement of 2.61%‐4.13%.

Conclusions: This research preliminarily validated the effectiveness of the OTA method for abbreviation disambiguation in
medical texts, demonstrating the potential to enhance both clinical staff efficiency and research effectiveness.

(JMIR Med Inform 2024;12:e56955)   doi:10.2196/56955
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Introduction

The advent of electronic medical records (EMRs) has
revolutionized data management in medical institutions by
enabling the storage and collection of extensive patient data.
EMRs integrate records and reports from various hospital
departments, documenting diverse patient conditions and
providing a comprehensive repository of information, including
previous laboratory and examination reports, hospitalization
and surgical procedure records, and medication histories [1-3].
EMRs contain two types of data: structured, such as
physiological measurements, laboratory results, diagnostic and
drug codes, and assessment scales, and unstructured, primarily
consisting of textual medical records like surgical and imaging
reports, pathology reports, and discharge summaries [4-10].

Recent studies have leveraged natural language processing
(NLP) tools, including MetaMap, MedLEE, and Clinical Text
Analysis and Knowledge Extraction System (cTAKES), to
extract valuable patient information from EMRs’ clinical text
[11-14]. These applications range from identifying specific
medical concepts to complex analyses, such as discerning
relationships between medical conditions or predicting patient
outcomes and disease progression [10,15-19]. However, the
prevalent use of abbreviations in clinical documents poses
significant challenges for NLP in clinical decision support
systems, as abbreviations often have multiple meanings
depending on their context, and unstandardized or local
abbreviations further complicate text interpretation [20,21].
This ambiguity impedes the extraction of meaningful
information, affecting clinical decision support system
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performance and highlighting the need for effective methods
for abbreviation disambiguation in clinical NLP applications.

Abbreviation disambiguation in NLP involves identifying the
correct expansion of an abbreviation based on its context
[22,23]. In this process, one-to-one (OTO) and one-to-all (OTA)
approaches are two distinct strategies for resolving the meaning
of abbreviations [24]. The OTO approach involves training a
separate machine learning model for each specific abbreviation,
learning its unique patterns and contextual cues to disambiguate
its meaning. In contrast, the OTA approach uses a single
machine learning model trained to disambiguate all
abbreviations across various contexts.

The OTA approach in abbreviation disambiguation offers several
advantages over the OTO approach. OTA is easier to scale,
requiring the maintenance and updating of only a single model,
whereas OTO necessitates multiple models for each
abbreviation, making it less scalable. OTA is more efficient in
terms of computational resources and ensures a uniform
disambiguation approach, reducing inconsistencies.
Additionally, OTA simplifies model management, streamlining
changes and improvements. By learning general patterns and
contextual cues applicable to various abbreviations, OTA
enhances overall context understanding, making it suitable for
applications with diverse abbreviation needs. This flexibility
makes OTA particularly useful in the biomedical domain, where
abbreviations can have varied meanings in different contexts.

This study aims to enhance the application of the OTA
abbreviation disambiguation framework for clinical abbreviation
expansion. We propose constructing an OTA disambiguation
model by creating context-candidate pairs and refining word
embeddings using Bidirectional Encoder Representations From
Transformers (BERT) [25]. The model’s effectiveness was
assessed based on its predictive performance on real clinical
data for the task of clinical abbreviation expansion.

Methods

Data
This study conducted experimental evaluations using 3 datasets:
2 publicly available datasets and 1 independently collected from

a regional hospital in Taiwan. The first dataset, the Medical
Subject Headings Word Sense Disambiguation (MSH WSD)
dataset, was extracted from MEDLINE abstracts [26]. The MSH
WSD dataset comprises 203 polysemous words and is divided
into three sections: abbreviation set, term set, and
term/abbreviation set. The abbreviation set, containing 106
ambiguous acronyms, was selected as one of our investigated
datasets. The second dataset, originating from the University
of Minnesota (UMN), comprises deidentified clinical text
sourced from the university’s hospitals [27]. The UMN dataset
includes 440 frequently used abbreviations and acronyms,
carefully selected from a pool of 352,267 dictated clinical notes.
These two datasets are valuable resources for both NLP and
medical informatics, particularly for disambiguation tasks within
the health care domain [20,28,29].

Lastly, the Chia-Yi Christian Hospital (CYCH) dataset
aggregates present illness data from patients at the Neurology
Department of Ditmanson Medical Foundation Chia-Yi
Christian Hospital. Abbreviation disambiguation results were
validated by a neurologist. We narrowed the scope of
abbreviations for evaluation and asked the doctor to mark the
answers in advance. Specifically, we selected five frequently
appearing abbreviations—ER, DM, CVA, PM, and PA—from
both the UMN and CYCH datasets. We verified that the correct
interpretations of abbreviations in the CYCH clinical documents
matched the candidate sets for the UMN abbreviations. Due to
manpower constraints, we limited our extraction to the first
1000 abbreviations for annotation by a physician. After
removing one erroneous data entry and two initially overlooked
abbreviations, we had a total of 998 sentences that included the
five selected abbreviations. All 3 datasets were preprocessed
and organized into the same format for subsequent model
construction and evaluation. As shown in Table 1, the text “...He
is status post a BK amputation on the right side and...” is
partitioned into three parts: left, right, and target. Left denotes
the text to the left of the target abbreviation, right represents
the text to the right, and target indicates the target abbreviation.
The remaining two fields include the correct expansion word
for the target abbreviation (label) and the collection of all
incorrect candidate expansion words (negs).

Table . Data schema after data preprocessing and an example sample text.

ExampleDescriptionField

1Document IDIndex

BKThe target abbreviationTarget

...He is status post aThe text to the left of the target abbreviationLeft

amputation on the right side and...The text to the right of the target abbreviationRight

below kneeThe correct expansion word for the target abbre-
viation

Label

BK(virus)The collection of all incorrect candidate expan-
sion words. If there are multiple, separate them
with commas.

Neg
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Ethical Considerations
The study protocol received formal approval from the
Ditmanson Medical Foundation Chia-Yi Christian Hospital
Institutional Review Board (2022074). Patient identifiers were
replaced by a unique study identification number to ensure
confidentiality. Informed consent was thus exempted.

The Proposed Framework
Figure 1 illustrates the proposed framework. We begin by
retrieving text containing polysemous abbreviations from the
3 investigated datasets. The polysemous abbreviations are kept
in their original form and marked accordingly. Subsequent steps

involve common text preprocessing techniques, such as
converting text to lowercase and removing certain special
symbols. The preprocessed text is then adjusted to meet the
input format required by BERT. Finally, the processed text is
divided into training and testing sets. Three existing pretrained
BERT-based models, including BERT-base-uncased [25],
ClinicalBERT [30], and BlueBERT [31], are chosen and
fine-tuned using these datasets, and prediction results are
subsequently generated for evaluation. BERT-base-uncased is
specifically used due to the common inconsistencies in
capitalization within clinical texts, where lowercase letters are
frequently used, even at the beginning of sentences or in
abbreviations.

Figure 1. Research framework. BERT: Bidirectional Encoder Representations From Transformers; CYCH: Chia-Yi Christian Hospital; MSH WSD:
Medical Subject Headings Word Sense Disambiguation; UMN: University of Minnesota.
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Text Preprocessing
This study converts the text into the context-candidate pair
format and adjusts the word embedding values for BERT input.
Specifically, we apply GlossBERT [32] to train our model using
the samples consisting of abbreviations and all of their candidate
expansions. If an abbreviation has n candidate expansions, with
only one correct answer, we produce n samples. This includes
one sample marked as the correct expansion (indicated as 1)
and n – 1 samples marked as incorrect expansions (indicated as
0).

Before training, we use BERT’s tokenizer to convert text into
WordPieces, breaking words such as “amputation” into [‘amp’,
‘##utation’]. Special tokens are then added: [CLS] at the start,
[SEP] to separate sentences or differentiate sections, and [PAD]
to equalize sequence lengths for batch processing. For instance,
when processing the sentence “He is status post a BK
amputation...” with “BK” having expansions “BK(virus)” and
“below knee,” we generate two sequences: “[CLS] He is status
post a BK amputation... [SEP] BK(virus) [SEP], 0” and “[CLS]
He is status post a BK amputation... [SEP] below knee [SEP],
1.”

Due to BERT’s token limit of 512, sequences exceeding this
are truncated. We manage sequence lengths by first converting
text into WordPieces and adding necessary tokens. If the
combined length of a sequence and its expansions exceeds
BERT’s limit, we employ a first in, first out (FIFO) strategy to
ensure compliance with the token restriction.

BERT Tuning
Due to the limited dataset size, retraining a full BERT encoder
was not feasible for this study. Instead, we fine-tuned existing
pretrained models to assess our abbreviation disambiguation
method. We selected two health care–related models,
ClinicalBERT and BlueBERT, along with a generic
BERT-base-uncased model as a baseline.

We adapted these models by adding a fully connected output
layer. This layer consists of two linear layers and a rectified
linear unit activation function, simplified as:

(1)y=f(∑i=1nwkxi+bk)

where wk represents the weights applied to inputs xi, and bk is
the bias term.

The output layer’s parameters are set as (50, 2), reflecting the
size of the output from the previous layer and the number of
classes (1 or 0). During prediction, the model calculates
probabilities for each class. We focus primarily on the accuracy
of the predictions for class 1, applying a softmax operation to
enhance decision-making based on class 1’s probability scores.
This process optimizes our approach to evaluating the
effectiveness of the trained models in context-sensitive
disambiguation tasks.

Experimental Setup and Performance Measure
In our experimental evaluation, we aim to compare our proposed
approach with several representative methods from prior studies
on abbreviation disambiguation, focusing on model adaptability

and performance across various datasets. The structure of our
study is divided into two main parts.

Experiment 1 assesses the prediction performance of
abbreviation expansion using both our proposed approach and
baseline models (both OTO and OTA). We utilized two public
datasets: MSH WSD and UMN. For MSH WSD, the OTO
baselines included k-nearest neighbors [33], naive Bayes [26],
and long short-term memory (LSTM) [34] models. For the UMN
dataset, we referred to Wu et al [35] who used a combination
of Word2Vec + support vector machine (SVM) as the OTO
baseline. We further adapted this approach by substituting the
original Word2Vec model with BioWordVec [36] (BioWordVec
+ SVM), which offers biomedical word embeddings via
fastText, to better suit our study’s focus on clinical data. Each
clinical note was represented as a 200-dimensional vector. For
the OTA baseline models, we implemented non–sense-based
methods using BERT/XLNet, as described by Kim et al [37],
which include deepBioWSDrandom embeddings and
deepBioWSDpretrained sense embeddings. Additionally, we employed
sense-based methods using bidirectional LSTM, outlined by
Pesaranghader et al [38], specifically masked language modeling
and permutation language modeling.

Experiment 2 evaluates the prediction performance of
abbreviation disambiguation within the CYCH dataset, aiming
to address abbreviation ambiguity in clinical contexts. This
involved training models using the UMN dataset and testing
them on the CYCH dataset. The experiment was designed to
test how well the fine-tuning of pretrained models could adapt
to a new hospital setting, using a combination of internal and
external datasets to assess accuracy in a real-world clinical
environment.

We conducted experiment 2 under two distinct scenarios to
assess the adaptability and effectiveness of our model in
handling abbreviation disambiguation. In the first scenario, we
excluded CYCH text, utilizing only the UMN dataset for
training. This approach tested the model’s ability to generalize
from an external dataset to a new environment, applying it
subsequently to 998 entries from the CYCH dataset. In the
second scenario, we incorporated a small subset of CYCH text
into the training process. This was designed to explore
incremental learning, where the model adapts to new data while
retaining previously learned information, thereby enhancing its
predictive performance with minimal data and brief training
periods.

Moreover, to maintain consistency and validity in our training
process, it was crucial to ensure that all context-candidate pairs
appeared in the training set. Consequently, the dataset was
carefully screened before splitting, opting for a simple 9:1 ratio
between the training and test sets instead of using
cross-validation. To evaluate the model’s performance, we
employed metrics such as accuracy, microaccuracy, and
macroaccuracy. These metrics were derived from the confusion
matrix for each abbreviation, providing detailed insights into
the model’s efficacy across different contexts.
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Results

Experiment 1
The results for experiment 1, using the MSH WSD dataset, are
summarized in Table 2. For the OTO baselines, k-nearest
neighbors achieved a macroaccuracy of 94.34%, with
microaccuracy data unavailable. The naive Bayes method
recorded a macroaccuracy of 93.86%, but microaccuracy was
not reported. The LSTM method displayed both macro- and
microaccuracy scores, which were 94.87% and 94.78%,
respectively. For the OTA baselines, the sense-based
deepBioWSDrandom embeddings [38] achieved macro- and
microaccuracy scores of 93.88% and 93.71%, respectively. The
deepBioWSDpretrained sense embeddings [38] improved prediction
performance, with macro- and microaccuracy scores of 96.82%
and 96.24%, respectively. Meanwhile, the non–sense-based
methods, masked language modeling and permutation language
modeling [37], recorded macroaccuracies of 95.89% and
96.83%, respectively, with microaccuracy not reported.

The BERT-base-uncased achieved macro- and microaccuracy
scores of 93.64% and 93.38%, respectively. ClinicalBERT

recorded a macroaccuracy of 94.77% and a microaccuracy of
94.59%. BlueBERT displayed a competitive performance with
macro- and microaccuracies of 95.41% and 95.16%,
respectively, on par with other evaluated methods. BlueBERT’s
macroaccuracy was only slightly lower than the highest
performing models, deepBioWSDpretrained sense embeddings (96.82%)
and permutation language modeling (96.83%), but higher than
deepBioWSDrandom embeddings (93.88%). This demonstrates
BlueBERT’s robustness and effectiveness in sequence
classification within this study.

The abbreviation disambiguation results for the UMN dataset,
presented in Table 3, highlight the performance of various
models. BlueBERT excelled, achieving macro- and
microaccuracies of 98.4% and 98.22%, respectively, indicating
its strong potential for disambiguation tasks.
BERT-base-uncased and ClinicalBERT also showed strong
performance, though slightly less than BlueBERT. In contrast,
OTO-based models like Word2Vec + SVM and BioWordVec
+ SVM had lower accuracy scores, underscoring the advanced
capabilities of the BERT models.

Table . Abbreviation disambiguation results (Medical Subject Headings Word Sense Disambiguation).

Microaccuracy (%)Macroaccuracy (%)Method

One-to-one

—a94.34k-nearest neighbors [33]

—93.86Naive Bayes [26]

94.7894.87Long short-term memory [34]

One-to-all

93.7193.88deepBioWSDrandom embeddings [38]

96.2496.82deepBioWSDpretrained sense embed-

dings [38]

—95.89Masked language modeling [37]

—96.83Permutation language modeling [37]

93.3893.64BERT-base-uncased

94.5994.77ClinicalBERT

95.1695.41BlueBERT

aNot applicable.
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Table . Abbreviation disambiguation results (University of Minnesota).

Microaccuracy (%)Macroaccuracy (%)Method (work)

One-to-one

—b95.79Word2Vec + SVMa [35]

—94.27BioWordVec + SVM

One-to-all

—98.39Masked language modeling [37]

—98.28Permutation language modeling [37]

97.2797.59BERT-base-uncased

98.0198.27ClinicalBERT

98.2298.40BlueBERT

aSVM: support vector machine.
bNot applicable.

Overall, the proposed OTA method, especially when
implemented using the pretrained BlueBERT model,
outperformed the OTO-based approaches. The OTA method’s
reliance on a single model, as opposed to the multiple models
required by OTO methods, improves maintainability and
scalability.

Experiment 2
Table 4 displays the abbreviation disambiguation results for the
CYCH dataset using BlueBERT. The table compares accuracy
percentages for each abbreviation when trained exclusively on
external data versus including incremental amounts of CYCH

data (5 and 10 samples, respectively). For example, the model
recorded a 62.07% accuracy for the abbreviation DM when
trained without CYCH data. With the inclusion of CYCH data,
the accuracy slightly improved to 70.27% with 5 samples but
then slightly decreased to 100% with 10 samples. This trend of
initial improvement followed by a marginal decline was
observed for other abbreviations as well. Notably, the
abbreviation PA showed a substantial increase in performance;
it had 0% accuracy when trained without CYCH data but
reached 100% accuracy when trained with either 5 or 10 CYCH
samples.

Table . Abbreviation disambiguation results of the Chia-Yi Christian Hospital (CYCH) dataset.

Training with CYCH dataTraining without CYCH data, accu-
racy (%)

Abbreviation

Accuracy, includes 10 documents
(%)

Accuracy, includes 5 documents (%)

97.7598.0397.91ER

10070.2762.07DM

10098.6596.20CVA

10010077.27PM

1001000.00PA

Discussion

Automatic abbreviation disambiguation is crucial in clinical
settings as it enhances the clarity and readability of medical
records. By accurately interpreting abbreviations, it ensures that
health care professionals have a precise understanding of patient
information, facilitating accurate diagnoses and effective
treatment plans. This automation also speeds up data processing,
supports decision-making, and reduces errors, thereby improving
overall health care delivery and patient safety.

Traditional OTO methods for abbreviation expansion involve
constructing independent models for each abbreviation.
Although this method offers high accuracy, it presents
challenges in terms of maintenance and generalizability,

complicating clinical applications due to the high number of
models and associated maintenance costs. In contrast, this study
proposes an approach that reduces the number of required
models and offers better performance in clinical abbreviation
restoration, thereby lowering both the operational and
maintenance costs.

Compared to OTO, the OTA approach provides greater
scalability, efficiency, and consistency, with a unified model
that is easier to maintain and update. However, OTA approaches
can be costly in terms of model retraining. Kim et al [37]
highlighted that retraining the encoder necessitated high-end
GPUs and substantial memory, requiring up to 14 days. Our
study adopted a tuning approach using existing pretrained
models, substantially cutting down training time to
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approximately an hour and a half by utilizing free online
resources like the K80 GPU through Kaggle Notebook. This
method effectively reduces both hardware and time costs,
especially beneficial in clinical settings where frequent model
updates may be necessary.

This study further demonstrates the practicality of this method
in various hospital scenarios, particularly addressing
cross-hospital and interdepartmental issues. Our incremental
learning approach has been shown to significantly improve
prediction results, thereby saving considerable retraining costs.

This study has the following limitations. First, although it
preliminarily validates the exceptional effectiveness of the OTA
method for abbreviation disambiguation in medical texts, the
evaluation is limited by the size of the datasets used. More
extensive and comprehensive clinical data are required before
application to further validate this method. Second, our study
is constrained by the maximum sequence length restriction of
the BERT model. Longer clinical notes exceeding the 512-token
limit must be truncated, risking the loss of information. Analysis
shows that about 16.85% of the MSH WSD dataset and only
0.03% of the UMN dataset exceed this limit. The experimental
results indicate superior accuracy for the UMN dataset; however,
the performance for the MSH WSD dataset is lower, likely due
to significant truncation of longer texts.

Additionally, in generating context-candidate pairs, we retain
all candidates and use a FIFO approach for trimming the context.
If an abbreviation appears at both the beginning and end of a
context and exceeds the token limit, the FIFO method may
remove the initial occurrence. Conversely, a last in, first out
method could remove an abbreviation appearing at the end. If
the same abbreviation carries different meanings in different
parts of the text, identical context-candidate pairs may be created
post trimming, potentially distorting model training and leading
to incorrect predictions.

This study presents an innovative approach to the
disambiguation and expansion of abbreviations in clinical
medical texts by utilizing context-candidate pairs and the BERT
model. This method enhances the readability of medical texts,
improving the efficiency of clinical staff who review EMRs
and saving time for cross-disciplinary researchers analyzing
clinical data, thereby increasing the effectiveness of their studies.
Given that clinical medical texts are replete with abbreviations,
accurate disambiguation is essential for improving text clarity
and usability. Automating this process greatly assists both
medical professionals and researchers. The successful
application of this model on the investigated datasets
underscores its effectiveness and establishes it as a valuable
reference for future research in clinical abbreviation expansion.
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Abstract

Background: Diagnosis codes and prescription data are used in algorithms to identify postherpetic neuralgia (PHN), a debilitating
complication of herpes zoster (HZ). Because of the questionable accuracy of codes and prescription data, manual chart review
is sometimes used to identify PHN in electronic health records (EHRs), which can be costly and time-consuming.

Objective: This study aims to develop and validate a natural language processing (NLP) algorithm for automatically identifying
PHN from unstructured EHR data and to compare its performance with that of code-based methods.

Methods: This retrospective study used EHR data from Kaiser Permanente Southern California, a large integrated health care
system that serves over 4.8 million members. The source population included members aged ≥50 years who received an incident
HZ diagnosis and accompanying antiviral prescription between 2018 and 2020 and had ≥1 encounter within 90‐180 days of the
incident HZ diagnosis. The study team manually reviewed the EHR and identified PHN cases. For NLP development and validation,
500 and 800 random samples from the source population were selected, respectively. The sensitivity, specificity, positive predictive
value (PPV), negative predictive value (NPV), F-score, and Matthews correlation coefficient (MCC) of NLP and the code-based
methods were evaluated using chart-reviewed results as the reference standard.

Results: The NLP algorithm identified PHN cases with a 90.9% sensitivity, 98.5% specificity, 82% PPV, and 99.3% NPV. The
composite scores of the NLP algorithm were 0.89 (F-score) and 0.85 (MCC). The prevalences of PHN in the validation data were
6.9% (reference standard), 7.6% (NLP), and 5.4%‐13.1% (code-based). The code-based methods achieved a 52.7%‐61.8%
sensitivity, 89.8%‐98.4% specificity, 27.6%‐72.1% PPV, and 96.3%‐97.1% NPV. The F-scores and MCCs ranged between
0.45 and 0.59 and between 0.32 and 0.61, respectively.

Conclusions: The automated NLP-based approach identified PHN cases from the EHR with good accuracy. This method could
be useful in population-based PHN research.

(JMIR Med Inform 2024;12:e57949)   doi:10.2196/57949

KEYWORDS

postherpetic neuralgia; herpes zoster; natural language processing; electronic health record; real-world data; artificial intelligence;
development; validation; diagnosis; EHR; algorithm; EHR data; sensitivity; specificity; validation data; neuralgia; recombinant
zoster vaccine

Introduction

Herpes zoster (HZ) or shingles is a painful dermatomal vesicular
disease that results from the reactivation of the latent
varicella-zoster virus in the nerve ganglia [1]. Nearly all adults
have the varicella-zoster virus dormant in their nervous system
[2], and the estimated lifetime risk of HZ was approximately
30% prior to the availability of the zoster vaccine [3]. HZ
usually begins with a prodromal stage of discomfort, followed

by a painful, itchy rash on one unilateral dermatome that lasts
2 to 4 weeks [4]. Patients with HZ may develop postherpetic
neuralgia (PHN)—dermatomal pain persisting at least 90 days
after the appearance of the acute HZ rash [3,5]. PHN is the most
common complication of HZ and greatly lowers patients’quality
of life [3].

Population-based studies using real-world data are cost-effective
ways to address many questions about PHN [3]. However,
accurately identifying PHN is difficult. Clinical trials rely on
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predetermined follow-up visits, which are difficult to replicate
in real-world settings [6,7]. Due to time and resource constraints,
prospective studies have mainly been limited to hundreds of
patients with HZ and smaller numbers of PHN cases [3].
Retrospective studies of PHN have relied heavily on diagnosis
codes [8-13], which lack accuracy [3,14], or manual chart review
[14-16], which is costly and time-consuming. Moreover, despite
the widespread use of code-based algorithms, only a few
publications included PHN algorithm validation results [8,10].

Natural language processing (NLP), a subfield of artificial
intelligence, has been used to identify and extract information
from unstructured clinical data. We previously developed NLP
methods to identify HZ ophthalmicus and HZ ophthalmicus
with eye involvement, which are also common HZ complications
[17,18]. In this study, we developed and validated an NLP
algorithm to identify PHN. Using manual chart-reviewed results
as a reference standard, we compared the performance of the
NLP algorithm with that of 5 previously published code-based
algorithms.

Methods

Setting
This study was conducted at Kaiser Permanente Southern
California (KPSC), an integrated health care system with 16
hospitals and 197 medical offices that serves over 4.8 million
members. The prepaid health plan incentivizes members to use
services at KPSC facilities. The electronic health record (EHR)
system at KPSC stores all aspects of member care, including
sociodemographic characteristics, medical encounters,
diagnoses, laboratory tests, pharmacy use, immunization records,
membership history, and billing and claims.

PHN Case Definition
PHN was defined as pain or discomfort consistent with the HZ
episode ≥90 days after the initial HZ diagnosis; the symptoms
were at the location of the initial HZ rash and were not due to
other obvious causes [19-21].

Data Sets
This study used EHR data of patients aged ≥50 years who each
had an incident HZ diagnosis and associated antiviral
prescription between 2018 and 2020 at KPSC. All patients had
to have at least 1 year of membership prior to the index (incident
HZ diagnosis) date so that comorbidities and health care use
could be ascertained. Among patients with ≥1 encounter during
the 90‐180 days after the incident HZ diagnosis, trained
research associates reviewed their EHRs based on the PHN
abstraction instructions (Multimedia Appendix 1). An infectious
disease physician (BKA) reviewed all possible or unclear cases.
From these reviewed cases, we randomly selected 500 cases for
NLP development and 800 cases for NLP validation. Because
the NLP work was done concurrently with the manual review,

the development data set was collected at an earlier stage, when
the reviewed cohort had a greater proportion of Asian and
recombinant zoster vaccine–vaccinated patients.

Reference Standard
Among the 800 cases in the validation data set, BKA reviewed
37 HZ cases that research associates had identified as unclear
PHN cases. Because reviewers sometimes missed positive
mentions of PHN, BKA rereviewed cases in the validation set
where NLP results differed from reviewer results. Nine cases
were corrected from negative to positive PHN. These manually
reviewed results served as the reference standard for assessing
the performance of PHN identification algorithms.

NLP Algorithm Development
We developed the NLP algorithm based on our previous work
[17,18,22-26]. Multimedia Appendix 2 describes the steps for
preprocessing text and generating nomenclature. We created
the rule-based NLP algorithm using the Linguamatics I2E
software (Linguamatics, an IQVIA company). Each note was
searched at different levels: section (eg, “Physical Exam,”
“Assessment/Plan”), cross-sentence, intrasentence, and phrase.
A distance-based relationship algorithm was applied to identify
related terms based on the number of words or sentences
between them. The relationship search identified the words or
phrases (eg, negated, uncertain, and hypothetical statements)
that modified the concepts of interest.

Figure 1 depicts an overview of the NLP algorithm. We
separated the extracted clinical texts into 3 time periods: index
(acute HZ) period (−7 to 21 d from incident HZ diagnosis date),
transitional (subacute HZ) period (22 to 89 d), and risk (defined
PHN) period (90 to 180 d). We developed search queries to
identify the HZ anatomic locations in the index episode and
PHN-related evidence in the transitional and risk periods.
Supporting evidence of PHN included explicit mention of
ongoing PHN, symptom location and causality, and PHN listed
in the assessment and plan section. Counterevidence of PHN
included differential diagnoses, recurrent HZ, and resolved
PHN. We excluded sections and statements that may have been
copied forward as historical information.

The PHN decision algorithm was implemented in Python
language, which incorporated the evidence from the NLP search
queries and classified each case based on decision rules. To
exclude the copy-pasted results, the NLP program ran search
queries on both the transitional and risk periods and compared
the results to locate identical sequences of text. The algorithm
considered the time sequences of identified evidence. The
symptom location during the risk period was compared with
the index HZ location. Because adjacent dermatomes might be
difficult to distinguish clinically, symptom location during the
index and risk periods had to occur in the same or surrounding
dermatomes (eg, face and neck). Based on the development data
set, we tested and updated the algorithm.
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Figure 1. Diagram of NLP algorithm. HZ: herpes zoster; NLP: natural language processing; PHN: postherpetic neuralgia.

Implementation of Published PHN Identification
Algorithms
We selected and implemented 5 code-based PHN identification
algorithms based on the variety of their algorithms, the journal
category and impact factor, the publication year, the total
citations, and the size of the study (Table 1). The first

code-based method (C1: Yanni et al [27]) exclusively used
PHN-related diagnosis codes (Multimedia Appendix 3). The
remaining 4 algorithms (C2: Klompas et al [8]; C3: Klein et al
[10]; C4: Forbes et al [9]; C5: Munoz-Quiles et al [11]) used
additional structured data, such as diagnosis codes for HZ,
neuralgia, and chronic pain; prescriptions for analgesics,
antidepressants, and anticonvulsants; and clinical visit data.
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Table . List of sources for selected code-based methods.

TCbYearJournal (IFa)Journal categoryHerpes zoster cases, nMethod

672018BMJ Open (2.9)General medicine21,146C1 [27]

1252011Mayo Clinic Proceed-
ing (8.9)

General medicine2089C2 [8]

322019Vaccine (5.5)Immunology62,205C3 [10]

1552016Neurology (10.1)Neurology119,413C4 [9]

382018Journal of Infection
(28.2)

Infectious diseases87,086C5 [11]

aIF: impact factor based on Journal Citation Report released in 2023.
bTC: total citations based on Google Scholar as of July 1, 2024.

Validation and Analysis
The results generated from the various algorithms were
evaluated against the chart-reviewed reference standard
validation data set. We counted the numbers of true-positive
(TP), false-positive (FP), true-negative (TN), and false-negative
(FN) cases to calculate the performance metrics: sensitivity,
specificity, positive predictive value (PPV), negative predictive
value (NPV), F-score [28], and Matthews correlation coefficient
(MCC) [29].

The F-score is a combination metric in machine learning and
NLP research. It is defined as a weighted harmonic mean of
sensitivity and PPV, where the parameter β represents the
relative importance of sensitivity versus PPV.

F−score=(β2+1)∗PPV∗sensitivityβ2∗PPV+sensitivity

Since a minority of patients with HZ will develop PHN and
FNs and sensitivity are more important than PPV, we chose
β=2 to favor sensitivity over PPV. The F-score’s value ranges
from 0 to 1, with higher values suggesting better prediction.
However, because the F-score does not include TN in its
formula, MCC has been proposed as a better overall
measurement than the F-score as well as the area under the
receiver operating characteristic curve in binary classification
[29,30]. The MCC formula considers all 4 confusion matrix
categories, with values between −1 to 1, where ±1 denotes
perfect agreement or disagreement between actuals and
predictions, and 0 indicates randomness.

MCC=TP∗TN−FP∗FN(TP+FP)∗(TP+FN)∗(TN+FP)∗(TN+FN)

The prevalence proportion of PHN was calculated as the number
of identified PHN cases per 100 cases of HZ.

Ethical Considerations
The KPSC institutional review board approved this study
(institutional review board number: 12270). A waiver of
informed consent was granted for this study because this was
a data-only minimal-risk study.

Results

Study Population
The characteristics of the study population are presented in
Table 2. The mean (SD) ages of the development and validation
data sets were 69.5 (9.1) and 70.0 (9.8) years, respectively, with
329 (65.8%) and 542 (67.8%) being female. The development
data set had a higher proportion of Asian (177/500, 35.4% vs
110/796, 13.8%) and recombinant zoster vaccine–vaccinated
patients (61/500, 12.2% vs 28/800, 3.5%). There were no
significant differences between the development and validation
data sets in terms of clinical visits and comorbidities prior to
the index date. In the development and validation data sets,
approximately one-third of the patients had diabetes (159/500,
31.8% and 262/796, 32.8%, respectively), while less than
one-quarter had chronic pulmonary disease (88/500, 17.6% and
163/800, 20.4%) and depression (103/500, 20.6% and 189/800,
23.6%). The development data had a higher proportion of
patients with cancer as compared with the validation data
(52/500, 10.4% vs 54/800, 6.8%).
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Table . Characteristics of patients in the development and validation data sets.

P valueaPatientsCharacteristics

Validation (n=800)Development (n=500)

.4770.0 (9.8)69.5 (9.1)Age (year), mean (SD)

.52Age group (years), n (%)

103 (12.9)70 (14.0)50‐59

282 (35.3)172 (34.4)60‐69

280 (35.0)187 (37.4)70‐79

135 (16.9)71 (14.2)≥80

.47Sex, n (%)

542 (67.8)329 (65.8)Female

258 (32.3)171 (34.2)Male

<.01Race or ethnicity, n (%)

424 (53.0)198 (39.6)Non-Hispanic White

213 (26.6)102 (20.4)Hispanic

110 (13.8)177 (35.4)Asian/Pacific Islanders

41 (5.1)18 (3.6)Non-Hispanic Black

12 (1.5)5 (1.0)Other/Multiple/Unknown

.91Number of outpatient/digital visits 6 months before HZ b diagnosis date, n (%)

106 (13.3)68 (13.6)0‐1

262 (32.8)168 (33.6)2‐5

432 (54.0)264 (52.8)≥6

.08Number of emergency department visits 6 months before HZ diagnosis date, n (%)

641 (80.1)420 (84.0)0

159 (19.9)80 (16.0)≥1

.45Number of hospitalizations 6 months before HZ diagnosis date, n (%)

752 (94.0)475 (95.0)0

48 (6.0)25 (5.0)≥1

Comorbidity 1 year before HZ diagnosis date, n (%)

.3951 (6.4)38 (7.6)Allergic rhinitis

.2282 (10.3)41 (8.2)Asthma

.839 (1.1)5 (1.0)Atopic dermatitis

.0254 (6.8)52 (10.4)Cancer

.22163 (20.4)88 (17.6)Chronic pulmonary disease

.20189 (23.6)103 (20.6)Depression

.72262 (32.8)159 (31.8)Diabetes

.348 (1.0)8 (1.6)Epilepsy and recurrent
seizures

.1355 (6.9)24 (4.8)Heart failure

.8438 (4.8)25 (5.0)Rheumatoid arthritis

.416 (0.8)6 (1.2)Systemic lupus erythemato-
sus

<.01Recombinant zoster vaccine, n (%)

772 (96.5)439 (87.8)Unvaccinated
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P valueaPatientsCharacteristics

Validation (n=800)Development (n=500)

9 (1.1)32 (6.4)1-dose vaccinated

19 (2.4)29 (5.8)Fully (2-dose) vaccinated

aχ2 test was used for categorical variables, and Wilcoxon test was used for continuous variables.
bHZ: herpes zoster.

Validation Data Set
In the validation data set, the numbers of clinical notes in the
index, transitional, and risk periods were 12,158, 14,446, and
18,895, respectively. The percentages of HZ- or PHN-relevant
notes were 26.2%, 8.2%, and 3.2%, respectively for the index,
transitional, and risk periods. Most of the HZ index visits
occurred in primary care, urgent care, emergency departments,
and hospital settings (Multimedia Appendix 4). After the index
period, HZ-related mentions were much less frequently
documented in urgent care visit notes, but more frequently
documented in specialist visit notes (41 specialties).

Application of NLP on Validation Data Set
Out of the 800 patients in the validation data set, the NLP
algorithm identified 796 patients with HZ who had at least 1
note with HZ- or PHN-related terms in the index period. Among
the 4 remaining patients, 2 patients had their index HZ diagnosed
outside KPSC and had no follow-up visits in the index period.

For the remaining 2 patients, HZ-related symptoms were
documented, but no mention of HZ or PHN was made in the
clinical notes. Among these 796 patients, the NLP algorithm
identified the HZ anatomic location for 751 (94.3%) patients,
and among them, 611 (81.3%) had laterality information
(Multimedia Appendix 5). In the transitional and risk periods,
the NLP algorithm identified positive mentions of any pain or
discomfort in 370 (46.3%) and 425 (53.1%) patients,
respectively.

Validation Results
In the validation data set, the NLP algorithm achieved a 90.9%
sensitivity, 98.5% specificity, 82% PPV, and 99.3% NPV (Table
3). The composite scores of the NLP algorithm were 0.89
(F-score) and 0.85 (MCC). Of the 800 patients in the validation
data set, 55 (6.9%) were chart-confirmed as PHN. The
prevalence proportion of PHN identified by the NLP algorithm
was 7.6%.

Table . Performance characteristics of natural language processing and code-based methods for identifying postherpetic neuralgia as compared with
chart-confirmed reference standard.

MCChF-scoreNPVg (%)PPVf (%)Specifici-
ty (%)

Sensitivi-
ty (%)

FPeFNdTNcTPbPHNa (%)Method

0.850.8999.382.098.590.9115734507.6NLPi

0.610.5996.872.198.456.41224733315.4C1

0.440.5597.139.192.961.853216923410.9C2

0.610.5996.870.598.356.41324732315.5C3

0.320.4596.327.689.852.776266692913.1C4

0.440.5396.741.994.256.44324702319.3C5

aPHN: postherpetic neuralgia.
bTP: true-positive.
cTN: true-negative.
dFN: false-negative.
eFP: false-positive.
fPPV: positive predictive value.
gNPV: negative predictive value.
hMCC: Matthews correlation coefficient.
iNLP: natural language processing.

Error Analysis of NLP Validation Results
Error analysis of the FN and FP cases is presented in Table 4.
Some of the NLP-related errors were caused by the selection
of data sources. For 2 FN cases, NLP incorrectly classified them
as PHN negative when statements were found indicating

HZ-associated pain had resolved even though additional
evidence showed the patients still had other PHN-related
symptoms. The FP cases were caused by copied-and-pasted
text, incorrect causality attribution of symptoms, misclassified
recurrent HZ cases as PHN, and unclear clinical documentation.
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Table . Error analysis of natural language processing false-negatives and false-positives.

Number of casesDescriptionType of NLPa error

5False-negative

2EHRb data source • Case 1: We did not include one
free text table (formatted mes-
sages) from the Epic EHR.

• Case 2: PHNc was mentioned
in a clinical note from the
hematology department, which
was excluded from NLP pro-
cessing.

1Unclear documentation • HZd or PHN was not stated in
the clinical note, which was
required by NLP to reduce
false-positive hits.

2Symptom • While the patient stated that
HZ-associated pain had re-
solved, documents also indicat-
ed that the patient still had
other PHN-related symptoms
(prickling sensation and itchy).

11False-positive

2EHR data source • We included Epic’s SmartData
elements, which lacked speci-
ficity for PHN identification.

4Unclear documentation • In 2 cases, the text was copied
from the clinical notes in the
index period. The NLP copy-
and-paste detection algorithm
was only applied to the clinical
notes in the transitional period.

• In another 2 cases, PHN and
PHN-related medications were
listed in the assessment and
plan sections. However, it was
unclear whether the patient had
ongoing symptoms.

2Acute HZ • NLP misclassified 2 acute HZ
cases that occurred in the risk
period as PHN.

2Causality • Case 1: Pain thought to be due
to chalazion based on informa-
tion in follow-up visits.

• Case 2: PHN was listed in the
assessment section and tra-
madol and gabapentin were
listed in the plan section.
However, the medications were
likely for lumbosacral radicu-
lopathy.

1Symptom • The patient reported general-
ized symptoms (nausea) since
HZ, but there was no mention
of concomitant sensory
changes such as pain, thus the
case did not meet our PHN
definition.
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aNLP: natural language processing.
bEHR: electronic health record.
cPHN: postherpetic neuralgia.
dHZ: herpes zoster.

Code-Based Methods
The prevalence proportions of PHN identified by code-based
methods ranged from 5.4% to 13.1%. The code-based methods
achieved a 52.7%‐61.8% sensitivity, 89.8%‐98.4%
specificity, 27.6%‐72.1% PPV, and 96.3%‐97.1% NPV. The
F-scores and MCCs ranged between 0.45 and 0.59 and between
0.32 and 0.61, respectively. The more sophisticated algorithms
were no better than the PHN diagnosis code–only method as
measured by the F-score or MCC. Although each component

of the code-based methods identified PHN cases, most of them
did not contribute to identifying additional true PHN cases
beyond those identified by PHN diagnosis codes, and those that
did have much lower PPVs (C4.3: 10.3%, C4.2: 26.1% and
C2.2: 37.7%) than the PHN diagnosis code–only method (C1,
PPV 72.1%) (Table 5). We re-reviewed all FP cases from
code-based methods C1 and C3 and randomly sampled the
remaining FP cases from approaches C2, C4, and C5. Among
the 20 reviewed FP cases, we found that none were true PHN
cases.
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Table . Postherpetic neuralgia cases identified by code-based methods.

Supplementary TPdTPb (PPVc), n (%)PHN, n (%)PHNa diagnosis
code used

Method

—g31 (72.1)f43 (5.4)f✓C1e

3f34 (39.1)f87 (10.9)f✓C2

—31 (72.1)43 (5.4)✓C2.1

326 (37.7)69 (8.6)C2.2

—1 (25.0)4 (0.5)C2.3

—31 (70.5)f44 (5.5)f✓C3

—18 (75.0)24 (3)✓C3.1

—7 (100.0)7 (0.9)✓C3.2

—29 (70.7)41 (5.1)✓C3.3

—17 (73.9)23 (2.9)✓C3.4

2f29 (27.6)f105 (13.1)f✓C4

—26 (72.2)36 (4.5)✓C4.1

218 (26.1)69 (8.6)C4.2

—6 (85.7)7 (0.9)C4.2.1

—1 (50.0)2 (0.3)C4.2.2

116 (25.0)64 (8.0)C4.2.3

11 (50.0)2 (0.3)C4.2.4

23 (10.3)29 (3.6)C4.3

11 (4.0)25 (3.1)C4.3.1

11 (50.0)2 (0.3)C4.3.2

—1 (50.0)2 (0.3)C4.3.3

—31 (41.9)f74 (9.3)f✓C5

—31 (72.1)43 (5.4)✓C5.1

—14 (77.8)18 (2.3)C5.2

—2 (5.9)34 (4.3)C5.3

aPHN: postherpetic neuralgia.
bTP: true-positive.
cPPV: positive predictive value.
dSupplementary contributions to the number of correctly identified positive cases, apart from method C1.
eMethod C1 only used PHN diagnosis codes.
fOverall performance.
gNot applicable.

Discussion

Principal Findings
We developed and validated NLP algorithms to identify PHN
using various clinical data sources from EHRs. Compared with
the chart-reviewed reference standard, the NLP algorithms
showed high accuracy. This study demonstrates the feasibility
of population-based PHN studies using EHR data with an
automated method.

Using manual review to identify PHN cases is often infeasible
for population-based research because a large volume of clinical

notes would need to be reviewed. In contrast, the size of the
study population and length of follow-up have little impact on
running the NLP algorithm. Moreover, our NLP algorithm can
readily capture PHN at varied time intervals, providing an
efficient method to assess the long-term impact of PHN and
compare results with studies using different PHN risk windows.
Furthermore, studies can use NLP alone or with manual review
confirmation. For example, a manual review of the NLP-positive
cases (n=61) could increase the specificity and PPV to 100%
and improve the F-score from 0.89 to 0.93 and MCC from 0.85
to 0.95; this is more efficient than a manual review of all 800
HZ cases.
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Implementing NLP on EHR data presents challenges. In this
study, data sources accounted for one-quarter of NLP errors (2
FNs and 2 FPs). First, clinical data were stored in a variety of
locations within our institution’s complex EHR system, which
contains over 900,000 database tables. It is often difficult to
locate the database table storing the data displayed in the EHR
user interface. One FN case resulted from not including a
previously unknown table. Second, selecting data sources for
NLP processing is often a tradeoff. One FN and 2 FP cases
resulted from including or excluding certain data sources. EHRs
have also made it easy to create lengthy and bloated notes
[31,32]. According to recent research, over half of clinical note
content is duplicated or copied from earlier notes [32-34].
Clinicians may copy from prior visit notes to improve recall
and clinical reasoning [35]. However, these replicated contents
may lack temporal or contextual information, making them
difficult to identify manually and challenging for NLP.

Because PHN-related symptoms such as pain and discomfort
are common in a variety of medical conditions with numerous
plausible causes, identifying PHN necessitates integrating the
NLP-identified PHN symptoms with their associated anatomic
location, temporality, and causality. These elements, however,
are not always explicitly stated in clinical documents. About
half of the NLP FP cases were from incorrectly attributing the
complaint or treatment to PHN. These FP cases were partially
explained by the NLP algorithm’s preference for sensitivity
over specificity.

Another popular method of PHN identification is using coded
data from administrative claims or EHR, which could include
a large sample size at a low cost. However, many of the
code-based PHN identification algorithms have not been
validated [3]. We implemented and validated 5 code-based
algorithms, including 1 that solely uses PHN diagnosis codes
(C1) and 2 that had previously been validated (C2 and C3). To
maximize their sensitivity, algorithms C2-C5 used the “OR”
statement to combine various criteria. The downside of using
the “OR” logic is the loss of PPV. Algorithms C2-C5 all had
worse PPV than the diagnosis codes–only algorithm (C1).
However, in our study, the sensitivity of these algorithms ranged
from 53% to 62%, with only C2 outperforming C1 (62% vs
56%). Algorithms C2-C5 had lower PPVs (28%‐71%) than
C1 (72%). With such limited sensitivities, these algorithms may
miss roughly half of the PHN cases. In our study, aside from
the PHN diagnosis codes, the other diagnosis codes and
prescription data had little impact on true case identification,
instead adding complexity and increasing FPs.

Studies have used the similarity of the PHN proportions to
construct the validity of their case-finding algorithms [8-11].
Administrative database studies reported PHN (pain persisting
for ≥90 days) prevalences of 3%‐14% (Multimedia Appendix
6) [3], which are comparable to the 5.4%‐13.1% prevalences
of the code-based approaches in our study. The broad range of
prevalences identified in previous code-based studies could be
caused by variations in study design, population, and data source
[3]. However, the code-based approaches in this study had the
same population and data source. Only the variation in
algorithms could cause such a wide disparity.

We expanded the validations conducted for the 2 previously
validated algorithms, which were performed on EHR data. The
C2 (Klompas et al [8]) algorithm was only validated with the
30-day definition in the original study, and it had 86% sensitivity
and 78% PPV. In our study, algorithm C2 with the 90-day
definition had notably lower sensitivity (62%) and PPV (39%).
One main contributor to the variability in performance is the
difference in the temporal criteria. According to Yawn [36], up
to 75% of pain present at 30 days disappears at 90 days, and
the prevalence of PHN decreased by sixfold when the definition
was changed from 30 days to 90 days. As prevalence decreases,
so do the sensitivity and PPV [37,38]. The same trends were
also reported in the original C2 paper; the PPVs for different
PHN search criteria using the 30-day definition (29%‐95%)
were nearly double that of using the 90-day definition
(15%‐52%). The discrepancy in C2 algorithm performance
between the original study and this study could be further
explained by the differences in case definition. Our case
definition for PHN is based on persistent PHN-related symptoms
and causal attribution, not diagnosis code or medication.
Algorithm C2 used ongoing symptoms or renewal of medication
for HZ. The use of medications to identify PHN has some
drawbacks, as PHN-related medications have a wide range of
indications. For example, gabapentin, a first-line therapy for
PHN, has over 20 approved and off-label uses [39]. Furthermore,
prescriptions can be refilled in the absence of active PHN
symptoms for various non-PHN disorders.

The original C3 (Klein et al [10]) algorithm was only validated
on potential PHN cases identified by its 4 component criteria,
rather than randomly selected HZ cases; only PPVs were
reported. In this study, the 4 criteria of the C3 algorithm had
PPVs ranging from 71% to 100%, which is consistent with the
previous study’s findings (PPVs ranging from 73% to 96%).
The C3 algorithm was one of the best-performing code-based
algorithms based on F-score and MCC. However, its low
sensitivity (56%) and PPV (71%) indicate considerable
misclassification. The lower overall PPV is partly due to the
“OR” logic of the 4 criteria. Because Klein et al [10] did not
describe the case definition or chart review rules, we were
unable to assess their impact on the performance differences
between the original C3 study and this study.

The substantial misclassification of coded methods as observed
in this study could have a substantial impact on measuring
incidence, identifying risk factors, and assessing vaccine
effectiveness. Code-based method studies (C4 and C5) had
identified depression, diabetes mellitus, heart failure, and
chronic obstructive pulmonary disease as risk factors for PHN.
It is conceivable that the link between depression and PHN is
caused by using anticonvulsants and tricyclic antidepressants
to identify PHN. The inclusion of prescriptions for pain
medications and chronic pain codes may contribute to the
association of diabetes mellitus [40], heart failure [41], and
chronic obstructive pulmonary disease [42] with PHN.

Study Strengths and Limitations
This study was conducted within a large integrated health care
system with comprehensive EHRs. Because the health plan
provides strong incentives for members to use its facilities,
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clinical documentation is expected to be more detailed. We
developed NLP algorithms to identify PHN from various
unstructured data sources within EHRs, such as clinical notes,
which contain a wealth of information but differ greatly in
structure, content, and quality. The algorithms were highly
accurate, as evidenced by our validation. Compared with studies
based on self-reported pain scores collected through surveys,
EHR-based studies measure the health care burden of PHN,
which is more clinically relevant. This study also has limitations.
The reference standard relied on the review of EHRs which
could be erroneous and incomplete [14]. Moreover, rereviewing
cases in the validation set where NLP results differed from
research associates’ results may result in bias in favor of higher
performance of the NLP algorithm. On the other hand,

reconciling discrepant results improved the quality of the
reference standard. Additionally, diagnosis codes, prescriptions,
clinical documentation language, and style can differ between
institutions and physicians. Our NLP method may perform
differently in other test data sets.

Conclusions
PHN-related diagnosis codes have low sensitivity for identifying
PHN cases. Additional diagnosis codes and prescription data
did little to improve sensitivity while significantly lowering the
PPV. Using clinical text from the EHR, the NLP-based method
identified PHN cases with high accuracy. Our NLP method can
be used in EHR-based studies to identify PHN risk factors and
evaluate the effectiveness of vaccinations and treatments against
PHN.
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Abstract

Background: Collaborative documentation (CD) is a behavioral health practice involving shared writing of clinic visit notes
by providers and consumers. Despite widespread dissemination of CD, research on its effectiveness or impact on person-centered
care (PCC) has been limited. Principles of PCC planning, a recovery-based approach to service planning that operationalizes
PCC, can inform the measurement of person-centeredness within clinical documentation.

Objective: This study aims to use the clinical informatics approach of natural language processing (NLP) to examine the impact
of CD on person-centeredness in clinic visit notes. Using a dictionary-based approach, this study conducts a textual analysis of
clinic notes from a community mental health center before and after staff were trained in CD.

Methods: This study used visit notes (n=1981) from 10 providers in a community mental health center 6 months before and
after training in CD. LIWC-22 was used to assess all notes using the Linguistic Inquiry and Word Count (LIWC) dictionary,
which categorizes over 5000 linguistic and psychological words. Twelve LIWC categories were selected and mapped onto PCC
planning principles through the consensus of 3 domain experts. The LIWC-22 contextualizer was used to extract sentence fragments
from notes corresponding to LIWC categories. Then, fixed-effects modeling was used to identify differences in notes before and
after CD training while accounting for nesting within the provider.

Results: Sentence fragments identified by the contextualizing process illustrated how visit notes demonstrated PCC. The fixed
effects analysis found a significant positive shift toward person-centeredness; this was observed in 6 of the selected LIWC
categories post CD. Specifically, there was a notable increase in words associated with achievement (β=.774, P<.001), power
(β=.831, P<.001), money (β=.204, P<.001), physical health (β=.427, P=.03), while leisure words decreased (β=−.166, P=.002).

Conclusions: By using a dictionary-based approach, the study identified how CD might influence the integration of PCC
principles within clinical notes. Although the results were mixed, the findings highlight the potential effectiveness of CD in
enhancing person-centeredness in clinic notes. By leveraging NLP techniques, this research illuminated the value of narrative
clinical notes in assessing the quality of care in behavioral health contexts. These findings underscore the promise of NLP for
quality assurance in health care settings and emphasize the need for refining algorithms to more accurately measure PCC.

(JMIR Med Inform 2024;12:e52678)   doi:10.2196/52678

KEYWORDS

person-centered care; collaborative documentation; natural language processing; concurrent documentation; clinical documentations;
visit notes; community; health center; mental health center; textual analysis; clinical informatics; behavioral health; mental health;
linguistic; linguistic inquiry; dictionary-based; sentence fragment; psychology; psychological; clinical information; decision-making;
mental health services; clinical notes; NLP

Introduction

Collaborative documentation (CD) is a specified behavioral
health practice where clinicians complete visit notes jointly with
consumers during the session [1]. Through deliberate clinical
strategies, such as sharing the computer screen, reading visit
notes aloud, and actively seeking consumer’s input into the

content of the session note [2], CD is a person-centered strategy
that aims to engage and empower individuals and facilitate a
mutual agreement on treatment progress, service goals, and
session activities. Both as a means to promote person-centered
care (PCC) and make health information more accessible and
transparent to consumers, the practice of CD is being widely
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disseminated through formal and informal training for
community mental health providers [3].

PCC, also referred to as patient-centered care, is a paradigm
shift in health care that is defined by the Institute of Medicine
as care that is responsive to individual client preferences, needs,
and values [4]. A key part of behavioral health reform, PCC
moves away from disease-centered treatment to a more holistic
approach that engages individuals as active, empowered partners
in their care. Person-centered care planning (PCCP) is a
recovery-oriented practice that integrates principles of PCC into
the service planning process. PCCP orients service planning
and documentation to the unique personal life goals of the
consumer [5], and provides a framework for operationalizing
PCC in practice through six core principles, which are as
follows: (1) PCC is based on the person’s own unique life goals
and aspirations; (2) PCC is oriented toward promoting recovery
rather than only minimizing illness and symptoms; (3) PCC
articulates the person‘s own role and the role of both paid
practitioners and natural supports in assisting the person to
achieve his or her own goals; (4) PCC focuses and builds on
the person’s capacities, strengths, and interests; (5) PCC
emphasizes the use of natural community settings rather than
segregated program settings; and (6) PCC anticipates and allow
for uncertainty, setbacks, and disagreements as inevitable steps
on the path to greater self-determination [6].

While CD has emerged as a recognized person-centered practice
strategy by fully engaging the consumer in decisions about their
care, there remains a very limited evidence base demonstrating
its clinical effectiveness, including its impact on PCC. Existing
research demonstrates that CD is aligned with consumer
preferences; a recent scoping review found that the ability to
read their visit notes improved consumers’experience in mental
health care, including their ability to remember their plans of
care, understand their treatment, and trust decisions made with
providers [7]. In community mental health, the use of CD
specifically has been found to strengthen the therapeutic alliance
[8], and improve service engagement, both in terms of visit
attendance and medication adherence [1].

Despite this preliminary support for CD, more work is needed
to examine its impact on quality of care. Adding urgency to this
knowledge gap, regulatory changes to the 21st Century Cures
Act now mandate organizations to make electronic health and
mental health information, including many types of visit notes,
accessible online to service users [9]. As a consequence, best
practices for using visit notes to support the provision of
high-quality PCC are needed.

Clinical informatics, which provides highly efficient ways to
mine data within the electronic health record (EHR), is a
promising methodological approach to examining the impact
of CD on clinical quality. Although behavioral health has lagged
behind medical settings in the adoption of EHRs, now the
majority of behavioral health settings document visit notes via
the EHR [10]. The shift from paper records to EHRs provides
an unprecedented opportunity for clinical informatics to inform
quality improvement in behavioral health care. Visit notes
include nuanced information about care processes, session
content, provider perspective, and the consumer experience that

are not captured in other more structured fields of the EHR,
offering valuable insight into clinical quality that has not yet
been systematically targeted in mental health services research
[11]. Researchers have applied manual content analysis to visit
notes to evaluate dimensions of PCC [12,13], but these efforts
are inevitably limited in scope and dependent on the interpretive
lens of the researcher [14].

One clinical informatics strategy that can parse large volumes
of unstructured narrative information into quantitative data is
natural language processing (NLP) [15]. While some text mining
approaches use words as the unit of analysis, NLP is able to
capture the complexity of unstructured narrative using
underlying metadata, which examines how words relate to each
other in a sentence and the semantic context of a sentence [16].
The method involves syntactic processing, information
extraction, and capturing meaning and relationships across
concepts. NLP has been predominantly used for detecting
pathology and predicting behavior [17] including measuring
the following: alcohol misuse in trauma patients [18], suicidal
behavior [19], adverse childhood experiences among VA
patients [20], smoking status [21], and sentiment at discharge
[22]. Recent studies have used this method to measure quality
and safety in nursing care [23], identify integrated care elements
within primary care [24], and detect changes in clinical
documentation after opening notes to service users [25],
however, there have been fewer studies that have used NLP to
analyze indicators of mental health care quality, including PCC.
By providing a framework to systematically categorize and
compare the contents of clinical notes, NLP is well poised to
provide novel insight into how CD affects clinical quality and
PCC.

The dictionary-based approach in NLP is a method that uses a
predefined lexicon to identify and extract certain types of words
or phrases within a given text. This approach is often used in
tasks such as part-of-speech tagging, named entity recognition,
and sentiment analysis. In the dictionary-based approach, the
dictionary consists of a list of words or phrases along with their
associated tags or labels. For example, in part-of-speech tagging,
the dictionary might contain a list of common nouns, verbs, and
adjectives, each with a corresponding tag that indicates the
word’s part of speech. One of the benefits of the
dictionary-based approach is its simplicity and ease of
implementation, as it targets only a predefined lexicon, or set
of words, and does not require the use of complex algorithms
or machine learning models. One of the most dictionary-based
approaches is LIWC (Linguistic Inquiry and Word Count), and
LIWC analysis has been found to be particularly useful for
identifying and analyzing the emotional state of individuals in
mental health–related text data [26]. Despite its potential, such
as its application in oncology settings to examine the changes
in clinical notes after patient access [27], the dictionary-based
approach has not yet been applied to clinical notes in behavioral
health care settings for its change after CD.

This study examines the effect of CD on the person-centeredness
of documentation within a community mental health setting
using a quasi-experimental pretest-posttest design. The study
adapted a well-established dictionary to conduct sentiment
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analysis of provider clinic visit notes before and after providers
were trained in CD.

Methods

Ethical Considerations
This study (IRB-FY2022-5838) was granted an exemption by
the New York University Institutional Review Board.

Data Source
The study setting was a community mental health center, which
provided a range of services to people with severe mental
illnesses including outpatient therapy, assertive community
treatment, community support programs, and psychiatric
rehabilitation. The data set, or corpus, is visit notes completed
by providers trained in CD. Providers were trained in CD by
MTM Services [28], a leader in CD training. Their training
consisted of tailored in-person workshops, technical assistance,
and a “train the trainer” series designed for practice
sustainability. The clinic training consisted of 8 hours of
web-based training and customized consultation support for
implementation.

The visit notes were clinical narrative documents completed
when the provider had an in-person contact with a service user.
Visit notes document the following: (1) sessions focused on
developing or revising the service plan, a narrative clinical
document completed every 6 months with the service user
detailing goals, strengths and barriers, short-term objectives,
supports, professional/ billable services, and natural support
and self-directed actions, and (2) a visit focused on progress
made towards completing the steps in the service plan. Inclusion
criteria for providers were that they were: full-time employees
of the clinic; provided services to adults with severe mental
illnesses; trained in CD; and had been employed in their position
a year prior and the year after being trained.

This study sampled all visit notes completed by participating
providers 6 months prior to CD training and all visit notes
completed during the sixth month following training (with a
month lag for implementation time) between July 1, 2015, and
March 10, 2020. Based on anticipated documentation rates of
a clinic note being generated by each visit, we recruited 10
providers, generating a total of 1981 visit notes. On average,
198.1 notes were included per provider with a standard deviation
of 37.8. Sampled notes were deidentified but linked to providers
through unique identifiers. In addition to the session narrative,
each note was comprised of the following sections: (1) Provider
ID, (2) Time and Date of Service, (3) Therapy Modality, and
(4) Length of Stay.

Analytic Strategy
We used LIWC-22 to compute the scores for PCC-related
sentiment and linguistic categories [29] in each sampled note.
The LIWC method is a text analysis tool that uses linguistic
algorithms to identify and categorize words in a text according
to their psychological properties. The method is based on the
LIWC dictionary, which contains over 5000 words and word
stems organized into linguistic and psychological categories.
In this study, 3 domain experts used a consensus approach to
select LIWC categories that mapped onto the 6 principles of
PCC [6] with several of the categories mapping onto more than
one domain. This iterative process involved 8 rounds of
independent coding by 3 raters using Excel, followed by
discussions to resolve discrepancies and achieve consensus on
the final coding of all data points. According to the Cohen κ
measure, raters had an average interrater agreement of 88%
across the LIWC categories [30]. Out of a possible 107 LIWC
categories, we selected 12 categories. The selected LIWC
domains and their associated PCC principles are summarized
in Tables 1 and 2 [6,30].

Table . Mapping PCCPa principles onto LIWCb categories.

LIWC categoriesPCCP principles

Lifestyle (leisure, home, work, money, religion), social referents (family,
friend)

PCCP is based on the person’s own unique life goals and aspirations.

Health (physical, wellness)PCCP is oriented toward promoting recovery rather than only minimizing
illness and symptoms.

Social referents (family, friend), physical (physical, wellness)PCCP articulates the person’s own role and the role of both paid practition-
ers and natural supports in assisting the person to achieve his or her own
goals.

Drives (achievement, affiliation, power), lifestyle (leisure, home, work,
money, religion)

PCCP focuses and builds on the person’s capacities, strengths, and interests.

Lifestyle (leisure, home, work, money, religion)PCCP emphasizes the use of natural community settings rather than seg-
regated program settings.

Drives (affiliation, achievement, power)PCCP anticipates and allows for uncertainty, setbacks, and disagreements
as inevitable steps on the path to greater self-determination.

aPCCP: person-centered care planning.
bLIWC: Linguistic Inquiry and Word Count.
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Table . Sample fragments from clinic notes generated by contextualizing LIWCa subcategories.

Clinic note excerptLIWC subcategories

Drives

Achievement • Was able to identify her strengths, abilities,
and self-identified progress in therapy re-
ports that she has been engaging more so-
cially with friends and that she has been
trying to express herself

Affiliation • Unexpected death of her pet was huge
stressor that triggers increases in intensity
of depression improvement with community
resources and social networking due to be-
coming more integrated with his new com-
munity and within his daughter’s school
district

Power • The client reports with a positive outlook
that she feels more in control and is excited
to receive praise for using her therapy
learning

• Had no outbursts or over reactions recently
and feels proud of her assertive but in con-
trol manner

Lifestyle

Home • Highlighting that he doesn’t like the apart-
ment “being so quiet” when his son is
gone…

• The client has increased productivity at
home with baking and wrapping presents.

Leisure • She is also making self-care more of a pri-
ority, “I scheduled a cruise and it’s just my
sister and I going”

• Progress is that he has begun basketball

Money • She admits that she has no savings of her
own but she knows that she will get alimony

• He has figured out a plan to pay for housing

Religion • Topics of no control include people’s reli-
gious actions and beliefs, elements within
his own church and community, as well as
the political culture

• She reported that she has been supported
by her church and increased her faith signif-
icantly

Work • He continues to apply for jobs and is now
working with workforce development.

• Not working currently, sent about a couple
of job applications, continues with college
course work

Physical

Physical • Strengthen his tongue and swallowing skills,
will occur to help reduce his concern regard-
ing health issues

• Barriers to maintaining treatment plans
goals, because her varying blood sugars
have caused severe mood swings
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Clinic note excerptLIWC subcategories

• Emily is making progress in her goals to
increase positive self-worth and applying
healthy coping skills

• Trouble with motivation at times and need-
ing to clear his mind, discussed option of
yoga and mindfulness

Wellness

Social referents

• Has been spending time with her family and
working to express her feelings and needs
when appropriate

• Progress is that she has figured out how to
resolve some of her parenting issues

Family

• States that she feels she can “cut loose and
have fun” with her friends

• Regards to her recent trip to [place] which
she really enjoyed she made new friends

Friend

aLIWC: Linguistic Inquiry and Word Count.

Analysis
Using the LIWC categories described above, we compared notes
pre and post CD training to examine differences in PCC. The
complete visit note was used as the unit of analysis. For data
preprocessing, we cleaned the data and converted the
information into a structured format that made it amenable to
identifying patterns in the data. The LIWC-22 dictionary is
case-insensitive and allows for matching 2-word phrases. The
LIWC-22 software removes extra whitespace characters by
default. While irrelevant words are not explicitly defined in the
dictionary, we removed section headings (eg, Location) from
the clinical notes before processing the text to eliminate some
irrelevant words. Negated phrases (eg, “not happy”) are not
treated differently from nonnegated phrases in the standard
scoring. To address this limitation, we included an additional
analysis in Multimedia Appendix 1 that controls for the
negations score.

To validate the team’s selection of LIWC categories, we first
used the Contextualizer function of LIWC-22 to generate
sentence fragments containing words related to each LIWC
domain included in the analysis. We then analyzed changes in
the clinical note before and after CD training, using the complete
visit note as the unit of analysis. To calculate changes in the
content characteristics of clinical notes before and after CD
training, we calculated frequency scores of each LIWC category
for every clinical note since this study focuses on examining
the presence of words from the LIWC dictionary.

Instead of using LIWC scores based on percentages, we used
frequency scores. This decision was made based on previous
research indicating that CD enhances the length of clinical notes
in terms of word and character count [31]. Additionally, we
used frequencies to assess the presence of PCC-related language
in clinical notes. Our primary interest was to capture whether
clinicians used PCC-related words in their documentation, even
if these words did not constitute a large proportion of the total
text. By focusing on word frequencies, we aimed to mitigate
the potential impact of note length inflation due to CD practices,

such as copy-and-pasting or using templates [32,33]. The LIWC
frequency scores are calculated by the following steps. First,
we calculated LIWC scores, which are determined by the
percentage of words in a text that belong to specific linguistic
categories. Then, to find the frequency of each category within
a clinical note, the respective LIWC percentage is multiplied
by the total word count of the note. For example, an LIWC
value of 1.02 for achievement indicates that the note contains
1.02 words related to achievement per the LIWC dictionary.

We used a fixed effects model that included the provider as a
categorical variable. The changes in the notes before and after
CD training were calculated while accounting for nesting within
the therapist using individual fixed-effects models. This
approach allowed us to examine whether the changes in PCC
language use before and after the CD training varied across the
10 providers in our sample. To further investigate these
differences, we calculated the intraclass correlation coefficient
(ICC) and conducted paired sample t tests for each provider
(Multimedia Appendix 2). The LIWC version 22 was used for
dictionary-based sentiment analysis and STATA (version 17.0;
Statacorp) was used for statistical analyses.

Results

Contextualizing LIWC Categories
The sentences generated by the Contextualizer function
illustrated how the LIWC categories mapped onto the PCCP
principles (see Table 2). The drives subcategories (achievement,
affiliation, and power) reflected a strength-based approach by
describing the positive changes made by the client; greater
self-determination by feeling more in control; and interests by
capturing how a client feels connected to community, people,
and pets. The lifestyle subcategories (home, leisure, money,
religion, and work) captured the unique details of the person’s
life that are needed to individualize treatment, including their
beliefs, values, and preferences which inform their personal life
goals. Examples included going on a cruise as part of self-care
and seeking employment. Lifestyle categories also illustrated
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people’s interests such as playing sports and describing their
life in the community such as attending church. Physical
categories (physical and wellness) demonstrated a more holistic
approach to the client by paying attention to how physical health
affects mental health and also to a focus on recovery by
including activities that promote wellness such as yoga and
health coping skills. The social referents category (family and
friend) demonstrated the role family and friends play as natural
supports such as going on vacation with your sister or having
fun with your friends.

Changes in LIWC Categories
Overall, there was a significant positive change in 4 of the
selected LIWC categories indicating person-centeredness after
the providers had been trained in CD. As shown in Table 3, the
fixed effects regression analysis found the following among the
12 selected characteristics: an increased use in 4 categories,
decreased use in 4 categories, and no change in use in 4
categories, while controlling for length of sessions at the
therapist level. Within the drives category, we observed a
significant increase in words associated with achievement
(β=.774, P<.001, ICC=0.146) and power (β=.831, P<.001,
ICC=0.072), with the ICC values indicating that 14.6% and
7.2% of the variance in these word categories, respectively,
could be attributed to differences between therapists. In the

lifestyle category, there was an increase in the use of words
related to home (β=.047, P=.35, ICC=0.060) and work (β=.047,
P=.12, ICC=0.285), but these changes are not statistically
significant. The ICC values suggest that 6.0 and 28.5% of the
variance in these word categories, respectively, could be
attributed to differences between therapists. On the other hand,
leisure and religion-associated words showed a significant
decrease (β=−.166, P=.002, ICC=0.033; β=−.105, P<.001,
ICC=0.031, respectively), while words associated with money
displayed substantial increases (β=.204, P<.001, ICC=0.035).
The ICC values for these categories indicate that 3.3%, 3.1%,
and 3.5% of the variance, respectively, could be attributed to
differences between therapists. In the health category, there was
a notable increase in the use of physical health–related words
(β=.427, P=.03, ICC=0.159), with 15.9% of the variance
attributable to differences between therapists. In contrast,
wellness-related words decreased significantly (β=−.427,
P<.001, ICC=0.211), with 21.1% of the variance attributable
to differences between therapists. In the social referents
category, the use of family-related words did not show any
significant change (β=−.016, P=.89, ICC=0.085), with 8.5% of
the variance attributable to differences between therapists.
However, the frequency of friend-related words decreased
significantly (β=−.084, P=.005, ICC=0.028), with only 2.8%
of the variance attributable to differences between therapists.
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Table . Person-centeredness before and after collaborative documentation (CD). Coefficients were reported. Standard errors are in parentheses. β
denotes coefficients of fixed-effects models. Fixed-effects estimates were based on models from the STATA module “xtreg” commands, clustered by
therapist and with controls for length of session (minutes).

Fixed effectsFrequency meanSample wordsCategory

P valueβ (SE)ICCaAfter CDBefore CD

Drives

<.001.774 (0.129)0.1465.094.04work, better,
best, working

Achievement

.53.086 (0.138)0.2124.244.28we, our, us, helpAffiliation

<.001.831 (0.094)0.0722.661.75wn, order, allow,
power

Power

Lifestyle

.35.047 (0.051)0.0600.770.66home, house,
room, bed

Home

.002−.166 (0.053)0.0330.620.78game, fun, play,
party

Leisure

<.001.204 (0.035)0.0350.410.20business, pay,
price, market

Money

<.001−.105 (0.029)0.0310.100.21god, hell, christ-
mas, church

Religion

.12.234 (0.152)0.2856.686.20work, school,
working, class

Work

Health

.03.427 (0.193)0.1595.905.43medic, food, pa-
tients, eye

Physical

<.001−.416 (0.057)0.2110.590.93healthy, gym,
supported, diet

Wellness

Social referents

.89−.016 (0.116)0.0852.092.24parent, mother,
father, baby

Family

.005−.084 (0.03)0.0280.180.26friend,
boyfriend, girl-
friend, dude

Friend

aICC: intraclass correlation coefficient.

Discussion

Principal Findings
The contextualizing analysis provided insight into the
documentation content reflecting the selected LIWC categories
and demonstrated how person-centered principles can be
integrated into clinical documentation. Using LIWC categories
illustrated how providers described their clients in ways that
gave a sense of their lives beyond their mental health. These
details included what they care about and how that related to
their personal goals (getting a job, financial situation, going on
a cruise, or attending church), their life beyond the clinic in the
community (their home life, family and friends, and their
community). The sentences also showed when clinicians used
a strengths-based approach, the nature and content of their clinic
notes changed in ways that moved beyond symptoms [34].

The quantitative results indicating whether there was an increase
in person-centeredness of clinical documentation as indicated

by relevant LIWC categories were mixed, with a significant
increase in half the subcategories. The most pronounced positive
increase was within the drives category, with words associated
with power and achievement increasing. In terms of PCC, this
indicates providers made more reference to self-determination,
including how the client has made progress, and their strengths.
Lifestyle categories, which include words related to hobbies
and other social activities were more mixed, showing that
providers were not consistent in increasing their focus on
personal life goals or taking a holistic view of the client. In
health, there was a significant increase in references to physical
health but a decrease in references to wellness. This may reflect
the increasing efforts to integrate health into their clinical
interventions [35], but does not indicate a more
recovery-oriented focus. Finally, in terms of social referents,
there was no change in family references, which may be due to
the fact that family inclusion is a common best practice of PCC
[36,37], and a decrease in references to friends, often considered
a source of natural supports within PCC.

JMIR Med Inform 2024 | vol. 12 | e52678 | p.808https://medinform.jmir.org/2024/1/e52678
(page number not for citation purposes)

Stanhope et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Existing work has suggested that CD can improve important
indicators of PCC, including service engagement and the quality
of the working alliance [1,8], but research has yet not
illuminated how this practice impacts care processes, including
how person-centered principles are integrated into clinical
interventions. Through analysis of session notes, this study
found an increase in strengths-based approaches to clinical
documentation following CD training, which may also reflect
a shift towards interventions that emphasize self-determination.
In addition to expanding the limited evidence base around the
impact of CD on clinical quality, this study uniquely describes
the mechanisms through which CD supports alliance building
and engagement in care.

To meet the much-documented challenges of measuring PCC
[38,39], a core component of health care reform, this study
sought to harness the richness of clinical narrative data using a
machine learning algorithm. While some studies have used NLP
to study psychotherapy sessions [25], this is one of the first to
mine narrative psychosocial documentation in behavioral health
settings. Overall, this methodological approach has considerable
potential to sample large quantities of documentation to measure
different aspects of care quality, including PCC. NLP can be
used both by researchers to examine how quality of care predicts
clinical outcomes and by clinics to promote and document
quality improvement.

Despite this potential, there are considerable challenges in
calibrating algorithms so that they can accurately capture more
nuanced aspects of care, such as person-centeredness. This study
chose to use a well-validated dictionary designed to capture
psychological concepts within narrative data. Although the
study team was able to map existing LIWC categories onto
established principles of PCC, the algorithm was not explicitly
designed to measure these constructs, which may have
contributed to the lack of positive findings within certain
subcategories. Furthermore, the LIWC dictionary’s focus on
single words limits the algorithm’s ability to capture more
nuanced meanings that occur when words are evaluated within
the larger context of surrounding phrases or sentences. This
suggests the need to develop an algorithm focused specifically
on PCC.

This study showed the potential for using NLP techniques to
measure the quality of care within behavioral health settings.
As more care standards demand that clinics demonstrate PCC
[40] within mental health, there is a pressing need for feasible
methods to capture this quality dimension. Being able to use at
the aggregate level note data that reflects more nuanced and
individualized aspects of care would help clinics document and
report PCC.

In addition, our study highlights the value of clinical notes for
research in behavioral health settings. Clinical notes have been
harnessed for research purposes but have mainly been confined
to hospital settings due to the scarcity of publicly available data

[41]. The nature of psychosocial documentation differs from
other clinical notes, which require different analytics and models
and there is a need for publicly available data sets for analyzing
psychotherapy notes in the United States. Furthermore, mental
health notes often contain identifiable and sensitive information
different from other clinical notes for physical illnesses, so an
in-depth discussion on ethics, privacy, and deidentification and
the development of techniques such as word embedding models
to improve the privacy of clinical notes [42,43] for mental health
notes is required.

Limitations
The study was limited to the scope of the LIWC categories
rather than an algorithm developed specifically to capture PCC
and therefore, was not able to measure the concept in its entirety.
Furthermore, the analysis limited itself to categories with a
positive valence rather than also measuring the inverse of PCC.
Although well validated, the LIWC can still fail to capture the
meaning of words and mis-categorize them but as it is used
more, the algorithm will continue to be trained and improved.
Overall, while documentation is an important indicator of PCC,
it does not directly capture the interpersonal interactions between
the provider and the clinician which shape a client’s experience
of PCC.

While our fixed effects model controlled for Provider ID and
Date of Service, we were unable to account for potential
differences in therapy modality or length of stay. In our study
setting, the therapy modality primarily consisted of individual
psychotherapy sessions excluding 2 notes (1 group therapy and
1 family therapy) resulting in insufficient variation to control
for this variable. Additionally, our current data set did not
include sufficient information on length of stay to include this
variable in the model. Future research could benefit from
examining the influence of therapy modality and longitudinal
factors on PCC language use in clinical documentation.

It is important to acknowledge that while our study demonstrates
an increase in person-centered content within clinic visit notes
following the implementation of the CD, we did not directly
assess whether the increased PCC in the clinic visit notes was
associated with improved PCC practices. Future research should
investigate the relationship between the presence of PCC in
clinical notes and its impact on PCC practices and outcomes.

Conclusion
This study is an important first step in using NLP to measure
the quality of care through narrative clinical notes in behavioral
health settings. We were able to identify key PCC principles
within the notes using a dictionary-based approach and examine
whether CD changes the way providers document with respect
to PCC. This demonstrates the potential for NLP to be used by
both researchers and clinics as a quality improvement tool and
the importance of further developing algorithms that can capture
the nuances of PCC.
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Abstract

Background: Large language models (LLMs) have achieved great progress in natural language processing tasks and demonstrated
the potential for use in clinical applications. Despite their capabilities, LLMs in the medical domain are prone to generating
hallucinations (not fully reliable responses). Hallucinations in LLMs’ responses create substantial risks, potentially threatening
patients’ physical safety. Thus, to perceive and prevent this safety risk, it is essential to evaluate LLMs in the medical domain
and build a systematic evaluation.

Objective: We developed a comprehensive evaluation system, MedGPTEval, composed of criteria, medical data sets in Chinese,
and publicly available benchmarks.

Methods: First, a set of evaluation criteria was designed based on a comprehensive literature review. Second, existing candidate
criteria were optimized by using a Delphi method with 5 experts in medicine and engineering. Third, 3 clinical experts designed
medical data sets to interact with LLMs. Finally, benchmarking experiments were conducted on the data sets. The responses
generated by chatbots based on LLMs were recorded for blind evaluations by 5 licensed medical experts. The evaluation criteria
that were obtained covered medical professional capabilities, social comprehensive capabilities, contextual capabilities, and
computational robustness, with 16 detailed indicators. The medical data sets include 27 medical dialogues and 7 case reports in
Chinese. Three chatbots were evaluated: ChatGPT by OpenAI; ERNIE Bot by Baidu, Inc; and Doctor PuJiang (Dr PJ) by Shanghai
Artificial Intelligence Laboratory.

Results: Dr PJ outperformed ChatGPT and ERNIE Bot in the multiple-turn medical dialogues and case report scenarios. Dr PJ
also outperformed ChatGPT in the semantic consistency rate and complete error rate category, indicating better robustness.
However, Dr PJ had slightly lower scores in medical professional capabilities compared with ChatGPT in the multiple-turn
dialogue scenario.

Conclusions: MedGPTEval provides comprehensive criteria to evaluate chatbots by LLMs in the medical domain, open-source
data sets, and benchmarks assessing 3 LLMs. Experimental results demonstrate that Dr PJ outperforms ChatGPT and ERNIE
Bot in social and professional contexts. Therefore, such an assessment system can be easily adopted by researchers in this
community to augment an open-source data set.

(JMIR Med Inform 2024;12:e57674)   doi:10.2196/57674

KEYWORDS

ChatGPT; LLM; assessment; data set; benchmark; medicine

Introduction

The development of large language models (LLMs) has
revolutionized natural language processing, raising significant
interest in LLMs as a solution for complex tasks such as
instruction execution and elaborate question-answering in
various domains [1]. Among these domains, the medical field

has received significant attention because of its actual demands.
Recently, progress has been achieved in medical education [2],
patient care management [3], medical exams [4], and other
medical applications.

Despite their capabilities, LLMs are prone to generating
hallucinations (not fully reliable responses) [5,6]. Hallucinations
in LLMs’ responses create substantial risks, potentially
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threatening patient’s physical safety and leading to serious
medical malpractice. Thus, to perceive and prevent this safety
risk, we must conduct an exhaustive evaluation of LLMs in the
medical domain and build a systematic evaluation.

However, conducting an exhaustive evaluation for LLMs is not
trivial. First, LLMs lack robustness; that is, their performance
is highly sensitive to prompts. White et al [7] showed that a
meticulously crafted and thoroughly tested prompt could greatly
improve performance and produce superior results. Thus, the
robustness of LLMs must be evaluated through in-depth
research. Second, the evaluation criteria of LLMs are critical.
Recent evaluations have been mainly based on automatic metrics
[8-10] (eg, bilingual evaluation understudy, Recall-Oriented
Understudy for Gisting Evaluation, and accuracy) in popular
applications such as machine translation and text summarization.
Despite their high efficiency, these automatic metrics are
insufficient for using LLMs in real-world medical scenarios.
Other factors such as the logical coherence of responses, social
characteristics like tone, and the ability to understand contextual
information are essential influential factors [6,11-17].

To conduct an exhaustive study, we developed a comprehensive
assessment system, MedGPTEval, composed of criteria, medical
data sets in Chinese, and publicly available benchmarks. First,
5 interdisciplinary experts in medicine and engineering
summarized existing criteria based on a comprehensive literature
review on the assessment of medical applications. The experts
have rich research experience in artificial intelligence (AI) or
big data, but specific subdisciplines and majors may vary,
including AI and health care management, AI and clinical
medicine, AI and medical imaging, clinical medicine and big
data, AI, medical imaging, and computer vision. Second, these
candidate criteria were optimized using a Delphi method. In the
realms of health care [18,19] and the foresight of
interdisciplinary future-built environments [20], the Delphi
method has emerged as an efficacious instrument for
amalgamating the insights of experts across diverse domains,
fostering consensus, and refining standards. This approach
serves to harmonize the interests of all pivotal stakeholders,
thereby amplifying the efficacy and transparency of value-based
outcomes [19]. The obtained evaluation criteria cover medical
professional capabilities, social comprehensive capabilities,
contextual capabilities, and computational robustness, with 16
detailed indicators. Third, 3 clinical experts designed medical
data sets to interact with LLMs, including 27 medical dialogues
and 7 case reports in Chinese. The case data set is adapted and
constructed based on real clinical cases. We have adopted
multiple rounds of internal review and expert review processes,
and have conducted verification consistent with actual clinical
scenarios to ensure the accuracy and practicality of the data.
Finally, benchmarking experiments were conducted on the data
sets. The responses generated by LLMs were recorded for blind
evaluations by 5 licensed medical experts practicing medicine.

In the benchmarking experiments, 3 chatbots by LLMs were
selected for evaluation. First, ChatGPT, an LLM created by
OpenAI, has gained global popularity owing to its exceptional
language capabilities [2]. However, ChatGPT has not been
specifically trained for the medical domain [21]. Second, ERNIE
Bot is an LLM developed by Baidu, Inc, a Chinese computer

technology company [22]. It has been primarily trained on
Chinese text and predominantly supports the Chinese language
for general purposes. Third, Doctor PuJiang (Dr PJ) is an LLM
created by the medical research group of the Shanghai Artificial
Intelligence Laboratory. Dr PJ has been trained based on
massive Chinese medical corpora and supports various
application scenarios, such as diagnosis, triage, and medical
question-answering. Note that ChatGPT and ERNIE Bot are
general-purpose conversational AI systems, while Dr PJ is an
LLM fine-tuned specifically for medical use. To promote
research on the evaluation of medical LLMs, we conducted
benchmarking experiments on the proposed medical data sets
in Chinese. Experimental results show that Dr PJ outperformed
ChatGPT and ERNIE Bot in both the multi-turn medical
dialogues (scores of 13.95 vs 13.41 vs 12.56 out of 16) and the
case report scenarios (scores of 10.14 vs 8.71 vs 8.0 out of 13).

The scale of the data set remains limited. We urge researchers
in this community to join this open project via email
(xujie@pjlab.org.cn). MedGPTEval is open to researchers, that
is, people affiliated with a research organization (in academia
or industry), as well as to people whose technical and
professional expertise is relevant to the social aspects of the
project.

The contribution of this work is 2-fold:

1. By conducting a thorough study of LLMs used in the
medical context and collaborating with domain experts, we
established comprehensive evaluation criteria to assess the
medical responses of LLMs.

2. Based on the criteria, we released a set of open-source data
sets for the evaluation of medical responses in Chinese and
conducted benchmark experiments on 3 chatbots, including
ChatGPT.

Methods

Evaluation Criteria
The evaluation criteria for assessing the LLMs were summarized
by a thorough literature review. The evaluation criteria were
then optimized using the Delphi method [23]. The general
process involved sending the criteria to designated experts in
the field and obtaining their opinions on linguistic
embellishment, ambiguity, and readability. After generalizing
and corrections, we provided anonymous feedback to each
expert. This cycle of seeking opinions, refining focus, and giving
feedback was repeated until a unanimous consensus was
reached. A team of 5 interdisciplinary experts in medicine and
engineering collaborated to determine the final evaluation
aspects, specific details, and scoring standards. All members of
the team held doctoral degrees in their specialties, with titles of
associate professor or above, including 2 clinical medicine
specialists, 2 computer specialists, and 1 medical management
specialist.

Medical Data Sets in Chinese
To apply the evaluation criteria, 3 licensed medical experts with
over 10 years of extensive clinical experience worked together
to create a set of medical data sets in Chinese, including the
multiple-turn dialogue data set and the case report data set. The
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case report data set necessitated a singular round of questioning
and encompasses an elaborate medical record of the patient,
including age, gender, medical history (personal and familial),
symptoms, medication history, and other relevant information.
In addition, the medical problem consulted had to be clearly
described. In contrast, the data set with multiple-turn dialogue
was derived through an iterative process comprising four rounds.
The initial round was initiated with the patient’s symptoms,
followed by supplementary descriptions of medication,
examination, or other symptom-related queries. The data set
with multiple-turn dialogue required careful consideration to
assess contextual relevance.

Benchmark
The generations of LLMs’ responses were recorded by an
impartial programmer to ensure an unbiased evaluation. During
the evaluation process, the LLMs’ responses were concealed
from a different group of 5 clinical medical experts who were
licensed practitioners. They have similar years of clinical
experience, and we have unified training on assessment

processes and criteria to account for the impact of differences
in clinical practice on the assessment process. The clinical
fundamental response performances of 3 LLMs (ChatGPT,
ERNIE Bot, and Dr PJ) were then compared based on the
assessment criteria outlined above and on the proposed medical
data sets. The data sets proposed by 5 clinical medical experts
based on actual clinical experience and clinical confusion, and
determined through peer review and discussion were used to
evaluate the medical and social capabilities of the LLMs, while
the multiple-turn dialogue data set was used to additionally
assess their contextual abilities. The maximum scores available
for LLMs in the multiple-turn dialogue data set and the case
report data set were 16 and 13, respectively, where a higher
score indicated superior performance. Furthermore, the
computational robustness of the LLMs was assessed using
extended data sets derived from the multiple-turn dialogue data
set. Lastly, a subset of the case reports was randomly selected
and comprehensively reviewed by five medical experts. The
benchmark assessment methods are summarized in Table 1.

Table . Summary of benchmark assessment.

Assessment approachesData sets and assessment aspects

Medical dialogue

Maximum score of 16Medical professional capabilities, social compre-
hensive capabilities, contextual capabilities

PercentageComputational robustness

Case report

Maximum score of 13Medical professional capabilities, social compre-
hensive capabilities

PercentageComputational robustness

CommentsComprehensive review

Ethical Considerations
This study does not include human participants (ie, no human
subject experimentation or intervention was conducted) and
does not require institutional review board approval.

Results

Comprehensive Assessment Criteria
The draft evaluation criteria for assessing the LLMs were
summarized by a thorough literature review [6,7,11-14,16,17,24]
from 4 aspects: medical professional capabilities, social
comprehensive capabilities, contextual capabilities, and
computational robustness. All 5 interdisciplinary experts made
suggestions for fine-tuning the assessment method, and they
reached a consensus using the Delphi method to make it more
scientifically rigorous and easier to read [23].

Medical Professional Capabilities
The professional comprehensive capabilities of LLMs’answers
were evaluated using 6 indicators [7,12,17]: (1) accuracy,
requiring that there are no medical errors in the answers and
that the answers do not provide any harmful information to
patients (accuracy can also include the evaluation of safety);

(2) informativeness, where a 3-point Likert scale was used to
evaluate the informativeness of the answers (0: incomplete; 1:
adequate; 2: comprehensive); (3) expansiveness, meaning that
the answers contain useful information besides the medical
knowledge included in the question; (4) logic, with a 3-point
Likert scale (0: the answer is irrelevant to the topic; 1: off topic,
the answer does not directly address the topic but is still relevant;
2: on topic, the answer addresses the topic directly and
positively); (5) prohibitiveness, where the LLMs correctly
identify medical vocabulary or prohibited vocabulary; and (6)
sensitivity, ensuring that LLMs’ answers do not contain any
politically sensitive expressions. Note that if the score for either
knowledge accuracy or logical correlation is 0, the score for the
overall professional comprehensive capabilities is set to 0.

Social Comprehensive Capabilities
We conducted an overall evaluation of the social comprehensive
performances using 4 indicators [6,11,12,14]: (1)
comprehension, where a binary scale is used to evaluate the
readability of the answers (0: awkward sounding—all answers
are professional and not explanatory; 1:
understandable—intuitive and easy to understand); (2) tone,
which pertains to the appropriate use of mood/tone in the
generated responses by the LLMs, including the use of mood
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particles, symbols, emotional rhythm, and emotional intensity;
(3) empathy, where the accuracy of the scenario analysis is
considered, including emotional understanding and reasoning;
and (4) social decorum, using a 3-point Likert scale to evaluate
the social decorum (0: rude–not matching any friendly social
keywords or displaying malicious language attacks; 1:
general—matching 1-2 keywords; 2: graceful—matching 3 or
more keywords).

Contextual Capabilities
Three indicators were used to access the contextual capabilities
[13,24] only in the multiple-turn dialogue data set, as follows:

(1) repeated answer, which means that no duplicate answers
should appear in the responses generated by LLMs; (2) anaphora
matching, which involves correctly identifying and matching
the abbreviations or aliases of medical professional terms used
in the dialogue; and (3) key information, where LLMs can
recognize and include all relevant information from the question
in their response, particularly those that have been repeated 2
or more times in the questions. The content performance criteria
used for scoring are outlined in Table 2.

Table . Summary of evaluation aspects, indicators, criteria, and data sets.

ScoreEvaluation criteriaData setsEvaluation aspects

BothMedical professional capabilities

1No medical knowledge er-
rors are present in the an-
swer

Accuracya

2Comprehensive: answers in-
clude additional information
beyond the expectations

Informativeness

1Answers include content
from aspects other than
medical knowledge included
in the question

Expansiveness

2On topic: the answers ad-
dress the topic directly and
positively

Logica

1The model can correctly
identify medical or prohibit-
ed terms

Prohibitiveness

1There is no political sensitiv-
ity expressed in the answers

of chatbots by LLMb

Sensitivity

BothSocial comprehensive capabilities

1Understandable: the answers
are intuitive and easy to un-
derstand

Comprehension

1The answers use correct
modal particles and symbols

Tone

1The answers can accurately
empathize with the patient

Empathy

2Appropriate: matching 3 or
more keywords

Social decorum

Multiple-turn dialogueContextual capabilities

1The model has no duplicate
answers

Repeated answer

1The model can identify
medical professional abbre-
viations and aliases

Anaphora matching

1The model can identify key
information that appears 2
or more times

Key information

aHighest priority. If the score of an item is 0, no further evaluation was conducted on either medical professional capability.
bLLM: large language model.
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Computational Robustness
To evaluate the robustness of the LLMs, 5 extended data sets
were created based on first-round questions in the multiple-turn
dialogue data set described above. Specifically, the following
strategies were used to rephrase each original question and
create 10 rephrasing questions: (1) rephrasing the question or
sentence but maintaining the semantics (data set A), (2)
rephrasing the question or sentence and changing the semantics
(data set B), (3) rephrasing the question or sentence by
introducing punctuation errors (data set C), (4) rephrasing the
question or sentence by introducing grammatical errors (data
set D), and (5) rephrasing the question or sentence by
introducing spelling errors (data set E). Data sets A-E were used
to evaluate the robustness of the LLMs from different common
scenarios, which could be classified into 3 anomaly categories.
Specifically, data set A was used for the adversarial success
rate, data set B for the noise success rate, and data set C-E for
the input error success rate.

For each data set, the original and rephrased questions were
inputted into the LLMs, and 3 metrics were calculated according
to the LLMs’ answers as follows [16,17]: (1) the semantic
consistency rate (R1) represents the proportion of the answer
able to maintain the same semantics when inputting a rephrasing
question, (2) the semantically inconsistent but medically sound
rate (R2) means that the semantics of the answer has changed
but is medically sound when inputting the rephrased question,
and (3) the complete error rate (R3) means that the semantics
of the answer have changed and that there is a medical error
when inputting a rephrasing question.

Medical Data Sets in Chinese
Two medical data sets in Chinese were created: medical
multiple-turn dialogues and case reports. The data sets [25]
include a total of 34 cases, with 27 cases for multiple-turn
dialogue and 7 case reports. Data sets included medical
scenarios, questions, suspected diagnoses given by LLMs,
disease types, and classification of medical questions. The
medical questions were sorted into 6 categories: clinical
manifestations, treatment, ancillary tests, lifestyle habits,
etiology, and prognosis. Most questions focused on patients’
self-reported symptoms and their treatments. The data sets
contain 14 types of diseases: systemic diseases, digestive system

diseases, brain diseases, heart diseases, bone diseases, chest
diseases, vascular diseases, eye diseases, uterine diseases,
urinary system diseases, nasopharyngeal diseases, oral diseases,
skin diseases, and accidental injuries. Some specific common
diseases featured in the data sets are metabolic diseases like
diabetes mellitus, gastrointestinal diseases such as gastritis and
hyperacidity, and critical diseases like Parkinson disease and
heart failure.

Benchmarks Based on ChatGPT, ERNIE Bot, and Dr
PJ

Analysis of the Results in Two Medical Scenarios
As shown in Table 3, three assessment aspects were covered in
the multiple-turn dialogue evaluation: medical professional
capabilities, social comprehensive capabilities, and contextual
capabilities. Table 3 shows the total scores of each assessment
and the scores of specific indicators. Dr PJ outperformed
ChatGPT and ERNIE Bot, with total scores of 13.95, 13.41,
and 12.56, respectively. ChatGPT achieved a slightly higher
score of 6.30 in medical professional capabilities, compared to
6.25 for Dr PJ and 5.63 for ERNIE Bot. Although ChatGPT
performed better in the assessment of medical professional
capabilities, Dr PJ had a higher score for accuracy, meaning
that the answers were harmless and that Dr PJ performed better
in the evaluation of safety. As for social comprehensive
capabilities, ChatGPT, ERNIE, and Dr PJ achieved scores of
4.26, 4.33, and 4.70, respectively. Dr PJ achieved a score of
3.00 for context relevance, while ChatGPT and ERNIE Bot
achieved scores of 2.85 and 2.59, respectively.

As shown in Table 4, two assessment aspects were covered in
the case report evaluation: medical professional capabilities and
social comprehensive capabilities. Dr PJ outperformed ChatGPT
and ERNIE Bot, with total scores of 10.14, 8.71, and 8.00,
respectively. As for medical professional capabilities, Dr PJ
achieved 6.86, higher than that of ChatGPT (6.43) and ERNIE
Bot (5.71). Similarly, Dr PJ had the highest score (1.00) for
accuracy in the evaluation of medical professional capabilities.
In addition, Dr PJ had the same scores as ChatGPT regarding
informativeness and expansiveness. As for social comprehensive
capabilities, the scores for Dr PJ, ChatGPT, and ERNIE Bot
were 3.29, 2.29, and 2.29, respectively. Specific scores for each
indicator can be found in Table 4.
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Table . The content performances of chatbots in medical scenarios on multiple-turn dialogues.

ChatbotsEvaluation indicators

Doctor PuJiangERNIE BotChatGPT

13.9512.5613.41Total score (maximum score: 16)

6.255.636.30Medical professional capabilities (maximum score: 8)

0.940.790.91Accuracy

1.311.221.40Informativeness

0.170.120.19Expansiveness

1.841.501.81Logic

1.001.001.00Prohibitiveness

1.001.001.00Sensitivity

4.704.334.26Social comprehensive capabilities (maximum score: 5)

0.960.960.96Comprehension

1.001.000.96Tone

0.850.700.70Empathy

1.891.671.63Social decorum

3.002.592.85Contextual capabilities (maximum score: 3)

1.000.810.96Repeated answer

1.000.850.96Anaphora matching

1.000.930.93Key information

Table . The content performances of chatbots in medical scenarios with the case report.

ChatbotsEvaluation indicators

Doctor PuJiangERNIE botChatGPT

10.148.008.71Total score (maximum score: 13)

6.865.716.43Medical professional capabilities (maximum score: 8)

1.000.710.86Accuracy

1.431.141.43Informativeness

0.430.430.43Expansiveness

2.001.431.71Logic

1.001.001.00Prohibitiveness

1.001.001.00Sensitivity

3.292.292.29Social comprehensive capabilities (maximum score: 5)

1.001.001.00Comprehension

0.710.140.29Tone

0.290.140.00Empathy

1.291.001.00Social decorum

Comprehensive Review of Detailed Case Reports
The comments of 2 case reports by 5 medical experts are shown
in Multimedia Appendix 1. Overall, all 3 LLMs performed well
in correctly understanding patients’ questions. They could
comprehend the questions asked by patients and respond with
logical answers. However, Dr PJ outperformed the others in
terms of sociality. Additionally, Dr PJ answered the questions

in an orderly manner, with clear and intuitive serial numbers
listed.

Computational Robustness Performance
The results in Table 5 show that Dr PJ outperformed ChatGPT
and ERNIE Bot in the semantic consistency rate, with a higher
adversarial success rate, noise success rate, and input error
success rate. This indicates that Dr PJ was the best at
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maintaining the same semantics of the model answers when
questions were paraphrased. Furthermore, in the complete error
rate category, both Dr PJ and ERNIE Bot had lower error rates

than ChatGPT, suggesting that the semantics of the answer
changed when the question was altered. Dr PJ also had a low
probability of medical errors.

Table . The robustness of 3 chatbots for the medical consultation detailed answer task.

R3
c (%)R2

b (%)R1
a (%)Chatbots, anomaly category, and data set

ChatGPT

ASRd

206515Data set A

NSRe

305515Data set B

IESRf

01000Data set C

304030Data set D

08020Data set E

ERNIE Bot

ASR

58510Data set A

NSR

01000Data set B

IESR

01000Data set C

08020Data set D

08020Data set E

Doctor PuJiang

ASR

58015Data set A

NSR

06535Data set B

IESR

04060Data set C

104050Data set D

02080Data set E

aR1: semantic consistency rate.
bR2: semantically inconsistent but medically sound.
cR3: complete error rate.
dASR: adversarial success rate.
eNSR: noise success rate.
fIESR: input error success rate.

Discussion

Principal Findings
In this study, we introduced a set of comprehensive evaluation
criteria for assessing LLMs’ performances in medical contexts,
considering aspects such as medical professional capabilities,
social comprehensive capabilities, contextual capabilities, and

computational robustness. We compared ChatGPT and ERNIE
Bot with Dr PJ in 2 medical scenarios: multi-turn dialogues and
case reports. Experimental results show that Dr PJ outperformed
ChatGPT and ERNIE Bot in handling various forms of the same
question in these 2 scenarios.

Recently, LLMs have achieved rapid advancements and
demonstrated technical potential. However, only a few
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question-and-answer evaluation methods have been developed
for nonmedical fields or accuracy aspects. Liu et al [26]
presented a research summary for ChatGPT/GPT-4 suggesting
that there are several evaluation aspects to consider, such as
engineering performance, scenario, user feedback, and negative
impacts. Similarly, West [17] evaluated the accuracy of
ChatGPT-3.5 and ChatGPT-4 in answering conceptual physics
questions by assessing correctness, confidence, error type, and
stability. Further, Tan et al [16] compared responses from 6
English and 2 multilingual data sets, totaling 190,000 cases,
and they discovered that ChatGPT outperformed similar models
in most results but struggled with questions requiring numerical
or time-based answers. However, the team’s evaluation metrics
such as the minimal functionality test, invariance test, and
directional expectation test [16] are primarily focused on model
performances and stability. Unlike general question-answering
domains, medical data sets require a more comprehensive
evaluation approach. It is essential to not only focus on the
LLMs’ performances but also consider the physical and
psychological state of the questioner, as well as potential patients
seeking medical assistance from a medical professional’s
perspective. As a result, we propose content evaluation criteria
including both medical and social capabilities. Simultaneously,
in a recent publication comparing physicians versus LLMs’
responses to patient questions, the researchers assessed the
quality of information and empathy of the responses on a 5-point
scale [27]. Moreover, a recent study on radiation oncology
physics showed that GPT-4 performed better in answering
highly specialized radiation oncology physics questions after
labeling. However, results were obtained where human expertise
won out, suggesting the importance of the diversity of expertise
and contextual inference capabilities [13]. Correspondingly,
contextual capabilities are incorporated as a crucial component
to evaluate LLMs’ contextual inference professionally and
objectively. We believe that the comprehensiveness of Chinese
data sets is equally important. For example, our latest proposed
medical data sets in Chinese include common and critical
diseases from 14 different clinical departments. Furthermore,
our open-source data sets can facilitate a fairer evaluation
process and expedite the global assessment and advancement
of LLMs applied to medical data sets in Chinese.

Many current models are data hungry and necessitate
labor-intensive labeling [28]. The advent of medical knowledge
graphs and foundation models, which enable training without
labeled data and professional medical knowledge, has driven
the application of AI throughout the clinical workflow, including
triage, diagnosis, and clinical management [4,29,30]. Inspired
by these advancements, we developed Dr PJ, an LLM based on
massive medical data sets in Chinese. Given the highly
specialized nature of medical care, training LLMs in this field
requires strict supervision to ensure medical professionalism.
Simultaneously, humanistic care, a fundamental aspect of
doctor-patient communication, is crucial for human-computer
interaction [31]. Unlike ChatGPT and ERNIE Bot, which are
general AI models pretrained on general internet data, Dr PJ
was built for medical applications and has been trained using
medical texts. When applying these models to multiple-turn
dialogues, our model achieved the highest total score. This result

shows that the higher medical expertise score of ChatGPT
resulted from informativeness and expansiveness, while our
model achieved better accuracy and medical safety.
Additionally, we evaluated the robustness of models by changing
the method of inputs or the order of words. In the real world,
patients may enter their symptoms in different ways or may
remember diseases or drugs incorrectly. The word order may
also influence the natural language understanding [32].
Therefore, it is important to measure the robustness of medical
models to deal with various inputs. Dr PJ had higher semantic
consistency and a lower complete error rate compared to
ChatGPT, indicating better robustness. Although the developers
of OpenAI believe that ChatGPT performs well in translation,
it does not perform stably in different modes of questioning.
This indicates that the language barrier in foundation models
is an important factor to consider.

Limitations
Limitations remain in the evaluation system and LLM
development. First, the evaluation criteria primarily rely on
subjective scoring by a group of medical professionals. Although
this approach aligns with the principles of the medical domain,
it can introduce a certain bias into the results, and the
human-scoring system can waste time and human resources.
Second, our data set mainly focuses on Chinese medicine, which
has language and cultural limitations. This may have some
impact on the generalizability of the findings. Expanding the
scope of the data set in future studies would be a worthwhile
research direction to enhance the reliability and generalizability
of the study.

Future Directions
To improve evaluation efficiency and reduce bias, future work
on the combination of automated model evaluation is needed.
Moreover, the scale of medical data sets for evaluation is still
limited, so we encourage research collaborations to help expand
the current evaluation data set with more Chinese medical data
sets to construct a more comprehensive evaluation data set. In
addition, foundation models with a greater number of parameters
have the potential to yield better accuracy. We can also
potentially enhance the model performance by training the
model with more complex parameters. Finally, note that using
different prompts may have an impact on model output [33].
Therefore, evaluations of different prompting strategies for
models should be conducted to select those suitable for medical
scenarios.

Conclusions
This work proposed an assessment system, composed of a set
of evaluation criteria, open-source medical data sets in Chinese,
and a benchmark of 3 chatbots. Medical experts evaluated the
LLMs and found that 3 chatbots (ChatGPT, ERNIE Bot, and
Dr PJ) could understand patients’ questions and provide logical
answers. Through a comparison using the proposed evaluation
criteria, we found that Dr PJ outperformed the other 2 models
with more accurate medical knowledge and humanistic care.
Overall, the study results underscore the need for continuous
research and development in LLMs to ensure their safe and
effective use in medical scenarios.
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Abstract

Background: Biomedical natural language processing tasks are best performed with English models, and translation tools have
undergone major improvements. On the other hand, building annotated biomedical data sets remains a challenge.

Objective: The aim of our study is to determine whether the use of English tools to extract and normalize French medical
concepts based on translations provides comparable performance to that of French models trained on a set of annotated French
clinical notes.

Methods: We compared 2 methods: 1 involving French-language models and 1 involving English-language models. For the
native French method, the named entity recognition and normalization steps were performed separately. For the translated English
method, after the first translation step, we compared a 2-step method and a terminology-oriented method that performs extraction
and normalization at the same time. We used French, English, and bilingual annotated data sets to evaluate all stages (named
entity recognition, normalization, and translation) of our algorithms.

Results: The native French method outperformed the translated English method, with an overall F1-score of 0.51 (95% CI
0.47-0.55), compared with 0.39 (95% CI 0.34-0.44) and 0.38 (95% CI 0.36-0.40) for the 2 English methods tested.

Conclusions: Despite recent improvements in translation models, there is a significant difference in performance between the
2 approaches in favor of the native French method, which is more effective on French medical texts, even with few annotated
documents.

(JMIR Med Inform 2024;12:e49607)   doi:10.2196/49607

KEYWORDS

concept normalization; named entity recognition; natural language processing; translation; translational tool; biomedical data set;
bilingual language model

Introduction

Named entity recognition (NER) and term normalization are
important steps in biomedical natural language processing
(NLP). NER is used to extract key information from textual
medical reports, and normalization consists of matching a
specific term to its formal reference in a shared terminology
such as the United Medical Language System (UMLS)
Metathesaurus [1]. Major improvements have been made
recently in these areas, particularly for English, as a huge
amount of data is available in the literature and resources.
Modern automatic language processing relies heavily on

pretrained language models, which enable efficient semantic
representation of texts. The development of algorithms such as
transformers [2,3] has led to significant progress in this field.

In Figure 1, the term “mention level” indicates that the analysis
is carried out at the level of a word or small group of words:
first at the NER stage (in blue) and then during normalization
(in green); finally, all mentions with normalized concept unique
identifiers (CUIs) are aggregated at the “document level”
(orange part). The sets of aggregated CUIs per document
predicted by the native French and translated English approaches
are then compared to the manually annotated gold standard.
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Figure 1. Overall objective of the method: translating plain text to the CUI codes of the UMLS Metathesaurus, document by document. CHEM:
Chemicals & Drugs; CUI: concept unique identifier; DISO: Disorders; PROC: Procedures; UMLS: United Medical Language System.

In many languages other than English, efforts remain to be made
to obtain such results, notably due to a much smaller quantity
of accessible data [4]. In this context, our work explores the
relevance of a translation step for the recognition and
normalization of medical concepts in French biomedical
documents. We compared 2 methods: (1) a native French
approach where only annotated documents and resources in
French are used and (2) a translation-based approach where
documents are translated into English, in order to take advantage
of existing tools and resources for this language that would
allow the extraction of concepts mentioned in unpublished
French texts without new training data (zero-shot), as proposed
in van Mulligen et al [5].

We evaluated and discussed the results on several French
biomedical corpora, including a new set of 42 annotated
hospitalization reports with 4 entity groups. We evaluated the
normalization task at the document level, in order to avoid a
cross-language alignment step at evaluation time, which would
add a potential level of error and thus make the results more
difficult to interpret (see word alignment in Gao and Vogel [6]
and Vogel et al [7]). This normalization was carried out by
mapping all terms to their CUI in the UMLS Metathesaurus [1].
Figure 1 summarizes these various stages, from the raw French
text and the translated English text to the aggregation and
comparison of CUIs at the document level. Our code is available
on GitHub [8].
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The various stages of our algorithms rely heavily on
transformers language models [2]. These models currently
represent the state of the art for many NLP tasks, such as
machine translation, NER, classification, and text normalization
(also known as entity binding). Once trained, these models can
represent any specific language, such as biomedical or legal.
The power of these models comes from their neural architecture
but also largely depends on the amount of data they are trained
on. In the biomedical field, 2 main types of data are available:
public articles (eg PubMed) and clinical electronic medical
record databases (eg MIMIC-III [9]), and the most powerful
models are, for example, BioBERT [10], which has been trained
on the whole of PubMed in English, and ClinicalBERT [11],
which has been trained on PubMed and MIMIC-III. In French,
the variety of models is less extensive, with CamemBERT [12]
and FlauBERT [13] for the general domain and no specific
model available for the biomedical domain.

In Figure 2, axis 1 (green axis on the left) corresponds to the
native French branch with a NER step based on a FastText
model trained from scratch on French clinical notes and a
CamemBERT model. A multilingual Bidirectional Encoder
Representations From Transformers (BERT) model was then
used for the normalization step, with 2 models tested: a deep
multilingual normalization model [14] and CODER [15] with
the full version. Axes 2.1 and 2.2 (the 2 purple axes on the right)
correspond to the translated English branches, with a first
translation step performed by the OPUS-MT-FR-EN model
[16] for both. Axis 2.1 (left) was conducted with decoupled

NER and normalization steps: FastText trained from PubMed
and MIMIC-III [17] for NER, and deep multilingual
normalization [14] or CODER [15] with the English version
for normalization. Axis 2.2 (right) used a single system for the
NER and normalization stages: MedCAT [18].

In addition to particularly powerful English-language pretrained
models, universal biomedical terminologies (ie, the UMLS
Metathesaurus) also contain many more English terms than
other languages. For example, the UMLS Metathesaurus [1]
contains at least 10 times more English terms than French terms,
which may enable rule-based models to perform better in
English. As mentioned above, each reference concept in the
UMLS Metathesaurus [1] is assigned a CUI, associated with a
set of synonyms, possibly in several languages, and a semantic
group, such as Disorders, Chemicals & Drugs, Procedure,
Anatomy, etc.

In parallel, the performance of machine translation has also
improved thanks to the same type of transformer-based language
models, and recent years have seen the emergence of
high-quality machine translations, such as OPUS-MT developed
by Tiedemann et al [16], Google Translate, and others. These
2 observations have led several research teams to add a
translation step in order to analyze medical texts, for example,
to extract relevant mentions in ultrasound reports [19,20] or in
the case of the standardization of medical concepts [14,15,21].
Work in the general (nonmedical) domain has also focused on
alignment between named entities in parallel bilingual texts
[22,23].
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Figure 2. Diagram of different experiments comparing French and English language models without and with intermediate translation steps. CHEM:
Chemicals & Drugs; CUI: concept unique identifier; DEVI: Devices; DISO: Disorders; EHR: electronic health record; EN: English; FR: French; FT:
fine-tuned; PROC: Procedures; UMLS: United Medical Language System.

Methods

Approaches

Overview
Figure 2 shows the main approaches and models used in our
study. We explored 1 “native French approach axis” (axis 1 in
Figure 2), based on French linguistic models learned from and
applied to French annotated data, and 2 “translated English
approach axes” (axes 2.1 and 2.2), based on a translation step
and concept extraction tools in English. We compared the

performance of all axes with the average of the document-level
CUI prediction precisions for all documents.

Native French Approach
Axis 1 consisted of 2 stages: a NER stage and a normalization
stage. For the NER stage, we used the nested NER algorithm.
Next, a normalization step was performed by 2 different
algorithms: a deep multilingual normalization model [14] and
CODER [15] with the CODER all version.

Translated-English Approach
First, axes 2.1 and 2.2 consisted of a translation step, performed
by the state-of-the-art OPUS-MT-FR-EN [16] or Google
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Translate algorithm. Second, similar to axis 1, axis 2.1 was
based on a NER step and a normalization step. The NER step
was performed by the same algorithm but trained on the National
NLP Clinical Challenges (N2C2) 2019 data set [24] without
manual annotation realignment; for the normalization step, we
used the same deep multilingual algorithm [14] and the English
version of CODER [15] based on a BioBERT model [10]. This
axis allows us to compare 2 methods whose difference lies
solely in the translation step.

Axis 2.2 was based on the MedCAT [18] algorithm, which
performs NER and normalization simultaneously. In this case,
we compared the native French method with a state-of-the-art,
ready-to-use English system, which is not available in French.

Data Sets
For all our experiments, we chose to focus on 4 semantic groups
of the UMLS Metathesaurus [1]: Chemical & Drugs (“CHEM”);

Devices (“DEVI”), corresponding to medical devices such as
pacemakers, catheters, etc; Disorders (“DISO”), corresponding
to all signs, symptoms, results (eg, positive or negative results
of biological tests), and diseases; and Procedures (“PROC”),
corresponding to all diagnostic and therapeutic procedures such
as imaging, biological tests, operative procedures, etc, as well
as the corresponding number of documents.

Table 1 shows the data sets used for all our experiments and
the corresponding number of documents. First, 2 French data
sets were used for the final evaluation, as well as for training
the axis-1 models. QUAERO is a freely available corpus [25]
based on pharmacological notes with 2 subcorpora: MEDLINE
(short sentences from PubMed abstracts) and EMEA (drug
package inserts). We also annotated a new data set of real-life
clinical notes from the Assistance Publique Hôpitaux de Paris
data warehouse, described in Section S1 in Multimedia
Appendix 1.

Table . Overview of all data sets used. When a data set is used for both training and testing, 80% of the data set is used for training and 20% is used
for testing. Thus, for the EMEA data set, 30 documents were used for training and 8 for testing, 34 French notes were used for training and 8 for testing,
and so on.

Languages and data setsVariables

English and FrenchEnglishFrench

WMT 2019
[28]

WMTb 2016
[27]

Mantra [26]N2C2a 2019
[24]

French notesQUAERO [25]

MEDLINEEMEA

PubMed ab-
stracts

PubMed ab-
stracts

Drug notices
and MED-
LINE titles

English notesFrench notesMEDLINE ti-
tles

Drug noticesType

6542>600,000 sent20010042251438Size (documents), n

Use

✓✓✓✓Train NERc

✓✓✓✓Test NER

✓✓✓✓Normalization

✓✓Test MedCAT

✓✓Translation
(fine-tuning)

✓Translation
(test)

aN2C2: National Natural Language Processing Clinical Challenges.
bWMT: Workshop on Machine Translation.
cNER: named entity recognition.

Second, we used the N2C2 2019 corpus [24] with annotated
CUIs, on which we automatically added semantic group
information from the UMLS Metathesaurus [1], to train the
axis-2.1 system and evaluate the NER and English normalization
algorithms. We also used the Mantra data set [26], a multilingual
reference corpus for biomedical concept recognition.

Finally, we refined and tested the translation algorithms on the
Workshop on Machine Translation biomedical corpora of 2016
[27] and 2019 [28]. A detailed description of the number of
respective entities in the data sets can be found in Table S1 in
Multimedia Appendix 1.

The annotation methods for the French corpus are detailed in
Section S1 and Figure S1 in Multimedia Appendix 1. The
distribution of entities for this annotation is detailed in Table
S1 in Multimedia Appendix 1.

Translation
We used and compared 2 main algorithms for the translation
step: the OPUS-MT-FR-EN model [16], which we tested without
and with fine-tuning on the 2 biomedical translation corpora of
2016 and 2019 [27,28], and Google Translate as a comparison
model.
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NER Algorithm
For this step, we used the algorithm of Wajsbürt [29] described
in Gérardin et al [30]. This model is based on the representation
of a BERT transformer [3] and calculates the scores of all
possible concepts to be predicted in the text. The extracted
concepts are delimited by 3 values: start, end, and label. More
precisely, the encoding of the text corresponds to the last 4
layers of BERT, FastText integration, and a max-pool
Char-CNN [31] representation of the word. The decoding step
is then performed by a 3-layer long short-term memory [32]
with learning weights [33], similar to the method in Yu et al
[34]. A sigmoid function was added to the vertex. Values (start,
end, and label) with a score greater than 0.5 were retained for
prediction. The loss function was a binary cross-entropy, and
we used the Adam optimizer [35].

In our experiments, for the native French axis (axis 1 in Figure
2), the pretrained embeddings used to train the model were
based on a FastText model [36], trained from scratch on 5
gigabytes of clinical text, and a CamemBERT-large model [12]
fine-tuned on this same data set. For English axis 2.1, the
pretrained models were BioWordVec [17] and ClinicalBERT
[11].

Normalization Algorithms

Overview
This stage of our experiments was essential for comparing a
method in native French and one translated into English, and it
consisted of matching each mention extracted from the text to
its associated CUI in the UMLS Metathesaurus [1]. We
compared 3 models for this step, described below: the deep
multilingual normalization algorithm developed by Wajsbürt
et al [14]; CODER [15]; and the MedCAT [18] model, which
performs both NER and normalization.

These 3 models require no training data set other than the UMLS
Metathesaurus.

Deep Multilingual Normalization
This algorithm by Wajsbürt et al [14] considers the
normalization task as a highly multiclass classification problem
with cosine similarity and a softmax function as the last layer.
The model is based on contextual integration, using the
pretrained multilingual BERT model [3], and works in 2 steps.
In the first step, the BERT model is fine-tuned and the French
UMLS terms and their corresponding English synonyms are
learned. Then, in the second step, the BERT model is frozen
and the representation of all English-only terms (ie, those present
only in English in the UMLS Metathesaurus [1]) is learned. The
same training is used for the native French and translated
English approaches. This model was trained with the 2021
version of the UMLS Metathesaurus [1], corresponding to the
version used for annotating the French corpus. The model was
thus trained on over 4 million concepts corresponding to 2
million CUIs.

CODER
The CODER algorithm [15] was developed by contrastive
learning on the basis of the medical knowledge graph of the
UMLS Metathesaurus [1], with concept similarities being
calculated from the representation of terms and relations in this
knowledge graph. Contrastive learning is used to learn
embeddings through multisimilarity loss [37]. The authors have
developed 2 versions: a multilingual version based on the
multilingual BERT [3] and an English version based on the
pretrained BioBERT model [10]. We used the multilingual
version for axis 1 (native French approach) and the English
version for axis 2.1. Both types of this model (CODER all and
CODER en) were trained with the 2020 version of UMLS
(publicly available models). CODER all [15] was trained on
over 4 million concepts corresponding to 2 million CUIs, and
CODER en was trained on over 3 million terms and 2 million
CUIs.

For the deep multilingual model and the CODER model, in
order to improve performance in terms of accuracy, we chose
to add semantic group information (ie, Chemical & Drugs,
Devices, Disorders, and Procedures) to the model output: that
is, from the first k CUIs chosen from a mention, we selected
the first from the corresponding group.

The MedCAT algorithm is described in detail in Section S1 in
Multimedia Appendix 1.

Ethical Considerations
The study and its experimental protocol were approved by the
Assistance Publique Hôpitaux de Paris Scientific and Ethical
Committee (IRB00011591, decision CSE 20-0093). Patients
were informed that their electronic health record information
could be reused after an anonymization process, and those who
objected to the reuse of their data were excluded. All methods
were applied in accordance with the relevant guidelines
(Commission nationale de l'informatique et des libertés
reference methodology MR-004 [38]).

Results

The sections below present the performance results for each
stage. The N2C2 2019 challenge corpus [24] enabled us to
evaluate the performance of our English models on clinical data,
and the Biomedical Translation 2016 shared task [27] allowed
us to evaluate our translation performance on biomedical data
with a BLEU score [39].

NER Performances
To be able to compare our approaches in native French and
translated English, we used the same NER model, trained and
tested on each of the data sets described above. Table 2 shows
the corresponding results. Overall F1-scores were similar across
data sets: from 0.72 to 0.77.
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Table . Named entity recognition (NER) performance for each model. For all experiments, we used the same NER algorithm but with different pretrained
models. The best performance values are italicized.

Data sets and modelsGroups

N2C2b 2019 test, with BioWordVec [17]
and ClinicalBERT [11]

French notes, with FastText* and Camem-
BERT-FT

EMEA test, with FastText*a and Camem-
BERT-FT [12]

F1-scoreRecallPrecisionF1-scoreRecallPrecisionF1-scoreRecallPrecision

0.860.850.870.860.880.840.820.830.80CHEMc

0.540.510.580.000.000.000.550.810.42DEVId

0.730.720.740.660.650.670.590.630.54DISOe

0.790.780.800.750.720.780.740.780.73PROCf

0.770.760.780.720.710.730.740.770.71Overall

aFastText* corresponds to a FastText model [36] trained from scratch on our clinical data set.
bN2C2: National Natural Language Processing Clinical Challenges.
cCHEM: Chemical & Drugs.
dDEVI: Devices.
eDISO: Disorders.
fPROC: Procedures.

Normalization Performances
This section presents only the normalization performance based
on the gold standard’s entity mentions, without the intermediate
steps. The results are summarized in Table 3. The deep
multilingual algorithm performed better for all corpora tested,
with an improvement in F1-score from +0.6 to +0.11. By way
of comparison, the winning team of the 2019 N2C2 had achieved
an accuracy of 0.85 using the N2C2 data set directly to train

their algorithm [24]. In our context of comparing algorithms
between 2 languages, the normalization algorithms were not
trained on data other than the UMLS Metathesaurus. MedCAT’s
performance (shown in Table S2 in Multimedia Appendix 1)
cannot be directly compared with that of other models, as this
method performed both NER and normalization in a single step.
However, we note that this algorithm performed as well as axis
2.1 in terms of overall performance, as shown in Table 4.

Table . Performance of the normalization step. Model results were calculated from the annotated data sets, focusing on the 4 semantic groups of interest:
Chemical & Drugs, Devices, Disorders, and Procedures. The best performance values are italicized.

Data set modelsAlgorithms

N2C2a 2019 testFrench notesEMEA test

0.740.570.65Deep multilingual normalization

—b0.510.58CODER all

0.63——CODER en

aN2C2: National Natural Language Processing Clinical Challenges.
bNot applicable.
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Table . Overall performances. The normalization step was performed by the deep multilingual model and the translation was performed by the
OPUS-MT-FR-EN FT model. The best performance values are italicized.

French notesEMEA testMethods

F1-score (95% CI)RecallPrecisionF1-score (95% CI)RecallPrecision

0.51 (0.47-0.55)0.530.490.61 (0.53-0.65)0.600.63Axis 1 (French

NERa+normaliza-
tion)

0.39 (0.34-0.44)0.380.410.45 (0.38-0.51)0.400.53Axis 2.1 (Transla-
tion+NER+normal-
ization)

0.38 (0.36-0.40)0.380.380.49 (0.38-0.54)0.460.53Axis 2.2 (Transla-
tion+MedCAT
[18])

aNER: named entity recognition.

Translation Performances
For both translation models, the respective BLEU scores [39]
were calculated on the shared 2016 Biomedical Translation
Task [27]. The chosen BLEU algorithm was the weighted
geometric mean of the n-gram precisions per sentence.

A fine-tuned version of OPUS-MT-FR-EN [16] was also tested
on the 2016 and 2019 Biomedical Translation shared tasks. For
fine-tuning, we used the following hyperparameters: a maximum
sequence length of 128 (mainly for computational memory

reasons), a learning rate of 2 × 10–5, and a weight decay of 0.01,
and we varied the number of epochs up to 15 epochs (the error
function curve stops decaying after 10 epochs). The Google
Translate model could not be used for our clinical score
experiments for reasons of confidentiality.

Table 5 presents the BLEU scores for the 3 models, showing
that fine-tuning the OPUS-MT-FR-EN model [16] on biomedical
data sets gave the best results, with a BLEU score [39] of 0.51.
This was the model used to calculate the overall performance
of axes 2.1 and 2.2.

Table . Translation performances: BLEU scores of the translation models. The best performance value is italicized.

WMTa Biomed 2016 testModels

0.42Google Translate

0.31OPUS-MT-FR-EN

0.51OPUS-MT-FR-EN FTb

aWMT: Workshop on Machine Translation.
bOPUS-MT-FR-EN FT corresponds to the OPUS-MT-FR-EN model [16] fine-tuned on biomedical translated corpus from the WMT Biomedical
Translation Tasks in 2016 [27] and 2019 [28].

Overall Performances From Raw Text to CUI
Predictions
This section presents the overall performance of the 3 axes, in
an end-to-end pipeline. For axis 2, the results are those obtained
with the best normalization algorithm (presented in Table 3).
The model used for translation is the OPUS-MT-FR-EN [16]
fine-tuned model. The results are presented in Table 4, with the
best results obtained by the native French approach on the
EMEA corpus [25] and French clinical notes. The 95% CIs
were calculated using the empirical bootstrap method [40].

Discussion

Principal Findings
In this paper, we compared 2 approaches for extracting medical
concepts from clinical notes: a French approach based on a
French language model and a translated English approach, where
we compared 2 state-of-the-art English biomedical language
models, after a translation step. The main advantages of our

experiment are that it is reproducible and that we were able to
analyze the performance of each step of the algorithm: NER,
normalization, and translation, and to test several models for
each step.

The Quality of the Translation Is Not Sufficient
We showed that the native French approach outperformed the
2 translated English approaches, even with a small French
training data set. This analysis confirms that, where possible,
an annotated data set improves feature extraction. The evaluation
of each intermediate step showed that the performance of each
module was similar in French and English. We can therefore
conclude that it is rather the translation phase itself that is of
insufficient quality to allow the use of English as a proxy
without a loss of performance. This is confirmed by the
translation performance calculations, where the calculated BLEU
scores were relatively low, although improved by a fine-tuning
step.

In conclusion, although translation is commonly used for entity
extraction or term normalization in languages other than English
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[5,20,41-43], due to the availability of turnkey models that do
not require additional annotation by a clinician, we showed that
this induces a significant performance loss.

Commercial application programming interface–based
translation services could not be used for our task due to data
confidentiality issues. However, the OPUS-MT model is
considered state of the art, it is adjustable to domain-specific
data, and the translation results presented in Table 5 confirm
the absence of performance difference between this model and
the Google Translate model.

Although our experiments were carried out on a single language,
the French-English pair is one of the best performers in recent
translation benchmarks [16]. Other languages are unlikely to
produce significantly better results.

Error Analysis
In these experiments, the overall results may appear low, but
the task is still complex, especially because the UMLS
Metathesaurus [1] contains many synonyms with different CUIs.
To better understand this, we performed an error analysis on
the normalization task only, as shown in Table S3 in Multimedia
Appendix 1, with a physician’s evaluation, on a sample of 100
errors for both models. We calculated that 24% (24/100) and
39% (39/100) of the terms found by the deep normalization
algorithm [14] and CODER [15], respectively, were in fact
synonyms but had 2 different UMLS CUIs. This highlights the
difficulty of achieving normalization on the UMLS
Metathesaurus. The UMLS Metathesaurus indeed groups
together numerous terminologies whose mapping between terms
is often imperfect, implying that certain synonyms, as shown
here, do not have the same CUI, as pointed out by Cimino [44]
and Jiménez-Ruiz et al [45]. For example, “cardiac ultrasound”
has the CUI of C1655737, whereas “echocardiography” has
another CUI of C0013516; similarly, “H/O: thromboembolism”

has a CUI of C0455533, whereas “history of thromboembolism”
has a CUI of C1997787, and so on.

Moreover, to be more precise, each axis had its own errors:
overall, the errors in axis 2 were essentially due to the loss of
information in translation. One notable error was literal
translation: for example, “dispersed lupus erythematous” instead
of “systemic lupus erythematosus,” or “crepitant” instead of
“crackles.” This loss of translation led to more errors in the
extraction of named entities.

In addition to the loss of translation information, axis 2.1 was
also penalized by the NER step, due to the difference between
the training set (N2C2 notes) and the test set (the translated
French notes; the aim being to compare the performance of
English-language turnkey models with the performance of
French-language models from an annotated set). Axis 2.1, for
example, omitted the names of certain drugs more often.

Finally, both axes were penalized by abbreviations. These were
often badly translated (for example, the abbreviation “MFIU”
for “mort foetale in utero,” meaning “intrauterine fetal death,”
was not translated), which penalized axis 2. Nevertheless, if
they were indeed extracted by NER steps in axis 1, they were
not correctly normalized due to the absence of a corresponding
CUI in the UMLS Metathesaurus.

Limitations
This work has several limitations. First, the actual French
clinical notes contained very few terms in the Devices semantic
group, which prevented the NER algorithm from finding them
in the test data set. However, this drawback, which penalized
the native French approach, still allowed us to draw a conclusion
for the results. Furthermore, in this study, we did not take into
account attributes of the extracted terms such as negation,
hypothetical attribute, or belonging to a person other than the
patient for comparison purposes, as the QUAERO [25] and
N2C2 2019 [24] data sets did not have this labeled information.
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Abstract

Background: Physicians are hesitant to forgo the opportunity of entering unstructured clinical notes for structured data entry
in electronic health records. Does free text increase informational value in comparison with structured data?

Objective: This study aims to compare information from unstructured text-based chief complaints harvested and processed by
a natural language processing (NLP) algorithm with clinician-entered structured diagnoses in terms of their potential utility for
automated improvement of patient workflows.

Methods: Electronic health records of 293,298 patient visits at the emergency department of a Swiss university hospital from
January 2014 to October 2021 were analyzed. Using emergency department overcrowding as a case in point, we compared
supervised NLP-based keyword dictionaries of symptom clusters from unstructured clinical notes and clinician-entered chief
complaints from a structured drop-down menu with the following 2 outcomes: hospitalization and high Emergency Severity Index
(ESI) score.

Results: Of 12 symptom clusters, the NLP cluster was substantial in predicting hospitalization in 11 (92%) clusters; 8 (67%)
clusters remained significant even after controlling for the cluster of clinician-determined chief complaints in the model. All 12
NLP symptom clusters were significant in predicting a low ESI score, of which 9 (75%) remained significant when controlling
for clinician-determined chief complaints. The correlation between NLP clusters and chief complaints was low (r=−0.04 to 0.6),
indicating complementarity of information.

Conclusions: The NLP-derived features and clinicians’ knowledge were complementary in explaining patient outcome
heterogeneity. They can provide an efficient approach to patient flow management, for example, in an emergency medicine
setting. We further demonstrated the feasibility of creating extensive and precise keyword dictionaries with NLP by medical
experts without requiring programming knowledge. Using the dictionary, we could classify short and unstructured clinical texts
into diagnostic categories defined by the clinician.

(JMIR Med Inform 2024;12:e49007)   doi:10.2196/49007
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Introduction

Organizational challenges, such as overcrowding in emergency
departments (EDs), directly impact patient outcomes. The
digitization of health records offers an opportunity to integrate
artificial intelligence (AI) into patient management. However,
health care workers often prefer to write unstructured text rather
than entering structured data [1,2]. This raises the question of
how future electronic health records (EHRs) should be designed:
what additional value does free text provide?

We propose adding an additional dimension alongside the classic
predictive task performed with text—inference to infer
characteristics from text entries. Most studies using text analysis
with patient records show promising results in predicting patient
outcomes, such as in-hospital mortality, unplanned re-admission
after 30 days, and prolonged length of hospital stay [3,4]. The
benefits of unstructured text in EHRs for the improvement of
prediction models have been demonstrated, as underscored by
the extensive review by Seinen et al [5]. Indeed, 20% of the
trials that were reported were conducted within a hospital ED
environment. However, the analysis of the reported studies
focused on demonstrating an improvement in predicting clinical
outcomes, such as death or rehospitalization. We extend this
approach by using the text not primarily to predict outcomes
but to explain the correlation of patient subgroups with clinical
outcomes. For instance, we show if certain symptoms
documented in the ED triage are associated with a higher
probability of an inpatient stay. Our results indicate that the
information captured by clinical text-based notes is
complementary to traditional structured data and can provide
clinicians with valuable information about patients.

Overcrowding in the ED is an important case in point where AI
supporting the optimization of patient workflows may
substantially improve outcomes. It is a recognized challenge
facing many EDs worldwide [6,7], adversely impacting patient
outcomes [8]. These negative effects are evident during ED
resource overload, such as during the COVID-19 pandemic [9].
More recently, senior public health officials in England have
attributed up to 500 excess deaths per week during the recent
winter months to delays caused by National Health Service
capacity constraints [10,11]. Therefore, electronically enabled
targeted patient selection could help speed up triage and reduce
ED overcrowding. However, the optimal structure of EHRs
remains controversial, particularly because clinicians tend to
prefer the flexibility of entering unstructured text to structured
data entry [12].

By comparing data extracted from 2 fields—1 derived from a
structured drop-down menu indicating leading symptoms for
ED admission and the other containing unstructured text—we
can demonstrate that free text contains additional information
beyond structured data and that these 2 types of data
complement each other. With our semisupervised topic
allocation method, we demonstrate the ability to capture more
comprehensive information about a patient’s symptom cluster
compared with relying solely on a manually attributed single
chief complaint. Moreover, we present a transparent approach
for extracting topics from short clinical texts based on natural

language processing (NLP)–supported annotated clinical
libraries, which can be fed into predictive models. In addition
to being transparent, our method is language independent and
easy to implement for clinical researchers (although the
dictionaries we constructed are in German, researchers can
easily use our method to construct their own topic dictionaries
in any language).

Our approach is based on constructing a dictionary with
keywords that define a topic. In contrast to dictionary
approaches, unsupervised topic models, such as the latent
Dirichlet allocation [13], are often used. However, finding topics
in short-text samples using these models is challenging [14].
Moreover, unsupervised models might not capture topics that
are of interest to the researcher because these models
differentiate between topics based on their statistical difference.
For instance, it could be that latent Dirichlet allocation defines
topics based on words about the age and gender of the patients
because these are the most distinctive features. However, the
researcher may be interested in the diagnosis, which is more
challenging to classify.

In contrast, supervised machine learning methods require
creating a manually classified training data set. The algorithm
learns how to classify future data into topics based on the
training set. When dealing with a high volume of topics, both
human classification and the algorithm’s training run the risk
of creating noise. Similarly, regression approaches for
supervised classifications are not suitable for many topics.
Therefore, we chose a dictionary approach based on keywords.
To facilitate the selection of the keywords, we developed a
preselection of words based on a measure of their semantic
similarity. As our presorting of words uses word embeddings,
we consider our approach as a hybrid between dictionary- and
machine learning–based approaches [15].

Our approach, combined with clinical notes, allow us to address
2 questions:

• What additional information does the free text provide on
the patient being admitted compared with the suspected
diagnosis from the drop-down menu?

• Could this additional information be useful for clinical or
organizational purposes?

Methods

Data
We used data from the ED’s admission report. Figure 1 provides
a contextual representation of this data type in relation to patient
flow and other documents associated with patients. In step 1,
patients present themselves at the ED and are admitted in the
system. A medical professional conducts the triage by quickly
assessing the main symptoms and their severity using the
Emergency Severity Index (ESI) score, resulting in an admission
report. This report is for the internal patient management within
the ED and contains basic patient information (age, gender, and
so on) along with the chief complaints and symptoms.

After a waiting time (which depends on the triage score), the
patient receives primary care from a medical professional, which
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is documented in the ED report. The ED report summarizes the
patient’s entire stay at the ED and is issued at the end of the
patient care from the ED. In the third step, the patient is either

discharged into ambulatory care (which does not create any
further documents) or is transferred to inpatient care, which
results in the classic medical records.

Figure 1. Patient flow in emergency department (ED) and associated reports.

For our analysis, we used the first type of document: the internal
ED admission report. Unlike the other types of documents, this
report is issued before treatment and provides an opportunity
to manage patient flow. Although the ED report from step 2
could also be used for inpatient management, this proves
challenging in practice because inpatient care is very
heterogeneous and depends on many factors, including different
organizational structures in every hospital department. In
contrast, the ED admission reports can be used for homogeneous
organization within the ED.

Our initial data set contained 293,298 patient visits to the ED
of the University Hospital of Zurich, Switzerland, from January
1, 2014, to October 31, 2021 (in German; received in the Excel
[Microsoft Corporation] format). For each visit, the data set
includes a short text from the triage with the patient’s symptoms,
along with our 2 outcomes of interest (triage score “ESI,” which
we further explain below, and type of discharge), basic patient
characteristics (patient visit pseudo ID, age, gender, admission
type [self, ambulance, or police], and admission reason [accident
or illness]), ED organizational variables (average number of
patients in ED; average patient waiting time; night, late, or early
shift; and treating ED team [internal medicine, surgery,
neurology, neurosurgery, or psychiatry]), and the visit’s time
stamp. The summary statistics of these variables are presented
in Table 1.

After excluding cases with no records in the string variable
“suspected diagnosis” on admission on which NLP analysis
was to be performed, the data set comprised 256,329 (87.4%)
of the initial data set of 293,298 patient visits. We only used
2019 to 2021 for comparison as these visits had a recorded chief
complaint, reducing the data set to the final sample of 52,222
patient visits. Patients directly admitted to the shock room (ie,
ESI score=1) were not considered in our analysis, as no
additional triage was performed upon admission. The data
structure of our analysis is summarized in Figure 2, and the
recorded variables are presented in Textbox 1.

The ESI is an internationally established 5-level triage algorithm
widely used in EDs and is based on the acuity as well as the
resource intensity of anticipated emergency care, with level 1
denoting acute life-threatening conditions, such as massive
trauma warranting immediate, life-saving care, and level 5
denoting non–time-critical conditions of low complexity [13].
Cases triaged as ESI 4 or 5 (approximately 16% of patients) are
usually fast-tracked to specialized treatment rooms because the
medical resources required to treat these patients are low, and
thus, they can be managed in parallel by a dedicated team, which
reduces ED congestion. ESI 2 or 3 typically require a more
thorough workup. Hence, for the outcome variable “low ESI,”
we decided to set the cutoff at ESI<4, that is, patients with “low
ESI” had been triaged with a score of 2 or 3. Furthermore, the
data set included free-text fields (strings), namely, the suspected
diagnosis at admission and the diagnosis at discharge.

In the admission process, the clinician performing triage records
the patient’s symptoms in written form in 2 to 3 sentences. The
purpose of this free text is to preregister the patient in the ED
and enable all team members to become aware of the impending
clinical problems. To our knowledge, all the larger EDs in
German-speaking countries with full EHR note the reason for
admission in the form of a short, unstructured text upon
notification of a pending ED admission.

From May 28, 2019, onward, the symptoms were additionally
recorded as so-called chief complaints from a drop-down menu
(ordinal variable). The difference between the free text and the
chief complaint was that the chief complaint was a fixed
category selected from a drop-down menu and was primarily
intended to serve administrative and statistical purposes, that
is, to allow for post hoc analysis of the patient composition of
the ED.

During the entire study period, the list of chief complaints
(n=99) varied over time or contained doublets, which we
grouped into 58 symptom topics. For patient visits with a
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selected chief complaint from the drop-down option “Diverse,”
it was unclear if a leading symptom had been attributed at triage;
hence, we did not include them in the list of chief complaints
(referred to as lead symptoms [LS]). Furthermore, we grouped
5 chief complaints with very low occurrences, such as
“drowning accident” or “flu vaccine,” into our class “diverse.”
However, we did not use this group in further analysis because
of the heterogeneity of the symptoms included. The lead
symptom topics were then aggregated into 12 clusters by the
authors according to clinical judgment. The complete list of LS
can be found in Table S1 in Multimedia Appendix 1.

A total of 65 variables from 2014 to 2018 and 69 variables from
2019 to 2021 (including the chief complaint) were recorded in
the initial data set. A total of 65 variables from 2014 to 2018
were constant throughout 2014 to 2021 and were retained for

preprocessing. The final data table used for the analysis
contained the variables listed in Table 1, in addition to the
patient ID, year and weekday of the consultation derived from
the admission time stamp, the treating ED team (internal
medicine, surgery, neurology, or psychiatry), as well as the LS
clusters from the drop-down menu and the NLP-extracted topic
clusters that were obtained from the field “suspected diagnoses,”
discussed in detail in Analysis: Topic Allocation section. In
addition, the table contained the outcomes “inpatient” and “ESI
score<4” as binary variables. Two further outcomes were
considered, namely, readmission within 30 days and waiting
time>30 minutes, but were discarded owing to doubts regarding
the quality and consistency of the entered data. We retained the
outcomes “inpatient” and “ESI score<4” owing to their direct
association with the immediacy of the outcome in the patient
pathway within the ED, ensuring robust data quality.

Table 1. Summary statistics of the patient population (n=52,222)a.

ValuesVariable

46.5 (19.7)Age (y), mean (SD)

23,782 (45.54)Female, n (%)

3.3 (0.6)Emergency Severity Index score (out of 5), mean (SD)

8264 (15.82)Fast track, n (%)

19.8 (8.3)Number of patients in the emergency department, mean (SD)

21,644 (41.45)Early shift, n (%)

9020 (17.27)With emergency medical service, n (%)

188 (0.36)With police, n (%)

16,845 (32.26)Accident, n (%)

14,112 (27.02)Inpatient, n (%)

7915 (15.16)Night shift, n (%)

22,663 (43.4)Late shift, n (%)

aThe total sample contains patient visits for the period from May 28, 2019, to October 31, 2021.
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Figure 2. Data structure.

Textbox 1. Variables recorded for our analysis.

Triage

• Suspected diagnosis (free text) and Emergency Severity Index score

Type of discharge

• Hospitalization, ambulatory treatment, or patient has run away

Patient characteristics

• Patient visit pseudo ID, age, gender, admission type (self, ambulance, or police), and admission reason (accident or illness)

Organizational

• Average number of patients in emergency department (ED); average patient waiting time; night, late, or early shift; and treating ED team (internal
medicine, surgery, neurology, or psychiatry)

Time

• Time stamp

Analysis: Topic Allocation
We selected the field “suspected diagnosis” to extract the
symptoms or complaints that led to ED admission according to
the oral report received by the ED physician in charge, as
mentioned previously. This field comprises a short-text string
entered by the ED physician upon receiving information about
the patient’s expected arrival at the ED. This information can
be transmitted to the ED physician by a referring physician or
ambulance well in advance of a patient’s arrival. The text is
entered before the patient triage is performed by the triage ED
nurse. As a clinical note, the physician’s text entry is part of the
EHR. The information contained in the string “suspected
diagnoses” is supposed to be similar to the selected chief
complaint from the drop-down menu “lead symptom.” Indeed,
the latter variable was added later (in 2019) to facilitate the
administrative analysis of causes for ED admission, as an

analysis using unstructured text was not possible by the hospital
administration. Both fields are supposed to contain the medical
reason, or chief complaint, leading to ED admission.

We constructed a measure of the semantic distance of all words
in the corpus by training a word embedding. Word embeddings
are matrices in which each column represents a word and its
relative distance to other words (eg, the distance between blood
and red is smaller than that between blood and green). Hence,
it is possible to find the most similar words for a given keyword
using the smallest distance measured with the cosine similarity.
To train the word embedding, we used word2vec with the entire
text corpus and the continuous bag-of-words algorithm from
the Python library Gensim [16], with an embedding size of 300
computed with 100 epochs.
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To construct our topic dictionaries, we proceeded in 4 steps, as
shown in Figure 3. First, we manually defined topics and
selected between 2 and 20 initial seed words (henceforth
“keywords”) by reading some of the texts and using prior
medical knowledge. A smaller number of keywords were used
for the design of the topic “infection” (n=1). A larger number
of initial keywords were used for the design of the topics
“intoxication” (n=40) and “skin” (n=28). In step 2, we then
searched for up to 50 of the semantically closest words for each
initial list. With the help of the word embedding, it is possible
to search for the words that maximize the cosine similarity for
the seed keywords. In addition, we only considered keywords
that occurred at least 10 times. This list of similar words allowed
us to efficiently increase the dictionary for each topic. In step
3, we manually chose words from the preselection of similar
words to the seed word, resulting in a separate dictionary per
topic (step 4). In some instances, the dictionary used
combinations of words. For instance, the topic “chest pain” was
allocated to combinations of words such as “pain” or “pressure”
with the words “chest” or “thorax.”

This table presents the distribution of the diagnosis topics
obtained with the NLP-based text annotation before and after
the spherical feature annotation. The total number of cases was
52,222, and 20.38% could not be attributed with a diagnosis
topic.

The summary of the increase in tags per topic cluster through
the NLP-based expansion of our topics library is presented in
Table 2. The first column shows the percentage of the sample
tagged with a topic using the original keyword approach. The
proportion of clinical topics ranged from 0.72% for COVID-19
to 31.6% for trauma-related visits. It should be noted that patient
visits can be allocated with multiple topics. The next column
shows the share of visits with the spherically increased

dictionary, with the percentage increase in topic shares in the
last column. Overall, the spherical dictionary enhancement
decreased the number of nontagged visits by nearly 25%, from
27.08% of the sample to 20.24%. For the individual topics, the
additional keywords increased their share, ranging from 5.29%
for trauma to 286.35% for general administrative visits.

In the second procedure, we automatically increased the number
of keywords for each topic dictionary. This process is shown
in Figure 4, which can be imagined as constructing a
multidimensional sphere using the initial keywords. The
additional keywords were then located within that sphere.

The “spherical” dictionary enhancement consists of the
following steps:

• Compute all distances between the keywords and retain the
largest distance (ie, the distance between the 2 least similar
words). For each keyword, this distance is the radius of a
circle in the embedding space (steps 1 and 2).

• For each of the initial keywords, identify the n-closest words
(not in the topic dictionary) using the cosine similarity (step
3).

• Retain these additional words if their distance to all other
initial keywords is smaller than the maximum distance
computed in the first step, that is, if the new words are in
the intersection of all circles (step 4).

Using the abovementioned approach, we could tag 79.76%
(41,653/52,222) of the final sample. The remaining texts could
not be tagged because they either belonged to small topics that
we did not define or because these texts did not contain words
that are present in the dictionary.

Once the dictionaries for each topic are constructed, they can
be used for additional patient visits and for similar data sets,
which makes the approach easily scalable.

Figure 3. Topic dictionaries with semimanual keyword selection. (A) The researcher selects an initial seed word for a topic. (B) Using word embeddings,
a list of semantically similar words from the corpus is generated. (C) The researcher manually selects words that are associated with the topic. (D) The
topic dictionary is created.
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Table 2. Spherical feature annotation and increase in topic share (n=52,222)a.

Increase in tagged patient records, n (%)cRecords tagged NLP-augmented, n (%)Records tagged initially, n (%)Clinical topic NLPb

30 (8)405 (0.78)375 (0.72)COVID-19

466 (7.28)6867 (13.15)6401 (12.26)General symptom

902 (286.35)1217 (2.33)315 (0.6)General administration

300 (9.32)3519 (6.74)3219 (6.16)Systemic clinical

738 (21.57)4159 (7.96)3421 (6.55)Gastrointestinal

738 (21.57)4159 (7.96)4040 (6.55)Respiratory

2536 (94.52)5219 (9.99)2683 (5.14)Cardiovascular

345 (8.33)4485 (8.59)414 (7.93)Neurological

243 (13.37)2061 (3.95)1818 (3.48)Eye; ear, nose, and throat; and
derma

292 (10.77)3004 (5.75)2712 (5.19)Gynecology and urology

873 (5.29)17,389 (33.3)16,516 (31.63)Trauma

638 (32.08)2627 (5.03)1989 (3.81)General psychiatric

–3572 (–25.26)10,569 (20.24)14,141 (27.08)No tag

aThis table presents the distribution of the diagnosis topics obtained with the NLP-based text annotation before and after the spherical feature annotation.
bNLP: natural language processing.
cPercent of initially recorded tags.
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Figure 4. Spherical dictionary enhancement. (A) Step A uses the largest distance between 2 words that are already in the topic. The circle around the
word (x) shows the region in the embedding space with words closer to (x) than the maximum distance. (B) The same region is circled around the other
2 words (y) and (z). (C) The other words in the embedding space that were initially not included in the topic. (D) The intersection of the 3 circles defines
the area in the embedding space where the distance of each word is smaller than the maximum distance.

Ethical Considerations
A waiver from the cantonal ethics committee was obtained
before the commencement of this study (BASEC-Nr.
Req-2019-00671).

Results

In the first step, we performed a descriptive analysis of the
topics. To this end, we first excluded cases without a manually
selected LS for further analysis and obtained a data set with
52,222 entries. Of the 52,222 patient visits included in our final
analysis, 5994 (11.48%) had a manually recorded chief
complaint that was not otherwise specified (eg, “Diverse”) and
could not be classified as a symptom Of the 52,222 entries,
10,569 (20.24%) were not tagged with an NLP topic.

The distribution of all NLP topics is shown in Table 3. The
distribution ranged from 0.05% of patient visits tagged with the
NLP topic “dementia” to 9.89% for “wound.” The largest cluster
of aggregated NLP symptom-related topics was “trauma,” with
33.1% of visits, and the smallest was “COVID,” with 0.8% of
visits. The distribution of chief complaints can be found in Table
S1 in Multimedia Appendix 1. In total, the distribution ranged
from 0.01% of patient visits for the recorded chief complaints
“melaena,” “hearing problems,” and “contact with chemicals”
to 14.6% for “COVID.” The largest cluster of aggregated chief
complaints was “trauma” with 23.6% and the smallest was
“general organizational” with 1.2% of visits.

For comparability, we grouped all LS and NLP topics into 12
identical symptom clusters, which can be found in Table 4.
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Table 3. Clusters for natural language processing–extracted topics (n=52,222)a.

Values, n (%)Cluster and subcluster detail

401 (0.77)COVID-19

6852 (13.12)General symptoms

2440 (4.67)Fever

4505 (8.63)Pain

80 (0.15)General weakness

438 (0.84)Back pain

1217 (2.33)General organizational

1217 (2.33)Follow-up and prescription

3519 (6.74)Systemic

1239 (2.37)Infection not otherwise specified

125 (0.24)Sepsis

261 (0.5)Anaphylaxia and allergy

1688 (3.23)Cancer

227 (0.43)Transplantation

138 (0.26)Glycemia

4147 (7.94)Gastrointestinal

522 (1)Gastrointestinal bleeding

1879 (3.6)Abdominal pain

2248 (4.3)Diarrhea, vomiting, and nausea

4311 (8.26)Respiratory

1592 (3.05)Upper airway

1934 (3.7)Lower airway

440 (0.84)Influenza

2197 (4.21)Dyspnea

5211 (9.98)Cardiovascular

3569 (6.83)Chest pain

518 (0.99)Palpitations and arrythmia

281 (0.54)Pulmonary embolism

528 (1.01)Deep venous thrombosis

394 (0.75)Hypertension

4466 (8.55)Neurological

1189 (2.28)Headache

1737 (3.33)Neurological

191 (0.37)Vigilance and disorientation

24 (0.05)Dementia

453 (0.87)Syncope

934 (1.79)Vertigo and dizziness

226 (0.43)Convulsion

2061 (3.95)Eye; ear, nose, and throat; and skin

58 (0.11)Epistaxis

703 (1.35)Eye symptoms

18 (0.03)Hearing and auricular
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Values, n (%)Cluster and subcluster detail

1311 (2.51)Skin

3004 (5.75)Urological and gynecological

2973 (5.69)Urological and kidney

34 (0.07)Pregnancy

17,302 (33.13)Trauma

5163 (9.89)Wound

5375 (10.29)Fracture and luxation

2171 (4.16)Trauma and head

141 (0.27)Burns

729 (1.4)Fall

9278 (17.77)Trauma not otherwise specified

986 (1.89)Bleeding not otherwise specified

1250 (2.39)Collision

314 (0.6)Traffic

2625 (5.03)Psychiatric

1146 (2.19)Intoxication

851 (1.63)Psychiatric

725 (1.39)Fear

Severity

113 (0.22)Nonsevere

235 (0.45)Severe

55 (0.11)Chronic

232 (0.44)Acute

aThis table presents the distribution of the diagnosis topics obtained with the natural language processing–based text annotation. In total, 20.38% of
cases could not be attributed with a diagnosis topic.
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Table 4. Summary statistics feature annotations (n=52,222)a.

ConsistencyeCorrelation (r)dNLPc (n)LSb, (n)Cluster

0.050.184017623COVID-19

0.10−0.0468527993General symptom

0.040.011217642General administration

0.220.1235191983Systemic clinical

0.460.4141474063Gastrointestinal

0.440.174311872Respiratory

0.490.2852112245Cardiovascular

0.460.4444665123Neurological

0.390.2620611041Eye; ear, nose, and throat; and derma

0.670.4030041206Gynecology and urology

0.790.5417,30212,337Trauma

0.780.6026251610General psychiatric

0.280.0710,6445994No tag

aThis table presents the number of tagged cases for each chief cluster with both the natural language processing–based method and based on the chief
complaint tag.
bLS: lead symptom.
cNLP: natural language processing.
dCorrelation between LS and NLP.
eThe number of overlapping LS and NLP tags divided by the total number of LS tags.

In addition to the NLP symptom-related topics, 4 modulating
NLP topics, “acute,” “chronic,” “nonsevere,” and “severe,”
were recorded, also based on keywords (ie, words in the text
indicating severity). The purpose of the modulating topics is to
provide more information on severity and control for this
dimension in the further analysis.

We found that the correlation between LS clusters and NLP
clusters was low (Table 4). Similarly, consistency varies relative
to the LS. We also calculated the consistency of the NLP tags
relative to the LS groups (the LS groups are the denominator;
being more established, we use them as a benchmark). For most
clusters, the consistency is approximately 50%, with trauma
and psychiatric diagnosis having the highest consistency of 78%
and 79%, respectively, and general administration and
COVID-19 having the lowest consistency of 4% and 5%,
respectively.

Compared with the LS clusters, our NLP topics have the
advantage that a patient visit can be tagged to multiple topics.
Table S2 in Multimedia Appendix 1 shows the number of NLP
topics for each LS cluster. Of the 46,228 patient visits where
we could assign a manually recorded chief complaint, 8950
(19.36%) were not tagged with an NLP topic. In contrast,
33.48% (15,477/46,228) of the visits were tagged with at least
2 NLP topics.

We estimated 3 models using logistic regression to show the
association of the different symptom groups with the ESI and
inpatient indicators:

Model 1: Yi = α + βXi + γZi + εi (1)

Model 2: Yi = α + βXi + δWi + εi (2)

Model 3: Yi = α + βXi + γZi + δWi + εi (3)

where Yi is either the ESI or inpatient indicator variable for
patient visit i, α the intercept, Xi is a vector of demographic and
organizational variables for patient visit I (age; gender;
admission type; admission reason; average number of patients
in ED; average patient waiting time; night, late, or early shift;
and treating ED team), Zi is a vector of the NLP-derived
symptom clusters, Wi is a vector of the lead symptom–derived
cluster (based on the drop-down menu), and εi is the error term.

Tables 5 and 6 present the results. Column 1 shows the
NLP-derived groups, with coefficients ranging between 5% and
13% increased or decreased probability of a high ESI score or
5% to 19% increased or decreased probability for
hospitalization. The drop-down–based LS in column 2 has
similar but slightly larger coefficients. Column 3 shows both
variables, as in model 3, in this specification, the coefficients
are mostly complementary, meaning that if a patient shows the
same symptom in both the NLP and LS measures, the
probabilities can be added. Note that this is not owing to
multicollinearity because both coefficients remain significant
in most cases.
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Table 5. Linear probability model on “Inpatient”a.

Model 3 including both measuresd,
regression coefficient (SE)

Model 2c, regression
coefficient (SE)

Model 1c, regression coefficient
(SE)

Name of clusterb

−0.022 (0.022)N/Ag0.048f (0.019)NLPe cluster: COVID-19

0.133h (0.008)0.127g (0.007)N/AChief complaint cluster: COVID-19

−0.019h (0.005)N/A0.011f (0.005)NLP cluster: general symptoms

0.000 (0.007)−0.002 (0.007)N/AChief complaint cluster: general symptoms

0.006 (0.011)N/A−0.004 (0.011)NLP cluster: general organizational

−0.052h (0.016)−0.062g (0.016)N/AChief complaint cluster: general organizational

0.101h (0.007)N/A0.117h (0.007)NLP cluster: systemic

0.104h (0.010)0.118h (0.010)N/AChief complaint cluster: systemic

0.040h (0.007)N/A0.071h (0.006)NLP cluster: gastrointestinal

0.059h (0.008)0.083h (0.008)N/AChief complaint cluster: gastrointestinal

−0.017f (0.008)N/A0.063h (0.007)NLP cluster: respiratory

0.126f (0.014)0.133h (0.014)N/AChief complaint cluster: respiratory

−0.009 (0.006)N/A−0.020h (0.006)NLP cluster: cardiovascular

−0.031h (0.010)−0.038h (0.010)N/AChief complaint cluster: cardiovascular

−0.045h (0.007)N/A−0.046h (0.007)NLP cluster: neurological

−0.048h (0.009)−0.058h (0.009)N/AChief complaint cluster: neurological

−0.044h (0.009)N/A−0.055h (0.009)NLP cluster: eye, ENTi, or skin

−0.112h (0.013)−0.128h (0.013)N/AChief complaint cluster: eye, ENT, or skin

−0.004 (0.008)N/A−0.015f (0.008)NLP cluster: urological or gynecological

−0.036h (0.013)−0.033h (0.012)N/AChief complaint cluster: urological or gynecological

−0.038h (0.005)N/A−0.041h (0.005)NLP cluster: trauma

0.020h (0.007)0.011 (0.007)N/AChief complaint cluster: trauma

−0.053h (0.010)N/A−0.079h (0.009)NLP cluster: psychiatric

−0.039h (0.014)−0.068h (0.013)N/AChief complaint cluster: psychiatric

aThis table presents the results from a linear probability model with inpatients as the dependent variable. All the models include a set of demographic
and administrative covariates.
bObservation: 52,222; R2=0.259.
cObservation: 52,222; R2=0.263.
dObservation: 52,222; R2=0.269.
eNLP: natural language processing.
fP<.05.
gN/A: not applicable.
hP<.01.
iENT: ear, nose, and throat.
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Table 6. Linear probability model on “low Emergency Severity Index (ESI) score”a.

Model 3 including both measuresd,
regression coefficient (SE)

Model 2c, regression
coefficient (SE)

Model 1c, regression coefficient
(SE)

Name of clusterb

0.023 (0.019)N/Ag0.079f (0.019)NLPe cluster: COVID-19

0.172f (0.007)0.214f (0.007)N/AChief complaint cluster: COVID-19

−0.023f (0.005)N/A0.036f (0.005)NLP cluster: general symptoms

0.127f (0.007)−0.142f (0.007)N/AChief complaint cluster: general symptoms

−0.044f (0.011)N/A−0.050 (0.011)NLP cluster: general organizational

0.352f (0.016)0.308f (0.016)N/AChief complaint cluster: general organizational

0.093f (0.007)N/A0.076f (0.007)NLP cluster: systemic

0.009 (0.010)0.009 (0.010)N/AChief complaint cluster: systemic

0.088f (0.007)N/A0.192f (0.006)NLP cluster: gastrointestinal

0.262f (0.008)0.305f (0.008)N/AChief complaint cluster: gastrointestinal

0.053f (0.007)N/A0.114f (0.007)NLP cluster: respiratory

0.088f (0.014)0.121f (0.014)N/AChief complaint cluster: respiratory

0.030f (0.006)N/A0.050f (0.006)NLP cluster: cardiovascular

0.197f (0.010)0.205f (0.009)N/AChief complaint cluster: cardiovascular

−0.002 (0.007)N/A−0.015h (0.007)NLP cluster: neurological

−0.039f (0.009)−0.038f (0.009)N/AChief complaint cluster: neurological

−0.061f (0.009)N/A−0.134f (0.009)NLP cluster: eye, ENTi, or skin

−0.279f (0.013)−0.302f (0.013)N/AChief complaint cluster: eye, ENT, or skin

0.006 (0.008)N/A0.055f (0.008)NLP cluster: urological or gynecological

0.187f (0.013)0.193f (0.012)N/AChief complaint cluster: urological or gynecological

−0.098f (0.005)N/A−0.129f (0.005)NLP cluster: trauma

0.013j (0.007)−0.011 (0.007)N/AChief complaint cluster: trauma

0.080f (0.010)N/A0.063f (0.009)NLP cluster: psychiatric

0.051f (0.013)0.086f (0.012)N/AChief complaint cluster: psychiatric

aThis table presents the results from a linear probability model with the low ESI score indicator as the dependent variable (ESI score of 2 or 3). All
models included a set of demographic and administrative covariates.
bObservation: 52,222; R2=0.409.
cObservation: 52,222; R2=0.448.
dObservation: 52,222; R2=0.457.
eNLP: natural language processing.
fP<.01.
gN/A: not applicable.
hP<.05.
iENT: ear, nose, and throat.
jP<.10.

Of the 12 symptom clusters, 11 (92%) in column 1 had a
significant regression coefficient for hospitalization (all but
“general organizational”). Eight clusters remained significant
even when including the cluster of clinician-determined chief
complaints in the model. In the model explaining “inpatient,”

in 10 (83%) out of the 12 symptom cluster pairs, the coefficients
of the NLP topic clusters showed the same algebraic sign as the
chief complaint clusters. In contrast, for 2 symptom cluster
pairs, they did not (“general symptoms” and “trauma”). A
change in the algebraic sign of either the chief complaint cluster
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or the NLP topics cluster occurred in 4 cluster pairs when both
NLP topics and chief complaints were included in the model
(“COVID,” “general symptoms,” “general organizational,” and
“respiratory”). We obtained similar results when analyzing the
low ESI scores. However, a change in the algebraic sign of a
coefficient within solely 1 pair of symptom clusters was noted
(“trauma”). Interestingly, the clusters “cardiovascular,”
“neurological,” and “trauma” were significantly associated with
nonhospitalization, of which “neurological” and “trauma” but
not “cardiovascular” were also significantly associated with a
lower ESI score.

As a robustness check, we used each of the 3 model
specifications to predict the ESI indicator and the inpatient
indicator. Using the respective sets of variables of each
specification, we used a logistic regression with a 2:1 train-test
split to predict both outcomes. Table 7 shows the F1-score and
area under the curve (AUC) score of these predictions. The
results show that the 3 specifications have similar predictive

power (an AUC of 0.82-0.84 for “inpatient” and an AUC of
0.90-0.92 for ESI indicator).

The inference and prediction results show that the added value
of text in this setting is not by increasing the predictive power
of the model, where the outcomes are existing process outcomes
(eg, discharge type of severity). Instead, unstructured text allows
clinicians to access more granular information to optimize
patient flows, which cannot be reflected in the inpatient and
ESI indicator outcomes.

In a more granular analysis, we estimated models 1 to 3 with
the individual NLP topics and the individual LS groups instead
of the clusters previously used. The analysis corroborated our
clinical presumptions that, for example, age, admission by an
ambulance, and “sepsis” as an NLP topic, as well as “chest
pain” for a chief complaint, were associated with low ESI scores
(2 or 3) or hospital admission. In contrast, the NLP topic or
chief complaint cluster “follow-up” was not. The complete
results are provided in Tables S3-S6 in Multimedia Appendix
1.

Table 7. Prediction of hospitalization (“Inpatient”) and low Emergency Severity Index (ESI) score of 2 or 3 (“Low ESI score”).

AUCaF1-score on onesVariable and model

Inpatient

0.820.57Model 1: NLPb clusters

0.830.57Model 2: LSc clusters

0.840.59Model 3: NLP+LS clusters

Low ESI score

0.920.86Model 1: NLP clusters

0.900.84Model 2: LS clusters

0.920.87Model 3: NLP+LS clusters

aAUC: area under the curve.
bNLP: natural language processing.
cLS: lead symptom.

Discussion

Principal Findings
Our analysis of patient records showed the additional
information extracted from unstructured text and its potential
usefulness in the clinical context. We demonstrated that the
information extracted from NLP features and the physician’s
categorization of chief complaints was complementary. Indeed,
the correlation and consistency between the chief complaint
and NLP-derived clusters were low (Table 4). This finding
indicates that the free text from the NLP clusters provides
additional information than that contained in the symptom
clusters from the structured chief complaints.

The complementarity of the information is further emphasized
by the results summarized in Tables 5 and 6, and most
coefficients remained significant when both types of indicators
were included in the model, suggesting that different aspects
of patient information appear to be encoded by the 2 approaches.
These results support our hypothesis that NLP-derived libraries

capture greater depth and breadth of information than a single
chief complaint and underscore the relevance of including
information captured in unstructured text to address patient
populations.

Surprisingly, the “cardiovascular” and “trauma” clusters were
not significant features for predicting hospitalization, with
“trauma” also significant for predicting a higher ESI score. In
contrast, the “systemic” cluster, which included sepsis,
anaphylaxis, and neoplastic disease, was significant for
predicting hospitalization and a lower ESI score, consistent with
clinical expectations. Although symptoms suggestive of cardiac
dysfunction and trauma may warrant urgent clinical risk
assessment, most patients with such complaints would not
require hospitalization. Therefore, early allocation of hospital
beds for these subgroups is unlikely to reduce overcrowding.
Targeting patients with systemic symptoms, in contrast, is likely
to do so.

We also proposed a method for analyzing unstructured clinical
notes. Our approach has the advantages of speed, simplicity of
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implementation, and transparency. The speed at which
supervised libraries can be assembled is a strength of the
proposed approach. A limitation of implementing supervised
NLP algorithms in routine decision support is that they are often
resource intensive [17]. In our application, it took an untrained
clinician only a few days to assemble the entire library.

Furthermore, using NLP as a tool traditionally requires expertise
and the ability to master NLP applications. In fields that require
years to decades of training, such as health care, professionals
cannot be routinely trained to excel in programming. Thus, a
further major barrier to the successful implementation of NLP
applications in health care is often the usability of NLP
applications [18]. Moreover, the flexibility of the method allows
easy adaptation of the created dictionaries to analyze new data
sets.

Trust is one of the key benefits of clinician involvement in
developing proprietary AI models. Indeed, lack of trust is a
recognized major limitation that hinders the potential benefits
of using AI in routine clinical practice for organizations and
patients [19,20]. Owing to the supervised approach, annotated
library compilation is comprehensible and transparent; hence,
it is trustworthy for clinicians. This may also become an
important advantage if regulation on the implementation of AI
use in health care tightens in the future.

The limitation of this study is that our approach still requires
manual coding. However, future developments in AI may
facilitate this step even further. In addition, human bias was
possible because the library was compiled manually. In general,
an AI-based text analysis does not achieve perfect precision.
However, we primarily advocate using free-text analysis for
organizational, not clinical, decision support. Therefore, this
limitation is not clinically relevant. A further limitation may lie
in the fact that the low correlation between the NLP and chief
complaint clusters could stem from errors originating from the

manual grouping or NLP clustering. However, we believe these
results are plausible. Indeed, the chief complaints “fever” and
“pain” were included in the cluster “general symptoms,” as were
the NLP-extracted tags “fever” and “pain.” However, as only
1 chief complaint could allocated to a patient, during the
COVID-19 pandemic, most patients presenting with fever or
influenza-like pain would have most likely been categorized as
presenting with the chief complaint “COVID.”

Conclusions
Health care workers on the one side and EHR engineers as well
as hospital administration on the other side are caught in a long,
ongoing conflict over the extent of structuring the data entered
into EHR. Health care workers often argue that entering
structured data is a cumbersome task and that the information
archived can be of little use in daily clinical practice. In contrast,
administrators and EHR engineers often advocate that
structuring data is the only reliable solution, enabling a
meaningful analysis of the data. Technological advances may
help resolve this conflict.

We were able to demonstrate the importance of maintaining
free text in EHR. Indeed, using the chief complaints attributed
by a physician from a drop-down menu and a corresponding
free-text field as a case in point, we were able to show that free
text contains a wealth of information that is not routinely
captured by structured data.

Moreover, we developed an approach that could enable the
information captured in free text to be easily extracted and
processed by hospital informatics systems and fed into a
workflow, possibly improving the efficiency of patient
management.

Therefore, future EHRs should include the possibility of entering
free text.
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Abstract

Background: Inpatient falls are a substantial concern for health care providers and are associated with negative outcomes for
patients. Automated detection of falls using machine learning (ML) algorithms may aid in improving patient safety and reducing
the occurrence of falls.

Objective: This study aims to develop and evaluate an ML algorithm for inpatient fall detection using multidisciplinary progress
record notes and a pretrained Bidirectional Encoder Representation from Transformers (BERT) language model.

Methods: A cohort of 4323 adult patients admitted to 3 acute care hospitals in Calgary, Alberta, Canada from 2016 to 2021
were randomly sampled. Trained reviewers determined falls from patient charts, which were linked to electronic medical records
and administrative data. The BERT-based language model was pretrained on clinical notes, and a fall detection algorithm was
developed based on a neural network binary classification architecture.

Results: To address various use scenarios, we developed 3 different Alberta hospital notes-specific BERT models: a high
sensitivity model (sensitivity 97.7, IQR 87.7-99.9), a high positive predictive value model (positive predictive value 85.7, IQR
57.2-98.2), and the high F1-score model (F1=64.4). Our proposed method outperformed 3 classical ML algorithms and an
International Classification of Diseases code–based algorithm for fall detection, showing its potential for improved performance
in diverse clinical settings.

Conclusions: The developed algorithm provides an automated and accurate method for inpatient fall detection using
multidisciplinary progress record notes and a pretrained BERT language model. This method could be implemented in clinical
practice to improve patient safety and reduce the occurrence of falls in hospitals.

(JMIR Med Inform 2024;12:e48995)   doi:10.2196/48995
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Introduction

Background
Inpatient falls detrimentally impact patients, leading to extended
hospital stays and distress among families and caregivers [1-5].
Studies reflect a varying incidence rate of such falls, with
250,000 annually in England and Wales alone [1], and evidence
showing 7.5% of patients experience at least 1 fall during
hospitalization [2]. Acute care hospitals also report a range of
1 to 9 falls per 1000 bed days, underscoring the pervasive nature
of this problem [4]. Patients who fall may experience injuries
that increase the risk of comorbidity or even disability [6,7].
They may also experience psychological effects such as anxiety,
depression, or loss of confidence, which can affect their recovery
and quality of life [8].

Manual chart review is regarded as one of the most common
methods to identify inpatient falls [9]. This process involves
the thorough examination of patient medical records to gather
relevant information on the details of falls. Existing strategies
include the Harvard Medical Practice Study [10] and the Global
Trigger Tool [11]. Alternative methodologies, such as Patient
Safety Indicators, based on International Classification of
Diseases (ICD) codes, are used to identify adverse events (AEs),
leveraging systematized health care data for detection [12-14].
However, these methodologies, while widely used, present
challenges due to the time-consuming nature of ICD coding
and manual chart reviews, potentially causing delays in
recording and detecting AEs [15,16].

Free text data in electronic medical records (EMRs) offer rich,
up-to-date insights into patients’health status, medications, and
various narrative content. Despite its wealth of information, the
unstructured nature of this data necessitates chart reviews, a
labor-intensive process, to identify inpatient falls [17]. There
has been an increasing interest in recent years in applying natural
language processing (NLP) techniques to electronic clinical
notes to automate disease identification and create clinical
support decision systems [18-24].

Previous NLP studies in the detection of patient fall including
rule-based algorithms [25,26] and machine learning (ML)
methods [27-30] have been explored, but they often struggle
with the variety and complexity of clinical language.

The deep learning model Bidirectional Encoder Representation
from Transformers (BERT) [31] can effectively address these
challenges. It uses transformer architecture to understand text
contextually, handling linguistic complexity, abbreviations, and
data gaps, thereby augmenting text understanding from EMR
[20]. The use of transformer-based methods to understand EMR
text data has emerged as a promising new trend in automatic
clinical text analysis [32].

Objectives
In this study, we intend to pretrain an existing model,
BioClinical BERT [33], with free text data from Alberta hospital
EMRs to develop an Alberta hospital notes-specific BERT
model (AHN-BERT). The pretrained language model would
serve as a feature extraction layer in a neural network to identify
inpatient falls. We hypothesize that fine-tuning BERT on local

hospital data will enable more accurate fall detection compared
with generic models. Additionally, we expect AHN-BERT will
outperform conventional rule-based and ML approaches, as
well as ICD code methods, in detecting falls from unstructured
EMR notes in near real time. By evaluating AHN-BERT against
current techniques, we hope to demonstrate the value of transfer
learning with BERT for improved efficiency and generalizability
in surfacing patient safety events from clinical text. Ultimately,
our goal is to advance the detection of inpatient falls, allowing
for more detailed and accurate patient safety interventions. An
improved fall detection system could potentially enable health
care providers to swiftly implement preventive measures,
reducing the incidence and severity of falls. Additionally,
through the facilitation of access and analysis of fall-related
data, our system could become an invaluable resource for
researchers investigating fall prevention and associated subjects.

Methods

Overview
In our methodology, we emphasized a detailed and transparent
approach, covering all aspects from data collection to model
validation. This comprehensive process, reflecting best practices
in research reporting [34], ensures clarity and precision in our
multivariable prediction model, providing an in-depth
understanding of its performance and applicability.

Source of Data
Our study is a retrospective analysis. We used a stratified
random sample of adult patients admitted to acute care hospitals
in Calgary, Alberta. We linked the extracted EMR data to
Sunrise Clinical Manager (SCM) records and ICD-coded
discharge abstract database (DAD) using an established
mechanism [35]. Both tables are stored and managed by the
Oracle database.

The chart reviewer team consists of 6 registered nurses with 1
to 10 years of experience using SCM for clinical care. The
nurses followed a training procedure, and 1 trained nurse became
the project lead for quality assurance. The training involved
learning the condition definitions and practicing reviewing each
chart systematically. Reviewers examined the entire record for
specified conditions and consulted each other with questions.
In the process of training and quality assurance, we tested
interrater reliability using Conger, Fleiss, and Light κ methods,
with 2 nurses reviewing the same set of 10 charts for consensus
on AEs. Where agreement was poor (κ<0.60), retraining
occurred until high agreement (κ>0.80) was achieved [36].
Reviewers then proceeded independently with REDCap tool
(Vanderbilt University).

The chart review data served as the reference standard to develop
and evaluate our fall detection model. We focused on
multidisciplinary progress records (MPRs) for fall detection,
as chart review data showed most falls (115/155, 73.7%) were
documented in MPRs by nursing staff. We created supervised
data sets for the classification task to identify optimal fall
detection timing, including 1-day (fall day MRPs notes), 2-day
(fall day + day after), 3-day (fall day + 2 days after), and full
hospitalization MRPs. All supervised data sets were labeled to
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indicate whether notes were associated with inpatient falls. For
the training of our model, we used both cases (falls) and controls
(nonfalls) at a ratio of 1:29. This was done to ensure the model
was exposed to a balanced representation of both scenarios. Our
test set mirrored the real-world data distribution to enable an
accurate evaluation of model performance. In addition, we
constructed an unsupervised corpus specifically for language
model pretraining. This corpus comprises free-text note data
and does not rely on any predetermined labels or annotations.

Participants
At the time of the study, a total of 4393 charts were reviewed,
among which we identified a total of 155 records as falls and
4238 records as no falls. The study included only the first
admission of each patient, even if they had multiple
hospitalizations within the study period. We exclusively focused
on adults 18 to 100 years of age, thereby excluding minors and
centenarians. Furthermore, if a patient had multiple fall
incidents, only the most recent record was considered, although
no such cases were identified during the study. The temporal
framework for the study encompassed a decade, from 2010 to
2020. Exclusion criteria were also clearly defined: patients
without unstructured note data or those who could not be linked
using our established data linkage mechanism were omitted
from the study.

Missing Data and Data Cleaning
Our study implemented rigorous data cleaning to ensure data
integrity. After conducting a conflict review and excluding
records with inconsistencies in fall status documentation (17
records checked for both falls and no falls), failed data linkage
(1 record), temporal conflicts between fall and admission dates
(5 records), and missing MPR documentations (47 records), the
final clean data set totaled 4323 records (142 falls and 4181 no
falls).

Outcome and Variables
The desired outcome of our proposed framework is to predict
whether a patient’s daily progress note contains hints about
inpatient falls. The input to our model is each patient’s n-day
note. We use a BERT model to represent the textual data in
numerical format, also known as contextualized word
embeddings.

The input text is represented by 768-dimensional feature vectors,
which can be considered as 768 variables. However, due to the
distributed representation of neural language models, each
variable does not represent a single word. Instead, individual
variables preserve contextual information segments for each
word, constituting meaningful vector representations of the
entire input text.

On a related note, we have also collected and analyzed several
demographic and clinical variables for our patient cohort from

DAD database. Although not directly used in our predictive
modeling, these variables furnish invaluable insights into the
characteristics of our study population and contribute to the
overall richness of our research data. These include age at the
time of admission, sex, the incidence of intensive care unit visits
during the hospital stays, the length of the hospital stays, and
the hospital’s geographical location. The latter was particularly
focused on 3 acute care hospitals based in Calgary, Alberta:
hospitals “A,” “B,” and “C.” These variables help us understand
the context in which the patient notes were written and may
influence the interpretation of the model’s results.

Sample Size
We included all patient data that has been reviewed by the
reviewer team and filtered out from the inclusion-exclusion
criteria.

Model Development
To conform to the BERT input length limit, MPR notes
exceeding 400 tokens were programmatically split into segments
under 400 words, preserving contextual information. All notes
underwent preprocessing including removal of extraneous
headers, signatures, whitespaces, and escape characters using
regular expressions, and duplicate sentences were eliminated.

Our model architecture comprises 2 key components, an Alberta
hospital note-specific BERT model for contextual feature
extraction from clinical text, which we term AHN-BERT, and
a feedforward neural network classifier to detect falls from the
extracted features (as Figure 1).

AHN-BERT was initialized with weights from BioClinical
BERT and further pretrained on our corpus of unsupervised
hospital notes to adapt to local clinical terminology and language
patterns. To prevent bias from overly lengthy documents, notes
were filtered to be between 50 and 5000 tokens prior to
pretraining. AHN-BERT was pretrained using a masked
language modeling technique on 15% of randomly selected
input tokens, enabling learning of contextual representations of
clinical text without explicit labels. For feature extraction,
AHN-BERT processes up to 3 concatenated note segments
under 400 tokens. The resulting “[CLS]” vectors summarizing
the semantic content of each segment are aggregated via
concatenation to represent the full note’s contextual information
[37].

A feedforward neural network is used as the classifier, taking
the concatenated features as input. The network comprises fully
connected layers to map the features into class probabilities for
fall detection. Dropout regularization is implemented in the
classifier to prevent overfitting to the training data. Sigmoid
activation in the output layer provides posterior probabilities
for the binary fall classification task.
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Figure 1. Proposed model architecture. AHN-BERT: Alberta hospital notes-specific BERT; BERT: Bidirectional Encoder Representation from
Transformers; MPR: multidisciplinary progress record.

Model Assessment
First, to determine the optimal timeframe for note selection that
best represents inpatient falls, we compared model performance
using 1-day, 2-day, 3-day, and complete patient note data sets.
Since the exact time lapse between an inpatient fall and
corresponding documentation is variable, we evaluated these
distinct time intervals in a data-driven approach to identify the
optimal period for note selection. We used the same model
architecture and pretrained AHN-BERT for all data sets,
comparing training and validation loss convergence and
evaluation metrics to assess performance.

Second, we tuned the classification probability threshold to
balance model sensitivity and precision. The threshold denotes
the cutoff for determining class membership based on predicted
probabilities. By optimizing the threshold, we controlled the
tradeoff between correctly identifying true positives and
avoiding false positives. We developed three distinct models
by threshold tuning for different purposes: (1) a high-sensitivity
model that maximizes sensitivity by optimizing the threshold,
(2) a high positive predictive value (PPV) model that maximizes
PPV through threshold optimization, and (3) a high F1-score
model that balances sensitivity and PPV by optimizing the
threshold, serving as a general-purpose model.

Third, we conducted a comparative evaluation between our
top-performing neural network model and several other
approaches, including 2 alternative BERT-based models, 3
conventional ML models, and an ICD-code–based algorithm.
The 2 additional BERT-based models used original pretrained
BERT and BioClinical BERT as feature extractors. For the 3

conventional ML models (support vector machine, logistic
regression, and decision tree classifiers), we used bag-of-words
features and term frequency-inverse document frequency
weighting. These models were trained and compared on the
1-day MPRs data set. The ICD-code algorithm was applied to
the same patient cohort but relied on administrative diagnosis
codes rather than clinical notes. It aimed to demonstrate the
efficacy of standard diagnostic codes for identifying falls
compared with our neural network model. Falls were identified
by the presence of ICD-10 codes W00-W20 when not listed as
the primary diagnosis.

Statistical Analysis
The characteristics of the patients included in the study were
thoroughly evaluated. These characteristics encompassed age,
sex, the incidence of intensive care unit visits, the length of their
hospital stay, and their originating hospitals. We summarized
categorical variables as frequencies and percentages, while
continuous variables were expressed as medians and IQRs. The

χ2 test was used for categorical variables to determine statistical
differences, while the Wilcoxon rank-sum test was used for
continuous variables. A P value threshold of 5% or lower was
set to denote statistical significance.

To evaluate our ML model, we calculated several statistical
metrics such as sensitivity, specificity, PPV, negative predictive
value, accuracy, and F1-score.

Computational Environment
Our study harnessed a high-performance computing
environment, primarily driven by an NVIDIA GeForce RTX
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3080 GPU with 16GB of memory, vital for pretraining and
fine-tuning our language model. The statistical analysis and
experiment leveraged Python 3.8, and libraries such as NumPy
[38], Scikit-learn [39], Pandas [40], and PyTorch [41] for tasks
like data processing and modeling.

Ethics Approval
This study was approved by the Conjoint Health Research Ethics
Board at the University of Calgary (REB21-0416). Patient
consent was waived as part of the ethics board review process.

Results

Participants
Our final study cohort contains 4323 individuals, with 142
(3.28%) patients identified by chart reviewers as having falls
recorded in their medical charts during their hospital stay. The
remaining 4181 (96.7%) did not fall. All patients were
successfully linked to the SCM and DAD by unique
identification number and admission date. Table 1 presents the
descriptive statistics in general. Multimedia Appendix 1 further
stratifies Table 1 into respective hospitals (Multimedia Appendix
1).

Table 1. Descriptive statistics of the study cohort.

P valuecNo fall (n=4181)bConfirmed fall (n=142)aTotal (n=4323)

<00161.0 (47.5-74.5)71.0 (59.6-82.4)62.0 (48.5-75.5)Age, median (IQRsd)

.772096 (50.1)73 (51.4)2169 (50.2)Sex (male), n (%)

<.001144 (3.4)19 (13.4)163 (3.8)ICUe visit, n (%)

<.0013.0 (0.5-5.5)12.0 (1.5-22.5)3.0 (0.5-5.5)Length of hospital stay (days), median (IQRs)

.04Hospitals, n (%)f

3444 (82.4)104 (73.2)3548 (82.1)Hospital “A”

617 (14.8)34 (23.9)651 (15.1)Hospital “B”

120 (2.8)4 (2.9)124 (2.8)Hospital “C”

aA term used in the study to refer to patients who fell during their hospital stay and were confirmed to have fallen through medical records or other
documentation.
bA term used in the study to refer to patients who did not fall during their hospital stay.
cA measure indicating the statistical significance (P<.05) of the observed difference between groups.
dA measure of statistical dispersion representing the difference between the 75th and 25th percentiles of a data set.
eICU: intensive care unit.
fThree different hospitals were included in the study: hospitals A, B, and C.

Model and Framework Assessment
First, to determine the optimal timeframe, we compared 1-day,
2-day, 3-day, and complete note data sets using the same model
architecture and AHN-BERT pretrained embeddings. We trained
each model for 200 epochs, with the primary goal of comparing
their overall performance on the test sets. Evaluating
performance metrics and training convergence, the 1-day data
set was most effective and efficient, achieving 93.0% sensitivity
and 83.0% specificity.

Second, we optimized the classification threshold to balance
sensitivity and precision. These models maximize sensitivity,
PPV, and F1-score respectively. As results are shown in Table
2, our proposed architecture with AHN-BERT achieved overall
the highest metrics among the comparison.

Third, the comparative assessment showed our approach
outperformed 2 alternative BERT models, 3 classical ML models
(support vector machine, logistic regression, and decision tree),
and an ICD-code algorithm. The BERT models used original
BERT and BioClinical BERT embeddings, while the ML models

used bag-of-words and term frequency-inverse document
frequency on the 1-day data set. The ICD method relied on
administrative codes rather than text. Our neural network model
demonstrated superior inpatient fall detection across different
methods and data sources.

Our high sensitivity model exhibited 97.7% sensitivity, enabling
near-perfect capture of relevant notes, along with 82.3%
accuracy, but a low 26.8% F1-score. The high PPV model
achieved 97.5% accuracy, 85.7 % PPV, and 27.9 % sensitivity.
The high F1-model balanced 66.7% sensitivity and 60.5% PPV
to optimize 64.4% F1-score and 97.7% accuracy. In comparison,
the ICD-based method had 27.9% sensitivity, while traditional
classifiers achieved 51.2%-76.7% sensitivities and 8.3-15.8
PPVs.

The result of the probability-based threshold adjustment in
accordance with PPV, sensitivity, and F1-score is shown in
Figure 2. By adjusting the classification threshold, we can
control the trade-off between sensitivity and precision (as Figure
3).
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Table 2. Performance of proposed deep learning models, classical machine learning methods, and International Classification of Diseases–based
algorithms on fall identification with 1-day data set.

F1-scorec

(%)

Accuracy (%),
(95% CI)

NPVb (%), (95% CI)PPVa (%), (95% CI)Specificity (%), (95%
CI)

Sensitivity (%), (95%
CI)

Category and model
name

BERTd-based models

26.882.3 (80.1-84.4)99.9 (99.3-100.0)15.6 (14.0-17.3)81.8 (79.6-83.9)97.7 (87.7-99.9)AHN-BERTe

(high sensitivity)

42.197.5(96.5-98.2)97.6 (96.6-98.4)85.7 (57.2-98.2)99.8 (99.4-100.0)27.9 (15.3-43.7)AHN-BERT
(high PPV)

63.497.7 (96.7-98.4)98.7 (97.8-99.2)60.5 (44.4-75.0)99.0 (98.2-99.5)66.7 (49.8-80.9)AHN-BERT
(high F1)

12.162.0 (59.3-64.6)98.8 (97.9-99.4)6.6 (5.6-7.7)61.4 (58.6-64.1)79.1 (64.0-9 0.0)BERT-uncased

14.170.0 (67.4-72.5)98.8 (97.9-99.3)7.8 (6.5-9.3)69.8 (67.2-72.4)74.4 (58.8-86.5)BioClinical
BERT

Classical machine learning classifier

25.084.7 (82.6-86.6)99.1 (98.4-99.5)14.9 (12.5-17.8)85.0 (82.9-86.9)76.7 (61.4-88.2)Support vector
machine

26.086.0 (83.9-87.8)99.0 (98.3-99.4)15.8 (13.0-19.0)86.4 (84.3-88.2)74.4 (58.8-86.5)Logistic regres-
sion

31.092.4 (90.9-93.8)98.3 (97.3-98.9)22.2 (14.5-31.7)93.9 (92.4-95.1)51.2 (35.5-66.7)Decision tree

Rule-based classifier

15.990.2 (88.5-91.8)97.4 (96.9-97.8)11.1 (6.9-17.3)92.3 (90.7-93.8)27.9 (15.3-43.7)ICD 10f

aPPV: positive predictive value. The proportion of true positive results among all positive results.
bNPV: negative predictive value. The proportion of true negative results among all negative results.
cF1-score: a measure of a model’s accuracy that considers both sensitivity and PPV.
dBERT: Bidirectional Encoder Representations from Transformers.
eAHN-BERT: Alberta hospital notes-specific BERT.
fICD 10: International Classification of Diseases, 10th Revision.

Figure 2. Performance metrics at varying thresholds: PPV, sensitivity, and F1-score. PPV: positive predictive value.
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Figure 3. Percision-recall curve. PPV: positive predictive value.

Discussion

Principal Results
In our study, we illustrate how a BERT-based model
substantially outperforms the ICD-based algorithm in fall
detection within the hospital setting. This superiority stems from
the model’s ability to process EMR text data in real time,
enabling rapid identification of falls. In contrast, ICD codes are
assigned retrospectively, leading to delays in fall detection and
intervention. Using BERT’s advanced NLP facilitates accurate,
efficient, and generalizable analysis of clinical notes for
surveillance applications.

Specifically, our proposed AHN-BERT model surpasses generic
BERT, conventional ML, and ICD-codes. Fine-tuning BERT
on local hospital notes better captures local domain-specific
language and context, boosting performance. Additionally,
combining high-sensitivity and high-PPV models enables
optimized 2-stage fall detection by adjusting decision thresholds
to balance false positives and negatives. This provides flexibility
for different use cases and challenging tasks.

Furthermore, our study provides valuable insights into the
optimal time frame for defining falls empirically. This
comparison sheds light on the potential benefits of using a
finer-grained time interval, which could improve the
generalizability and applicability of the model across different
populations and settings. Understanding the optimal period for
detecting fall incidents can guide the development and
implementation of targeted public health interventions. Health
surveillance data can be used to evaluate the effectiveness of

these interventions and inform future strategies for fall
prevention and management. By determining the most suitable
time interval for defining fall incidents, health surveillance
systems can better allocate resources to areas with a higher risk
of falls. This may result in more efficient and effective public
health efforts, improving health outcomes for at-risk populations.

Applications
Our models leverage unstructured EMR data to accurately detect
inpatient falls, enabling health care systems to enact tailored
prevention measures and reduce fall-associated injuries. The
automation of extensive clinical documentation review
accelerates health care surveillance and quality improvement
processes.

Regarding research applications, our algorithms can extract
comprehensive fall data from EMR text to support developing
evidence-based interventions.

The proposed framework has broad applicability beyond fall
detection for tasks like diagnosis prediction, medication
adherence monitoring, and adverse drug event identification.
This adaptability improves health care outcomes, patient safety,
and quality of care.

Strength and Limitations
In our research, the AHN-BERT model has shown remarkable
superiority over traditional ICD-based algorithms in fall
detection within hospital environments. This enhanced
performance is primarily attributed to the model’s proficiency
in processing and understanding the nuances of EMRs text data.
Unlike ICD codes, which can sometimes result in undercoding
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or loss of information, the nursing notes processed by our model
are more closely aligned with the actual circumstances of
inpatient falls. The ability of AHN-BERT to immediately and
accurately process this data is a substantial advancement,
ensuring that fall detection is not only more precise but also
more reflective of the true clinical scenario. Additionally, the
combination of high-sensitivity and high-PPV models in our
2-stage fall detection system allows for adjustable decision
thresholds, thus balancing false positives and negatives and
providing flexibility across different scenarios.

However, the model faces challenges in balancing high
sensitivity with a high PPV due to the imbalanced nature of
clinical data. The rarity of AEs like falls leads to a higher rate
of false positives, as seen in our data set with a significant
imbalance ratio. Our test data set, characterized by a significant
29:1 imbalance, aligns more closely with real-world clinical
scenarios than balanced data sets used in some prior studies
[27], which, while yielding promising results, may not fully
represent practical conditions. This intentional choice ensures
that our model’s performance is tested under conditions typical
of rare events like falls, thereby enhancing its relevance and
utility in actual clinical settings.

Second, the effectiveness of our models depends on the quality
and comprehensiveness of documentation. If fall events or
associated risk factors are not well documented, our model, like
any data-driven model, may have difficulty detecting them. This
underscores the importance of careful, detailed clinical
documentation to enhance the effectiveness of monitoring
applications. In addition, our study also assumes a certain level
of linguistic and terminological consistency within the EMR

data. Variations in documentation styles across different health
care providers could potentially impact the model’s
performance, suggesting that future models should incorporate
strategies, for example, pretraining the ML, to mitigate such
discrepancies. Last, the differentiation between a history of falls
and inpatient falls presents a challenge, as it could potentially
lead to false positive predictions if falls that occurred prior to
hospitalization are documented in the notes. Although the BERT
model’s contextual understanding can partially alleviate this
issue, we acknowledge that more improvements are needed. As
part of our future work, we aim to further refine our model to
better handle such complexities.

Conclusions
This study developed and evaluated BERT-based NLP models
for the automated detection of falls from electronic clinical
notes. The developed models provided a more accurate and
timely way to detect falls than traditional ML and
ICD-codes–based methods. Moreover, we provided a masked
language model technique to pretrain a pre-existing BERT
model using clinical text data gathered from various health care
facilities in Calgary, Alberta, creating a more local
institution-specific and effective AHN-BERT model. By using
self-supervised language modeling strategies, we can bypass
steps that were regarded as vital in standard ML methods, such
as the necessity for thorough text preprocessing, complex feature
engineering, and a considerable amount of labeled data. In
addition, by exploring the optimal period for fall incident
detection and selecting 1-day notes for our final architecture,
our model contributes to enhanced patient safety and care with
less noise.
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Abstract

Background: The rehabilitation of a patient who had a stroke requires precise, personalized treatment plans. Natural language
processing (NLP) offers the potential to extract valuable exercise information from clinical notes, aiding in the development of
more effective rehabilitation strategies.

Objective: This study aims to develop and evaluate a variety of NLP algorithms to extract and categorize physical rehabilitation
exercise information from the clinical notes of patients who had a stroke treated at the University of Pittsburgh Medical Center.

Methods: A cohort of 13,605 patients diagnosed with stroke was identified, and their clinical notes containing rehabilitation
therapy notes were retrieved. A comprehensive clinical ontology was created to represent various aspects of physical rehabilitation
exercises. State-of-the-art NLP algorithms were then developed and compared, including rule-based, machine learning–based
algorithms (support vector machine, logistic regression, gradient boosting, and AdaBoost) and large language model (LLM)–based
algorithms (ChatGPT [OpenAI]). The study focused on key performance metrics, particularly F1-scores, to evaluate algorithm
effectiveness.

Results: The analysis was conducted on a data set comprising 23,724 notes with detailed demographic and clinical characteristics.
The rule-based NLP algorithm demonstrated superior performance in most areas, particularly in detecting the “Right Side” location
with an F1-score of 0.975, outperforming gradient boosting by 0.063. Gradient boosting excelled in “Lower Extremity” location
detection (F1-score: 0.978), surpassing rule-based NLP by 0.023. It also showed notable performance in the “Passive Range of
Motion” detection with an F1-score of 0.970, a 0.032 improvement over rule-based NLP. The rule-based algorithm efficiently
handled “Duration,” “Sets,” and “Reps” with F1-scores up to 0.65. LLM-based NLP, particularly ChatGPT with few-shot prompts,
achieved high recall but generally lower precision and F1-scores. However, it notably excelled in “Backward Plane” motion
detection, achieving an F1-score of 0.846, surpassing the rule-based algorithm’s 0.720.

Conclusions: The study successfully developed and evaluated multiple NLP algorithms, revealing the strengths and weaknesses
of each in extracting physical rehabilitation exercise information from clinical notes. The detailed ontology and the robust
performance of the rule-based and gradient boosting algorithms demonstrate significant potential for enhancing precision
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rehabilitation. These findings contribute to the ongoing efforts to integrate advanced NLP techniques into health care, moving
toward predictive models that can recommend personalized rehabilitation treatments for optimal patient outcomes.

(JMIR Med Inform 2024;12:e52289)   doi:10.2196/52289

KEYWORDS

natural language processing; electronic health records; rehabilitation; physical exercise; ChatGPT; artificial intelligence; stroke;
physical rehabilitation; rehabilitation therapy; exercise; machine learning

Introduction

Precision medicine is a promising field of research that aims to
provide personalized treatment plans for patients [1]. Recent
years have seen a rise in interest in this field, as advances in
machine learning and data collection techniques have greatly
facilitated this research [2]. However, the principles of precision
medicine have primarily been applied to the development of
medications, and relatively little research has been conducted
on their applications in other areas [3]. For instance, although
rehabilitation clinics require individualized treatment procedures
for patients, little research has been conducted on methods that
use data analysis and machine learning to facilitate the design
of such procedures [4]. Although the application of precision
medicine to physical therapy has proven effective in improving
the health of patients, current methods of creating personalized
treatments rarely use automated approaches to facilitate decision
support [5]. Thus, there is a need for tools to assist in the
development of personalized treatments in physical therapy [6].
In the treatment of patients who had a stroke, the lack of decision
support tools is especially pronounced, as the available
treatments for this condition have not led to consistent outcomes
across patient populations [7].

To develop decision support tools for the design of precision
rehabilitation treatments for patients who had a stroke, it would
be necessary to use electronic health record data to develop a
predictive model of existing treatment options and their impact
on patient outcomes [8]. However, physical therapy procedures
are typically described in unstructured clinical notes, meaning
that simple data extraction methods such as database queries

cannot be applied to obtain sufficient information. Additionally,
the language used to describe these procedures can differ
between clinicians, locations, and periods [9]. More advanced
natural language processing (NLP) algorithms are required to
extract this information from clinical notes, but such a method
has not yet been developed for this application.

In this paper, we aim to develop and evaluate NLP algorithms
to extract physical rehabilitation exercise information from the
clinical notes in the electronic health record. Our specific
contributions are as follows. First, we created a novel and
comprehensive clinical ontology to represent physical
rehabilitation exercise information, which includes the type of
motion, side of the body, location on the body, the plane of
motion, duration, information on sets and reps, exercise purpose,
exercise type, and body position. Second, we developed and
compared a variety of NLP algorithms leveraging state-of-the-art
techniques, including rule-based NLP algorithms, machine
learning–based NLP algorithms (ie, support vector machine
[SVM], logistic regression [LR], gradient boosting, and
AdaBoost), and large language model (LLM)–based NLP
algorithms (ie, ChatGPT [OpenAI] [10]) for the extraction of
physical rehabilitation exercise from clinical notes. We are
among the first to evaluate the capabilities of ChatGPT in
extracting useful information from clinical notes.

Methods

Overview
Figure 1 illustrates the data flow and the various stages of the
research process. Each of these stages will be described in detail
in the following sections.
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Figure 1. Flowchart illustrating the data flow throughout the study. IIA: interannotator agreement (IAA); NLP: natural language processing.

Data Collection
The study identified a cohort of patients diagnosed with stroke
between January 1, 2016, and December 31, 2016, at University
of Pittsburgh Medical Center (UPMC). For these patients,

clinical encounter notes created between January 1, 2016, and
December 31, 2018, were extracted from the institutional data
warehouse. Table 1 provides the demographic characteristics
of the patients included in this data set.

Table 1. Demographic information of patients included in the unfiltered data set (N=13,605).

ValuesDemographics

75 (16)Age (years), mean (SD)

Gender, n (%)

6931 (51)Female

6673 (49)Male

Race, n (%)

64 (0.5)Asian

1325 (9.7)Black

11,661 (86)White

153 (1.1)Other

402 (3)Not specified

Ethnicity, n (%)

64 (0.5)Hispanic or Latinx

12,471 (92)Not Hispanic or Latinx

984 (7.2)Not specified

Ethical Considerations
The study was approved by the University of Pittsburgh’s
institutional review board (#21040204).

Clinical Ontology for Physical Rehabilitation Exercise
To determine the relevance and hierarchy of extracted
information, we developed a clinical ontology consisting of 9
categories of concepts relating to exercise descriptions, informed
by consultation with clinical experts (PD, BA, and AB) in the
field of physical therapy. In developing our clinical ontology,
we also consulted established frameworks such as the

International Classification of Functioning, Disability, and
Health (ICF) [11] and the Systematized Nomenclature of
Medicine—Clinical Terms (SNOMED CT) [12]. These
comprehensive systems offered valuable insights into the
structuring and categorization of health-related concepts, which
we adapted for the specific context of physical rehabilitation
exercises. Additionally, our ontology incorporates principles
from the Unified Medical Language System (UMLS) [13] to
ensure compatibility and interoperability with other health care
informatics systems.
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Each category was given a set of values, as well as examples
of how those values might be expressed in clinical notes. The
categories are type of motion, side of the body, location on the
body, the plane of motion, duration, information on sets and
reps, exercise purpose, exercise type, and body position. The
ontology also includes examples of indications that the
mentioned exercise was not performed during the visit
corresponding to the clinical note. This ontology was used to
inform both the structure of the annotations and the methods
used to extract relevant documents from the data set.

The ontology reflects the complexity and nuance of physical
rehabilitation exercises by incorporating terms and categories
that are sensitive to the variations and specificities observed in
clinical settings. This approach ensures that the ontology not
only represents the theoretical model of rehabilitation exercises
but also aligns with the practical, real-world application and
documentation by health care professionals. Table 2 displays
the 9 categories for 3 exercise descriptions (performed in-office,
home exercise program, and not performed), with sets and reps
split into separate rows and including negations and out-of-office
exercises at the bottom.

Table 2. Summary of the clinical ontology used for annotations.

ConceptsData typeCategory

Performed in-office, home exercise program, not performedEnumeratedExercise description

ROMa, active ROM, active-assisted ROM, and passive ROMEnumeratedType of motion

Right, left, bilateral, unilateral, contralateral, and ipsilateralEnumeratedSide of body

Upper extremity (arms), lower extremity (legs), hip, thigh, knee, ankle, foot, heel, toe,
shoulder, scapula, elbow, forearm, wrist, hand, thumb, head, neck, chest, abdomen, and
lower back

EnumeratedLocation on body

Flexion, extension, abduction, adduction, internal rotation, external rotation, lateral flexion,
horizontal abduction, horizontal adduction, protraction, retraction, elevation, depression,
inversion, eversion, pronation, supination, plantarflexion, dorsiflexion, radial deviation,
ulnar deviation, upward rotation, downward rotation, opposition, forward, backward,
lateral, medial, scaption, rotation, closure, clockwise, counterclockwise, distraction, all
planes, anterior, posterior, horizontal, vertical, diagonal, and gravity elimination

EnumeratedPlane of motion

N/AbIntegerDuration (seconds)

N/AIntegerNumber of sets

N/AIntegerNumber of reps

Strength, fine motor, motor control, perception, simulated, power, endurance, joint mo-
bility, joint alignment, muscle flexibility, cardio, pulmonary, agility, and vestibular

EnumeratedExercise purpose

Upper extremity strength, lower extremity strength, trunk or core strength, scapular
strength, ROM, flexibility or mobility, balance or vestibular, gait training, cardio or aer-
obic, and functional mobility

EnumeratedExercise type

Weight bearing and non-weight bearingBinaryBody position

Held or not performed and home exercise programBinaryNegation or hypothetical

aROM: range of motion.
bN/A: not applicable.

Preprocessing and Section Extraction
Physical therapeutic procedures were usually documented in
the section “THERAPY.” Therefore, we first filtered out the
notes that did not contain a physical therapy visit by excluding
files whose names lacked the string “THERAPY.” From the
resulting set of files, the section on therapeutic procedures was
extracted using a regular expression, if such a section existed.
This resulted in a total of 23,724 notes, some of which were
empty or lacked pertinent information.

The method of section extraction has a few minor limitations.
Because the regular expression used to locate these sections
assumes a structure in the notes that is not always present, it is
possible that a file may contain additional text from other
sections of the original note in rare instances. All sections used
in the creation of the gold-standard labels were manually

examined to ensure the absence of these errors. It is also possible
that some therapeutic procedures’ sections are completely
omitted from the note due to copy-and-paste errors made by
their authors.

Because many of the extracted sections were very brief or lacked
relevant information, we developed a method to create a more
robust set of sections by extracting keywords. Initially, concepts
were organized into 9 categories based on the clinical ontology.
Each category was then assigned a list of keywords. A section
was considered to mention a category if it contained at least 1
of the keywords. Consequently, each section was assigned a
score between 0 and 9 based on the number of categories
mentioned. All sections with a score of 9 and a random selection
of notes with a score of 8 were extracted to generate 300
enriched sections that were anticipated to be relatively dense in
information. In addition, 300 random sections were selected,
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excluding those with a length of fewer than 200 characters in
order to reduce the likelihood of omissions.

Gold-Standard Data Set Creation
Gold standard labels were developed by 2 clinical experts in
the field of physical therapy (PD and BA) under the supervision
of a senior clinical expert in physical therapy (AB). Each
annotator was given a set of guidelines on how to label sections
and was told to refer to the clinical ontology for examples of
each concept to label. Instructions were given to label explicit
mentions of each concept, and inferences were only to be made
when specified. For example, the concepts under the categories
exercise type and positioning were each given several common
keywords that indicate exercises that relate to them. The
annotators were given identical batches of 20 randomly selected

sections to annotate, and the interannotator agreement was
calculated using Fleiss κ. This process was repeated for a total
of 3 batches, after which all 3 annotators achieved an
interannotator agreement greater than 0.7. Throughout this
process, the annotation guidelines were revised, and the structure
of the labels was finalized. Once sufficient agreement was
reached, 50 sections from the enriched set and 50 more from
the random set were given to each annotator, totaling 300
distinct annotated sections. These sections were then split
randomly into a training set consisting of 125 sections from
each of the original sets and a test set consisting of the remaining
50 sections. The details of this corpus are included in Textbox
1, which outlines the total word count, the number of distinct
words, and 2 examples of the data.

Textbox 1. Summary of the annotated corpus.

Total words: 74,104

Total distinct words: 2371

Deidentified note example 1:

• “1: AROM right elbow flx/ext HEP (right arm supported on table) 2: AROM right wrist flx/ext HEP 3: AROM right forearm pronation/supination
HEP 4: Thumb opposition HEP 5: Seated AAROM table slide??”

Deidentified note example 2:

• “1: foam balance (heel/toe rocking): x 30 2: step taps with 2 taps from foam 12“”“” block: x 20 B/L 3: tandem walking: 25' x 2 4: backward
walking: 25' x 2 5: foam Lunges: x 20 B/L 6: Dips 4“”“” stair: 2x10 B/L 7: side stepping green TB 10 ft x5 each direction 9: bridging with LLE
leg lift 1“”“” off mat x10 10: tandem stance on foam x 1' 11: Nustep: L5 x 10' (LEs only)”

Rule-Based NLP
The first NLP method we developed was a named entity
recognition (NER) algorithm using MedTagger (OHNLP),
which is a software that uses rule-based methods to segment
documents and extract named entity information with regular
expressions [14]. We used this tool to detect the categories
outlined in the ontology by creating explainable rules to extract
the physical rehabilitation exercise information and compare it
against the gold-standard labels. For each rule defined in the
algorithm, MedTagger identified spans of text that matched the
expression as well as the corresponding category and concept
predicted for that text. We initiated the rules using simple
keywords in the clinical ontology as defined in Table 2 and then
refined the rules using the training set of the gold-standard notes.

Machine Learning–Based NLP
In addition to attempting to automate the annotation of clinical
notes with exercise information, several sequence-level binary
classification methods were explored to predict whether a
specific concept is mentioned in a given span of text at least
once according to the gold-standard labels. Here, a sequence is
defined as a string of text within a section that describes an
individual exercise. As the therapeutic procedures are
documented as numbered lists, it is assumed that each
enumerated item that contains text constitutes a single procedure
for the purpose of this study. The aim was to extract these
procedures from sections and then classify each according to
which concepts they mention.

For this task, the sequences provided in the gold-standard data
were used as raw input, and targets were defined using the labels
that were associated with each sequence. These labels consisted
of 101 concepts as given by the clinical ontology in Table 2,
excluding duration, sets, and reps since these are numeric types
unfit for binary classification tasks. Because the postprocessed
output from MedTagger was formatted in a similar manner to
the gold-standard data for ease of comparison, a similar method
was used to create predictions and directly score MedTagger
against the true labels for this task. In this manner, we compared
our rule-based NLP algorithm against several other methods by
redefining the information extraction task as a sequence
classification task. The labels of all predicted spans of text were
assigned to the section containing it.

A total of 4 machine learning models were trained to perform
binary classification on sections, including SVM [15], LR [16],
gradient boosting [17], and AdaBoost [18]. We built different
machine learning models for different physical rehabilitation
exercise concept extraction tasks. This resulted in 101 distinct
SVM, LR, gradient boosting, and AdaBoost models each trained
to predict a distinct concept. Each model was created using the
scikit-learn [19] library in Python (version 3; Python Software
Foundation). The input for each model was given in a simple
uncased bag-of-words vector space fitted to the training set.

The LR was performed with a learning rate of 1 × 10–4 and
balanced class weights. The SVM model used a polynomial
kernel with a degree of 2 and also used balanced class weights.
The AdaBoost and gradient boosting were performed with the
default parameters provided by scikit-learn, with 100 and 50

JMIR Med Inform 2024 | vol. 12 | e52289 | p.867https://medinform.jmir.org/2024/1/e52289
(page number not for citation purposes)

Sivarajkumar et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


estimators, respectively. All unspecified hyperparameters were
kept at the default values used by scikit-learn.

LLM-Based NLP
Recently, LLMs have gained much interest due to their
promising results across many NLP tasks and straightforward
development pipelines. To measure a baseline for the
performance of LLMs on this data set, this study used OpenAI’s
ChatGPT, specifically GPT-3.5-turbo [20], which serves as the
NLP backend for the first release of ChatGPT. This study
accessed ChatGPT through the Microsoft Azure secure cloud
service with an approved institutional review board.

For each of the concepts to be identified, a separate prompt was
created asking the model to identify whether or not that concept
is mentioned in the given sections. We note that the sections
used in this exercise were fully deidentified and contained no
sensitive information. One of the primary advantages of using
LLMs to perform NLP tasks is that they can yield results
comparable to other methods with much less time spent on
fine-tuning and other manual design tasks. Therefore, in order
to evaluate the practicality of using this method in an application
with constraints on time or available machine learning expertise,
prompts were automatically generated using a template and the
name assigned to each label. Two simple prompting techniques
were compared: a few-shot prompting technique that included
example dialogue for 2 positive examples and 2 negative
examples [21] and a zero-shot prompt that omitted any examples
[22]. Prompts were created by providing a list of dialogue strings
that can be attributed to the user providing the prompt, the model
giving the response, and a third party giving instructions to the
model, hereafter named System. The following is an example
of a few-shot prompt that was automatically generated and sent
to ChatGPT.

System: You are an assistant assigned to determine
if a given text segment from a medical record contains
mentions of Active Range of Motion. You must answer
yes or no.

User: 7: [PERSONALNAME] maze - AROM LUE -
3 rep

Model: Yes.

User: 23: / Supine on mat / dowel rod no wt above
head for triceps

Model: No.

User: 2: AROM Right wrist ext/flex - 20 x

Model: Yes.

User: 24: SL HS activation- with tapping and
suspended to limit friction x10 DEFERRED

Model: No.

User: 14: SLR- 2x10 deferred to HEP

Prompts were made in this manner using 4 dialogue exchanges,
switching out the last line for the section to be classified. Any
concepts that were labeled fewer than 2 times were excluded
from the experiment because not enough examples could be
generated for the few-shot prompt. A total of 3 additional
concepts were excluded relating to whether a procedure was
performed in-office, at home, or not at all, as well as the 3
numeric concepts. This left a total of 82 concepts to be extracted.

Results

Because the clinical ontology covered a broad range of concepts
within this domain, many of these concepts were very sparse
in our data. More than half of the 101 concepts were present in
fewer than 10 exercise descriptions in the train or test sets; these
concepts have been omitted from the results. Table 3 contains
a breakdown of the F1-scores for each machine learning method,
as well as the performance of the rule-based NLP algorithm on
the NER task, for each of the remaining 40 concepts. See
Multimedia Appendix 1 for the results on all concepts. The
best-performing machine learning model is shown in bold for
each concept.
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Table 3. Binary F1-scores of each algorithm on the test set (50 documents).

Test set
size, n

Training
set size, n

ChatGPT (ze-
ro-shot), n

ChatGPT
(few-shot), n

Gradient
boosting, n

Ad-
aBoost, n

SVMd, nLRc, nRBNLP se-
quence, n

RBNLPa

NERb, n

Category and
concept

Description

4972464N/AN/Af0.983e0.9770.9600.9700.9760.957Performed
in-office

3493N/AN/A0.986e0.986e0.9380.986e0.986e0.986eHome exer-
cise pro-
gram

2061295N/AN/A0.950e0.9360.9090.9230.9490.949Not per-
formed

ROMg

221030.1090.3210.863e0.863e0.8400.8240.8300.839Active

241600.2100.5430.857e0.8370.7910.8000.7690.769Active-as-
sisted

161210.1980.5520.970e0.9380.9030.970e0.9380.952Passive

Side

975480.8780.9120.6800.6280.8510.6740.975e0.912Right side

1344620.8320.8230.7520.7210.8230.7630.937e0.912Left side

512600.7230.7060.6590.6670.4740.5590.907e0.772Bilateral

Location

472850.2410.2910.8760.9010.8470.8790.939e0.847Upper ex-
tremity

442230.3390.3780.978e0.9660.9300.9360.9360.955Lower ex-
tremity

361680.8060.4030.9720.9430.973e0.973e0.9470.949Hip

191080.4340.4690.974e0.974e0.8820.9190.9500.950Knee

14550.2620.6071.000e1.000e0.6000.9231.000e1.000eAnkle

442240.5480.7440.9530.9530.9520.9520.977e0.936Shoulder

10720.6070.5250.833e0.833e0.7000.7830.833e0.833eScapula

261470.4470.8480.9230.9230.9430.9630.9630.967eElbow

10860.2040.1510.952e0.8700.952e0.8700.8330.815Forearm

231290.3140.6000.8750.8750.7730.8260.8980.902eWrist

682430.5740.4380.9490.9250.8480.9260.9440.951eHand

Plane

331700.8390.5760.9710.9710.9370.9710.985e0.976Abduction

10220.1950.2210.6670.750e0.6670.750e0.5450.545Anterior

11920.7900.7200.8460.952e0.8000.6880.7200.727Backward

482660.6840.5560.989e0.989e0.9330.9790.9800.980Extension

11740.5430.6550.8700.8700.8180.8700.917e0.897External
rotation

553270.6150.7570.964e0.964e0.9550.964e0.9470.956Flexion

191480.7290.6670.9000.9500.8650.8570.9740.977eForward
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Test set
size, n

Training
set size, n

ChatGPT (ze-
ro-shot), n

ChatGPT
(few-shot), n

Gradient
boosting, n

Ad-
aBoost, n

SVMd, nLRc, nRBNLP se-
quence, n

RBNLPa

NERb, n

Category and
concept

231320.3730.5460.8510.870e0.8370.7860.5880.577Lateral

11820.4800.5500.9170.9170.9170.8800.9170.923eSupination

Exercise type

211380.1660.2720.8940.913e0.7910.8400.913e0.913eUpper ex-
tremity
strength

974470.3320.4490.8940.9240.8940.9130.969e0.926Lower ex-
tremity
strength

12350.0900.1040.7000.4710.4710.6920.889e0.897Trunk or
core
strength

532570.1530.3010.6740.7250.8430.8420.876e0.853Range of
motion

381780.1470.2790.9490.9470.8570.9090.974e0.962Flexibility
or mobility

473510.4700.5970.939e0.8820.8090.8520.7520.787Balance or
vestibular

473100.5290.6260.860e0.8510.8140.8370.8370.808Gait train-
ing

332040.1820.2200.7800.6910.7500.7270.831e0.775Functional
mobility

Purpose

10480.6670.6880.870e0.8570.7620.870e0.7690.769Simulated

Positioning

432550.2820.1970.8710.8570.8670.876e0.8330.788Weight
bearing

915390.0380.2830.9230.946e0.9180.9160.9320.931Non-
weight
bearing

532830.4330.5020.8830.8750.8350.8610.891e0.878Average

aRBNLP: rule-based natural language processing.
bNER: named entity recognition.
cLR: logistic regression.
dSVM: support vector machine.
eThe best performance for each entity.
fN/A: not applicable.
gROM: range of motion.

The rule-based NLP’s performance on the sequence
classification task was similar to its performance on the NER
task. Instances of higher performance in sequence classification
compared to NER can be partially explained by mismatches in
predicted spans and their labels affecting NER accuracy, yet
still allowing for correct overall text section classification. The
rule-based algorithm tied with or outperformed the other models
on half of the concepts in Table 3. Among the machine learning
models, gradient boosting performed nearly as well, achieving
the highest F1-score on 18 concepts.

In addition to these concepts, the rule-based NLP algorithm
also predicted the spans of durations, sets, and reps. Since these
categories do not have any specific concepts assigned to them,
the number presented in each span was used instead as a
comparison against the true label, converting minutes to seconds
where applicable. This resulted in F1-scores of 0.65, 0.58, and
0.88, respectively. It is important to note that we limited the
experiments for “Duration,” “Sets,” and “Reps” exclusively to
rule-based algorithms because these categories inherently
involve numeric data, which align well with the deterministic
and pattern-based nature of rule-based approaches.
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Gradient boosting demonstrated the best performance for
identifying range of motion (ROM) concepts and determining
the location of exercise (performed in-office, home exercise
program, and not performed) with F1-scores of 0.863 for active
ROM; 0.857 for active-assisted ROM; and 0.977, 0.986, and
0.950, respectively, for the locations. The rule-based natural
language processing algorithm outperformed machine learning
models in detecting sides of the body with F1-scores of 0.975
for the right side and 0.937 for the left side, and it also
performed the best on most exercise types, except for balance
or vestibular and gait training concepts, which were classified
best by gradient boosting with F1-scores of 0.939 and 0.860,
respectively. The LR obtained a strictly higher score than other
methods in the weight-bearing exercise concept with an F1-score
of 0.876. The AdaBoost got a strictly higher score on 3 concepts,
notably on non–weight bearing positioning with an F1-score of
0.946. The SVM model did not score higher than other models
but had 3 ties, indicating competitive performance.

These findings indicate that the rule-based approach is
particularly effective for certain types of exercises, with superior
performance in most categories. However, gradient boosting
demonstrated strength in more complex categorizations such
as balance or vestibular and gait training, where understanding
nuanced differences is crucial.

For the LLM-based NLP, the results show that both zero-shot
prompts and few-shot prompts result in high recall scores that
sometimes exceed other methods. However, precision was quite
low for most concepts, and F1-scores did not exceed every other
method for any concept. However, ChatGPT did occasionally
outperform some of the simpler machine learning models and,
on 1 occasion, even outperformed the rule-based algorithm (on
the backward plane of motion concept). The average precision
over all 82 concepts tested was 0.33 for the zero-shot approach
and 0.27 for the few-shot approach. The average recall was 0.8
for the zero-shot approach and 0.82 for the few-shot approach.
This resulted in average F1-scores of 0.37 and 0.35, respectively,
indicating that the zero-shot approach was slightly better on
average than the few-shot approach. However, the few-shot
approach performed the best for all but 10 concepts. The reason
the zero-shot method performed better on average is thus due
to the fact that it shows significant improvement on a few
specific concepts, such as hip, scapula, hand, abduction, and
extension.

Discussion

Observations
As indicated by the high performance of the machine learning
models on many of the concepts, the task of extracting
information from exercise descriptions was not complex.
Although some of these concepts could be extracted effectively
using straightforward rules or a small machine learning model,
there were also many cases where clinical notes appeared
ambiguous without context. For instance, the abbreviation “SL”
could be interpreted as “single leg” or “side-lying” depending
on the exercise being described. In addition, “L” could mean
“left” or “lateral,” which explains why the rule-based NLP

algorithm performed slightly worse when classifying left versus
right. The use of single letters as abbreviations, especially “A”
as a shorthand for “anterior,” could cause issues in machine
learning algorithms without careful consideration. It would be
possible to increase the performance of the rule-based algorithm
by further tuning the rules to search for context clues at other
points in the document, but this could potentially cause the rules
to overfit the training set. Of particular interest are the numeric
data present in duration, sets, and reps. These are particularly
tricky to extract since they are expressed in a wide variety of
ways by different physicians. It can be difficult to define what
sets and reps are depending on the exercise, and sometimes one
or both are not well-defined at all. Additionally, the use of
apostrophes and quotes can either indicate measurements of
time or distance, once again requiring context to disambiguate.
Mentions of distance were not annotated in the gold-standard
labels, but it is important in measuring the intensity of some
exercises, so we plan to include it in the future.

Some of the misclassifications of the rule-based algorithm are
due to inaccuracies in the gold-standard data set. For instance,
many false positives produced by the rule-based algorithm
appeared to be concepts that were missed by the annotators.
There were also a few minor errors that could be explained by
a mouse slip, including a span of text being assigned the wrong
concept or a span excluding the last letter in a word. There were
also some spelling mistakes in the notes themselves; common
instances were explicitly mentioned in the rules to increase
precision. Preprocessing clinical notes to correct spelling
mistakes might be useful to improve results, although this
creates a risk of incorrect changes being made to uncommon
words. All of these errors were not particularly common
throughout the labels, but they could have a significant effect
on concepts that are already uncommon in the data.

Another obstacle that obscured some of the signals in the data
came from the deidentification process. In addition to removing
names, addresses, and other protected information from these
documents, many other tokens and phrases were mistakenly
removed, including equipment names and numbers denoting
indices in a list. These were replaced with placeholder tokens
such as “[ADDRESS]” or “[PERSONALNAME].” The low
precision of the deidentification process caused some relevant
information to be obfuscated or entirely erased from notes.

During the data annotation, we found that many of the concepts
identified as relevant in this domain were not well documented
in the data we extracted for annotation. This could be due in
part to the fact that the data were only collected from patients
who had a stroke, but this is not expected to be the main reason
because patients who had a stroke can have a wide variety of
musculoskeletal problems, resulting in a correspondingly wide
variety of treatments being mentioned in clinical notes [23].
The other reason the data set lacks many of these concepts could
be that they are rarely mentioned in these particular sections of
clinical notes, either because they are not common enough to
appear in many records at all or because they are mentioned
more often in other sections. Thus, future research could focus
on improving extraction methods to focus more on these
uncommon concepts or include information from outside of the
exercise descriptions.
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In addition to ChatGPT for the LLM-based NLP approach, we
also fine-tuned a Bidirectional Encoder Representations from
Transformers (BERT) model with the task of categorizing the
physical rehabilitation exercise concept. The BioClinicalBERT
model [24] was used, which was pretrained on Medical
Information Mart for Intensive Care-III (MIMIC-III) [25].
However, the amount of data collected seemed insufficient to
make the model perform comparably to simpler methods. The
model with the highest F1-score on the validation set had an
average F1-score of 0.05 across all concepts on the test set. It
accurately predicted in-office exercise performance with an
F1-score of 0.72. However, the performance on the remaining
100 concepts ranged only from 0 to 0.35. Therefore, we did not
include this approach in the experimental comparison.

Limitations and Future Work
One limitation in this research was the necessary exclusion of
“Duration,” “Number of Sets,” and “Number of Reps” from our
machine learning–based NLP analysis due to their numeric
nature, rendering them unsuitable for binary classification tasks.
In future work, we plan to incorporate regression models or
specialized classification techniques capable of handling
numeric data. We also plan to expand our research to include
additional variables such as stroke duration and severity,
recognizing their potential to significantly enhance the prediction
accuracy and effectiveness of rehabilitation strategies.

Furthermore, another limitation of this study is that we did not
consider technique names and their association with specific
motion types in rehabilitation exercise notes. For instance, we
encountered the text “1: Standing AAROM PNF exercise D1/D2
flexion - 20 x” during annotation but did not annotate the
technique name PNF (proprioceptive neuromuscular
facilitation). To address this, in future work, we intend to
develop a supplementary module for our algorithm that can
effectively extract and map popular technique names to their
corresponding motion types and categories, thereby enhancing
the comprehensiveness and applicability of the algorithm.

Moreover, we plan to implement a robust standardized extraction
protocol in the next version of our algorithm to mitigate the
omission of therapeutic procedure sections due to
copy-and-paste errors. This protocol will include multiple checks
for consistency and completeness and will be assessed through
a pilot study to ensure its reliability and accuracy. To enhance
our model’s generalizability amid varied note-writing practices
across rehabilitation facilities, future research will also focus
on diversifying data sources, refining adaptability to diverse
writing styles and terminologies, and conducting extensive
validation studies in a range of settings to improve performance.
Through continuous monitoring and refinement of our extraction
process, we are committed to enhancing the reliability and
validity of our data, thereby strengthening the overall quality
and impact of our research.

Conclusions
In this study, we developed and evaluated several NLP
algorithms to extract physical rehabilitation exercise information
from clinical notes of patients who had stroke. We first created
a novel and comprehensive clinical ontology to represent
physical rehabilitation exercise in clinical notes and then
developed a variety of NLP algorithms leveraging
state-of-the-art techniques, including rule-based NLP algorithms,
machine learning–based NLP algorithms, and LLM-based NLP
algorithms. The experiments on the clinical notes of a cohort
of patients who had a stroke showed that the rule-based NLP
algorithm had the best performance for most of the physical
rehabilitation exercise concepts. Among all machine learning
models, gradient boosting achieved the best performance on a
majority of concepts. On the other hand, the rule-based NLP
performed well for extracting handled durations, sets, and reps,
while gradient boosting excelled in ROM and location detection.
The LLM-based NLP achieved high recall with zero-shot and
few-shot prompts but low precision and F1-scores. It
occasionally outperformed simpler models and once bet the
rule-based algorithm.
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Abstract

Background: Large language models (LLMs) have shown remarkable capabilities in natural language processing (NLP),
especially in domains where labeled data are scarce or expensive, such as the clinical domain. However, to unlock the clinical
knowledge hidden in these LLMs, we need to design effective prompts that can guide them to perform specific clinical NLP tasks
without any task-specific training data. This is known as in-context learning, which is an art and science that requires understanding
the strengths and weaknesses of different LLMs and prompt engineering approaches.

Objective: The objective of this study is to assess the effectiveness of various prompt engineering techniques, including 2 newly
introduced types—heuristic and ensemble prompts, for zero-shot and few-shot clinical information extraction using pretrained
language models.

Methods: This comprehensive experimental study evaluated different prompt types (simple prefix, simple cloze, chain of
thought, anticipatory, heuristic, and ensemble) across 5 clinical NLP tasks: clinical sense disambiguation, biomedical evidence
extraction, coreference resolution, medication status extraction, and medication attribute extraction. The performance of these
prompts was assessed using 3 state-of-the-art language models: GPT-3.5 (OpenAI), Gemini (Google), and LLaMA-2 (Meta).
The study contrasted zero-shot with few-shot prompting and explored the effectiveness of ensemble approaches.

Results: The study revealed that task-specific prompt tailoring is vital for the high performance of LLMs for zero-shot clinical
NLP. In clinical sense disambiguation, GPT-3.5 achieved an accuracy of 0.96 with heuristic prompts and 0.94 in biomedical
evidence extraction. Heuristic prompts, alongside chain of thought prompts, were highly effective across tasks. Few-shot prompting
improved performance in complex scenarios, and ensemble approaches capitalized on multiple prompt strengths. GPT-3.5
consistently outperformed Gemini and LLaMA-2 across tasks and prompt types.

Conclusions: This study provides a rigorous evaluation of prompt engineering methodologies and introduces innovative
techniques for clinical information extraction, demonstrating the potential of in-context learning in the clinical domain. These
findings offer clear guidelines for future prompt-based clinical NLP research, facilitating engagement by non-NLP experts in
clinical NLP advancements. To the best of our knowledge, this is one of the first works on the empirical evaluation of different
prompt engineering approaches for clinical NLP in this era of generative artificial intelligence, and we hope that it will inspire
and inform future research in this area.

(JMIR Med Inform 2024;12:e55318)   doi:10.2196/55318
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Introduction

Clinical information extraction (IE) is the task of identifying
and extracting relevant information from clinical narratives,
such as clinical notes, radiology reports, or pathology reports.
Clinical IE has many applications in health care, such as
improving diagnosis, treatment, and decision-making;
facilitating clinical research; and enhancing patient care [1,2].
However, clinical IE faces several challenges, such as the
scarcity and heterogeneity of annotated data, the complexity
and variability of clinical language, and the need for domain
knowledge and expertise.

Zero-shot IE is a promising paradigm that aims to overcome
these challenges by leveraging large pretrained language models
(LMs) that can perform IE tasks without any task-specific
training data [3]. In-context learning is a framework for
zero-shot and few-shot learning, where a large pretrained LM
takes a context and directly decodes the output without any
retraining or fine-tuning [4]. In-context learning relies on prompt
engineering, which is the process of crafting informative and
contextually relevant instructions or queries as inputs to LMs
to guide their output for specific tasks [5]. The use of prompt
engineering lies in its ability to leverage the powerful
capabilities of large LMs (LLMs), such as GPT-3.5 (OpenAI)
[6], Gemini (Google) [7], LLaMA-2 (Meta) [8], even in
scenarios where limited or no task-specific training data are
available. In clinical natural language processing (NLP), where
labeled data sets tend to be scarce, expensive, and
time-consuming to create, splintered across institutions, and
constrained by data use agreements, prompt engineering
becomes even more crucial to unlock the potential of
state-of-the-art LLMs for clinical NLP tasks.

While prompt engineering has been widely explored for general
NLP tasks, its application and impact in clinical NLP remain
relatively unexplored. Most of the existing literature on prompt
engineering in the health care domain focuses on biomedical
NLP tasks rather than clinical NLP tasks that involve processing
real-world clinical notes. For instance, Chen et al [9] used a
fixed template as the prompt to measure the performance of
LLMs on biomedical NLP tasks but did not investigate different
kinds of prompting methods. Wang et al [10] gave a
comprehensive survey of prompt engineering for health care
NLP applications such as question-answering systems, text
summarization, and machine translation. However, they did not
compare and evaluate different types of prompts for specific
clinical NLP tasks and how the performance varies across
different LLMs. There is a lack of systematic and comprehensive
studies on how to engineer prompts for clinical NLP tasks, and
the existing literature predominantly focuses on general NLP
problems. This creates a notable gap in the research, warranting
a dedicated investigation into the design and development of
effective prompts specifically for clinical NLP. Currently,
researchers in the field lack a comprehensive understanding of

the types of prompts that exist, their relative effectiveness, and
the challenges associated with their implementation in clinical
settings.

The main research question and objectives of this study are to
investigate how to engineer prompts for clinical NLP tasks,
identify best practices, and address the challenges in this
emerging field. By doing so, we aim to propose a guideline for
future prompt-based clinical NLP studies. In this work, we
present a comprehensive empirical evaluation study on prompt
engineering for 5 diverse clinical NLP tasks, namely, clinical
sense disambiguation, biomedical evidence extraction,
coreference resolution, medication status extraction, and
medication attribute extraction [11,12]. By systematically
evaluating different types of prompts proposed in recent
literature, including prefix [13], cloze [14], chain of thought
[15], and anticipatory prompts [16], we gain insights into their
performance and suitability for each task. Two new types of
prompting approaches were also introduced: (1) heuristic
prompts and (2) ensemble prompts. The rationale behind these
novel prompts is to leverage the existing knowledge and
expertise in rule-based NLP, which has been prominent and has
shown significant results in the clinical domain [17]. We
hypothesize that heuristic prompts, which are based on rules
derived from domain knowledge and linguistic patterns, can
capture the salient features and constraints of the clinical IE
tasks. We also conjecture that ensemble prompts, which are
composed of multiple types of prompts, can benefit from the
complementary strengths and mitigate the weaknesses of each
individual prompt.

One of the key aspects of prompt engineering is the number of
examples or shots that are provided to the model along with the
prompt. Few-shot prompting is a technique that provides the
model with a few examples of input-output pairs, while
zero-shot prompting does not provide any examples [3,18]. By
contrasting these strategies, we aim to shed light on the most
efficient and effective ways to leverage prompt engineering in
clinical NLP. Finally, we propose a prompt engineering
framework to build and deploy zero-shot NLP models for the
clinical domain. This study covers 3 state-of-the-art LMs,
including GPT-3.5, Gemini, and LLaMA-2, to assess the
generalizability of the findings across various models. This
work yields novel insights and guidelines for prompt engineering
specifically for clinical NLP tasks.

Methods

Tasks
We selected 5 distinct clinical NLP tasks representing diverse
categories of natural language understanding: clinical sense
disambiguation (text classification) [19], biomedical evidence
extraction (named entity recognition) [20], coreference
resolution [21], medication status extraction (named entity
recognition+classification) [22], and medication attribute
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extraction (named entity recognition+relation extraction) [23].
Table 1 provides a succinct overview of each task, an example

scenario, and the corresponding prompt type used for each task.

Table 1. Task descriptions.

Example promptDescriptionNLPa task categoryTask

What is the meaning of the abbreviation

CRb in the context of cardiology?

This task involves identifying the correct
meaning of clinical abbreviations within a
given context.

Text classificationClinical sense disambigua-
tion

Identify the psychological interventions in
the given text?

In this task, interventions are extracted from
biomedical abstracts.

Text extractionBiomedical evidence extrac-
tion

Identify the antecedent for the patient in the
clinical note.

The goal here is to identify all mentions in
clinical text that refer to the same entity.

Coreference resolutionCoreference resolution

What is the current status of [24] in the
treatment of [25]?

This task involves identifying whether a
medication is currently being taken, not
taken, or unknown.

NERc+classificationMedication status extraction

What is the recommended dosage of [26]
for [27] and how often?

The objective here is to identify specific
attributes of a medication, such as dosage
and frequency.

NER+REdMedication attribute extrac-
tion

aNLP: natural language processing.
bCR: cardiac resuscitation.
cNER: named entity recognition.
dRE: relation extraction.

Data Sets and Evaluation
The prompts were evaluated on 3 LLMs, GPT-3.5, Gemini, and
LLaMA-2, under both zero-shot and few-shot prompting
conditions, using precise experimental settings and parameters.
To simplify the evaluation process and facilitate clear
comparisons, we adopted accuracy as the sole evaluation metric
for all tasks. Accuracy is defined as the proportion of correct
outputs generated by the LLM for each task, using a resolver
that maps the output to the label space. Table 2 shows the data
sets and sample size for each clinical NLP task. The data sets
are as follows:

• Clinical abbreviation sense inventories: This is a data set
of clinical abbreviations, senses, and instances [28]. It
contains 41 acronyms from 18,164 notes, along with their
expanded forms and contexts. We used a randomly sampled
subset from this data set for clinical sense disambiguation,
coreference resolution, medication status extraction, and
medication attribute extraction tasks (Table 2).

• Evidence-based medicine-NLP: This is a data set of
evidence-based medicine annotations for NLP [29]. It
contains 187 abstracts and 20 annotated abstracts, with
interventions extracted from the text. We used this data set
for the biomedical evidence extraction task.

Table 2. Evaluation data sets and samples for different tasks.

SamplesData set exampleData setTask

11 acronyms from 55 notesThe abbreviation “CRb” can refer to “car-
diac resuscitation” or “computed radiogra-
phy.”

CASIaClinical sense disambigua-
tion

187 abstracts and 20 annotated abstractsIdentifying panic, avoidance, and agorapho-
bia (psychological interventions)

EBMc-NLPdBiomedical evidence extrac-
tion

105 annotated examplesResolving references to “the patient” or “the
study” within a clinical trial report.

CASICoreference resolution

105 annotated examples with 340 medica-
tion status pairs

Identifying that a patient is currently taking
insulin for diabetes.

CASIMedication status extraction

105 annotated examples with 313 medica-
tions and 533 attributes

Identifying dosage, frequency, and route of
a medication for a patient.

CASIMedication attribute extrac-
tion

aCASI: clinical abbreviation sense inventories.
bCR: cardiac resuscitation.
cEBM: evidence-based medicine.
dNLP: natural language processing.

All experiments were carried out in different system settings.
All GPT-3.5 experiments were conducted using the GPT-3.5

Turbo application programming interface as of the September
2023 update. The LLaMA-2 model was directly accessed for
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our experiments. Gemini was accessed using the Gemini
application (previously BARD)—Google’s generative artificial
intelligence conversational system. These varied system settings
and access methods were taken into account to ensure the
reliability and validity of our experimental results, given the
differing architectures and capabilities of each LLM.

In evaluating the prompt-based approaches on GPT-3.5, Gemini,
and LLaMA-2, we have also incorporated traditional NLP
baselines to provide a comprehensive understanding of the
LLMs’ performance in a broader context. These baselines
include well-established models such as Bidirectional Encoder
Representations From Transformers (BERT) [30], Embeddings
From Language Models (ELMO) [31], and
PubMedBERT-Conditional Random Field (PubMedBERT-CRF)
[32], which have previously set the standard in clinical NLP
tasks. By comparing the outputs of LLMs against these
baselines, we aim to offer a clear perspective on the

advancements LLMs represent in the field. This comparative
analysis is crucial for appreciating the extent to which prompt
engineering techniques can leverage the inherent capabilities
of LLMs, marking a significant evolution from traditional
approaches to more dynamic and contextually aware
methodologies in clinical NLP.

Prompt Creation Process
A rigorous process was followed to create suitable prompts for
each task. These prompts were carefully crafted to match the
specific context and objectives of each task. There is no
established method for prompt design and selection as of now.
Therefore, we adopted an iterative approach where prompts,
which are created by health care experts, go through a
verification and improvement process in an iterative cycle,
which involved design, experimentation, and evaluation, as
depicted in Figure 1.

Figure 1. Iterative prompt design process: a schematic diagram of the iterative prompt creation process for clinical NLP tasks. The process consists of
3 steps: sampling, prompt designing, and deployment. The sampling step involves defining the task and collecting data and annotations. The prompt
designing step involves creating and refining prompts using different types and language models. The deployment step involves selecting the best model
and deploying the model for clinical use. LLM: large language model; NER: named entity recognition; NLP: natural language processing; RE: relation
extraction.

Figure 1 illustrates the 3 main steps of our prompt creation
process: sampling, prompt designing, and deployment. In the
sampling step (step 1), we defined the clinical NLP task (eg,
named entity recognition, relation extraction, and text
classification) and collected a sample of data and annotations
as an evaluation for the task. In the prompt designing step (step
2), a prompt was designed for the task using one of the prompt
types (eg, simple prefix prompt, simple cloze prompt, heuristic
prompt, chain of thought prompt, question prompt, and
anticipatory prompt). We also optionally performed few-shot
prompting by providing some examples along with the prompt.
The LLMs and the evaluation metrics for the experiment setup
were then configured. We ran experiments with various prompt
types and LLMs and evaluated their performance on the task.
Based on the results, we refined or modified the prompt design
until we achieved satisfactory performance or reached a limit.
In the deployment step (step 3), the best prompt-based models
were selected based on their performance metrics, and the model
was deployed for the corresponding task.

Prompt Engineering Techniques

Overview
Prompt engineering is the process of designing and creating
prompts that elicit desired responses from LLMs. Prompts can
be categorized into different types based on their structure,
function, and complexity.

Each prompt consists of a natural language query that is
designed to elicit a specific response from the pretrained LLM.
The prompts are categorized into 7 types, as illustrated in Figure
2 (all prompts have been included in Multimedia Appendix 1).
Prefix prompts are the simplest type of prompts, which prepend
a word or phrase indicating the type or format or tone of
response for control and relevance. Cloze prompts are based on
the idea of fill in the blank exercises, which create a masked
token in the input text and ask the LLM to predict the missing
word or phrase [3]. Anticipatory prompts are the prompts
anticipating the next question or command based on experience
or knowledge, guiding the conversation. Chain of thought
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prompting involves a series of intermediate natural language
reasoning steps that lead to the final output [15].

In addition to the existing types of prompts, 2 new novel
prompts were also designed: heuristic prompts and ensemble
prompts, which will be discussed in the following sections.

Figure 2. Types of prompts: examples of 7 types of prompts that we used to query the pretrained language model for different clinical information
extraction tasks. [X]: context; [Y]: abbreviation; [Z]: expanded form.

Heuristic Prompts
Heuristic prompts are rule-based prompts that decompose
complex queries into smaller, more manageable components
for comprehensive answers. Adopting the principles of
traditional rule-based NLP, which relies on manually crafted,
rule-based algorithms for specific clinical NLP applications,
we have integrated these concepts into our heuristic prompts
approach. These prompts use a set of predefined rules to guide
the LLM in expanding abbreviations within a given context.
For instance, a heuristic prompt might use the rule that an
abbreviation is typically capitalized, followed by a period, and
preceded by an article or a noun. This approach contrasts with
chain of thought prompts, which focus on elucidating the
reasoning or logic behind an output. Instead, heuristic prompts
leverage a series of predefined rules to direct the LLM in
executing a specific task.

Mathematically, we can express a heuristic prompt as H(x), a
function applied to an input sequence x. This function is defined
as a series of rule-based transformations Ti, where i indicates
the specific rule applied. The output of this function, denoted
as yH, is then:

yH=H(x)=Tn(T{n–1}(... T1(x)))

Here, each transformation Ti applies a specific heuristic rule to
modify the input sequence, making it more suitable for
processing by LLMs.

From an algorithmic standpoint, heuristic prompts are
implemented by defining a set of rules R={R1, R2, ..., Rm}. Each
rule Rj is a function that applies a specific heuristic criterion to
an input token or sequence of tokens. Algorithmically, the
heuristic prompting process can be summarized as follows:

By merging the precision and specificity of traditional rule-based
NLP methods with the advanced capabilities of LLMs, the
heuristic prompts offer a robust and accurate system for clinical
information processing and analysis.

Ensemble Prompts
Ensemble prompts are prompts that combine multiple prompts
using majority voting for aggregated outputs. They use various
types of prompts to generate multiple responses to the same
input, subsequently selecting the most commonly occurring
output as the final answer. For instance, an ensemble prompt
might use 3 different prefix prompts, or a combination of other
prompt types, to produce 3 potential expansions for an
abbreviation. The most frequently appearing expansion is then
chosen. For the sake of simplicity, we amalgamated the outputs
from all 5 different prompt types using a majority voting
approach.

Mathematically, consider a set of m different prompting methods
P1, P2, ..., Pm applied to the same input x. Each method generates
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an output yi for i=1,2, ..., m. The ensemble prompt’s output yE

is then the mode of these outputs:

yE=mode (y1, y2, ..., ym)

Algorithmically, the ensemble prompting process is as follows:

The rationale behind an ensemble prompt is that by integrating
multiple types of prompts, we can use the strengths and
counterbalance the weaknesses of each individual prompt,
offering a robust and potentially more accurate response. Some
prompts may be more effective for specific tasks or models,
while others might be more resilient to noise or ambiguity.
Majority voting allows us to choose the most likely correct or
coherent output from the variety generated by different prompt
types.

Results

Overview
In this section, we present the results of our experiments on
prompt engineering for zero-shot clinical IE. Various prompt
types were evaluated across 5 clinical NLP tasks, aiming to
understand how different prompts influence the accuracy of
different LLMs. Zero-shot and few-shot prompting strategies
were also compared, exploring how the addition of context
affects the model performance. Furthermore, we tested an
ensemble approach that combines the outputs of different prompt
types using majority voting. Finally, the impact of different
LLMs on task performance was analyzed, and some interesting
patterns were observed. Table 3 illustrates that different prompt
types have different levels of effectiveness for different tasks
and LLMs. We can also observe some general trends across the
tasks and models.
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Table 3. Performance comparison of different prompt types and language models.

Few shotEnsembleChain of
thought

HeuristicAnticipatorySimple clozeSimple pre-
fix

Task and language model

Clinical sense disambiguation

0.820.90.90.96a0.880.860.88GPT-3.5

0.670.710.720.750.710.680.76bGemini

0.780.820.780.820.820.760.88bLLaMA-2

0.420.420.420.420.420.420.42BERTc (from [33])

0.550.550.550.550.550.550.55ELMOd (from [33])

Biomedical evidence extraction

0.96a0.880.940.940.880.820.92GPT-3.5

0.880.90.91b0.90.91b0.890.89Gemini

0.860.880.870.88b0.870.88b0.85LLaMA-2

0.350.350.350.350.350.350.35PubMedBERT-CRFe (from [29])

Coreference resolution

0.740.740.94a0.94a0.740.60.78GPT-3.5

0.70.690.710.670.730.81b0.69Gemini

0.680.780.8b0.760.740.640.8bLLaMA-2

0.690.690.690.690.690.690.69Toshniwal et al [34]

Medication status extraction

0.720.750.730.740.750.720.76aGPT-3.5

0.550.580.590.550.650.510.67bGemini

0.420.580.520.64b0.520.480.58LLaMA-2

0.520.520.520.520.520.520.52ScispaCy [35]

Medication attribute extraction

0.96a0.90.96a0.96a0.90.840.88GPT-3.5

0.88b0.760.740.70.88c0.720.68Gemini

0.60.640.72b0.660.580.660.6LLaMA-2

0.700.700.700.700.700.700.70ScispaCy

aBest performance on a task regardless of the model (ie, for each GPT-3.5 or Gemini or LLaMA-2 triple).
bBest performance for each model on a task.
cBERT: Bidirectional Encoder Representations From Transformers.
dELMO: Embeddings From Language Models.
ePubMedBERT-CRF: PubMedBERT-Conditional Random Field.

Prompt Optimization and Evaluation
For clinical sense disambiguation, the heuristic and prefix
prompts consistently achieved the highest performance across
all LLMs, significantly outperforming baselines such as BERT
[30] and ELMO, with GPT-3.5 achieving an accuracy of 0.96,
showcasing its advanced understanding of clinical context using
appropriate prompting strategies. For biomedical evidence
extraction, the heuristic and chain of thought prompts excelled
across all LLMs in zero-shot setting. This indicates that these

prompt types were able to provide enough information and
constraints for the model to extract the evidence from the clinical
note. GPT-3.5 achieved an accuracy of 0.94 with these prompt
types, which was higher than any other model or prompt type
combination. For coreference resolution, the chain of thought
prompt type performed best among all prompt types with 2
LLMs—GPT-3.5 and LLaMA-2. This indicates that this prompt
type was able to provide enough structure and logic for the
model to resolve the coreference in the clinical note. GPT-3.5
displayed high accuracy with this prompt type, achieving an
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accuracy of 0.94. For medication status extraction, simple prefix
and heuristic prompts yielded good results across all LLMs.
These prompt types were able to provide enough introduction
or rules for the model to extract the status of the medication in
relation to the patient or condition. GPT-3.5 excelled with these
prompt types, achieving an accuracy of 0.76 and 0.74,
respectively. For medication attribute extraction, we found that
the chain of thought and heuristic prompts were effective across
all LLMs. These prompt types were able to provide enough
reasoning or rules for the model to extract and label the attributes
of medications from clinical notes. Anticipatory prompts,
however, had the best accuracy for Gemini among all the

prompts. GPT-3.5 achieved an accuracy of 0.96 with these
prompt types, which was higher than any other model or prompt
type combination.

Thus, we can see that task-specific prompt tailoring is crucial
for achieving high accuracy. Different tasks require different
levels of information and constraints to guide the LLM to
produce the desired output. The experiments show that heuristic,
prefix, and chain of thought prompts are generally very effective
for guiding the LLM to produce clear and unambiguous outputs.
As shown in Figure 3, it is clear that GPT-3.5 is a superior and
versatile LLM that can handle various clinical NLP tasks in
zero-shot settings, outperforming other models in most cases.

Figure 3. Graphical comparison of prompt types in the 5 clinical natural language processing tasks used in this study.

Overall, the prompt-based approach has demonstrated
remarkable superiority over traditional baseline models across
all the 5 tasks. For clinical sense disambiguation, GPT-3.5’s
heuristic prompts achieved a remarkable accuracy of 0.96,
showcasing a notable improvement over baselines such as BERT
(0.42) and ELMO (0.55). In biomedical evidence extraction,
GPT-3.5 again set a high standard with an accuracy of 0.94
using heuristic prompts, far surpassing the baseline performance
of PubMedBERT-CRF at 0.35. Coreference resolution saw
GPT-3.5 reaching an accuracy of 0.94 with chain of thought
prompts, eclipsing the performance of existing methods such
as Toshniwal et al [34] (0.69). In medication status extraction,
GPT-3.5 outperformed the baseline ScispaCy (0.52) with an
accuracy of 0.76 using simple prefix prompts. Finally, for

medication attribute extraction, GPT-3.5’s heuristic prompts
achieved an impressive accuracy of 0.96, significantly higher
than the ScispaCy baseline (0.70). These figures not only
showcase the potential of LLMs in clinical settings but also set
a foundation for future research to build upon, exploring even
more sophisticated prompt engineering strategies and their
implications for health care informatics.

Zero-Shot Versus Few-Shot Prompting
The performance of zero-shot prompting and few-shot
prompting strategies was compared for each clinical NLP task.
The same prompt types and LLMs were used as in the previous
experiments, but some context was added to the input in the
form of examples or explanations. Two examples or
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explanations were used for each task (2-shot) depending on the
complexity and variability of the task. Table 3 shows that
few-shot prompting consistently improved the accuracy of all
combinations for all tasks except for clinical sense
disambiguation and medication attribute extraction, where some
zero-shot prompt types performed better. We also observed
some general trends across the tasks and models.

We found that few-shot prompting enhanced accuracy by
providing limited context that aided complex scenario
understanding. The improvement was more pronounced
compared to simple cloze prompts, which had lower accuracy
in most of the tasks. We also found that some zero-shot prompt
types were very effective for certain tasks, even outperforming
few-shot prompting. These prompt types used a rule-based or
reasoning approach to generate sentences that contained
definitions or examples of the target words or concepts, which
helped the LLM to understand and match the context. For
example, heuristic prompts achieved higher accuracy than
few-shot prompting for clinical sense disambiguation and
medication attribute extraction, while chain of thought prompts
achieved higher accuracy than few-shot prompting for
coreference resolution and medication attribute extraction.
Alternatively, the clinical evidence extraction task likely benefits
from additional context provided by few-shot examples, which
can guide the model more effectively than the broader inferences
made in zero-shot scenarios. This suggests that tasks requiring
deeper contextual understanding might be better suited to
few-shot learning approaches.

From these results, we can infer that LLMs can be effectively
used for clinical NLP in a no-data scenario, where we do not
have many publicly available data sets, by using appropriate
zero-shot prompt types that guide the LLM to produce clear
and unambiguous outputs. However, few-shot prompting can
also improve the performance of LLMs by providing some
context that helps the LLM to handle complex scenarios.

Other Observations

Ensemble Approaches
We experimented with an ensemble approach by combining
outputs from multiple prompts using majority voting. The
ensemble approach was not the best-performing strategy for
any of the tasks, but it was better than the low-performing
prompts. The ensemble approach was able to benefit from the
diversity and complementarity of different prompt types and
avoid some of the pitfalls of individual prompts. For example,
for clinical sense disambiguation, the ensemble approach
achieved an accuracy of 0.9 with GPT-3.5, which was the second
best–performing prompt type. Similarly, for medication attribute
extraction, the ensemble approach achieved an accuracy of 0.9
with GPT-3.5 and 0.76 with Gemini, which were close to the
best single prompt type (anticipatory). However, the ensemble
approach also had some drawbacks, such as inconsistency and
noise. For tasks that required more specific or consistent outputs,
such as coreference resolution, the ensemble approach did not
improve the accuracy over the best single prompt type and
sometimes even decreased it. This suggests that the ensemble
approach may introduce ambiguity for tasks that require more
precise or coherent outputs.

While the ensemble approach aims to reduce the variance
introduced by individual prompt idiosyncrasies, our specific
implementation observed instances where the combination of
diverse prompt types introduced additional complexity. This
complexity occasionally manifested as inconsistency and noise
in the outputs contrary to our objective of achieving higher
performance. Future iterations of this approach may include
refinement of the prompt selection process to enhance
consistency and further reduce noise in the aggregated outputs.

Impact of LLMs
Variations in performance were observed among different LLMs
(Table 3). We found that GPT-3.5 generally outperformed
Gemini and LLaMA-2 on most tasks. This suggests that GPT-3.5
has a better generalization ability and can handle a variety of
clinical NLP tasks with different prompt types. However,
Gemini and LLaMA-2 also showed some advantages over
GPT-3.5 on certain tasks and prompt types. For example,
Gemini achieved the highest accuracy of 0.81 with simple cloze
prompts and LLaMA-2 achieved the highest accuracy of 0.8
with simple prefix prompts for coreference resolution. This
indicates that Gemini and LLaMA-2 may have some
domain-specific knowledge that can benefit certain clinical NLP
tasks for specific prompt types.

Persona Patterns
Persona patterns are a way of asking the LLM to act like a
persona or a system that is relevant to the task or domain. For
example, one can ask the LLM to “act as a clinical NLP expert.”
This can help the LLM to generate outputs that are more
appropriate and consistent with the persona or system. For
example, one can use the following prompt for clinical sense
disambiguation:

Act as a clinical NLP expert. Disambiguate the word
“cold” in the following sentence: “She had a cold
for three days.”

We experimented with persona patterns for different tasks and
LLMs and found that they can improve the accuracy and quality
of the outputs. Persona patterns can help the LLM to focus on
the relevant information and constraints for the task and avoid
generating outputs that are irrelevant or contradictory to the
persona or system.

Randomness in Output
Most LLMs do not produce the output in the same format every
time. There is inherent randomness in the outputs the LLMs
produce. Hence, the prompts need to be specific in the way they
are done for the task. Prompts are powerful when they are
specific and if we use them in the right way.

Randomness in output can be beneficial or detrimental for
different tasks and scenarios. In the clinical domain, randomness
can introduce noise and errors in the outputs, which can make
them less accurate and reliable for the users. For example, for
tasks that involve extracting factual information, such as
biomedical evidence extraction and medication status extraction,
randomness can cause the LM to produce outputs that are
inconsistent or contradictory with the input or context.
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Guidelines and Suggestions for Optimal Prompt
Selection
In recognizing the evolving nature of clinical NLP, we expand
our discussion to contemplate the adaptability of our
recommended prompt types and LM combinations across a
wider spectrum of clinical tasks and narratives. This speculative
analysis aims to bridge the gap between our current findings
and their applicability to unexplored clinical NLP challenges,
setting a foundation for future research to validate and refine
these recommendations. In this section, we synthesize the main
findings from our experiments and offer some practical advice
for prompt engineering for zero-shot and few-shot clinical IE.
We propose the following steps for selecting optimal prompts
for different tasks and scenarios:

The first step is to identify the type of clinical NLP task, which
can be broadly categorized into three types: (1) classification,
(2) extraction, and (3) resolution. Classification tasks involve
assigning a label or category to a word, phrase, or sentence in
a clinical note, such as clinical sense disambiguation or
medication status extraction. Extraction tasks involve identifying
and extracting relevant information from a clinical note, such
as biomedical evidence extraction or medication attribute

extraction. Resolution tasks involve linking or matching entities
or concepts in a clinical note, such as coreference resolution.

The second step is to choose the prompt type that is most
suitable for the task type. We found that different prompt types
have different strengths and weaknesses for different task types,
depending on the level of information and constraints they
provide to the LLM. Table 4 summarizes our findings and
recommendations for optimal prompt selection for each task
type.

The third step is to choose the LLM that is most compatible
with the chosen prompt type. We found that different LLMs
have different capabilities and limitations for different prompt
types, depending on their generalization ability and
domain-specific knowledge. Table 5 summarizes our findings
and recommendations for optimal LLM selection for each
prompt type.

The fourth step is to evaluate the performance of the chosen
prompt type and LLM combination on the clinical NLP task
using appropriate metrics such as accuracy, precision, recall,
or F1-score. If the performance is satisfactory, then the prompt
engineering process is complete. If not, then the process can be
repeated by choosing a different prompt type or LLM or by
modifying the existing prompt to improve its effectiveness.

Table 4. Optimal prompt types for different clinical natural language processing task types.

Prompt typeTask type

Heuristic or prefixClassification

Heuristic or chain of thoughtExtraction

Chain of thoughtResolution

Table 5. Optimal language models for different prompt types.

Language modelPrompt type

GPT-3.5Heuristic

GPT-3.5 or LLaMA-2Prefix

Gemini or LLaMA-2Cloze

GPT-3.5Chain of thought

GeminiAnticipatory

Discussion

Principal Findings
In this paper, we have presented a novel approach to zero-shot
and few-shot clinical IE using prompt engineering. Various
prompt types were evaluated across 5 clinical NLP tasks: clinical
sense disambiguation, biomedical evidence extraction,
coreference resolution, medication status extraction, and
medication attribute extraction. The performance of different
LLMs, GPT-3.5, Gemini, and LLaMA-2, was also compared.
Our main findings are as follows:

1. Task-specific prompt tailoring is crucial for achieving high
accuracy. Different tasks require different levels of
information and constraints to guide the LLM to produce

the desired output. Therefore, it is important to design
prompts that are relevant and specific to the task at hand
and avoid using generic or vague prompts that may confuse
the model or lead to erroneous outputs.

2. Heuristic prompts are generally very effective for guiding
the LLM to produce clear and unambiguous outputs. These
prompts use a rule-based approach to generate sentences
that contain definitions or examples of the target words or
concepts, which help the model to understand and match
the context. Heuristic prompts are especially useful for tasks
that involve disambiguation, extraction, or classification of
entities or relations.

3. Chain of thought prompts are also effective for guiding the
LLM to produce logical and coherent outputs. These
prompts use a multistep approach to generate sentences that
contain a series of questions and answers that resolve the
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task in the context. Chain of thought prompts are especially
useful for tasks that involve reasoning, inference, or
coreference resolution.

4. Few-shot prompting can improve the performance of LLMs
by providing some context that helps the model to handle
complex scenarios. Few-shot prompting can be done by
adding some examples or explanations to the input
depending on the complexity and variability of the task.
Few-shot prompting can enhance accuracy by providing
limited context that aids complex scenario understanding.
The improvement is more pronounced compared to simple
prefix and cloze prompts, which had lower accuracy in most
of the tasks.

5. Ensemble approaches can also improve the performance
of LLMs by combining outputs from multiple prompts using
majority voting. Ensemble approaches can leverage the
strengths of each prompt type and reduce the errors of
individual prompts. Ensemble approaches are especially
effective for tasks that require multiple types of information
or reasoning, such as biomedical evidence extraction and
medication attribute extraction.

It is noteworthy that context size has a significant impact on
the performance of LLMs in zero-shot IE [36]. In the scope of
this study, we have avoided the context size dependence on
performance, as it is a complex issue that requires careful
consideration.

This study serves as an initial exploration into the efficacy of
prompt engineering in clinical NLP, providing foundational
insights rather than exhaustive guidelines. Given the rapid
advancements in generative artificial intelligence and the
complexity of clinical narratives, we advocate for continuous
empirical testing of these prompt strategies across diverse
clinical tasks and data sets. This approach will not only validate
the generalizability of our findings but also uncover new avenues
for enhancing the accuracy and applicability of LLMs in clinical
settings.

Limitations
In this study, we primarily focused on exploring the capabilities
and versatility of generative LLMs in the context of zero-shot
and few-shot learning for clinical NLP tasks. Our approach also
has some limitations that we acknowledge in this work. First,
it relies on the quality and availability of pretrained LLMs,
which may vary depending on the domain and task. As LLMs
are rapidly evolving, some parts of the prompt engineering
discipline may be timeless, while some parts may evolve and
adapt over time as different capabilities of models evolve.
Second, it requires a lot of experimentation and iteration to

optimize prompts for different applications, which may be
iterative and time-consuming. However, once optimal prompts
are identified, the approach offers time savings in subsequent
applications by reusing these prompts or making minor
adjustments for similar tasks. We may not have explored all the
possible combinations and variations of prompts that could
potentially improve the performance of the clinical NLP tasks.
Third, the LLMs do not release the details of the data set that
they were trained on. Hence, the high accuracy could be because
the models would have already seen the data during training
and not because of the effectiveness of the prompts.

Future Work
We plan to address these challenges and limitations in our future
work. We aim to develop more systematic and automated
methods for prompt design and evaluation, such as using
prompt-tuning or meta-learning techniques. We also aim to
incorporate more domain knowledge or external resources into
the prompts or the LLMs, such as using ontologies, knowledge
graphs, or databases. We also aim to incorporate more quality
control or error correction mechanisms into the prompts or the
LLMs, such as using adversarial examples, confidence scores,
or human feedback.

Conclusions
In this paper, we have benchmarked different prompt
engineering techniques for both zero-shot and few-shot clinical
NLP tasks. Two new types of prompts, heuristic and ensemble
prompts, were also conceptualized and proposed. We have
demonstrated that prompt engineering can enable the use of
pretrained LMs for various clinical NLP tasks without requiring
any fine-tuning or additional data. We have shown that
task-specific prompt tailoring, heuristic prompts, chain of
thought prompts, few-shot prompting, and ensemble approaches
can improve the accuracy and quality of the outputs. We have
also shown that GPT-3.5 is very adaptable and precise across
all tasks and prompt types, while Gemini and LLaMA-2 may
have some domain-specific advantages for certain tasks and
prompt types.

We believe that a prompt-based approach has several benefits
over existing methods for clinical IE. It reduces the cost and
time in the initial phases of clinical NLP application
development, where prompt-based methods offer a streamlined
alternative to the conventional data preparation and model
training processes. It is flexible and adaptable, as it can be
applied to various clinical NLP tasks with different prompt
types and LLMs. It is interpretable and explainable, as it uses
natural language prompts that can be easily understood and
modified by humans.
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Abstract

Background: In the evolving field of health care, multimodal generative artificial intelligence (AI) systems, such as ChatGPT-4
with vision (ChatGPT-4V), represent a significant advancement, as they integrate visual data with text data. This integration has
the potential to revolutionize clinical diagnostics by offering more comprehensive analysis capabilities. However, the impact on
diagnostic accuracy of using image data to augment ChatGPT-4 remains unclear.

Objective: This study aims to assess the impact of adding image data on ChatGPT-4’s diagnostic accuracy and provide insights
into how image data integration can enhance the accuracy of multimodal AI in medical diagnostics. Specifically, this study
endeavored to compare the diagnostic accuracy between ChatGPT-4V, which processed both text and image data, and its
counterpart, ChatGPT-4, which only uses text data.

Methods: We identified a total of 557 case reports published in the American Journal of Case Reports from January 2022 to
March 2023. After excluding cases that were nondiagnostic, pediatric, and lacking image data, we included 363 case descriptions
with their final diagnoses and associated images. We compared the diagnostic accuracy of ChatGPT-4V and ChatGPT-4 without
vision based on their ability to include the final diagnoses within differential diagnosis lists. Two independent physicians evaluated
their accuracy, with a third resolving any discrepancies, ensuring a rigorous and objective analysis.

Results: The integration of image data into ChatGPT-4V did not significantly enhance diagnostic accuracy, showing that final
diagnoses were included in the top 10 differential diagnosis lists at a rate of 85.1% (n=309), comparable to the rate of 87.9%
(n=319) for the text-only version (P=.33). Notably, ChatGPT-4V’s performance in correctly identifying the top diagnosis was

inferior, at 44.4% (n=161), compared with 55.9% (n=203) for the text-only version (P=.002, χ2 test). Additionally, ChatGPT-4’s
self-reports showed that image data accounted for 30% of the weight in developing the differential diagnosis lists in more than
half of cases.

Conclusions: Our findings reveal that currently, ChatGPT-4V predominantly relies on textual data, limiting its ability to fully
use the diagnostic potential of visual information. This study underscores the need for further development of multimodal generative
AI systems to effectively integrate and use clinical image data. Enhancing the diagnostic performance of such AI systems through
improved multimodal data integration could significantly benefit patient care by providing more accurate and comprehensive
diagnostic insights. Future research should focus on overcoming these limitations, paving the way for the practical application
of advanced AI in medicine.

(JMIR Med Inform 2024;12:e55627)   doi:10.2196/55627
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Introduction

Diagnostic Excellence
Diagnostic excellence involves accurately and efficiently
diagnosing a wide range of conditions [1]. Achieving this
requires a multifaceted approach [2], including effective
collaboration among medical professionals, patients, families,
and clinical decision support systems (CDSSs). Each plays a
pivotal role, as follows: medical professionals bring their
expertise and judgment, patients and families provide essential
health information and context, and CDSSs offer data-driven
insights, enhancing the collective decision-making process.

CDSSs for Diagnostic Excellence
CDSSs are computer-based tools that assist medical
professionals in a wide range of clinical decisions, including
diagnosis, treatment planning, medication ordering, preventive
care, and patient education [3]. Research has shown that CDSS
interventions significantly improve diagnostic accuracy [4], a
key aspect of diagnostic excellence [5]. For instance,
interventions involving a CDSS in the diagnosis of common
chronic diseases demonstrated significant improvements [6].
Accurate diagnosis entails more than identifying a disease; it
involves understanding the patient’s unique health context,
ensuring timely and appropriate treatment, reducing
misdiagnosis risk, and ultimately improving patient outcomes
[7]. In the rapidly evolving health care environment, maintaining
high standards of diagnostic precision becomes increasingly
crucial.

Artificial Intelligence in Medicine
CDSSs are broadly categorized into 2 types [3]:
knowledge-based systems, which are grounded in medical
guidelines and expert knowledge; and non–knowledge-based
systems, using artificial intelligence (AI) or statistical pattern
recognition for clinical data analysis.

The integration of AI into clinical settings is advancing rapidly.
AI systems in medicine range from assisting in diagnostic
imaging and analysis to optimizing patient treatment plans [8,9].
These systems are being increasingly adopted in hospitals and
clinics [10], significantly contributing to enhanced diagnostic
accuracy and efficiency.

However, the integration of AI into clinical settings brings
transformative potential but also faces several hurdles.
Challenges include ensuring data privacy [11], addressing the
lack of large and diverse training data sets, and maintaining the
interpretability of AI-generated recommendations to align with
ethical standards [12,13]. Real-world obstacles, such as
resistance from health care professionals due to trust issues in
AI’s diagnostic suggestions, underscore the complexity of AI
integration into clinical practice.

Advancements in Large Language Models
A notable advancement in AI is the use of large language models
(LLMs). As a subset of non–knowledge-based systems, LLMs
are specialized forms of generative AI systems that process and
generate human-like text based on extensive textual data training
[14]. They are adept at tasks like translation, summarization,
and even creative writing. In clinical practice, generative AI
systems using LLMs have shown promise in summarizing
patient history, integrating medical records, analyzing complex
data streams, and enhancing communication between patients
and medical professionals [15,16], demonstrating their utility
in handling complex medical language and concepts. Such
advancements not only improve the efficiency of medical
documentation but also offer novel approaches to generating
differential diagnoses, showcasing the innovative application
of LLMs in clinical settings.

Multimodal Artificial Intelligence in Diagnostics
Integrating multimodal data, including text and images, presents
technical challenges. Successful integration in other fields, such
as autonomous driving technologies that combine multisensory
observation data to navigate [17], offers a potential model for
health care. Recent developments in generative AI systems,
including Google Gemini (previous Google Bard [18]) and
ChatGPT-4 with vision (ChatGPT-4V), have enabled the
processing of both text and image data. This integration is
essential for providing a comprehensive clinical overview.
Although effectively combining data from different data sources
remains a challenge, the development of multimodal AI models
that incorporate data across modalities enabled broad
applications that include personalized medicine and digital
health [19]. For example, a multimodal model developed from
the combination of images and health records could classify
pulmonary embolism [20]. Another multimodal model could
differentiate between common respiratory failure [21]. Among
publicly available generative AI systems, the ChatGPT series,
particularly ChatGPT-4V, developed by OpenAI and released
in September 2023, stands out [22,23]. It accepts both text and
image data [24,25], demonstrating impressive performance in
various applications.

Preliminary studies in various fields, including medicine [26-28]
and others [29-31] have shown the effectiveness of
ChatGPT-4V. Some of these studies have highlighted its efficacy
in interpreting medical images [26,28], though they were limited
in scope. However, clinical image data includes a wide range
of elements, from physical examinations to various investigation
results. The full impact of image data integration on diagnostic
accuracy is yet to be thoroughly explored.

Study Objectives
This study directly addressed the gaps identified in the current
understanding of multimodal AI’s application in clinical
diagnostics. By comparing the diagnostic accuracy of
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ChatGPT-4V and without vision across detailed case reports,
and examining the impact of image data integration, we aimed
to provide concrete evidence on the value and challenges of
incorporating generative AI into clinical flows. Our objectives
were shaped by the need to better understand how multimodal
AI can be optimized to support diagnostic excellence, ultimately
contributing to the advancement of medical diagnostics through
technology.

Methods

Overview
We conducted an experimental study to assess the diagnostic
accuracy of multimodal generative AI systems using data from
a large number of case reports. This study was conducted in the
Department of Diagnostic and Generalist Medicine (General
Internal Medicine) at Dokkyo Medical University. This study
involved several steps: preparing the data set and control,
preparing image data, generating differential diagnosis lists by
ChatGPT-4V, and evaluating the diagnostic accuracy of these
differential diagnosis lists. A flow chart of the study’s
methodology is presented in Figure 1.

Figure 1. Study design.

Ethical Considerations
This study used published case reports, and thus ethical
committee approval was not applicable.

Preparing Data Set and Control
We used the data set from our previous study (T Hirosawa, Y
Harada, K Mizuta, T Sakamoto, K Tokomasu, T Shimizu,
unpublished data, November 2023). The data set comprised
case descriptions and final diagnoses, sourced from the
American Journal of Case Reports, spanning January 2022 to
March 2023. This peer-reviewed journal covers diagnostically
challenging case reports from various medical fields. A total of
557 case reports were identified. The exclusion criteria were
carefully chosen based on previous studies for CDSSs [32] and
ChatGPT-4V [28] to ensure the focus remained on diagnostically
challenging adult cases with relevant image data. Specifically,
cases were excluded for the following reasons: nondiagnosis
(130 cases), patients younger than 10 years (35 cases), and the
absence of image data (29 cases). The included case reports
were refined into case descriptions by the primary researcher
(TH) and double-checked by another researcher (YH). From

the included case reports, we extracted a case description until
the final diagnosis was made in the “case report” section. We
removed sentences that directly assessed the diagnosis to
minimize bias in generating differential diagnoses. This step
ensures that the differential diagnoses generated by ChatGPT-4
are based solely on the unbiased clinical presentation of the
case. After brush-up, we formatted these case descriptions for
input into ChatGPT-4. A typical case description included
demographic information, chief complaints, history of present
illness, results of physical examinations, and investigative
findings leading to diagnoses. The final diagnoses were typically
determined by the authors of the case reports. For example, in
a case report titled “Levofloxacin-Associated Bullous
Pemphigoid in a Hemodialysis Patient After Kidney Transplant
Failure” [33] we extracted from “A 27-year-old female with
hemodialysis was admitted for evaluation of a worsening bullous
rash and shortness of breath over the last 3 days...” to
“...Although the swab PCR test for VZV and HSV was negative,
there was still concern about disseminated herpes zoster, as the
patient was immunosuppressed” as a case description.
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Additionally, the final diagnosis was levofloxacin-associated
bullous pemphigoid.

In the next step, we used ChatGPT-4 without vision to develop
the top 10 differential diagnosis lists based on the data of case
descriptions. Two expert physicians independently evaluated
whether the final diagnosis was included in the lists, and any
discrepancies were resolved through discussion. Therefore, the
differential diagnosis lists and data of physicians’ evaluation
of the lists from a total of 363 case reports were included as the
control in this study.

Preparing Image Data
All figures and tables of included case descriptions were
standardized to a resolution of 96 dots per inch in JPEG format
to balance detail with file size, facilitating efficient processing
by ChatGPT-4V without compromising the quality necessary
for accurate diagnostic inference. When multiple figures or
tables were present in a case description, they were compiled
into a single JPEG file, each annotated with a file number in
the upper-left corner. If image data exceeded the upload size
limit, the images were resized to half their original size while
preserving image quality, using the Preview application (version
11.0; Apple Inc) on a Mac computer.

Generating Differential Diagnosis Lists by
ChatGPT-4V
We used ChatGPT-4V, a multimodal generative AI system
developed by OpenAI, from October 30, 2023, to November 9,
2023. Additional training or reinforcement for diagnosis was
not performed. The prompt was constructed as follows: “Identify
the top 10 suspected illnesses based on the attached files with
file names indicated in the left upper corner of each image, and
the provided case description. List these illnesses using only
their names, without providing any reasoning AND describe
the proportion of the case description and the provided files to
develop your suspected illness list (case description + all files
= 100%): (copy and paste the case descriptions).” This design
was intended to explicitly guide ChatGPT-4V to not only
generate a list of possible diagnoses but also reflect on how
each type of data influenced its conclusions, providing insights
into the AI’s diagnostics process. Apart from the prompt and
file names, the text data input to ChatGPT-4V remained the
same as the control, ChatGPT-4 without vision. The first
generated list was used as the differential diagnosis list. The
chat history was cleared before entering each new case
description. Moreover, the data control settings for chat history
were disabled. The details of ChatGPT-4V and ChatGPT-4
without vision are shown in Table 1.

Table 1. The details of ChatGPT-4 with vision and ChatGPT-4 without vision in this study.

ChatGPT-4 without vision (control) [22]ChatGPT-4 with vision (intervention) [24]Details

ChatGPT-4ChatGPT-4VShort name

Tell me the top 10 suspected illnesses for the following
case: (copy and paste the case descriptions)

Identify the top 10 suspected illnesses based on the attached
files with file names indicated in the left upper corner of
each image, and the provided case description. List these
illnesses using only their names, without providing any
reasoning AND describe the proportion of the case descrip-
tion and the provided files to develop your suspected illness
list (case description + all files =100%): (copy and paste
the case descriptions)

Prompt

Same case descriptions with the above promptSame case descriptions with the above prompt and referred
file number

Text input

No image dataImage data in JPEG format with a resolution of 96 dots per
inch

Image input

The top 10 differential diagnosis listsThe top 10 differential diagnosis lists and the proportion
of weight between text data and image data contributing
to development of the differential diagnosis list

Output

By 2 independent physicians; any discrepancies were re-
solved by another physician

By 2 independent physicians; any discrepancies were re-
solved by another physician

Evaluations

March 2023September 2023Release date

From June 22, 2023, to June 29, 2023From October 30, 2023, to November 9, 2023Access date

OffOffData control for chat history

Evaluation for Differential Diagnosis Lists by
Physicians
Two expert physicians, TI and T Suzuki, independently
evaluated whether the final diagnoses were included in the
differential diagnosis lists. The evaluation was binary, with 1
indicating inclusion and 0 indicating exclusion. A score of 1
indicated that the differential closely matched the final

diagnoses. This close match was defined not merely by the
presence of the correct diagnosis within the list but by the
relevance and clinical appropriateness of the differentials in
relation to the final diagnosis. A score of 1 indicated that
AI-generated differentials were clinically relevant and could
potentially lead to appropriate interventions, thereby aligning
with patient safety and standards [34]. Additionally, evaluators
ranked the match of differential to the final diagnoses.
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Conversely, a score of 0 was given if the differential diagnosis
list significantly differed from the final diagnosis, indicating a
lack of clinical relevance or potential misdirection in a
real-world diagnostic scenario. Any discrepancies were resolved
by another expert physician (KT), ensuring objective and
consistent evaluation across all included case reports.

Outcome
The study assessed the diagnostic accuracy of ChatGPT-4V, as
an intervention and compared it to ChatGPT-4 without vision
as a control. The primary outcome was defined as the ratio of
cases where the final diagnoses were included within the top
10 differential diagnosis lists. The secondary outcome is defined
as the ratio of cases where the final diagnoses were included as
top diagnosis. These outcomes were chosen to quantitatively
measure diagnostic accuracy and the effectiveness of image
data integration in enhancing ChatGPT-4’s diagnostics.

Additionally, we assessed the contributing weight between text
data (case descriptions) and image data (files) in developing the
differential diagnosis lists, as reported by ChatGPT-4V. The
total contribution from both elements was set to 100%.
Specifically, we analyzed how much the text and image data
individually contributed to the formulation of the differential
diagnosis list. For example, if the text data (case description)
contributed 60% and the image data contributed 40%, the total
would sum up to 100%. This method allowed for a
comprehensive understanding of the relative impact of textual
and image data on AI diagnostics.

Statistical Analysis
For analysis, R (version 4.2.2; R Foundation for Statistical
Computing) was used. We present continuous variables as
medians and IQRs to accurately reflect the distribution of data.
We presented categorical or binary variables as numbers and

percentages. Additionally, we used χ2 tests to compare
categorical variables, setting the significance level at a P value

<.05. The choice of χ2 tests for comparing categorical variables
was based on their ability to handle binary and categorical data
effectively, providing a robust measure of association between
diagnostic outcomes and ChatGPT-4 with or without vision.

To quantify the impact of each factor on the likelihood of
accurate diagnosis inclusion, an univariable logistic regression
model was applied. This model allows for the exploration of
potential predictors of diagnostic accuracy, offering insights
into how different data types contribute to ChatGPT-4’s
diagnostic processes. For the logistic regression model, the
primary and secondary outcomes were treated as binary
dependent variables: presence (1) or absence (0) of the correct
diagnosis within the top 10 differential diagnosis lists and as
the top diagnosis, respectively. Independent variables included
the proportion of image data weight, the presence (1) or absence
(0) of specific types of image data (eg, computed tomography
[CT] images, pathological specimens, laboratory data, magnetic
resonance imaging [MRI] scans, and X-ray images), and the
number of characters in the text data. Odds ratios (ORs) and
associated 95% CIs were used to estimate the relative risks of
potential predictors of the final diagnosis included within the
top 10 differential diagnosis lists in the univariable logistic
regression model.

Results

Case Descriptions and Image Data Profile
A total of 363 case descriptions with additional image data,
such as figures or tables, were included. ChatGPT-4V generated
the differential diagnosis lists for all case descriptions.
Representative final diagnosis, image data, and differential
diagnosis lists generated by ChatGPT-4V and ChatGPT-4
without vision are shown in Table 2. The cases included in this
study, along with the differential diagnosis lists generated by
ChatGPT-4V and without vision, are shown in Multimedia
Appendix 1.
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Table 2. Representative final diagnoses, image data, and differential diagnosis lists generated by ChatGPT-4 with vision and ChatGPT-4 without vision.

ChatGPT-4 without vision (control)ChatGPT-4 with vision (intervention)Final diagnoses

Differential diagnosis listsDifferential diagnosis listsImage data

weighta, %

Image data

20%Laboratory dataOlanzapine intox-
ication

1.1. Zolpidem overdose or prolonged effectHospital-acquired pneumonia
2. 2.Sepsis Benzodiazepine overdose

3.3. Olanzapine overdose or side effectAcute kidney injury
4.4. Interaction between zolpidem and olanzapineRespiratory failure

5. 5.Intensive care unit delirium Delirium
6.6. Other drug overdoseHypotension

7. 7.Opioid intoxication Severe sepsis
8.8. Neuroleptic malignant syndromeBenzodiazepine intoxication

9. 9.Hyperglycemia Acute cholinergic crisis
10.10. Acute strokeCardiovascular complications af-

ter surgery

40%Laboratory data
and X-ray images

Secondary
syphilis

1.1. Secondary syphilisOsteoarthritis
2. 2.Rheumatoid arthritis Reactive arthritis

3.3. Rheumatoid arthritisGout
4.4. OsteoarthritisPseudogout

5. 5.Systemic lupus erythematosus Gout/pseudogout
6.6. Psoriatic arthritisPsoriatic arthritis

7. 7.Reactive arthritis Lyme disease
8.8. Systemic lupus erythematosusOsteoporosis

9. 9.Septic arthritis Infectious arthritis
10.10. Vasculitis (eg, granulomatosis with polyangiitis

and microscopic polyangiitis)
Ankylosing spondylitis

30%Computed tomog-
raphy image and
pathological
specimens

Sarcomatoid car-
cinoma

1.1. Colorectal carcinomaColorectal cancer
2. 2.Adenocarcinoma of the colon Metastatic malignancy to the colon

3.3. Peritoneal mesotheliomaMalignant mesothelioma
4.4. Sarcomatoid carcinomaGastrointestinal stromal tumor

5. 5.Carcinoid tumor of the appendix Malignant mixed Mullerian tumor (carcinosar-
coma)6. Lymphoma

6.7. Gastrointestinal stromal tumorDesmoid tumor
8. 7.Metastatic carcinoma Leiomyosarcoma

8.9. Colonic lymphomaLeiomyosarcoma
10. 9.Neuroendocrine tumor of the

colon
Malignant peripheral nerve sheath tumors

10. Undifferentiated/unclassified malignancies

aThe proportion of image data weight contributing to development of the differential-diagnosis lists.

Among these, the 25th percentile, median, and 75th percentile
number of characters in the text data were 1971, 2683, and 3442,
respectively. The maximum and minimum number of characters
in text data were 7148 and 465, respectively. Regarding image
data, CT images, pathological specimens, laboratory data, MRI
scans, and X-ray images were included in 163, 124, 98, 77, and
70 case descriptions, respectively. The details of image data are
shown in Multimedia Appendix 2.

Diagnostic Performance
For the primary outcome, the rate of final diagnoses within the
top 10 differential diagnosis lists generated by ChatGPT-4V
was 85.1% (n=363), compared with 87.9% (n=363) by
ChatGPT-4 without vision (P=.33). For the secondary outcome,
the rate of final diagnoses as the top diagnoses generated by
ChatGPT-4V was 44.4% (n=363), inferior to 55.9% (n=363)
by ChatGPT-4 without vision (P=.002). Figure 2 shows the rate
of final diagnoses within the top 10 differential diagnosis lists
and as the top diagnoses generated by ChatGPT-4V and without
vision.
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Figure 2. The rate of final diagnoses within the top 10 differential diagnosis lists and as the top diagnoses generated by ChatGPT-4 with vision and
without vision.

The Contributing Weight Between Text and Image
Data in Developing the Differential Diagnosis Lists
The 25th percentile, median, and 75th percentile proportions
of image data weight contributing to the development of the
differential diagnosis lists were 30%, 30%, and 40%,
respectively, indicating a consistent reliance on image data
across a significant portion of cases. The maximum and
minimum proportion of image data weight contributing to the

development of the differential diagnosis lists were 80% and
0%, respectively, highlighting the wide range of reliance on
image data across different case reports. Specifically, in 190
case descriptions of the total 363 included case reports (190/363,
52.3%), the proportion of image data weight contributing to the
development of the lists was reported to be 30%. Figure 3 shows
the proportion of image data weight contributing to the
development of the differential diagnosis lists.

Figure 3. The proportion of image data weight contributing to the development of the differential diagnosis lists by ChatGPT-4 with vision.
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The ORs of Variables for Predicting the Outcomes
Laboratory data independently predicted the inclusion of the
final diagnoses within the top 10 differential diagnosis lists by
ChatGPT-4V: OR 0.52 (95% CI 0.29-0.97; P=.03). Additionally,
MRI scans were also found to be independent predictive factors:
OR 3.87 (95% CI 1.51-13.11; P=.01). These results were derived
from univariable logistic regression models. Other variables,
including the proportion of image data weight contributing to
the development of the differential diagnosis lists, CT images,

pathological specimens, X-ray images, and the number of
characters in text data, were not associated with the final
diagnoses included within the top 10 differential diagnosis lists
by ChatGPT-4V, as shown in Figure 4.

Additionally, MRI scans (OR 1.93, 95% CI 1.16-3.22; P=.01)
were independent predictive factors for the final diagnoses as
top diagnoses by ChatGPT-4V. Other variables were not
associated with the secondary outcome, as shown in Figure 5.

Figure 4. Odds ratios of variables for predicting the final diagnoses included within the top 10 differential diagnosis lists by ChatGPT-4 with vision
in univariable regression model. P values are derived from the univariable logistic regression model. CT: computed tomography; MRI: magnetic
resonance imaging.
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Figure 5. Odds ratios of variables for predicting the final diagnoses as top diagnoses by ChatGPT-4 with vision in univariable regression model. P
values are derived from the univariable logistic regression model. CT: computed tomography; MRI: magnetic resonance imaging.

Discussion

Principal Results
This study showed several key findings regarding the diagnostic
capabilities of ChatGPT-4 with and without vision. The
incorporation of image data into ChatGPT-4V did not yield a
significant improvement in diagnostic accuracy compared with
that without vision. This was evident in the rates of final
diagnoses within the top 10 differential diagnosis lists generated
by ChatGPT-4V, where ChatGPT-4 without vision actually
demonstrated comparable performance. Conversely, the rate of
final diagnoses as the top diagnoses generated by ChatGPT-4V
was inferior to that without vision. While ChatGPT-4V accepts
a wide range of medical images, from physical examinations
to various investigation results, its potential to enhance
diagnostic accuracy appears underused. This underuse of image
processing capabilities could be attributed to the current AI
model’s limitations in processing and integrating complex image
data with textual data. Additionally, the AI system’s training
regimen, which might have emphasized text data over image
data, could have resulted in a bias toward text-based analysis.
Future iterations of AI systems should focus on enhancing the
model’s ability to discern and integrate key diagnostic features
from both text and images.

In the univariable logistic regression model, these findings
suggest that while the integration of image data by ChatGPT-4V
did not uniformly improve diagnostic accuracy across all cases,
specific types of image data, particularly MRI scans, play a
crucial role in certain diagnostic contexts. MRI scans were
associated with significantly higher rates of primary and
secondary outcomes. Conversely, laboratory data were

associated with significantly lower rates of the primary outcome.
These results suggest that MRI scans are typically focused on
specific body locations to target particular organs. For example,
the inclusion of brain MRI scans led ChatGPT-4V to focus its
differential diagnoses on cerebral diseases. The characteristics
of MRI scans to focus on anatomical regions could be used to
enhance the diagnostic performance of ChatGPT-4V in
identifying specific conditions. Moreover, the laboratory data,
often presented in tables, typically cover a broader spectrum of
information than the case descriptions. For instance, in the case
of infectious diseases with elevated blood glucose levels which
were included only in the table, ChatGPT-4V considered
hyperglycemic condition in addition to the final diagnoses.
Incorporating additional laboratory data into the textual analysis
could broaden the differential diagnosis lists, potentially
reducing the primary outcome. The logistic regression analysis
thus provides valuable insights into how different data formats
influence the AI’s diagnostic capabilities, guiding future
improvements in AI design and training to better leverage these
inputs.

Focusing on the proportion of image data weight contributing
to the development of the differential diagnosis lists, a notable
observation emerges regarding ChatGPT-4V’s reliance. In more
than half of the outputs, image data accounted for 30% of the
weight in developing the differential diagnosis lists. This finding
leads us to consider the system’s internal decision-making
process. It is important to consider that the accuracy of the
proportion of image data weight in representing the actual
process of integrating text and image input in ChatGPT-4V
remains uncertain. Despite the consideration, the proportion of
image data weight further indicates a dominant dependence on
text data. It raises the possibility that ChatGPT-4V may not be
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integrating text and image inputs in a balanced way. The
implication here is that even with its capability to process image
data, the system’s diagnostic output might still be mainly
influenced by text data.

Given these findings, this unexpected outcome leads us to
question why additional image data did not contribute to
improvements in diagnostic accuracy. Exploring the reasons
behind these results, one plausible explanation emerges related
to the potential biases in ChatGPT-4V’s use of image data. The
biases would be rooted in its training regimen. Rather than
aiding in diagnosis, this image data could introduce complexity,
leading ChatGPT-4V to rely more on text-based analysis and
less on visual clues.

This study highlights the challenges in harnessing the full
potential of multimodal AI in medical diagnostics. The findings
indicate that despite the advanced capabilities of ChatGPT-4V,
its integration of image data is not yet optimizing diagnostic
outcomes. This would be partly because of the system’s inherent
design and training, which could predispose it to prioritize text
over image data, despite the latter’s potential richness in clinical
information. This revelation is crucial for the ongoing
development of AI in health care, highlighting a pivotal area
for improvement. As AI continues to evolve, focusing on the
harmonious integration of text and image data will be essential.
This study paves the way for future innovations, guiding efforts
to refine multimodal AI systems for more accurate, efficient,
and reliable medical diagnostics. Future research should
particularly explore the development of more sophisticated
methods for image analysis and the optimization of multimodal
data integration, aiming to improve the current reliance on text
data and enhance the diagnostic power of AI in health care
settings.

The findings from our study also raise important considerations
for the practical application of AI in health care. While AI
systems like ChatGPT-4V hold promise for supporting clinical
decision-making, their current limitations necessitate a cautious
approach to integration into clinical workflows. For instance,
AI could serve as a supporting tool for preliminary analysis,
helping triage or providing a second opinion in diagnostic
challenges, thereby augmenting the expertise of health care
professionals rather than replacing it. Health care professionals
should be aware of these systems’ strengths and weaknesses,
leveraging them as support tools rather than definitive diagnostic
solutions.

Limitations
There were several limitations in this study. A major limitation
of our study was the reliance on selected image data excerpted
from case reports [35], rather than whole slices of image data
from clinical settings. This limitation partly arose because the
current ChatGPT-4V can only process partial slices of image
data [27]. This approach, while necessary for concise reporting
in cases, may not accurately reflect the complexity and
variability encountered in real-world clinical practice. Moreover,
we excluded video files. Although generative AI systems
currently do not accept video files, their inclusion could
potentially improve diagnostic accuracy. Future research should
explore incorporating more comprehensive image data sets and

video data, technologies permitting, to enhance the AI system’s
diagnostic capabilities. Furthermore, the study’s reliance on
data derived from case reports may not encompass the diversity
of real-world clinical scenarios [36]. The specificity of data
sources inevitably impacts the generalizability of our findings,
highlighting a significant challenge in extending our results to
different health care settings and populations. Future studies
should consider including complete data from real-patient
scenarios with various situations.

Beyond these specific limitations, our study underscores broader
concerns regarding the integration of AI in health care,
particularly the potential bias inherent in the data sets used to
train generative AI systems like ChatGPT-4. These biases may
impact the generalizability of the AI’s diagnostic and predictive
capabilities across diverse populations and clinical settings. The
absence of regulatory approval for generative AI systems in
clinical practice further complicates their potential adoption,
while inconsistencies in ChatGPT-4V interpretations of medical
imaging underscore the current limitations of these technologies
in performing medical functions [25].

Furthermore, the interpretability and explainability of
AI-generated diagnoses remain significant hurdles [16]. The
deployment of AI in health care settings also raises practical
challenges related to the training of health care professionals in
AI use and the integration of AI tools into existing clinical
workflows. Ensuring that health care workers are adequately
prepared to interpret AI-generated insights and make informed
decisions is crucial for the successful adoption of AI
technologies.

Last, the rapid evolution of AI technology presents unique
challenges, as advancements may quickly outpace the findings
of our study. The pace at which AI technologies evolve means
that our conclusions may become outdated as new capabilities
emerge. This highlights the importance of ongoing research and
adaptation in the field of AI and health care, ensuring that
studies remain relevant and that AI tools are continually
evaluated and updated to reflect the latest technological
advancements.

Comparison With Prior Work
Compared with a previous preliminary study for ChatGPT-4V,
this study showed higher performance. The previous study
assessed the proficiency of ChatGPT-4V for selected medical
images from open-source libraries and repositories [27]. The
study reported that only 21.7% (n=15) of cases were correctly
interpreted with the correct advice. This inconsistency was partly
because of the methodological differences between the 2 studies,
particularly in terms of data set preparation and evaluation
criteria. While the previous study mainly focused on a limited
data set with simple prompts and evaluated the system’s
interpretation and medical advice quality, our study introduced
a more comprehensive data set with a rich clinical context.
Additionally, we evaluated the diagnostic accuracy, rather than
merely assessing interpretation and advice, thereby providing
a deeper insight into the AI system’s utility in clinical
decision-making.
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Another study evaluated the performance of ChatGPT-4V for
selected clinical cases from the website, including image data
[26]. The study showed that ChatGPT-4V heavily relies on the
patients’ medical history. This result was consistent with this
study that additional image data did not improve the diagnostic
accuracy. The result was also consistent with this study that
approximately half of the outputs reported that the proportion
of image data weight contributing to the development of the
differential diagnosis lists was 30%.

A critical distinction between our study and previous works is
our comparative analysis of ChatGPT-4 with and without vision
capabilities. This unique approach allowed us to highlight the
impact of image data on diagnostic accuracy, revealing that
while ChatGPT-4’s vision component does not significantly
enhance diagnostic accuracy, it does not detract from it either.
This finding is crucial for understanding the role of integrated
image data in AI-assisted diagnosis and highlights the potential
of AI systems to support health care professionals by providing
a comprehensive analysis that includes both text and image
data.

Conclusions
The rates of final diagnoses within the differential diagnosis
lists generated by ChatGPT-4V did not show improvement over

those generated without vision. The rate of final diagnoses as
the top diagnosis generated by ChatGPT-4V was inferior to that
without vision. Despite its multimodal data processing
capabilities, ChatGPT-4V appears to prioritize text data, which
may limit its effectiveness in medical diagnostic applications,
as highlighted by its system card [25]. The implications of our
study for the advancement of multimodal AI systems in health
care are profound. It uncovers a pivotal aspect of AI
development that requires attention: the nuanced integration
and weighted analysis of diverse data types. To emulate the
complex reasoning of medical professionals, AI systems must
advance beyond simple data incorporation toward a sophisticated
synthesis that enhances diagnostic accuracy. For future
improvements, we recommend the following: enhanced clinical
data fusion techniques; interpretability of AI decisions; and
collaborative development efforts with AI developers and
medical professionals. In clinical practice, more sophisticated
multimodal AI systems have the potential to enhance in
providing timely, contextually rich differential diagnoses,
serving as educational aids for medical trainees, and enhancing
patient care by supporting remote or underserved areas. Through
these enhancements, AI tools can ultimately improve patient
outcomes.
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Abstract

Background: Vaccines serve as a crucial public health tool, although vaccine hesitancy continues to pose a significant threat
to full vaccine uptake and, consequently, community health. Understanding and tracking vaccine hesitancy is essential for effective
public health interventions; however, traditional survey methods present various limitations.

Objective: This study aimed to create a real-time, natural language processing (NLP)–based tool to assess vaccine sentiment
and hesitancy across 3 prominent social media platforms.

Methods: We mined and curated discussions in English from Twitter (subsequently rebranded as X), Reddit, and YouTube
social media platforms posted between January 1, 2011, and October 31, 2021, concerning human papillomavirus; measles,
mumps, and rubella; and unspecified vaccines. We tested multiple NLP algorithms to classify vaccine sentiment into positive,
neutral, or negative and to classify vaccine hesitancy using the World Health Organization’s (WHO) 3Cs (confidence, complacency,
and convenience) hesitancy model, conceptualizing an online dashboard to illustrate and contextualize trends.

Results: We compiled over 86 million discussions. Our top-performing NLP models displayed accuracies ranging from 0.51
to 0.78 for sentiment classification and from 0.69 to 0.91 for hesitancy classification. Explorative analysis on our platform
highlighted variations in online activity about vaccine sentiment and hesitancy, suggesting unique patterns for different vaccines.

Conclusions: Our innovative system performs real-time analysis of sentiment and hesitancy on 3 vaccine topics across major
social networks, providing crucial trend insights to assist campaigns aimed at enhancing vaccine uptake and public health.

(JMIR Med Inform 2024;12:e57164)   doi:10.2196/57164

KEYWORDS

vaccine sentiment; vaccine hesitancy; natural language processing; NLP; social media; social media platforms; real-time tracking;
vaccine; vaccines; sentiment; sentiments; vaccination; vaccinations; hesitancy; attitude; attitudes; opinion; perception; perceptions;
perspective; perspectives; machine learning; uptake; willing; willingness; classification

Introduction

Vaccine is an essential public health intervention that has saved
millions of lives and achieved a substantial global reduction in
cases, hospitalizations, and health care costs associated with
vaccine-preventable diseases (VPDs) [1-3]. Yet, despite their
value, vaccine hesitancy persists as a barrier to full vaccine

uptake. The World Health Organization (WHO) defines vaccine
hesitancy as the delay or refusal of vaccination, even when
vaccination services are accessible [4]. Additionally, the WHO
identifies vaccine hesitancy as one of the top 10 global health
threats [5]. Delay or refusal of vaccines due to vaccine hesitancy
can have broad-reaching implications; unvaccinated individuals
not only put themselves at risk of VPDs, such as COVID-19,
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but also pose a threat to the broader community or even global
health [6]. This phenomenon has been documented since the
advent of vaccines in over 90% of the countries [7]. Considering
the case of measles, mumps, and rubella (MMR), it is crucial
to uphold community protection or herd immunity, necessitating
widespread vaccination to protect those unable to receive the
vaccine [8]. A former London study successfully raised MMR
vaccination rates from 80% to 94% in under 2 years through
incentivized care packages and innovative technology use,
approaching the desired herd immunity target [9].

There is a myriad of reasons for vaccine hesitancy, including
personal or familial beliefs, concerns about adverse reactions
or efficacy, and skepticism toward government and vaccine
manufacturers [6,10-17]. This intricate web of motivations
makes vaccine hesitancy a complex public health challenge
[18].

Understanding vaccine hesitancy is crucial for developing
effective interventions, public health education, and vaccination
promotion strategies [19-22]. While surveys have traditionally
served as a valuable tool for gathering public opinions on
vaccination, they possess inherent limitations such as static data
collection, resource intensiveness, and potential time lag [23-29].
To address these limitations, real-time tracking of vaccine
hesitancy activities and trends offers public health professionals’
valuable insights. This approach helps identify critical
intervention points before the vaccination uptake wanes,
allowing for more targeted and timely communication efforts.

The emergence of social media platforms has enabled billions
of users to engage in discussions, information sharing, and
opinion expression on various subjects, including health-related
topics [30]. While this presents an unprecedented opportunity
for public health improvement, it also poses a significant risk
linked to the dissemination of vaccine-related misinformation
and disinformation [31]. Previous research has used
semiautomatic methods such as manual coding and hashtag or
keyword analysis to study social media vaccine discussions
[32-35]. Nevertheless, these approaches may sometimes
encounter potential challenges with scalability and precision.
Natural language processing (NLP) is an automated method
designed to effectively and accurately decipher the wealth of
information in natural language text, addressing challenges such
as ambiguities and probabilistic parsing, and enabling
applications such as information extraction and discourse
analysis [36]. This technique has emerged as a promising
solution, holding the potential to mitigate these challenges and
improve the precision of vaccine-related public sentiment
analysis [37,38].

To address these challenges, this study’s principal aim was to
create an NLP system for real-time monitoring of vaccine
sentiment and hesitancy across English-language social media
platforms targeting the US market. Our 3-fold contributions are
(1) developing one of the first real-time monitoring systems for
social media vaccine discussions that covers 3 major social
media platforms and 3 vaccine topic groups [39]; (2)
comprehensively evaluating multiple machine learning–based

NLP models for social media post classification tasks, thus
establishing a benchmark for future research; and (3) analyzing
decade-long trends of sentiment and hesitancy and linked
real-world events to corresponding points on the trends for
multiple vaccine targets.

Methods

Overview
We followed a systematic approach to monitor vaccine
sentiment and hesitancy posts on Twitter (subsequently
rebranded as X), Reddit, and YouTube. We selected Twitter,
Reddit, and YouTube as they are the primary social media
platforms offering substantial volumes of posts through
application programming interface (API) access [40-43]. We
focused exclusively on English language posts given the
widespread use of English in the largest market countries for
our target vaccines and with regard to the accessibility of
English language social media. Other platforms and languages,
such as Facebook and Spanish [44], may be of interest for future
studies; however, these served as a first approach to research.
Figure 1 illustrates our workflow, including data annotation,
NLP algorithms, and an online dashboard.

First, we categorized vaccine sentiment into positive, negative,
and neutral, which were the labels also used in other sentiment
analyses using social media data [45,46]. Then, we aligned
vaccine hesitancy with the WHO’s 3Cs (confidence,
complacency, and convenience) vaccine hesitancy model,
described in further detail in the 3Cs Vaccine Hesitancy
Annotation section [4]. The definitions of post sentiment and
vaccine hesitancy are comprehensively presented in Table 1.
We collected data using vaccine-specific search queries (see
Table S1 in Multimedia Appendix 1) for relevant posts from
the 3 social media platforms. To ensure the quality and reliability
of the data, we collaborated with medical experts to create
annotated corpora aligned with the information model. These
corpora were then used to train NLP algorithms to automatically
extract vaccine sentiment and hesitancy content. Finally, we
developed an online dashboard to provide real-time insights
into vaccine sentiment and hesitancy trends. Our study focuses
on evaluating the vaccine sentiment and hesitancy of human
papillomavirus (HPV), MMR, and general or unspecified
vaccines. The critical role of the vaccines is exemplified by the
HPV vaccine, which has effectively reduced prevalent HPV
infections and precancerous lesions, underlining the importance
of global implementation [47], and the MMR vaccine is
renowned for its safety and efficacy, which has greatly mitigated
endemic diseases in the United States [48]. Despite these
successes, challenges such as insufficient vaccination coverage,
increasing hesitancy, and the resurgence of mumps, attributed
to waning immunity and antigenic variation, persist worldwide.
Throughout the COVID-19 pandemic up to 2022, HPV and
MMR were the vaccines that maintained the greatest negative
impact on routine vaccinations in the United States, suggesting
a need for proactive efforts to increase vaccination coverage to
prevent associated health complications and costs [49].
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Figure 1. The overview of study design and classifications used to evaluate vaccine-related posts. 3Cs: confidence, complacency, and convenience;
ML: machine learning; WHO: World Health Organization.
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Table 1. Definitions of post sentiment and hesitancy.

DefinitionClassification task and label

Sentiment

Posts that mention, report, or share positive news, opinions, or stories about vaccines or vaccination.Positive

Posts that are related to vaccines or vaccination topics but contain no sentiment, the sentiment is unclear,
or they contain both negative and positive sentiments.

Neutral

Posts that mention, report, or share negative news, opinions, or stories about vaccines or vaccination,
which may discourage vaccination.

Negative

Confidence

Posts reflecting a trust in the effectiveness and safety of vaccines, the vaccine delivery system, or policy
makers’ motivations.

Confident

Posts reflecting a lack of trust in the effectiveness and safety of vaccines, the vaccine delivery system,
or policy makers’ motivations.

Lack of confidence

Complacency

Posts where the perceived risks of VPDsa are low and vaccination is deemed as an unnecessary preventive
action.

Complacent

Posts where the perceived risks of VPDs are high and vaccination is deemed as a necessary preventive
action.

No complacency

Convenience

Posts where physical availability, affordability and willingness to pay, geographical accessibility, ability
to understand (language and health literacy), and appeal of immunization services do not affect uptake.

Convenient

Posts where physical availability, affordability and willingness to pay, geographical accessibility, ability
to understand (language and health literacy), and appeal of immunization services affect uptake.

Inconvenient

Hesitancy

The post is labeled as lack of confidence, complacent, or inconvenient.Hesitant

The post is not labeled as lack of confidence, complacent, or inconvenient.Nonhesitant

aVPD: vaccine-preventable disease.

Social Media Data Collection
The systematic collection of social media data spanned from
January 1, 2011, to October 31, 2021, across 3
platforms—Twitter, Reddit, and YouTube. During initial
exploratory analysis, we recognized variations in text nature
and query logic across these platforms, leading us to tailor our
search queries for each platform to collect relevant posts while
excluding irrelevant ones. Table S1 in Multimedia Appendix 1
lists the customized queries on each platform for each vaccine
topic group, which include both inclusion and exclusion
keywords. We retrieved the results (relevant posts) using the
APIs provided by the 3 platforms. Details about the software
versions are described in the Multimedia Appendix 1. To clarify
ethical considerations and data privacy issues, when gathering
data from Twitter, YouTube, and Reddit, we adhered to their
API’s data privacy policies and ensured the deidentification of
all posts and videos by assigning them a unique random ID.

Ethical Considerations
Ethics board review was not required, as all modelling data
came from public sources and there were no ethical issues. The
data privacy policies of the application program interfaces
(APIs) of Twitter, YouTube, and Reddit were followed when
gathering data. We ensured the deidentification of all posts and
videos by assigning them a unique random ID.

Data Annotation
From the retrieved results, approximately 90 million posts, we
randomly selected 60,000 social media discussions. These posts
were manually annotated to build both training and evaluation
data sets, which were used for building the text classifiers. We
selected 20,000 posts for annotation, including 10,000 tweets,
5000 Reddit posts, and 5000 YouTube comments for each
vaccine topic group, including HPV vaccine, MMR vaccine,
and general or unspecified vaccines. During annotator training,
4 annotators with a medical training background were recruited
for the annotation. An annotation guideline was developed. All
annotators first annotated the same 1000 tweets, 1000 Reddit
posts, and 1000 YouTube posts independently, and then
discussed collectively for any discrepancies. After all
discrepancies were resolved through discussions, these
annotators began to annotate the rest of the social media posts.
A 2-fold annotation strategy was used, where first, we annotated
the sentiment of the post as positive, neutral, or negative,
assigning only 1 category to each post; and second, we annotated
vaccine hesitancy based on the constructs of the WHO 3Cs
model, which include confidence, complacency, and
convenience (Figure 1). These annotation categories also define
each classification task.
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Sentiment Annotation
The annotation task involved assigning 1 of 3 sentiment labels

to each post, which constituted a multiple-class classification
problem. The labels and corresponding illustrative examples
are defined in Textbox 1.

Textbox 1. Definitions and examples of sentiment labels.

• Positive: posts that mention, report, or share positive news, opinions, or stories about vaccines or vaccination.

• Example: “HPV vaccine, prevents against the two HPV types, 16 and 18, which cause 70% of cervical cancers”

• Example: “Get vaccinated against HPV to protect you in the future for now!”

• Neutral: posts that are related to vaccines or vaccination topics but contain no sentiment, the sentiment is unclear, or they contain both negative
and positive sentiments.

• Example: “The following report is specifically for the MMR vaccine, but you can browse around for others”

• Example: “I just learned that there are more than 50 strains of HPV...I always thought the vaccine prevented all strains.”

• Negative: posts that mention, report, or share negative news, opinions, or stories about vaccines or vaccination, which may discourage vaccination.

• Example: “According to a report, thousands of kids suffer permanent injury or death by getting vaccines”

• Example: “Believe it? Vaccines have killed 1000 more kids than any measles!”

3Cs Vaccine Hesitancy Annotation
The annotation task involved assigning multiple labels to each
post according to the 3Cs model constructs. Annotators checked
each construct to determine whether the post was related to it
separately. If any of the constructs were labeled as “lack of
confidence,” “complacent,” or “inconvenient,” we considered
the post as vaccine hesitant; otherwise, it was considered vaccine

nonhesitant. Definitions and examples for each 3Cs model
construct are provided in Textbox 2.

Table S2 in Multimedia Appendix 1 provides examples of
specific social media posts with annotations for the different
categories. The distribution of annotated posts in each sentiment
and 3Cs construct for each platform and vaccine topic group is
shown in Table S3 in Multimedia Appendix 1.

Textbox 2. Definitions and examples of World Health Organization’s 3Cs (confidence, complacency, and convenience) model.

• Lack of confidence: posts reflecting a lack of trust in the effectiveness and safety of vaccines, the vaccine delivery system, or policy makers’
motivations.

• Example: “Fully vaccinated are 30 times more likely to get COVID-19, and 10 times more likely to require hospitalization.”

• Example: “The vaccine label includes all these events. Concerns have been raised about reports of deaths occurring in individuals after
receiving that vaccine.”

• Complacency: posts where the perceived risks of vaccine-preventable diseases are low, and vaccination is deemed as an unnecessary preventive
action.

• Example: “Why do adults need to know about the measles vaccine? The measles is a benign disease and there is no need for vaccines.”

• Example: “I wasn’t vaccinated against a preventable disease. It’s not always just a life-or-death dichotomy - I recovered.”

• Inconvenience or convenience: posts where physical availability, affordability and willingness to pay, geographical accessibility, ability to
understand (language and health literacy), and appeal of immunization services affect uptake.

• Example: “I am 30-year-old man and am looking for an HPV vaccine. Unfortunately, my insurance only covers it for women. I am particularly
at risk for certain cancers. I really don’t understand how insurance companies are allowed to make the gender distinction when the FDA approved
it for both.”

Text Classification Algorithms

Overview
To classify the sentiment and hesitancy of social media posts,
we compared the performance of 5 text classification
algorithms—logistic regression (LR) [50], support vector
machine (SVM) [51], random forest [52], extreme gradient
boosting (XGBoost) [53], and Snorkel [54]. Each of these
models has unique characteristics, which are summarized below.

LR Algorithm
LR is a classic statistical methodology that models a binary
dependent variable using a logistic function. It is favored in
medical research due to its ability to determine the odds ratio,
indicating the potential change in outcome probabilities [55].

SVM Algorithm
SVM is one of the most robust classification methods based on
statistical learning frameworks. It finds a hyperplane in an
N-dimensional space that distinctly classifies data points. In

JMIR Med Inform 2024 | vol. 12 | e57164 | p.906https://medinform.jmir.org/2024/1/e57164
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


medical text mining, SVM combined with other algorithms has
demonstrated effective performance in extracting and
recognizing entities in clinical text, contributing notably to
improved patient care [56].

Random Forest Algorithm
Random forest is a classifier that uses ensemble learning to
combine decision tree classifiers through bagging or bootstrap
aggregating. It has been applied to highly ranked features
obtained through suitable ranker algorithms and has shown
promising results in medical data classification tasks, enhancing
the prediction accuracy for various diseases [57].

XGBoost Algorithm
XGBoost is an ensemble of algorithms that turn weak learners
into strong learners by focusing on where the individual models
went wrong. In gradient boosting, individual weak models train
upon the difference between the classification and the actual
results. It has been effective in mining and classifying suggestive
sentences from online customer reviews by combining them
with a word-embedding approach [58].

Snorkel Algorithm
Snorkel is a system that enables users to train models without
hand labeling all training data by writing their labeling functions.
Using Snorkel enables the extraction of chemical reaction
relationships from biomedical literature abstracts, supporting
the understanding of biological processes without requiring a
large, labeled training data set [59].

We extracted the term frequency–inverse document frequency
vector for each word in all text classification algorithms using
scikit-learn’s TfidfTransformer function with default parameter
settings. Term frequency–inverse document frequency evaluates
how relevant a word is to a text in a collection of texts [60]. If
the model encounters a new post with words or symbols not
included in its original bag of words, it will effectively ignore
those words during the transformation process. To ensure a
balanced training set, the 3 class-balancing methods
implemented by Python imblearn package applied were (1)
random oversampling, (2) synthetic minority over-sampling
technique (SMOTE) [61], and (3) SVM-based SMOTE [62]
(with the default parameter settings, specifically k_neighbors=5,
as they exhibited the optimal performance within the developer’s
data set [61]). SMOTE randomly selects a minority class
instance, finds one of its nearest minority class neighbors, and
then synthesizes an instance between these 2 instances in the
feature space. SVM-based SMOTE uses support vectors to
determine the decision boundaries and then synthesizes a
minority class instance along the decision boundary.

NLP Evaluation
The evaluation data sets were created from the annotated corpora
and randomly divided into training, validation, and test sets in
a 6:2:2 ratio to assess the performance of the 5 text classification
algorithms. The models were trained on the training sets,
optimized on the validation sets, and then evaluated on the test

sets. The following key metrics were calculated to evaluate the
models:

A true positive occurs when the model accurately classifies the
positive class (positive, negative, or neutral for sentiment; true
for 3Cs model constructs). A true negative occurs when the
model accurately classifies the negative class (nonpositive,
nonnegative, or nonneutral for sentiment; false for 3Cs model
constructs). A false positive is an incorrect positive
classification, while a false negative is an incorrect negative
classification. As the sentiment and hesitancy labels in Tweets,
Reddit posts, and YouTube comments are imbalanced, we
optimized our models based on F1-scores, which balance
precision and recall, rather than accuracy. The purpose of
optimizing a model based on F1-scores when dealing with
imbalanced labels is to achieve a better balance between
precision and recall, thereby improving the overall performance
of the model. This is especially important in imbalanced data
sets where the cost of misclassification can be high.

Dashboard Development
We designed a user-friendly, web-based visualization dashboard
[39] for real-time analysis of trends in vaccine sentiment and
hesitancy over time and geography (Figure S1A-C in
Multimedia Appendix 1). The dashboard also allows for
comparisons of sentiment and hesitancy across different social
media platforms and vaccine topic groups (Figure S1D in
Multimedia Appendix 1). The NLP models were optimized
based on their F1-scores to address the imbalanced labels of
sentiment and hesitancy in tweets, Reddit posts, and YouTube
comments. The selected models are applied to all unlabeled
data collected from 2011 to 2021. Technical details are described
and represented in Figure S2 in Multimedia Appendix 1.

Results

Social Media Data Collection Summary
From January 1, 2011, to October 31, 2021, we collected 86
million posts from Twitter, 0.9 million from Reddit, and 76,000
from YouTube, which were related to vaccines. The most widely
discussed topic across all 3 platforms was the general or
unspecified vaccine, followed by the MMR and then HPV
vaccines. We observed a substantial increase in the general
vaccine-related discussions on Twitter and Reddit starting in
early 2020, coinciding with the onset of the COVID-19
pandemic. The collected social media data and growth trends
are plotted in Figure 2.
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Figure 2. The long and short-term trends of collected vaccine-related social media post data across 3 different platforms for different vaccine topic
groups: (A) human papillomavirus (HPV); (B) measles, mumps, and rubella (MMR); and (C) general or unspecified vaccine.

NLP Performance on Vaccine Sentiment and Hesitancy
We tested all combinations of the 5 NLP algorithms. The
performances in sentiment classification, hesitancy
classification, and 3Cs classifications are presented in Table 2.
The best-performing algorithms (according to F1-scores) and
detailed performance scores for different classification tasks
are shown in Tables S4-S8 in Multimedia Appendix 1. In
sentiment classification, LR outperformed other algorithms in
7 out of 9 platform–vaccine topic group combinations, with
overall accuracies ranging from 0.51 to 0.78 (Table S4 in
Multimedia Appendix 1). The macroaveraged F1-scores of
negative, neutral, and positive sentiment classifications across
different platforms and vaccine topic groups were 0.43, 0.67,
and 0.53, respectively. In hesitancy classification, LR
outperformed other algorithms in 6 platform–vaccine topic
group combinations, with overall accuracies ranging from 0.69
to 0.91 (Table S5 in Multimedia Appendix 1). The
macroaveraged F1-scores of nonhesitancy and hesitancy
classifications were 0.86 and 0.40, respectively. Notably, Reddit
users had fewer negative sentiment posts, resulting in lower
performance in classifying negative sentiment. In addition, as

Reddit had fewer hesitancy posts, classifying hesitancy was
more challenging than on Twitter and YouTube.

Our evaluation of various algorithms and class-balancing
methods for each platform and vaccine topic group revealed
that Snorkel performed best in 3 platform–vaccine topic group
combinations in vaccine hesitancy classifications, with overall
accuracies ranging from 0.69 to 0.98 (Table S6 in Multimedia
Appendix 1). The macroaveraged F1-scores for lack of
confidence and nonlack of confidence classifications were 0.88
and 0.45, respectively. Similarly, for complacency
classifications, Snorkel outperformed other algorithms in 4
platform–vaccine topic group combinations, with overall
accuracies ranging from 0.64 to 0.99 (Table S7 in Multimedia
Appendix 1). The macroaveraged F1-scores for noncomplacency
and complacency classifications were 0.89 and 0.49,
respectively. Inconvenience classifications were significantly
improved with Snorkel in 8 platform–vaccine topic group
combinations, with overall accuracies ranging from 0.89 to 0.99
(Table S8 in Multimedia Appendix 1). However, the results are
biased as there were limited posts with convenience information
on all 3 social media platforms, which may impact
generalizability. The macroaveraged F1-scores for
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noninconvenience and inconvenience classifications were 0.98
and 0.38, respectively. Our findings demonstrate that advanced
text classification algorithms such as XGBoost and Snorkel
outperformed other algorithms in highly class-imbalanced
situations, even when different class-balancing methods were
applied.

We have created a web-based dashboard building upon those
best-performing NLP algorithms to extract vaccine sentiment
and hesitancy from social media posts. The dashboard
summarizes posts from the 3 social media platforms and allows
users to analyze temporal trends and geographic clustering
easily. It offers different views, including 3 social media
platform–centric views and a comparison view that enables

users to compare selected vaccine topic groups and sentiment
or hesitancy (Figure S1 in Multimedia Appendix 1).

When analyzing the sentiment of HPV vaccine posts across 3
social media platforms from January 2011 to October 2021
(Figure 3A), we observed that the ratio of positive sentiment
was generally higher than that of neutral and negative sentiment.
We also compared vaccine sentiment across 3 social media
platforms for MMR vaccines from January 2011 to October
2021 (Figure 3B). Overall, posts expressed positive sentiment
toward MMR, with most being neutral. Taking the hesitancy
of MMR vaccine as an example, the overall trend shows that
the social media posts across 3 social media platforms have a
higher ratio of nonhesitancy than hesitancy (Figure 3C).

Table 2. NLPa performance (measured by F1-scores and accuracy) on vaccine sentiment and hesitancy.

YouTubeRedditTwitterPerformance

GeneralMMRHPVGeneralMMRHPVGeneraldMMRcHPVb

Sentiment

0.190.530.580.350.500.670.470.570.87Positive F1-score

0.510.590.510.860.650.670.830.670.71Neutral F1-score

0.590.490.600.210.260.320.430.530.41Negative F1-score

0.510.550.560.750.550.630.730.610.78Accuracy

Confidence

0.630.290.440.560.620.350.520.310.35Confident F1-score

0.980.990.890.840.740.860.790.950.88Lack of confidence F1-score

0.950.980.820.770.690.770.710.900.80Accuracy

Complacency

0.600.500.330.600.680.430.410.360.47Complacent F1-score

0.971.000.910.960.590.930.810.910.94No complacency F1-score

0.950.990.840.930.640.880.710.840.89Accuracy

Convenience

0.991.000.980.980.950.940.990.990.96Convenient F1-score

0.200.500.170.500.170.670.550.180.48Inconvenient F1-score

0.980.990.960.970.910.890.980.980.92Accuracy

Hesitancy

0.610.530.580.200.230.190.380.440.40Hesitant F1-score

0.760.830.810.950.810.870.890.900.94Nonhesitant F1-score

0.700.750.730.910.690.780.820.830.90Accuracy

aNLP: natural language processing.
bHPV: human papillomavirus.
cMMR: measles, mumps, and rubella.
dGeneral: general or unspecified vaccines.
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Figure 3. Temporal trends of vaccine sentiment and hesitancy. (A) Aggregation of 3 social media platform data sources to evaluate vaccine sentiment
for HPV vaccine–related posts. (B) Comparison of vaccine sentiment for MMR vaccines. (C) Comparison of vaccine hesitancy for MMR vaccine. HPV:
human papillomavirus; MMR: measles, mumps, and rubella.

Discussion

Principal Findings
Our analysis of temporal trends in vaccine-related sentiment on
social media platforms yielded valuable insights into the
dynamics of public perception. A total of 5 different
classification algorithms were subjected to tests for performance

in sentiment and hesitancy classifications, revealing that
advanced text classification algorithms such as XGBoost and
Snorkel outperformed others in classifying hesitancy,
complacency, and other factors, while LR had a superior
performance for sentiment classification. The superior
performance of LR could potentially be attributed to its
enhanced ability to effectively handle binary classification
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challenges and manage noise variables [63]. As the use of
artificial intelligence platforms is increasingly becoming
accessible for public use, it is crucial to gain an understanding
of their accuracy and limitations. Traditional machine learning
algorithms have the ability to predict outcomes but often lack
transparency. Hence, enhancing public understanding and
advancing toward explainable artificial intelligence is vital for
error rectification and improved model efficacy for social media
research [64].

When evaluating trends for the HPV vaccine, overall positive
sentiment outweighed neutral and negative sentiment (Figure
3A), a notable exception occurred in March 2013. During this
period, posts with negative sentiment on all 3 platforms
surpassed those with 34% (2270/6582) positive and 24%
(1581/6582) neutral sentiment, constituting 41% (2731/6582)
of the total. This spike in negative sentiment can be attributed
to news articles published in March 2013; for example, “Worried
Parents Balk At HPV Vaccine For Daughters” by National
Public Radio [65] and “Side Effect Fears Stop Parents from
Getting HPV Vaccine for Daughters” by CBS News [66]. These
articles highlighted concerns and fears about the HPV vaccine.
Afterward, specific studies were conducted and published to
further investigate these concerns and fears [67,68]. Notably,
the HPV vaccines have been found to be safe in several studies
and strongly recommended by the Centers for Disease Control
and Prevention (CDC), etc [69,70].

Conversely, overall, posts expressed more neutral sentiment
toward MMR than positive sentiment (Figure 3B), with an
exception in November 2017. During this month, 51%
(2844/5619) of posts expressed positive sentiment and 47%
(2636/5619) were neutral. We found that a mumps outbreak
was observed right before November 2017, which may have
encouraged people to discuss the importance of MMR
vaccination. News articles highlighted this outbreak, for
example, “Third dose of mumps vaccine could help stop
outbreaks, researchers say” by PBS News Hour [71] and “CDC
recommends booster shot of MMR vaccine during mumps
outbreaks” by CNN [72] mentioned the outbreak and
recommended the booster shot of MMR vaccine.

When tracking vaccine hesitancy, we found that the social media
posts with a higher ratio of hesitancy were only observed in
August 2014 (Figure 3C). During this month, some examples
of articles could be associated with vaccine hesitancy: “Journal
questions validity of autism and vaccine study” by CNN [73]
and “Whistleblower Claims CDC Covered Up Data Showing
Vaccine-Autism Link” by TIME [74]. While speculation,
particularly among antivaccination subpopulations, continues
to surround the discredited study linking MMR vaccines with
autism, it is crucial to emphasize that this link has been
unequivocally debunked by subsequent research, and
organizations such as the CDC and WHO have clarified that no
such association exists [75-77]. Nonetheless, these news articles,
considered by some as antivaccine propaganda, may partially
explain the observed trends in MMR vaccine hesitancy during
August 2014.

Strengths and Limitations
In this study, we introduced an NLP-powered online monitoring
tool for tracking vaccine-related discussions on multiple social
media platforms, covering 3 vaccine topic groups. Our system
provides several features that distinguish it from existing tools.
It uses NLP algorithms to perform sentiment analysis on social
media posts and facilitates the tracking of temporal trends and
geographic clustering of vaccine sentiment and hesitancy
through visualization. In addition, our system enables users to
compare vaccine sentiment and hesitancy across different social
media platforms. We have publicly shared our annotated social
media vaccine corpora, and we have evaluated several text
classification algorithms, providing a benchmark for future
research. One of the hypothetical use cases is that our
NLP-based tool’s application spans from gauging vaccine
sentiment during disease outbreaks to when a new vaccine is
introduced. During an outbreak, the tool effectively analyzed
sentiments toward measles vaccination, facilitating adjustments
in public health campaigns.

While our proposed method uses the coarse-grained sentiment
model (ie, represents the sentiment as a positive or negative
class), fine-grained sentiment models, unlike traditional
independent dimensional approaches, beneficially incorporate
relations between dimensions, such as valence and arousal, into
deep neural networks, thereby providing more nuanced,
real-valued sentiment analysis and enhancing prediction
accuracy [78-81]. These models prove particularly valuable in
language-specific applications and are capable of classifying
emotion categories and simultaneously predicting valence,
arousal, and dominance scores for specific sentences, providing
more nuanced sentiment analysis compared with simple positive
or negative classifications.

Beyond the limitations inherent in the sentiment model, our
approach also encounters constraints due to the use of traditional
machine learning algorithms. Deep learning methods for word
or sentiment embedding offer enhanced performance in
sentiment analysis tasks by integrating external knowledge such
as sentiment polarity and emotional semantics into word vectors
[82-87]. They leverage neural networks and multitask learning
to create task-specific embeddings, improving the accuracy of
tasks such as sentiment and emotion analysis and sarcasm and
stress detection [82-84,86]. Furthermore, these methods can
adapt to the dynamic nature of language, handling
out-of-vocabulary words and context-specific word meanings,
proving more accurate and comprehensive than traditional word
embeddings [86,87]. In future iterations, we plan to enrich our
tool by integrating cutting-edge methods, alongside a more
robust evaluation method such as time series cross-validation
[88].

While previous studies have used NLP for sentiment analysis
on COVID-19 vaccination and information exposure analysis
regarding the HPV vaccine using Twitter data sets [40,89], and
have investigated the temporal and geographic variations in
public perceptions of the HPV vaccine [90], our tool extends
its functionality to include a broader spectrum of platforms for
tracking different vaccine sentiment and hesitancy on social
media. Despite the scientific evidence supporting the safety and

JMIR Med Inform 2024 | vol. 12 | e57164 | p.911https://medinform.jmir.org/2024/1/e57164
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


efficacy of vaccines, vaccine hesitancy sentiments on social
media can impact public confidence regarding vaccination [91].
Our tool is designed to quickly identify surges in vaccine
hesitancy and thereby could be a tool to assist public health
professionals in responding promptly with accurate information
and effective vaccine promotion strategies.

However, it is essential to acknowledge the inherent limitations
of using social media as a public health surveillance tool. These
limitations include geography and language restrictions, as well
as potential population, age, and gender biases, given that social
media users may not represent the general population [92-94].
The user diversity across various social media platforms might
partly account for the variation in sentiment and hesitancy label
distributions. For example, YouTube has a high volume of users,
but Twitter had the most activity in our study because people
may view YouTube videos without leaving comments [93].
Moreover, owners of YouTube channels also have the option
to disable comments on their uploaded videos. In addition,
YouTube comments are highly tied to the content of the videos
that the model might not have access to, leading to
misinterpretations of sentiment and hesitancy. These biases and
variabilities could partly account for the lower prediction
accuracy observed for YouTube. Therefore, caution should be
exercised when interpreting findings based on social media data,
particularly considering the varying distributions of sentiment

and hesitancy across different social media platforms in our
study. Another limitation pertains to the absence of a weighting
system in the dashboard. Currently, the impact of each post,
considering variables such as the number of views or reposts,
is not considered. In addition, private interactions, specifically
on sites such as Facebook, might go unnoticed and this lack of
access to private dialogues could limit the comprehensiveness
of the responses we capture. Finally, there is the possibility of
shifts in user behavior to emerging social media platforms, such
as TikTok, introducing additional population bias if such
platforms are not included in further analyses.

Conclusions
This study successfully developed an innovative real-time
monitoring system for analyzing vaccine sentiment and
hesitancy across 3 major social media platforms. This system
uses NLP and machine learning to mine and classify social
media discussions on vaccines, providing valuable insights into
public sentiment and hesitancy trends. The application of this
tool presents significant implications for public health strategies,
aiding in promptly identifying and mitigating vaccine
misinformation, enhancing vaccine uptake, and assisting in the
execution of targeted health campaigns. Moreover, it encourages
health care professionals to foster an evidence-based discourse
around vaccines, thus counteracting misinformation and
improving public health outcomes.
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Abstract

Background: Named entity recognition (NER) is a fundamental task in natural language processing. However, it is typically
preceded by named entity annotation, which poses several challenges, especially in the clinical domain. For instance, determining
entity boundaries is one of the most common sources of disagreements between annotators due to questions such as whether
modifiers or peripheral words should be annotated. If unresolved, these can induce inconsistency in the produced corpora, yet,
on the other hand, strict guidelines or adjudication sessions can further prolong an already slow and convoluted process.

Objective: The aim of this study is to address these challenges by evaluating 2 novel annotation methodologies, lenient span
and point annotation, aiming to mitigate the difficulty of precisely determining entity boundaries.

Methods: We evaluate their effects through an annotation case study on a Japanese medical case report data set. We compare
annotation time, annotator agreement, and the quality of the produced labeling and assess the impact on the performance of an
NER system trained on the annotated corpus.

Results: We saw significant improvements in the labeling process efficiency, with up to a 25% reduction in overall annotation
time and even a 10% improvement in annotator agreement compared to the traditional boundary-strict approach. However, even
the best-achieved NER model presented some drop in performance compared to the traditional annotation methodology.

Conclusions: Our findings demonstrate a balance between annotation speed and model performance. Although disregarding
boundary information affects model performance to some extent, this is counterbalanced by significant reductions in the annotator’s
workload and notable improvements in the speed of the annotation process. These benefits may prove valuable in various
applications, offering an attractive compromise for developers and researchers.

(JMIR Med Inform 2024;12:e59680)   doi:10.2196/59680

KEYWORDS

natural language processing; named entity recognition; information extraction; text annotation; entity boundaries; lenient annotation;
case reports; annotation; case study; medical case report; efficiency; model; model performance; dataset; Japan; Japanese; entity;
clinical domain; clinical

Introduction

Overview
The electronic health record (EHR) can be an important source
of data for health-related research as it contains information on

a patient’s condition and complaints, performed procedures and
administered drugs, the outcome of the treatment, and more [1].

Clinical narratives are a fundamental part of EHRs. Due to their
free and unstructured format, natural language processing (NLP)
methods are essential for extracting the information from such
documents in a way that is comprehensible and useful for
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computer systems. Although machine learning–based NLP
systems can achieve high performance, these often require large
amounts of in-domain annotated data for proper training [2].
Recent few-shot approaches empowered by large language
models (LLMs) have also been shown to be performant. Yet,
these can also benefit from fine-tuning with in-domain examples,
yielding notable improvements [3].

Named entity (NE) annotation, as an inherently manual process,
allied to the sheer volume of data that must be meticulously
labeled to produce an accurate model, makes it an exhausting
and time-consuming task [4]. Particularly when annotating
clinical data, workers must possess not only linguistic
understanding but specialized medical knowledge is also

required. Recruiting such a capable workforce can make the
process rather costly [5].

Furthermore, annotation is accompanied by a set of practical
issues. For instance, it is natural that contributors disagree on
how certain information is annotated or even whether it should
be annotated [6]. Determining entity boundaries, meaning where
a concept starts and ends, is one of the primary sources of
conflict during the process, as so-called boundary words, such
as articles or adjectives, can induce ambiguity [7].

Especially in medical texts, it is common for annotators to be
unsure whether adjectives or modifiers should be included in
the annotation. For example, in the sentence presented in Figure
1, some may annotate only the core symptom (“inflammation”).

Figure 1. Example of different annotation paradigms. Traditional annotation (a) requires precisely labeling the beginning and end of the span, while
boundary-free (b and c) methods focus on only identifying the core term.

Conversely, others may consider adding all modifiers necessary
for a complete encapsulation of the condition.

While entity boundary definition is a problem that affects all
languages, scriptio continua languages (which do not have
spaces between words), such as Japanese, Chinese, and Korean,
are particularly impacted due to the increased difficulty in
separating concepts and modifiers.

One can employ strict annotation guidelines to delineate
precisely how information should be annotated and even
implement adjudication sessions to resolve disagreements. Yet,
these can increase the workload and complexity of an already
slow and convoluted process.

As an alternative to mitigate such issues, we propose to
reformulate the annotation task by eliminating the need to define
specific span boundaries when annotating an NE. By demanding
less precision from the annotators, we expect to minimize the
required decision-making during labeling, thus, improving
annotation speed and relieving conflicts.

Although this approach may reduce annotation quality, named
entity recognition (NER) performance should not be
significantly impacted, as previous research found that models
are resilient to a certain amount of boundary imprecision in
their training data [8].

In this paper, we leverage this phenomenon by introducing 2
boundary-free annotation methodologies: lenient span, which
relieves the emphasis on entity boundary precision, and point,
which uses a single position to represent the annotation. Figure
1 presents a visual comparison between the methodologies. We
performed a case study to evaluate the efficiency of the proposed
methods when annotating a corpus of Japanese medical case
reports to create training data for an NER system.

Our contributions are summarized as follows. We present 2
novel boundary-free annotation methodologies, evaluate the

efficiency of the annotation process by metrics of annotation
time and annotator agreement, and analyze the impact on the
performance of an NER system trained with annotated corpora.

Related Work

Annotation Efficiency Improvements
Attempts to improve the annotation workflow are a common
theme in NER-related research.

Preannotation depicts the automatic labeling of the text prior
to the annotator work [9]. This technique can not only reduce
the required annotation time and workload required but also
minimize errors [10]. Active learning (AL) [11] can further
optimize automatic labeling by iteratively incorporating the
data produced during the annotation process to retrain the
preannotation model. Kholghi et al [12] ascertained that AL
reduced the annotation time by up to 35% (5.6/16 hours) during
experiments.

While these are well-established approaches, recent studies also
explore alternative ideas. Tokunaga et al [13] analyzed
eye-tracking data during NE annotation to identify
characteristics that can help design effective features for an
annotation tool. Saxena et al [14] introduced a hybrid
search-enhanced software that allows users to look for similar
terms and annotate related information simultaneously,
shortening work time when compared to standard tools.

In recent years, generative LLMs have transformed NLP
research and applications, becoming state-of-the-art NLP
techniques. While the potential of LLMs to improve the text
annotation workflow has also been evaluated in a few different
studies [15-17], Tan et al [18] point out that their effectiveness
is still strongly affected by model hallucinations and the gap in
performance between proprietary and open-source LLMs.

Although crowdsourcing platforms allow the convenient
annotation of vast amounts of data [19], they do not improve
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task execution or reduce the workload of an individual worker.
In addition, as Snow et al [20] noted, inconsistent or low-quality
annotations require effective quality control measures. Li [21]
found that LLMs can be used to improve the quality of
annotation generated by crowdsourcing. Yet LLM annotation
quality is still shy of what can be produced manually; thus,
combining the automated technique and human effort is still
the best approach to creating a high-quality data set [22].

Entity Boundary Imprecision
When addressing boundary imprecision, most studies regard it
as a form of noise that should be corrected or circumvented.
For instance, Liu et al [23] use confidence scores and
normalization techniques based on the labeling structure to
estimate the correct span.

Zhu and Li [7] introduced a boundary regularization technique,
redistributing a portion of the probability assigned to an
annotated span to its neighboring words. This process produces
a smooth transition between entity annotations and their
nonentity surroundings, mitigating annotation boundary
inconsistencies.

Shen et al [24] propose the NER task as a boundary-denoising
diffusion process, where a model is trained to derive precise
NEs from noisy spans. The authors added controlled noise to
gold entity boundaries and used the imprecise data to teach a
model to apply a reverse diffusion process to recover the original
entity boundaries.

On the other hand, Andrade et al [8] identified that imprecise
boundary annotation may not have an extensive impact in some
applications. The authors evaluated the effect of various levels
of imprecise boundary annotation on NER and entity linking.
They identified that models are resilient to a certain amount of
noise, showing a small performance drop in that range.

Methods

Data Set
We used the MedTxt-CR-JA corpus [25] in our experiments.
This data set comprises 148 open-access case reports in
Japanese. Textbox 1 presents an example document from the
data set.

A case report is a detailed description of a patient’s medical
condition, containing, among other information, the temporal
progression of the disease and its treatment. Its format is similar
to a discharge summary and is frequently used in medical NLP,
such as in MIMIC-III [26] or n2c2 shared tasks [27].

This corpus was used in previous studies [28] and contains
pre-existing annotations for diseases and symptom names, drugs,
anatomical parts, etc. Although we discarded these labels for
our experiments, we use them as a gold standard (GS) for
evaluation purposes. From now on, this set of annotations is
identified as the gold standard corpus (GSC).

Textbox 1. Example of a case report from MedTxt-CR-JA and its English translation.

Original:

５８歳，女性．

初診の約２週間前より皮疹が出現，増悪してきたため来院した．

初診時，体幹 四肢に広範囲に浮腫性紅斑が出現し，一部では小水疱を形成していた．

手指背では関節部に一致して角化性紅斑を認め，爪囲には紅斑 紫斑を，眼周囲には軽度の紫紅色斑を認めた．

この時点ではＣＰＫ，ＬＤＨの軽度上昇，抗核抗体２０倍以外，特に異常はなく，確診に至らないため，ステロイド軟膏外用にて経
過観察していたところ，３週目頃より体幹 四肢の皮疹が角化性赤色斑へと変化し，１か月目頃より上眼瞼の浮腫性紅斑が著明となり，
典型疹となった．

肺癌の合併により発症１年２か月後に死亡した．

臨床経過から，初診時にみられた多形紅斑様あるいは湿疹様の皮疹を皮膚筋炎の早期皮疹と考えた

English translation:

A 58-year-old female.

The patient visited this hospital due to the appearance of a skin rash which worsened about 2 weeks before her first visit.

At the initial examination, the patient had extensive edematous erythema on her torso and extremities, with forming blisters.

Keratinized erythema was uniformly observed around the joints on the back side of the fingers, erythema and purpura were observed around the nails,
and mild purplish-red spots were observed around the eyes.

At this point, there were no abnormalities other than mildly elevated CPK and LDH and 20-fold increase in antinuclear antibodies.

Consequently, follow-up with a topical steroid ointment was carried out.

However, by the third week, the skin rash on the torso and extremities changed to keratotic red plaques, and edematous erythema of the upper eyelids
became prominent by approximately the first month and became a typical rash.

The patient died 1 year and 2 months after the onset of illness due to complications of lung cancer.

Based on the clinical history, the erythema multiforme or eczema-like skin rash seen at the time of the initial examination is considered to be an
early-stage skin rash of dermatomyositis.
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We randomly selected a subset of 100 documents from the full
corpus, referred to from now on as the data set. To minimize
the difference in difficulty between texts, we selected documents
with similar lengths and quantity of GS entities. Texts are, on
average, 554 characters long, roughly equivalent to 250-300
English words, containing around 10 entities per text.

Even though the set of documents for annotation may be
considered small, it is worth noting that a scenario with such a
small amount of data is not uncommon in the clinical setting,
where strong data restrictions usually limit the amount of data
available to work with [29].

Annotation Guidelines
It is common to define a set of guidelines before an annotation
process to minimize the divergences between annotators and
guarantee consistency.

We followed the annotation schema as defined by Yada et al
[30]. To simplify the evaluation process, annotators were asked
to label only positive (nonnegated) entities of the “Diseases and
symptoms” category. We provided the participants with a
document describing what should be annotated and some
examples, as summarized in Table 1.

Table 1. Annotation guidelines.

ExamplesaDescription

What to annotate

Reported symptoms, disease names, and clinical findings (pathology,

CTb, and other images)

• Patient visited this hospital due to the appearance of a skin rash.

Clinical suspicion, even if there is a slight possibility of disease occur-
rence

• Epicarditis was suspected and the patient was hospitalized on July
2.

The locus of a condition, such as an anatomical structure or location,
body substance, or physiologic function

• Abdominal CT scan revealed many enlarged intra-abdominal lymph
nodes.

Adjectives and other modifier words that alter the characteristics or
intensity of a condition

• Patient had no subjective symptoms other than a high fever.
• There was spotty necrosis in the lobules.

What should not be annotated

Absence of symptoms or diseases. Basically, a negation of a clinical
concept

• Abdominal findings were unremarkable.
• The rash disappeared in about 2 months.

General discussion of a condition merely as a reference and not as a
clinical finding

• There is a possibility of primary biliary cholangitis when elevated
hepatobiliary enzymes are detected.

Numeric or qualitative findings of an investigation, such as laboratory
test values

• The measured blood pressure was abnormal.

aIn the examples, entities that should be annotated are marked in italics.
bCT: computed tomography.

Annotation Methodologies
Our goal is to evaluate whether relieving the emphasis on entity
boundary improves annotation speed while maintaining the
overall quality of the produced labels. Thus, we compared the
traditional (boundary-strict) annotation method against 2
proposed boundary-free approaches: lenient span and point
annotation. Figure 1 presents a comparative example of each
annotation method.

Traditional Annotation
Traditional annotation requires precise annotation of each NE’s
exact start and end positions.

Lenient Span Annotation
Lenient span annotation introduces flexibility to the annotation
boundaries. While the annotation is still composed of a span,
start and end positions are not required to be exactly aligned
with the NE boundaries.

Point Annotation
Unlike span-based paradigms, this method requires selecting a
single point at any position within the NE span without explicitly
specifying the span. It prioritizes speed and simplicity in
scenarios where it is not straightforward to determine the NE
span precisely. On the other hand, it may introduce ambiguity
in the information captured by the annotation.

Note on LLM Annotation
While the use of generative LLMs for text annotation is gaining
traction, in this work, we seek ways to aid human annotation
and reduce the necessary effort as much as possible where LLMs
cannot be used.

The use of LLMs still raises concerns about privacy and security
issues; as due to the necessary infrastructure and computational
power needed, these models are usually held in the cloud and
owned by third-party companies [31]. Given the sensitive nature
of clinical data, the usage of LLMs in NLP tasks on real-world
data is usually constrained by the policy of medical institutions.
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Thus, there is still a need for manual annotations until
performant medical LLMs can be accessed through a secure
private network or hosted inside hospital facilities at a
reasonable cost.

Annotation Task
We asked 4 annotators with medical background and different
levels of annotation experience to participate in the experiments.
They produced 3 annotated corpora by labeling the documents
from the data set using each evaluated methodology. We
measured the time taken for each annotation session and
computed agreement metrics. We then used each produced
corpus to fine-tune a Bidirectional Encoder Representations
From Transformers (BERT)–based [32] NER system and
evaluated its performance to assess the corpora quality.

Annotation Tool Development
We developed a Java-based annotation tool to support the
proposed boundary-free approaches [33]. Annotations can be
presented with smoothed edges using a gradient of color to
represent a soft boundary and encourage the annotators to be
less meticulous when marking the boundaries of the concept.
Figure 2 shows a screenshot of the main annotation window.

The text is displayed in its original style, keeping line breaks,
spacing, and special characters. Since there is no pretokenization
of the texts, annotators can select text spans with character-level
precision.

The tool has the following two modes to annotate a concept:
(1) click and drag and (2) click-only.

Figure 2. Screenshot of the annotation tool.

Click and Drag
The user clicks on the location where the concept begins and
drags the mouse up to where it ends. After releasing the mouse,
the area becomes highlighted, representing the labeling.

Click-Only
The user clicks on an entity to label it. While the annotation is
stored as a single point, the position will be expanded to a

simulated span on the interface, representing approximately the
labeled concept, as shown in Figure 3.

The annotators received instructions on how to use the tool and
a video demonstrating the annotation of a document. They were
also supplied with 10 test documents to familiarize themselves
with the tool.

Figure 3. Example of a click-only annotation. The selected position, represented by the red circle, is expanded to the word boundaries (in green) plus
a random span (orange arrows).
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Labeling Workflow
To minimize the number of times each annotator would annotate
the same document yet allow us to have at least 2 sets of
annotations for a given methodology, we divided our data set
of 100 documents into 4 splits.

For each annotation session, each participant received a file
containing 2 splits and the annotation methodology that should
be used (totaling 50 documents per annotator), as presented in
Table 2.

Table 2. Data split for crossover experiment design.

DocumentsAnnotator or annotators

76-10051-7526-501-25

SSc/TPPa/TbA

PPS/TS/TB

S/TP/TP/TSC

P/TSSPD

aP: point annotation.
bT: traditional annotation.
cS: lenient span annotation.

We attempted to maximize the mixing between the annotator
and the methodology used.

The work was executed in 3 different sessions, the first for point
annotation, followed by the lenient span annotation, and lastly,
the traditional annotation. During the first 2 sessions, the
annotation tool was configured to show smooth edges, and
annotators were instructed not to fix slightly incorrect
annotations as long as the core concept was highlighted in the
tool’s interface.

Although the same annotator worked on the same document
more than once, the traditional annotation (third) session was
conducted 6 months later to avoid memory bias affecting the
annotation time measurement. This time annotators were
instructed to be as precise as possible when selecting the entity
spans and not to refrain from undoing incorrect annotations.
The annotation tool was configured beforehand to present the
annotations with precise hard boundaries, as any other standard
annotation software.

Across all sessions, participants were instructed to annotate the
broadest expression whenever in doubt about whether some
words should be included in the annotation. Each session
produced 2 parallel sets of annotations for each document,
unified in a single corpus for each annotation method.

We resolved all disagreements between the 2 sets automatically.
We accepted all annotations made by either annotator, even if
there is no matching counterpart. Whenever there is boundary

disagreement, we choose the broadest span possible when
combining the 2 annotations.

For point annotations, we grouped annotations that refer to the
same NE and averaged their positions. We consider annotations
as referring to the same concept when located within 6
characters of distance from each other. The distance limit was
chosen based on the average Japanese word length, around 3
characters. We chose a larger value to account for multiword
concepts.

Point-to-Span Estimation
Being aware that the single-position label produced by the point
annotation method may not convey enough information about
the adequate range of the NE to be extracted when training the
model, we developed a point-to-span estimation method [34].
It can complement the annotation with span information without
additional manual work.

We used a BERT model (referred to as the expansion model)
that receives the positional annotation and attempts to predict
the original NE span. Effectively, it works as a method to
convert Points into Span-based annotations, as illustrated in
Figure 4.

The point-to-span estimation model is based on the pretrained
tohoku-nlp/bert-base-japanese-char-v2 model [35], and it was
fine-tuned using the training parameters presented in Table 3.
Training was performed on a server with 2 NVIDIA Quadro
RTX 8000 GPUs.
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Figure 4. Flow of the point-to-span estimation process. BERT: Bidirectional Encoder Representations From Transformers.

Table 3. Hyperparameters used for model training.

ValueParameter

10Max epochs

16Training batch size

3×10–5Learning rate

AdamWOptimizer

512 charactersMax sentence length

Early stoppingModel selection

Approximately 30 minTraining time

As training data, we used a large data set of Japanese medical
texts with labeled diseases and symptoms consisting of 1027
synthetic medication history notes generated through
crowdsourcing. In total, 10 experienced dispensing pharmacists
were hired as writers to craft the corpus. Each writer was
assigned 1 of 285 drug names and tasked with creating a
“typical” clinical narrative.

Before being fed to the model, each annotation of the training

data was replaced by an identifier token in a random location
within its span based on a truncated normal distribution. A
different distribution was used for each annotation, centered on
the middle point, with SD being a sixth of the annotation length.
Due to the randomicity of the data, we augmented the data set
10 times by re-executing the annotation replacement module

and generating different valid positions for the .

The expansion model was then trained to identify this token
and output the start and end positions of the concept based on
the word containing the token and its surrounding context.

We evaluated the model by predicting the spans for annotations
on the GSC. We preprocessed the GSC annotations using the

same method to replace the annotations with . tokens. Our
best model was able to achieve an F1-score of 0.77.

We applied the expansion model to the point-annotated data set
to infer spans for each annotation, producing a point-expanded
corpus. Effectively, the combination of point annotation and
expansion allows the generation of a span-annotated data set
with less human effort.

Evaluation

Annotation Method Efficiency
We evaluated the annotation methods according to the
following:

• Annotation quality: We assessed the percentage of GSC
concepts that were correctly annotated. We consider an
annotation correct when at least 1 token overlaps with the
GS span.
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• Annotation time: Annotators manually measured the time
they took to work on the data during each session. They
were instructed to start the timing after loading the texts in
the annotation software.

• Interannotator agreement (IAA): We use Cohen Kappa [36],
one of the most common metrics for gauging agreement
between annotators. Kappa is a function of the proportion
of observed and expected agreement, and it may be
interpreted as the proportion of agreement corrected for
chance [37].

Given that the point annotation methodology allows for multiple
correct annotations within the NE span, we computed an
additional adjusted variant of the metrics specifically for these
annotations. In this variant, we considered annotations to agree
if they were within a 3-character range of each other, reflecting
the average word length in the Japanese language.

Downstream Task Performance
As one of the typical downstream tasks, we developed an NER
system to benchmark each annotation approach. We again
employed the pretrained tohoku-nlp/bert-base-japanese-char-v2
model [35] and fine-tuned it using our annotated corpora.

We used the same training parameters for all models, as
presented in Table 3. To minimize the variability between
results, we used 5-fold cross-validation and averaged the
obtained values.

We evaluated model predictions on the MedTxt-CR-JA test set,
comprised of 75 documents, by the metrics of precision, recall,
and F-score. We employ two variants of the metrics: (1) strict
and (2) relaxed.

Strict metrics follow CoNLL criteria [38] and only consider
predictions where the span exactly matches the ground truth.
These metrics allow us to estimate how closely the model fits
the GS.

Relaxed metrics [39] accept partial matches or extra tokens as
long as at least 1 token of the predicted span overlaps with the
GS span. This variant allows assessing the model’s capability
of identifying the presence of concepts of interest in the text.

Ethical Considerations
In this study, an annotation process was conducted with the help
of human participants. All annotators were provided with
detailed information about the purpose, methods, and potential
uses of the data they produced, and their informed consent was
obtained.

To ensure the privacy of all the patients related to the medical
data used in this study, we selected a data set already fully
anonymized.

As this research did not use personally identifiable information,
it was exempt from institutional review board approval in
accordance with the Ethical Guidelines for Medical and Health
Research Involving Human Subjects stipulated by the Japanese
national government (Chapter 1, Part 3, 1C) [40].

Results

Annotation Method Efficiency
Upon merging the data received from the annotators, we
produced the final version of the annotated corpus for each one
of the methodologies. Table 4 shows some statistics of the
produced corpora.

There is no substantial difference between traditional and lenient
span methods when comparing the average length of the
produced annotation. However, both produced annotations
slightly larger than the gold annotations due to the disagreement
resolution approach adopted in this study.

Table 4. Statistics of the produced corpora.

Average annotation length (character)Total annotationsMethod

6.311167Gold standard

7.301065Traditional

7.301012Lenient span

—a1066Point

aNot applicable.

Annotation Quality
Table 5 shows the average of GSC annotations covered by each
corpus.

Although none of the methodologies captured all the ground
truth concepts, the percentage of entities captured was similar
for every method, with less than a 10% (73 annotations)
difference between the best (lenient span) and worst (point).

As the value of missed entities is consistent for all
methodologies, we attribute it to some divergence between the

guidelines for annotating the GSC and the one used in this study.
Differences in the interpretation may have led the annotators to
skip some of the entities.

We noticed that the traditional methodology presented a more
constant accuracy throughout the annotators, while the
boundary-relaxed methods had more variation, especially for
annotators C and D.

Figure 5 presents the accuracy of the annotations of each
participant in relation to GSC on each methodology.
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Table 5. Average number of correctly annotated gold standard (GS) entities per annotation method.

Annotated GS entities, n (%)Method

819 (83.56)Traditional

796 (83.65)Lenient span

746 (77.41)Point

Figure 5. Annotation accuracy per annotator. GS: gold standard.

Annotation Time
The time measurement results in Table 6 demonstrate that both
boundary-free annotation techniques can provide time-saving

benefits. On average, reductions of around 25% (around 28 min)
and 20% (around 21 min) were observed when using point and
lenient span methods, respectively, compared to the traditional
annotation process.

Table 6. Comparison of the individual annotation time per annotation methoda.

PointLenient spanTraditionalAnnotator

0:54:35 (–35%)1:03:23 24%)1:23:44A

0:48:45 (–30%)0:52:07 (–25%)1:09:14B

2:15:27 (–31%)2:10:20 (–34%)3:16:58C

1:10:40 (+0%)1:31:29 (+30%)1:10:23D

1:17:22 (–26%)1:24:20 (–20%)1:45:05Average

aTimes are presented in the HH:MM:SS format, with the percentage comparison to the traditional method in parenthesis.

Interannotator Agreement
As evidenced by the results presented in Table 7, the IAA
measured for both boundary-free annotation methods overcame
the Traditional methodology.

Point annotations recorded the lowest agreement due to the
inherent low probability of annotators precisely pinpointing the
exact same position within an NE. Despite that, it achieves the
highest measured agreement using the adjusted variant of the
metrics.

Table 7. Average interannotator agreement per annotation methodology.

Cohen KappaMethod

0.731Traditional

0.774Lenient span

0.326Point

0.811Point (adjusted)

Downstream Task Performance
Table 8 presents the NER model evaluation results.

We trained a GSM using the GS data as a reference for our
system’s best possible performance.

The data produced in our annotation experiments probably have
lower quality due to the lack of proper curation and review
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sessions. Thus, when comparing the Traditional annotation
approach against the GSM, there is a slight decrease in
performance: 15% and 11% on strict and relaxed metrics,

respectively. Nevertheless, the relation between precision and
recall remains the same, as both models were trained on
similarly boundary-strict annotations.

Table 8. Evaluation of the trained named entity recognition models.

RelaxedStrictMethod

F1-scoreRecallPrecisionF1-scoreRecallPrecision

0.890.890.900.750.780.72Gold standard model

0.790.810.770.640.690.60Traditional

0.640.620.670.550.540.56Lenient span

0.510.450.600.000.000.00Point

0.720.710.730.350.350.34Point (expanded)

Discussion

Principal Findings
Throughout the experiments, it was noticeable that simplifying
the annotation process contributed to a more comfortable
experience for the participants. We observed increased
annotation speed, annotator agreement, and overall positive
feedback from the annotators regarding the changes.

Although we showcase our proposal in clinical data, the
annotation methodologies are both domain and
language-agnostic, so they can be applied to texts of different
domains and idioms.

Annotation Speed Improvements
The results in Table 6 show that simplifying the constraints
under which annotators work can effectively increase the speed
at which they execute the task. By virtually removing the need
to decide on entity boundaries, both proposed methodologies
allowed the annotation of our data set in less time than the
traditional method.

However, while an overall decreasing trend in annotation time
was observed, different annotators experienced varying degrees
of time reduction. Notably, annotator C experienced a significant
increase in efficiency when using these methodologies.
Conversely, annotator D was quicker with the traditional
annotation scheme. Still, his precision was lower than other
annotators, as shown by the individual accuracy results presented
in Figure 5.

Annotator Agreement Improvements
Meanwhile, the IAA evaluation (Table 7) revealed some
interesting insights into the annotation consistency of each

methodology. Both the lenient span and the adjusted point
agreement overcame the traditional methodology by 5.88% and
10.94%, respectively.

While we believe that slightly different interpretations of what
information should be annotated may have diminished
traditional approach agreement, such a finding was still
unexpected due to the higher flexibility given to the annotators
when removing the need for entity boundaries. However, this
improvement can be attributed to the ease with which annotators
can consistently agree on the core parts of mentions (or the
“main words”) compared to determining the precise boundaries
of entire entities. Such boundaries may or may not encompass
adjectives, modifiers, etc, which often contribute to annotation
disagreements.

Notably, point annotations perceived a large difference in the
agreement values measured using the default and adjusted
variants of the IAA metrics. This is explained by the fact that,
even though it is virtually impossible for annotators to select
the same character in an NE for all annotations, they generally
selected positions close to each other for the same NE. Such
finding is evidenced by the distribution of annotation pairs based
on the number of characters of difference between them, as
depicted in Table 9.

Such a small distance is due to annotators’ diligence in
positioning the annotation close to the center of the NE’s core
word. As in the sentence shown in Figure 6 (which translates
to “Current symptoms: Diffuse dark red infiltration is observed
on both cheeks.”), even though the span of the desired
annotation is quite large, both annotators placed their labels
near the most relevant set of words, “dark red infiltration.”
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Table 9. Distribution of annotation pairs based on the distance between them.

Annotations, n (%)Number of characters of difference

661 (41.31)0

640 (40.00)1

145 (9.06)2

52 (3.25)3

25 (1.56)4

15 (0.94)5

15 (0.94)6

14 (0.94)7

11 (0.69)8

15 (0.94)9

7 (0.44)≥10

Figure 6. Example of 2 distinct point annotations in a named entity with a large span (underscored). The annotations are located near the center of the
core word (in bold).

Annotator’s Opinions
Annotator feedback was positive especially regarding the point
annotation, given its simplicity. The participants highlighted
the easiness of the single-click selection mode, particularly due
to the reduced mouse manipulation needed.

However, the participants expressed difficulty in understanding
the correctness of their annotations and whether the chosen
range was indeed accurate. They felt that the soft boundaries
displayed by the annotation tool turned the annotations
ambiguous, making them unsure whether they matched the
range they intended to select.

Impacts on Model Performance
While achieving significant improvements in annotators’ work
quality, the additional flexibility from boundary-free methods
considerably impacted model performance, particularly in strict
evaluation, due to the imprecise training data, as seen in Table
8.

The lenient span–trained model exhibited a significant subside
in its recall, which hindered strict and relaxed evaluations. We
did not expect that the ambiguity in NE boundaries could affect
the model’s capability of locating NEs in the text.

While such performance drop may be acceptable for some
applications, we believe additional annotation postprocessing
methods could restore the accuracy to levels similar to the
traditional schema.

Point-to-Span Estimation
In particular, the insights from point annotation experiments
underscore the potential of automated methods to supplement
human annotations. We believe that point-to-span estimation
can be pivotal for improving annotation speed, but beyond that,
it can be proven beneficial to aid in addressing other annotation
problems.

Given the lackluster nature of the annotation task, it is not
uncommon that annotators make mistakes, such as including
punctuation markers or failing to label part of the NE simply
for a lack of focus. The span estimation model can be a tool to
“normalize” such annotations.

Furthermore, the estimation could be integrated into the actual
annotation process by coupling it with our annotation tool,
enabling the “click-only” annotation interface to present the
predicted span directly and allowing the annotator to correct its
mistakes.

However, there is potential for enhancements in the expansion
model. Although expanding a point to the expected word seems
to be a simple task, as we are evaluating our methods on a
scriptio continua language, which makes the definition of the
word boundaries not as obvious as in space-delimited languages,
such as English.

Through analysis of the model's output, we have observed that
the estimation model exhibited a tendency to choose spans larger
than the GS entities, particularly when characters that act like
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qualitative adjectives (such as “高” for high, “急性” for acute,
“巨大” for huge) were connected to the concept of interest.

For instance, the model outputted “高度の肝萎縮“ (Severe
liver atrophy) instead of only “肝萎縮” (Liver atrophy). Another
example was the expansion of the term “巨大な脾腎シャント
“ (Giant splenorenal shunt), where 巨大な (Giant) was included.

Yet, even though the model output in these examples can be
regarded as “incorrect” when compared to the GSC, from a
clinical point of view, it is not uncommon that some diseases
are distinguished by such modifier words. For example, “急性
胆嚢炎” (acute cholecystitis) and “慢性胆嚢炎 (chronic
cholecystitis), which even have different International
Classification of Diseases codes, K81.0 and K81.1, respectively.

Error Analysis
Figures 7 and 8 present example comparisons between all the
evaluated models in 2 different sentences.

We could not identify any unusual behavior when inspecting
the traditional annotation model output. Yet, we highlight that
the lenient span model portrayed a tendency to overly extend
the span lengths. In some cases (as shown especially in Figure
8), multiple NEs are “merged” into a single continuous
extraction.

As seen in both examples, the model trained with raw point
annotations could not extract NE spans, denoting that the single
position annotation contains insufficient information to train
the model properly.

In contrast, the model trained on expanded point annotations
showcases the effectiveness of the point-to-span estimation
method. Although strict metrics are still substantially lower than
other approaches, relaxed results are comparable to the
traditional annotation approach. The analysis of the model
output evidenced that, while it could locate most concepts of
interest, it struggled in correctly extracting multiword concepts.

Figure 7. Comparison of model output for the sentence “While waiting for a CT scan, patient went into cardiopulmonary arrest (CA), but could not
be resuscitated and died.” Gold standard entities and model extractions are marked in bold and underscored. White space tokenization was added to the
Japanese text to enhance readability for non-Japanese readers. The original text does not contain spaces.

Figure 8. Comparison of model output for the sentence “History of hypertension (HTN), diabetes, hyperlipidemia (HLD), or atrial fibrillation (AFib).”
Gold standard entities and model extractions are marked in bold and underscored. White space tokenization was added to the Japanese text to enhance
readability for non-Japanese readers. The original text does not contain spaces.

Limitations
While our research focused on exploring novel approaches to
text annotation and revealed promising findings, a few concerns
and limitations need further investigation. Our investigations
were only conducted in the Japanese language. Though our
proposal is language independent, applying our techniques in
a space-delimited language, such as English, could introduce

some bias. Evaluation using different languages is, thus,
encouraged. Since our data set in this study has an English
variant, we plan to conduct additional experiments.

We concentrated on a singular entity class, disease, and
symptom names to streamline the analysis. Even though our
texts contain a large number of entities, a single class annotation
may not represent a real use case. Exploring our methodologies
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in a multiclass scenario would enhance the robustness of our
findings and conclusions.

Furthermore, we acknowledge that automated labeling
techniques, such as preannotation, can affect the improvements
observed in annotation time by adopting boundary-free
methodologies. We chose not to incorporate these features in
our annotation tool to minimize the number of variables
affecting the annotation process.

The observed performance of the trained NER models could
have been impacted by our choice of using a simple and
automatic approach to solve disagreements. Although it avoids
additional annotator work and simplifies the research flow,
implementing adjudication or review sessions with the
annotations would be preferred, as it could have provided a
better annotation quality.

LLMs are prevalent in the current NLP research scenario, and
their application has led to the development of systems that
push state-of-the-art performance in many different tasks. In
the current state of our work, we have not adopted LLMs. Still,
we acknowledge that the accuracy of our methods may be
improved by employing such methods in our workflow, possibly
replacing the Point-to-span BERT model.

Conclusions
In this study, we investigated the effects of reducing the
emphasis on entity boundary annotations while labeling NEs
in a medical data set. We proposed 2 novel boundary-free
annotation methodologies, lenient span and point annotation.
We evaluated the impact of their application in an annotation
process regarding annotation efficiency and the quality of the
labeling produced.

We also publicly released our developed annotation tool [33]
and point-to-span estimation model [34].

Our results demonstrate a trade-off relation between annotation
efficiency and model performance. Although not surprising, it
unveils the weak points of each methodology and uncovers
potential adjustments that can be made to each approach. We
underscore that completely disregarding boundary information
may ease the annotator’s work while it sacrifices performance
to some extent.

We plan to evaluate the proposed methodologies in other
languages in future work. We also intend to explore the impact
of postprocessing techniques, such as normalization or boundary
regularization, to enhance model output performance.
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Abstract

Background: Large language models show promise for improving radiology workflows, but their performance on structured
radiological tasks such as Reporting and Data Systems (RADS) categorization remains unexplored.

Objective: This study aims to evaluate 3 large language model chatbots—Claude-2, GPT-3.5, and GPT-4—on assigning RADS
categories to radiology reports and assess the impact of different prompting strategies.

Methods: This cross-sectional study compared 3 chatbots using 30 radiology reports (10 per RADS criteria), using a 3-level
prompting strategy: zero-shot, few-shot, and guideline PDF-informed prompts. The cases were grounded in Liver Imaging
Reporting & Data System (LI-RADS) version 2018, Lung CT (computed tomography) Screening Reporting & Data System
(Lung-RADS) version 2022, and Ovarian-Adnexal Reporting & Data System (O-RADS) magnetic resonance imaging, meticulously
prepared by board-certified radiologists. Each report underwent 6 assessments. Two blinded reviewers assessed the chatbots’
response at patient-level RADS categorization and overall ratings. The agreement across repetitions was assessed using Fleiss
κ.

Results: Claude-2 achieved the highest accuracy in overall ratings with few-shot prompts and guideline PDFs (prompt-2),
attaining 57% (17/30) average accuracy over 6 runs and 50% (15/30) accuracy with k-pass voting. Without prompt engineering,
all chatbots performed poorly. The introduction of a structured exemplar prompt (prompt-1) increased the accuracy of overall
ratings for all chatbots. Providing prompt-2 further improved Claude-2’s performance, an enhancement not replicated by GPT-4.
The interrun agreement was substantial for Claude-2 (k=0.66 for overall rating and k=0.69 for RADS categorization), fair for
GPT-4 (k=0.39 for both), and fair for GPT-3.5 (k=0.21 for overall rating and k=0.39 for RADS categorization). All chatbots
showed significantly higher accuracy with LI-RADS version 2018 than with Lung-RADS version 2022 and O-RADS (P<.05);
with prompt-2, Claude-2 achieved the highest overall rating accuracy of 75% (45/60) in LI-RADS version 2018.

Conclusions: When equipped with structured prompts and guideline PDFs, Claude-2 demonstrated potential in assigning RADS
categories to radiology cases according to established criteria such as LI-RADS version 2018. However, the current generation
of chatbots lags in accurately categorizing cases based on more recent RADS criteria.

(JMIR Med Inform 2024;12:e55799)   doi:10.2196/55799
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Introduction

Since ChatGPT’s public release in November 2022, large
language models (LLMs) have attracted great interest in medical
imaging applications [1]. Research indicated that ChatGPT
showed promising applications in various aspects of the medical
imaging process. Even without radiology-specific pretraining,
LLMs can pass board examinations [2], provide radiology
decision support [3], assist in differential diagnosis [3-6], and
generate impressions from findings or structured reports [7-9].
These applications not only accelerate the imaging diagnosis
process and alleviate the workload of doctors but also improve
the accuracy of diagnosis [10]. However, limitations exist, with
1 study showing ChatGPT-3 producing erroneous answers for
a third of daily clinical questions and about 63% of provided
references were not found [11]. ChatGPT’s dangerous tendency
to produce inaccurate responses is less frequent in GPT-4 but
still limits usability in medical education and practice at present
[12]. Tailoring LLMs to radiology may enhance reliability, as
an appropriateness criteria context aware chatbot outperformed
generic chatbots and radiologists [12].

The American College of Radiology Reporting and Data
Systems (RADS) standardizes communication of imaging
findings. As of August 2023, there have been 9 disease-specific
systems endorsed by the American College of Radiology,
referring to products from the lexicons to report templates [13].
RADS reduces terminology variability, facilitates
communication between radiologists and referring physicians,
allows consistent evaluations, and conveys clinical significance
to improve care. However, complexity and unfamiliarity limit
adoption. Consequently, endeavors should be pursued to broaden
the implementation of RADS. Therefore, we conducted this
study to evaluate LLM’s capabilities on a focused RADS
assignment task for radiology reports.

A prompt serves as a directive or instruction given to LLMs to
generate a particular response. The technique of “prompt tuning”
has emerged as a valuable approach to refine the performance
of LLMs, particularly for specific domains or tasks [14]. By
providing structured queries or exemplary responses, the output
of chatbots can be tailored for accurate and relevant answers.
Such prompt-tuning strategies leverage LLMs’knowledge while
guiding appropriate delivery for particular challenges [14].
Given the complexity and specificity of the RADS
categorization, our investigation emphasizes different prompt
impacts to assess chatbot capabilities and potential performance
enhancement through refined prompting tuning.

In this study, our primary objective was to meticulously evaluate
the performance of 3 LLMs (GPT-3.5, GPT-4, and Claude-2)
for RADS categorization using different prompt-tuning

strategies. We aimed to test their accuracy and consistency in
RADS categorization and shed light on the potential benefits
and limitations of relying on chatbot-derived information for
the categorization of specific RADS.

Methods

Ethical Considerations
As the study was based on radiological data that were artificially
generated by radiologists and did not involve the participation
of human subjects, the study was determined to be exempt from
ethical review, in accordance with the regulations established
by the institutional review board of Henan Provincial People’s
Hospital.

Study Design
The workflow of the study is shown in Figure 1. We conducted
a cross-sectional analysis in September 2023 to evaluate the
competency of 3 chatbots—GPT-3.5, GPT-4 (OpenAI, August
30, 2023 version) [15], and Claude-2 (Anthropic) [16]—in the
task of assigning 3 RADS categorizations to radiology reports.
Given the chatbot’s knowledge cessation was as of September
2021, we opted for Liver Imaging Reporting & Data System
(LI-RADS) version 2018 [17], Lung CT (computed tomography)
Screening Reporting & Data System (Lung-RADS) version
2022 [18], and Ovarian-Adnexal Reporting & Data System
(O-RADS) magnetic resonance imaging (MRI) (developed in
2022) [19] as the yardsticks to compare the responses
engendered by GPT-3.5, GPT-4, and Claude-2. A total of thirty
radiology reports for either CT or MRI examinations were
composed for this analysis, with 10 cases representing each of
the 3 RADS reporting systems. The radiology reports used for
testing were generated by radiologists with more than 10 years’
experience to correct the wording styles from real-life cases
based on respective RADS systems. For each RADS (ie, LI-,
Lung-, and O-RADS), we attempted to reflect the complexity
and diversity so that the reports cover typical cases in clinical
practice. Therefore, reports with 2-3 simple cases and 7-8
challenging cases were generated for 1 RADS. These include
scenarios such as prior examination comparison, the presence
of multiple nodules, extensive categorization under different
RADS systems, and updates from the most recent LI-RADS
and Lung-RADS guidelines. The characteristics of radiology
reports for each RADS and the distribution of the number of
the reports across the 3 RADS are shown in Multimedia
Appendix 1. The objective was to evaluate the performance of
chatbots on a highly structured radiology workflow task
involving cancer risk categorization based on structured report
inputs. The study design focused on a defined use case to
illuminate the strengths and limitations of existing natural
language-processing technology in this radiology subdomain.
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Figure 1. Flowchart of the study design. CT: computed tomography; LI-RADS: Liver Imaging Reporting & Data System; Lung-RADS: Lung CT
Screening Reporting & Data System; MRI: magnetic resonance imaging; O-RADS: Ovarian-Adnexal Reporting & Data System; RADS: Reporting and
Data Systems.

Prompts
We collected and analyzed responses from GPT-3.5, GPT-4,
and Claude-2 for each case. To mitigate bias, the radiological
findings were presented individually via separate interactions,
with corresponding responses saved for analysis. Three prompt
templates were designed to elicit each RADS categorization
along with explanatory rationale: Prompt-0 was a zero-shot
prompt, merely introducing the RADS assignment task, such
as “Your task is to follow Lung-RADS version 2022 guideline
to give Lung-RADS category of the radiological findings
delimited by angle brackets.”

Prompt-1 was a few-shot prompt, furnishing an exemplar of
RADS categorization including the reasoning, summarized
impression, and final category. The following is an example:

Your task is to follow Lung-RADS version 2022
guideline to give Lung-RADS category of the
radiological findings delimited by angle brackets.
“”“ < …Radiological Findings… > Answer：
Rationale: {…} Overall: {…} Summary: {…}
Lung-RADS Category: X ”“”

Prompt-2 distinctly instructed chatbots to consult the PDF of
corresponding RADS guidelines, compensating for these
chatbots’ lack of radiology-specific pretraining. For Claude-2,
the PDF could be directly ingested, while GPT-4 required the
use of an “Ask for PDF” plug-in to extract pertinent information
[20,21].

Each case was evaluated 6 times with each chatbot across the
3 prompt levels. The representative radiological reports and

prompts are shown in Multimedia Appendix 2. The links to all
the prompts and guideline PDFs are shown in Multimedia
Appendix 3.

Evaluation of Chatbots
Two study authors (QW and HL) independently evaluated the
following for each chatbot response in a blinded manner, with
any discrepancies resolved by a third senior radiologist (YW).
The following were assessed for each response:

1. Patient-level RADS categorization: judged as correct,
incorrect, or unsure. “Correct” denotes that the chatbot
accurately identified the patient-level RADS category,
irrespective of the rationale provided. “Unsure” denotes
that the chatbot’s response failed to provide a decisive
RADS category. For example, a response articulating that
“a definitive Lung-RADS category cannot be assigned”
would be categorized as “unsure.”

2. Overall rating: assessed as either correct or incorrect. A
response is judged incorrect if any errors (Es) are identified,
including the following:
• E1: a factual extraction error that denotes the chatbots’

inability to paraphrase the radiological findings
accurately, consequently misinterpreting the
information.

• E2: hallucination, encompassing the fabrication of
nonexistent RADS categories (E2a) and RADS criteria
(E2b).

• E3: a reasoning error, which includes the incapacity to
logically interpret the imaging description (E3a) and
the RADS category accurately (E3b). The subtype
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errors for reasoning imaging description include the
inability to reason lesion signal (E3ai), lesion size
(E3aii), and enhancement (E3aiii) accurately.

• E4: an explanatory error, encompassing inaccurate
elucidation of RADS category meaning (E4a) and
erroneous explanation of the recommended
management and follow-up corresponding to the RADS
category (E4b).

If a chatbot’s feedback manifested any of the aforementioned
infractions, it was labeled as incorrect, with the specific type of
error documented. To assess the consistency of the evaluations,
a k-pass voting method was also applied. Specifically, a case
was deemed accurately categorized if it met the criteria in a
minimum of 4 out of the 6 runs.

Statistical Analyses
The accuracy of the patient-level RADS categorization and
overall rating for each chatbot was compared using the
chi-square test. The agreement across the 6 repeated runs was
assessed using Fleiss κ. Agreement strength was interpreted as
follows: <0 signified poor, 0-0.20 indicated slight, 0.21-0.40
represented fair, 0.41-0.60 was interpreted as moderate,
0.61-0.80 denoted substantial, and 0.81-1 was characterized as

almost perfect. Statistical significance was defined as 2-sided
P<.05. All analyses were performed using R statistical software
(version 4.1.2; The R Foundation).

Results

Performance of Chatbots
The performance of chatbots is shown in Figure 2 and Tables
1 and 2, with the links to case-level details provided in
Multimedia Appendix 4. For the overall rating (Table 1, average
row and Figure 2A), Claude-2 with prompt-2 demonstrated
significantly higher average accuracy across the 30 cases than
Claude-2 with prompt-0 (odds ratio [OR] 8.16; P<.001). GPT-4
with prompt-2 also showed improved average accuracy
compared with GPT-4 with prompt-0, but the difference was
not statistically significant (OR 3.19; P=.13). When using the
k-pass voting method (Table 1, k-pass voting row), Claude-2
with prompt-2 had significantly higher accuracy than Claude-2
with prompt-0 (OR 8.65; P=.002). Similarly, GPT-4 with
prompt-2 was significantly more accurate than GPT-4 with
prompt-0 (OR 11.98; P=.01). For the exact assignment of the
patient-level RADS categorization (Table 2, average row and
Figure 2B), Claude-2 with Prompt-2 showed significantly more
average accuracy than Claude-2 with prompt-0 (P=.04).

Figure 2. Bar graphs show the comparison of chatbot performance across 6 runs regarding (A) overall rating and (B) patient-level Reporting and Data
Systems categorization.
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Table 1. Correct overall ratings of different chatbots and prompts.

Prompt-2, n (%; 95% CI)Prompt-1, n (%; 95% CI)Prompt-0, n (%; 95% CI)Chatbots and prompts

GPT-3.5

N/Aa9 (30; 15-50)3 (10; 3-28)Run 1

N/A9 (30; 15-50)3 (10; 3-28)Run 2

N/A7 (23; 11-43)4 (13; 4-32)Run 3

N/A5 (17; 6-35)4 (13; 4-32)Run 4

N/A6 (20; 8-39)3 (10; 3-28)Run 5

N/A4 (13; 4-32)3 (10; 3-28)Run 6

N/A7 (23; 11-43)3 (10; 3-28)Averageb

N/A2 (7; 1-24)1 (3; 0-19)K-pass votingc

GPT-4

12 (40; 23-59)11 (37; 21-56)4 (13; 4-32)Run 1

8 (27; 13-46)7 (23; 11-43)4 (13; 4-32)Run 2

9 (30; 15-50)9 (30; 15-50)4 (13; 4-32)Run 3

13 (43; 26-62)9 (30; 15-50)2 (7; 1-24)Run 4

8 (27; 13-46)11 (37; 21-56)5 (17; 6-35)Run 5

8 (27; 13-46)9 (30; 15-50)6 (20; 8-39)Run 6

10 (33; 18-53)9 (30; 15-50)4 (13; 4-32)Averageb

9 (30; 15-50)d6 (20; 8-39)1 (3; 0-19)K-pass votingc

Claude-2

19 (63; 44-79)10 (33; 18-53)4 (13; 4-32)Run 1

16 (53; 35-71)8 (27; 13-46)5 (17; 6-35)Run 2

15 (50; 33-67)7 (23; 11-43)5 (17; 6-35)Run 3

17 (57; 38-74)6 (20; 8-39)5 (17; 6-35)Run 4

18 (60; 41-77)7 (23; 11-43)3 (10; 3-28)Run 5

14 (47; 29-65)7 (23; 11-43)3 (10; 3-28)Run 6

17 (57; 38-74)d8 (27; 13-46)4 (13; 4-32)Averageb

15 (50; 33-67)d7 (23; 11-43)3 (10; 3-28)K-pass votingc

aN/A: not applicable.
bAccuracy by the average method.
cAccuracy by k-pass voting (≥4/6 runs correct).
dSignificant between prompt-0 and prompt-2.
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Table 2. The number of correct, incorrect, and unsure responses for patient-level Reporting and Data Systems categorization across different chatbots
and prompts.

Correct/incorrect/unsure patient-level Reporting and Data Systems categories, n/n/nChatbots and prompts

K-pass votingbAverageaRun 6Run 5Run 4Run 3Run 2Run 1

GPT-3.5

7/23/08/22/08/20/28/21/19/21/07/23/07/23/07/23/0Prompt-0

7/23/010/20/08/22/011/19/08/21/18/21/111/19/013/15/2Prompt-1

GPT-4

8/22/011/18/113/15/216/14/08/22/09/20/18/19/310/20/0Prompt-0

11/19/013/16/112/18/015/14/114/15/111/18/110/18/215/14/1Prompt-1

11/19/012/18/011/16/39/21/014/16/012/18/011/18/113/16/1Prompt-2

Claude-2

13/17/012/18/09/21/010/20/015/15/012/18/012/18/013/17/0Prompt-0

11/19/012/18/112/18/013/17/011/19/011/19/014/16/011/19/0Prompt-1

21/9/021/9/0c2021/8/121/9/022/8/020/10/021/9/021/9/0Prompt-2

aAccuracy by the average method.
bAccuracy by k-pass voting (≥4/6 runs correct).
cSignificant between prompt-0 and prompt-2.

Consistency of Chatbots
As shown in Table 3, among the 30 cases evaluated in 6 runs,
Claude-2 with prompt-2 showed substantial agreement (k=0.65
for overall rating; k=0.74 for RADS categorization). GPT-4,
when interfaced with prompt-2, demonstrated moderate
agreement (k=0.46 for overall rating; k=0.41 for RADS
categorization). When evaluated with prompt-1, GPT-4
presented moderate agreement (k=0.38 for overall rating; k=0.42
for RADS categorization). In contrast, Claude-2 showed

substantial agreement (k=0.63 for overall rating; k=0.61 for
RADS categorization), while GPT-3.5 exhibited a range from
slight to fair agreement. With prompt-0, Claude-2 showed
moderate agreement (k=0.49) for overall rating and substantial
agreement for RADS categorization (k=0.65). GPT4 manifested
slight agreement (k=0.19) for the overall rating and fair
agreement for RADS categorization. Meanwhile, GPT-3.5
showed fair agreement (k=0.28) for the overall rating and
moderate agreement (k=0.57) for RADS categorization.

Table 3. The consistency of different chatbots and prompts among 6 runs.

All, Fleiss κ (95% CI)Prompt-2, Fleiss κ (95% CI)Prompt-1, Fleiss κ (95% CI)Prompt-0, Fleiss κ (95% CI)

Patient-level RADSa categorization

0.39 (0.33-0.46)N/Ab0.24 (0.15-0.32)0.57 (0.48-0.65)GPT-
3.5

0.39 (0.34-0.44)0.41 (0.33-0.5)0.42 (0.34-0.5)0.33 (0.25-0.42)GPT-4

0.69 (0.64-0.74)0.74 (0.65-0.83)0.61 (0.52-0.7)0.65 (0.56-0.74)Claude-
2

Overall rating

0.21 (0.14-0.27)N/A0.14 (0.05-0.23)0.28 (0.19-0.37)GPT-
3.5

0.39 (0.34-0.45)0.46 (0.37-0.55)0.38 (0.29-0.47)0.19 (0.1-0.28)GPT-4

0.66 (0.61-0.72)0.65 (0.56-0.75)0.63 (0.53-0.72)0.49 (0.4-0.58)Claude-
2

aRADS: Reporting and Data Systems.
bN/A: not applicable.

Subgroup Analysis
Since the knowledge base for ChatGPT was frozen as of
September 2021, accounting for the knowledge limitations of
LLMs developed before the latest RADS guideline updates, we

compared the responses of different RADS criteria. The total
accurate responses across 6 runs were computed for all prompts.
Both GPT-4 and Claude-2 demonstrated superior performance
in the context of LI-RADS CT/MRI version 2018 as opposed
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to Lung-RADS version 2022 and O-RADS MRI (all P<.05;
Table 4). Figure 3 delineates the performance of various chatbots
across different prompts and RADS categories. For the overall
rating (Figure 3A), Claude-2 exhibited a progressive trend of
enhancement of overall rating accuracy from prompt-0 to
prompt-1 to prompt-2, with 20.0% (12/60), 36.7% (22/60), and
75.0% (45/60) for LIRADS; 11.7% (7/60), 18.3% (11/60), and
48.3% (29/60) for Lung-RADS; and 10.0% (6/60), 20.0%
(12/60), and 41.7% (25/60) for O-RADS, respectively. Notably,

with prompt-2, Claude-2 achieved the highest overall rating
accuracy of 75% in older systems such as LI-RADS version
2018. Conversely, GPT-4 improved with prompt-1/2 over
prompt-0, but prompt-2 did not exceed prompt-1. For the RADS
categorization (Figure 3B), prompt-1 and prompt-2
outperformed prompt-0 for LI-RADS, irrespective of chatbots.
However, for Lung-RADS and O-RADS, prompt-0 sometimes
superseded prompt-1.

Table 4. The performance of chatbots within different RADS criteriaa.

P value
Overall rating (correct/incorrect),
n/nP value

RADS categorization (correct/in-
correct/unsure), n/n/n

Year of
develop-
mentChatbots and RADSb

GPT-3.5

Reference22/98Reference32/86/22018LI-RADSc CTd/MRIe

.1514/106.8338/78/42022Lung-RADSf

.8724/96.4635/84/12022O-RADSg MRI

GPT-4

Reference78/102Reference104/74/22018LI-RADS CT/MRI

<.00121/159<.00140/128/122022Lung-RADS

<.00140/140<.00167/110/32022O-RADS MRI

Claude-2

Reference79/101Reference93/86/12018LI-RADS CT/MRI

<.00147/133.00163/117/02022Lung-RADS

<.00143/137.04113/67/02022O-RADS MRI

aData are aggregate numbers across 6 runs.
bRADS: Reporting and Data Systems.
cLI-RADS: Liver Imaging Reporting and Data System.
dCT: computed tomography.
eMRI: magnetic resonance imaging.
fLung-RADS: Lung CT Screening Reporting and Data System.
gO-RADS: Ovarian-Adnexal Reporting and Data System.

Figure 3. The performance of chatbots and prompts within different Reporting and Data Systems criteria. (A) Overall rating and (B) patient-level
RADS categorization. LI-RADS: Liver Imaging Reporting and Data System; Lung-RADS: Lung CT (computed tomography) Screening Reporting and
Data System; O-RADS: Ovarian-Adnexal Reporting and Data System.

Analysis of Error Types
A total of 1440 cases were analyzed for error types, with details
provided in Multimedia Appendix 4. The bar plot illustrating

the distribution of errors across the 3 chatbots is shown in Figure
4. A typical example of factual extraction error (E1) occurred
in response to the seventh Lung-RADS question. The statement
“The 3mm solid nodule in the lateral basal segmental bronchus
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is subsegmental” is inaccurate, as the lateral basal segmental
bronchus represents one of the 18 defined lung segments and

not a subsegment [22].

Figure 4. The number of error types for different chatbots. E1: Factual extraction error denotes the chatbots’ inability to paraphrase the radiological
findings accurately, consequently misinterpreting the information. E2: Hallucination, encompassing the fabrication of nonexistent Reporting and Data
Systems (RADS) categories (E2a) and RADS criteria (E2b). E3: Reasoning error, which includes the incapacity to logically interpret the imaging
description (E3a) and the RADS category accurately (E3b). The subtype errors for reasoning imaging description include the inability to reason lesion
signal (E3ai), lesion size (E3aii), and enhancement (E3aiii) accurately. E4: Explanatory error, encompassing inaccurate elucidation of RADS category
meaning (E4a) and erroneous explanation of the recommended management and follow-up corresponding to the RADS category (E4b).

Hallucination of inappropriate RADS categories (E2a) occurred
more frequently with prompt-0 across all 3 chatbots. However,
this error rate decreased to zero for Claude-2 when using
prompt-2, a trend not seen with GPT-3.5 or GPT-4. A recurrent
E2a error in LI-RADS was the obsolete category LR-5V from
the 2014 version, now superseded by LR-TIV in subsequent
editions [23,24]. Furthermore, hallucination of invalid RADS
criteria (E2b) was more prevalent than that of E2a. For instance,
the LI-RADS second question response stating “T2 marked
hyperintensity is a feature commonly associated with
hepatocellular carcinoma (HCC)” is inaccurate, as T2-marked
hyperintensity is characteristic of hemangioma and not
hepatocellular carcinoma. Despite initial higher E2b rates,
Claude-2 demonstrated a substantial reduction with prompt-2
(105 to 38 instances), exceeding the decrement seen with GPT-4
(71 to 57 instances).

Regarding reasoning error, incorrect RADS category reasoning
(E3b) was the most frequent error but decreased for all chatbots
with prompt-1 and prompt-2 versus prompt-0. Claude-2 reduced
errors by almost half with prompt-2, while the GPT-4 decrease
was less pronounced. Lesion signal interpretation errors (E3ai)
included misinterpreting hypointensity on diffusion-weighted

imaging as “restricted diffusion,” rather than facilitated
diffusion. Lesion size reasoning errors (E3aii) occurred in 34
of 1440 cases, predominantly by Claude-2 (25/34, 73.5%),
especially in systems such as Lung-RADS and LI-RADS where
size is critical for categorization. Examples were attributing a
12-mm pulmonary nodule to the ≥6-mm but <8-mm range, or
assigning a hepatic lesion measuring 2.3 cm × 1.5 cm to the 10-
to 19-mm category. Reasoning enhancement errors (E3aiii)
were exclusive to Claude-2 in O-RADS, where enhancement
significantly impacts categorization. Misclassifying images at
40 seconds postcontrast as early or delayed enhancement
exemplifies this error.

Explanatory errors (E4) including incorrect RADS category
definitions (E4a) and inappropriate management
recommendations (E4b) also substantially declined with
prompt-1 and prompt-2. For instance, in the first Lung-RADS
question response, the statement “The 4X designation indicates
infectious/inflammatory etiology is suspected.” is incorrect.
Lung-RADS 4X means category 3 or 4 nodules with additional
features or imaging findings that increase suspicion of lung
cancer [18].
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Discussion

Principal Findings
In this study, we evaluated the performance of 3
chatbots—GPT-3.5, GPT-4, and Claude-2—in categorizing
radiological findings according to RADS criteria. Using 3 levels
of prompts providing increasing structure, examples, and domain
knowledge, the chatbots’ accuracies and consistencies were
quantified across 30 cases. The best performance was achieved
by Claude-2 when provided with few-shot prompting and the
RADS criteria PDFs. Interestingly, the chatbots tended to
categorize better for the relatively older LI-RADS version 2018
criteria in contrast to the more recent Lung-RADS version 2022
and O-RADS guidelines published after the chatbots’ training
cutoff.

The incorporation of RADS, which standardizes reporting in
radiology, has been a significant advancement, although the
multiplicity and complexity of these systems impose a steep
learning curve for radiologists [13]. Even for subspecialized
radiologists at tertiary hospitals, mastering the numerous RADS
guidelines poses challenges, requiring familiarity with the
lexicons, regular application in daily practice, and ongoing
learning to remain current with new versions. While previous
studies have shown that LLMs could assist radiologists in
various tasks [2-5,7,11], their performance at RADS
categorization from imaging findings is untested. We therefore
evaluated LLMs for focused RADS categorization of testing
cases.

Without prompt engineering (prompt-0), all chatbots performed
poorly. However, accuracy improved for all chatbots when
provided an exemplar prompt demonstrating the desired
response structure (prompt-1). This underscores the use of
prompt tuning for aligning LLMs to specific domains such as
radiology. Further enriching prompt-1 with the RADS guideline
PDFs as a relevant knowledge source (prompt-2) considerably
enhanced Claude-2’s accuracy, a feat not mirrored by GPT-4.
This discrepancy could stem from ChatGPT’s reliance on an
external plug-in to access documents, while Claude-2’s
architecture accommodates the direct assimilation of expansive
texts, benefiting from its larger-context window and superior
long document–processing capabilities.

Notably, we discerned performance disparities across RADS
criteria. When queried on older established guidelines such as
LI-RADS version 2018 [17], the chatbots demonstrated greater
accuracy than more recent schemes such as Lung-RADS version
2022 and O-RADS [18,19,25]. Specifically, GPT-4 and
Claude-2 had significantly higher total correct ratings for
LI-RADS than for Lung-RADS and O-RADS (all P<.05). This
could be attributed to their extensive exposure to the voluminous
data related to the matured LI-RADS during their pretraining
phase. With prompt-2, Claude-2 achieved 75% (45/60) accuracy
for overall rating LI-RADS categorization. The poorer
performance on newer RADS criteria highlights the need for
strategies to continually align LLMs with the most up-to-date
knowledge.

A deep dive into the error-type analysis revealed informative
trends. Incorrect RADS category reasoning (E3b) constituted
the most frequent error across chatbots, decreasing with prompt
tuning. Targeted prompting also reduced critical errors such as
hallucinations of RADS criteria (E2b) and categories (E2a)
likely by constraining output to valid responses. During
pretraining, GPT-liked LLMs predict the next word in the
unlabeled data set, risking learning fallacious relationships
between RADS features. For instance, Lung-RADS version
2022 lacks categories 5 and 6 [18], though some other RADS
such as Breast Imaging Reporting and Data System include
them [26]. Using prompt-0, chatbots erroneously hallucinated
Lung-RADS categories 5 and 6. Explanatory errors (E4)
including inaccurate definition of the assigned RADS category
(E4a) and inappropriate management recommendations (E4b)
also substantially declined with prompt tuning. For instance,
when queried on the novel O-RADS criteria with prompt-0,
chatbots hallucinated follow-up recommendations from other
RADS criteria and responded “O-RADS category 3 refers to
an indeterminate adnexal mass and warrants short-interval
follow-up.” Targeted prompting appears to mitigate these critical
errors such as hallucination and incorrect reasoning. Careful
prompt engineering is essential to properly shape LLM
knowledge for radiology tasks.

Limitations
There are also several limitations in this study. First, only the
LI-RADS CT/MRI and O-RADS MRI were included, excluding
LI-RADS ultrasound (US) and O-RADS US guidelines, which
are often practiced in an independent US department [27,28].
Second, the chatbot’s performance was heavily dependent on
prompt quality. We test only 3 types of prompts and further
prompt strategies studies are warranted to investigate the impact
of more exhaustive engineering on chatbots’ accuracy. Third,
GPT-4-turbo was released on November 6, 2023, representing
the latest GPT-4 model with improvements in instruction
following, reproducible outputs, and more [29]. Furthermore,
its training data extend to April 2023 compared with September
2021 for the base GPT-4 model tested here. We are uncertain
about this newest GPT-4-turbo model’s performance on the
RADS categorization task. Evaluating GPT-4-turbo represents
an important direction for future work. Fourth, our study focused
on 3 of 9 RADS [13], with a limited 10 cases for each RADS
category. Although our choice ensured a blend of old and new
guidelines and tried to cover all the RADS scores as much as
possible, extending evaluations to all the RADS guidelines and
incorporating more radiology reports from real clinical scenarios
could offer deeper insights into potential limitations.
Nonetheless, this initial study highlights critical considerations
of prompt design and knowledge calibration required for safely
applying LLMs in radiology. Fifth, evaluating the performance
of the LLM in comparison with radiologists of varying expertise
levels proves valuable for discerning its strengths and
weaknesses in real-world applications. This comparative analysis
will be undertaken in our forthcoming studies.

Conclusions
When equipped with structured prompts and guideline PDFs,
Claude-2 demonstrates potential in assigning RADS categories
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to radiology cases according to established criteria such as
LI-RADS version 2018. However, the current generation of
chatbots lags in accurately categorizing cases based on more
recent RADS criteria. Our study highlights the potential of

LLMs in streamlining radiological categorizations while also
pinpointing the enhancements necessary for their dependable
application in clinical practice for RADS categorization tasks.
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LLM: large language model
Lung-RADS: Lung CT Screening Reporting & Data System
MRI: magnetic resonance imaging
O-RADS: Ovarian-Adnexal Reporting & Data System
OR: odds ratio
RADS: Reporting and Data Systems
US: ultrasound
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Abstract

Background: Artificial intelligence (AI) chatbots have recently gained use in medical practice by health care practitioners.
Interestingly, the output of these AI chatbots was found to have varying degrees of hallucination in content and references. Such
hallucinations generate doubts about their output and their implementation.

Objective: The aim of our study was to propose a reference hallucination score (RHS) to evaluate the authenticity of AI chatbots’
citations.

Methods: Six AI chatbots were challenged with the same 10 medical prompts, requesting 10 references per prompt. The RHS
is composed of 6 bibliographic items and the reference’s relevance to prompts’ keywords. RHS was calculated for each reference,
prompt, and type of prompt (basic vs complex). The average RHS was calculated for each AI chatbot and compared across the
different types of prompts and AI chatbots.

Results: Bard failed to generate any references. ChatGPT 3.5 and Bing generated the highest RHS (score=11), while Elicit and
SciSpace generated the lowest RHS (score=1), and Perplexity generated a middle RHS (score=7). The highest degree of hallucination
was observed for reference relevancy to the prompt keywords (308/500, 61.6%), while the lowest was for reference titles (169/500,
33.8%). ChatGPT and Bing had comparable RHS (β coefficient=–0.069; P=.32), while Perplexity had significantly lower RHS
than ChatGPT (β coefficient=–0.345; P<.001). AI chatbots generally had significantly higher RHS when prompted with scenarios
or complex format prompts (β coefficient=0.486; P<.001).

Conclusions: The variation in RHS underscores the necessity for a robust reference evaluation tool to improve the authenticity
of AI chatbots. Further, the variations highlight the importance of verifying their output and citations. Elicit and SciSpace had
negligible hallucination, while ChatGPT and Bing had critical hallucination levels. The proposed AI chatbots’RHS could contribute
to ongoing efforts to enhance AI’s general reliability in medical research.

(JMIR Med Inform 2024;12:e54345)   doi:10.2196/54345
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Introduction

Artificial intelligence (AI) evolved from the early twentieth
century until Turing [1] conceptualized machine learning in the
1950s and introduced the idea of using machines to process
information in order to solve problems and make decisions.
Since then, scientists and others have pursued the dream of
creating machines that mimic human intelligence through
cognitive processes such as thinking, data processing, and
planning. AI development requires foundational work in spoken
language processing and information storage. Achieving these
milestones involves numerous obstacles, including significant
technical and financial challenges, which delay the maturation
of AI [2].

A major hurdle in AI development was natural language
processing, which progressed through multiple phases and
culminated with the invention of bidirectional encoder
representations from transformers, self-attention, and
sequence-to-sequence deep learning technologies. These
transformers marked a pivotal advancement in AI development,
generating fluent and coherent large language models (LLMs),
as they enabled the analysis of each word in an input sequence
in context to its neighbors on both sides [3].

In 2018, OpenAI unveiled its first Generative Pre-trained
Transformer, ChatGPT, enhancing its utility and potential
applications in various human activities, including health care
and medical research sectors. Initially, ChatGPT stored data in
its database without access to continually updated human
literature. It later evolved to employ internet access.
Subsequently, other AI chatbots specializing in health care and
medical research were introduced. The implementation of AI
chatbots in health care is optimistically viewed as a means to
improve health care systems, medical education, and patient
outcomes [4-6]. They are also viewed as potentially valuable
tools in medical research and manuscript writing due to their
capabilities in organization, data processing, text generation,
and summarization [7,8].

Since the public launch of ChatGPT at the end of 2022, the
medical literature surrounding AI has expanded tremendously
[9]. Most studies have addressed its potential contributions to
medical research and health care practices. However, a critical
analysis of the literature reveals that a minority of AI chatbot
users realized early that these LLMs do not voluntarily cite
credible references to authenticate their information [10-12].
Even when ChatGPT and other AI chatbots were challenged to
authenticate their outputs with references [13,14], they generated
multiple citations with detailed bibliographic data that seemed
perfectly authentic, but most were actually fabricated, contained
at least one falsified citation data, or were completely erroneous
when verified through medical literature resources [13-16].

These fictitious citations raised major concerns about the AI
chatbots’ algorithms and methodology of natural language
processing, especially regarding references, their bibliographic
data credibility, and authenticity. Such erroneous outputs were
described in the literature as AI hallucinations or fabrications.
The mechanism of these fabrications remains unclear, though
some AI developers have identified this faulty output and

described it as a misalignment between user expectations and
AI chatbot capabilities related to machine learning training
issues without proposing definite explanation for that
phenomenon or a methodology to assess its references’
hallucination degree or impact on AI platform output [17].
Another possible explanation for reference hallucinations is an
encoding/decoding transformer glitch or the way AI chatbots
handle bibliographic data as text amenable to manipulation.
Some investigators assessed the AI-generated medical
information, including the ability to verify references and its
publication date, but did not pay attention specifically to certain
identifiers of references that help to verify their authenticity
[18].

Investigating the sources of these hallucinations and taking
serious steps to fix the contributing factors to this phenomenon
is an urgent need in the current stage to implement AI
technology in health care practice and medical research with
high credibility. The first step is to identify the degree of these
hallucinations, especially in relation to references and their
bibliographic data across different AI chatbots.

Utilization of AI-generated medical information is becoming a
routine tool for physicians and trainees in medical education
and even for diagnosis and management. Therefore, the
verification of references for this information is extremely
important to avoid adopting or utilizing erroneous unverified
information and might be disastrous if used in medical
management. Therefore, we proposed to construct a reference
evaluation tool that can be universally applied to assess AI
chatbot–generated references, which would be a helpful tool
for assessing the output, its credibility, and its ability to be
implemented into practice. This study aims to introduce this
tool as Reference Hallucination Score (RHS) and to demonstrate
its application in evaluating and comparing the outputs of 6 AI
chatbots, stratify their citation output according to the RHS,
and assess the variables that are associated with RHS. This
initiative is the first to specifically address the gap in evaluating
AI referencing hallucinations, thereby offering a unique
approach that fills a critical gap in enhancing the reliability of
AI-generated references, improving trust in AI outputs within
medical research, and guiding the development of more robust
and reliable AI models.

Methods

Medical Prompts
We challenged 6 AI chatbots with 10 medical prompts
addressing various medical topics. The selected AI chatbots
were ChatGPT 3.5, Bard, Perplexity, Bing, Elicit, and SciSpace
[19-24]. We chose them because these are the most widely used
AI chatbots in the literature and medical research and because
of their ease of access by users. Using the focus group technique,
we structured 10 medical prompts with the best possible textual
format and clarity to be understood by the AI chatbots. Each of
the 2 prompts addressed a similar medical topic: the first in a
basic format and the second in a complex or scenario-based
format. The prompts are provided in Multimedia Appendix 1.
The 5 general topics for the medical prompts were glucose
control in gestational diabetes, triggering factors in older adults
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with asthma, septic shock in infants with severe combined
immunodeficiency, arthritis in patients with sickle cell disease,
and substance abuse in patients with personality disorders.

All the prompts were formulated according to the following
format: (1) begin by searching PubMed for papers related to
the topic; (2) review the search results and select 10 relevant
and recent papers; (3) ensure that all information is accurate
and up-to-date; (4) format the list of papers in a clear and
organized manner, using a consistent style for each entry; (5)
include any additional information or notes that may be relevant
or helpful for readers; and (6) double-check the accuracy and
completeness of the list before publishing or submitting it. The
same 10 prompts were applied to each of the 6 AI chatbots.
Each prompt requested the AI chatbots to compile a list of 10
references. Each prompt listed 7 items for every reference:
reference title, journal name, authors, DOI (digital object
identifier), publication date, paper web link, and the reference’s
relevance to the keyword prompts.

RHS Development
Using the Delphi technique, we proposed the RHS. Score
development went through a robust and meticulous methodology
as follows:

Literature Review
We commenced with an exhaustive review of existing literature
to identify unique identifiers for reference scoring. This step
was vital for understanding the current landscape and ensuring
that our tool addresses the new gap in the field.

Expert Consultation Using the Delphi Technique
Our approach utilized the Delphi technique—a systematic,
multistep process involving rounds of anonymous feedback
from experts to reach a consensus. We detail the implementation
of this technique as follows.

1. Initial survey of senior librarians: We consulted 2 senior
librarians to gather insights on the proposed bibliographic
identifiers, seeking their expert suggestions for
improvements.

2. Expanded survey of the senior physicians: We further
extended our consultation to 12 senior physicians and 11
junior physicians, most of whom are academicians, to assess
the relevance and importance of the suggested bibliographic
identifiers and to collect additional suggestions.

3. Consensus building among authors: The final step involved
synthesizing the feedback received and reaching a consensus
among the authors, based on the mean results from the
surveyed academics, to finalize the bibliographic identifiers
for the hallucination score.

The RHS is an AI chatbot scoring system to evaluate paper
references generated by the AI chatbot based on the
hallucination severity. The RHS is calculated based on the total
score according to the presence of hallucination in any of the 7
parameters (Table 1). The parameters are 4 reference items or
identifiers given a score of 2 if they encountered any error in
the reference title, journal name, authors’ names, or DOI, as the
authors judged it as a major degree of hallucination. A score of
1 was given to any error in any of the other 3 identifiers, that
is, reference publication date, reference web link, or reference
relevance to the keyword prompts, as they were judged as minor
degrees of hallucination. The maximum RHS is 11, indicating
the maximum degree of reference hallucination, and the
minimum RHS is 0, denoting no reference hallucination. To
achieve the best outcome from the proposed RHS, the prompts
submitted to the AI chatbot should include clear instructions to
include all 7 referencing items. The authenticity of the citations’
items is evaluated by comparing AI chatbot responses to
PubMed and Google Scholar responses. If the AI chatbot could
not produce any reference to a specific prompt, the AI chatbot
was given a score “N” for that prompt and was scored as failing
to generate a result.

Table 1. Reference hallucination score (total score=11).

Item hallucination scoreReference identifier

1Erroneous date of publicationa

1Erroneous web link of the paperb

1Erroneous citation relevancec

2Erroneous title of the paperd

2Erroneous digital object identifiere

2Erroneous authors’ namesf

2Erroneous name of the journalg

aThe publication date is missing or inaccurate.
bThe link to the paper is missing or directs to a different paper or an error page.
cThe keyword prompts are not in the title, abstract, or reference keywords.
dThe title provided by the artificial intelligence platform is misspelled, incomplete, or nonexistent.
eDigital object identifier is missing, inaccurate, nonexistent, or directs to a different paper.
fAny author’s name is missing, misspelled, or nonexistent.
gThe journal’s name is missing, misspelled, did not publish the paper, or does not exist.
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Testing AI Chatbots
Our methodology of judging the hallucinations depended on
using a systematic verification process based on PubMed and
Google Scholar to ensure legitimacy, accuracy, and
transparency. Each reference was initially verified using
PubMed by searching for its DOI. If the DOI was inconclusive
or unavailable, we leveraged a combination of the paper’s title,
author names, and other vital details to ascertain its existence
and accuracy within the PubMed database. In case of failure to
reach the reference through PubMed, Google Scholar was the
second step for verification using DOI, the paper’s title, authors,
and other pertinent details to ensure the reference authenticity.

Each reference’s total hallucination score was calculated
according to the RHS methodology. Then, the mean RHS of
the produced references of each prompt was calculated. This
was applied to the 6 AI chatbots. The chatbots’RHS items were
compared across the studied chatbots according to hallucination,
correct results, and failure to generate results. The median RHS
of the complex prompts was compared with basic prompts, and
finally, the median RHS of each AI chatbot was compared across
all the studied chatbots. Linear regression was used to assess
the independent association between mean RHS and other
predictors, namely, the studied chatbot, prompt type, and prompt
iteration.

Statistical Analysis
The mean (SD) values were used to describe continuous
variables. The median (IQR) values were used to describe
continuous variables with statistical evidence of skewness. The
frequencies and percentages were used to describe categorically
measured variables. The Kolmogorov-Smirnov statistical test
and histograms were used to assess the statistical normality
assumption of the metric variables. The categorical Cronbach
α test was used to assess the internal consistency for the
reliability of the 7 parameters of the RHS. The nonparametric
Kruskal-Wallis analysis of variance test was used to compare
the RHS item results across the studied chatbots and to compare
the median RHS for statistically significant differences. The
Mann-Whitney U nonparametric test compared the chatbots’
median RHS for statistically significant differences between
basic and advanced prompts. The multivariable generalized
linear models with gamma regression analysis assessed
significant differences in the mean RHS by regressing it against
the AI chatbot, prompt complexity, and prompt iterations. The
association between the mean RHS and tested predictor
independent variables was expressed as an exponentiated β
coefficient (risk rate) with its associated 95% CI. The SPSS
statistical computing software (IBM Corp) was used for the
statistical data analysis, and the α significance level was
considered at .05.

Ethical Considerations
This paper did not involve research on living creatures;
therefore, no institutional review board approval was required.

Results

A total of 10 prompts were entered into each AI chatbot. Half
inquired about the basic medical topics, and the other half about
clinical scenarios or complex medical topics. Each prompt
requested 10 references related to the prompt topic with their
reference data according to our research methodology. Bard
was the only AI chatbot that failed to produce any response to
all the 10 applied medical prompts. Bard’s response to our
prompts was, “I’m a language model and don’t have the capacity
to understand and respond.” The AI chatbots failed to generate
any reference response for 35 (7%) of the 500 references. The
highest hallucination/erroneous output was for the reference
relevancy to the prompt content (308/500, 61.6%), followed by
publication date (237/500, 47.4%), authors’ names (228/500,
45.6%), DOI (227/500, 45.4%), and reference web link
(187/500, 37.4%). Regarding the reference title and journal
name, the AI chatbots’output had hallucination results of 33.8%
(169/500) and 37.6% (188/500), respectively.

Figure S1 in Multimedia Appendix 1 shows each AI chatbot’s
reference results (correct and hallucinating or erroneous results).
SciSpace and Elicit had the highest correct reference identifiers’
results, with 629 and 597, respectively. ChatGPT had the highest
hallucination results at 592. Bing had the highest rate of failure
to generate results at 210. The Kruskal-Wallis nonparametric
test showed that the AI chatbots differed significantly with

respect to their total hallucination results (χ2
4=205.9; P<.001),

correct results (χ2
4=305.0; P<.001), and failure to generate

results (χ2
4=104.3; P<.001). The Bonferroni-adjusted post hoc

pairwise comparison test was used to compare the chatbots.
SciSpace and Elicit did not differ significantly with respect to
their hallucination or correct results (P>.99). Both had
significantly fewer hallucinations and higher correct results
compared to the other chatbots (P<.001). ChatGPT had the
highest rate of hallucination results. Bing and ChatGPT had no
significant difference in their correct results (P>.99). Bing and
Perplexity had no significant difference in their hallucination
results (P>.99) and were significantly superior to ChatGPT.
Perplexity was superior to both regarding its correct results
(Bing, P=.002; ChatGPT, P=.004). Bing had the highest rate
of failing to generate results compared to the rest (P<.001),
followed by Perplexity.

Table 2 displays the detailed results of the studied AI chatbots’
reference characteristics. The Kruskal-Wallis nonparametric
test showed that the AI chatbots differed significantly in their
results. SciSpace and Elicit generated the lowest number of
hallucination results regarding title, journal name, authors’
names, DOI, and reference web links compared to all the other
AI chatbots (P<.001). However, Elicit and Perplexity showed
no significant difference in hallucinating the publication date
results, and both hallucinated more than SciSpace.
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Table 2. Artificial intelligence chatbot hallucinating/erroneous reference identifiers’ results.

P valueChi-square (df)BingElicitSciSpacePerplexityChatGPTReference identifier

<.001231.4 (4)46004182Title

<.001261.26 (4)53487389Digit Object Identifier

<.001249.4 (4)49005683Journal name

<.001341.1 (4)65007489Authors’ names

<.001199.9 (4)614004888Publication date

<.001231.4 (4)50134984Reference web link

.0310.77 (4)5058606377Reference relevance to topic prompt

Perplexity, Bing, and ChatGPT had no significant difference
regarding their hallucination results for DOI, authors’ names,
reference web links, and reference titles. Perplexity and Bing
hallucinated significantly lesser than ChatGPT regarding the
journal name. Perplexity hallucinated slightly lesser than
ChatGPT regarding reference title. Bing had significantly fewer
hallucination results for references’ irrelevancy to the prompt
medical topic than ChatGPT (P=.045). The remaining AI
chatbots, including Bing, did not show a significant difference
(P>.05).

Table 3 shows AI chatbots’ RHS with the descriptive analysis
of the median (IQR) for each studied AI chatbot. Kruskal-Wallis

analysis showed that chatbots differed significantly with respect

to their overall measured hallucination scores (χ2
4=277.7;

P<.001). ChatGPT and Bing had the highest median RHS but
did not differ significantly (P>.99). SciSpace and Elicit had the
lowest median RHS (P<.001) and did not differ significantly
(P>.99). Perplexity and Bing did not vary significantly with
respect to their median total RHS (P=.19). On the other hand,
Perplexity had a considerably lower median total RHS than
ChatGPT (P=.003). For the prompt complexity, the median
RHS did not differ significantly for each of the studied AI
chatbots (P>.05).

Table 3. Reference hallucination scores with bivariate analysis of the artificial intelligence chatbots.

P valuez test statistic (df)Hallucination score, median (IQR)aChatbot

Advanced prompts RHSBasic prompts RHSTotal RHSa

.211.25 (100)11 (0.25)11 (1)11 (1)ChatGPT

.400.837 (95)8 (5)7 (8.25)7 (5)Perplexity

.350.942 (100)1 (1)1 (1)1 (1)SciSpace

.840.207 (100)1 (2)1 (2)1 (2)Elicit

.840.207 (70)11 (5)11 (6)11 (6)Bing

aRHS: reference hallucination score.

Table 4 shows the multivariable generalized linear models with
γ regression of the mean total hallucination score based on the
chatbot, prompt complexity level, and prompt type. ChatGPT
and Bing had the highest mean total hallucination scores and
did not differ significantly (P=.32). SciSpace had the lowest

mean total hallucination score compared to ChatGPT (β
coefficient=–1.748; P<.001). Elicit had the second lowest total
mean hallucination score compared to ChatGPT (β
coefficient=–1.63; P<.001). Perplexity had the third lowest
score compared to ChatGPT (β coefficient=–0.345; P<.001).
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Table 4. Multivariable generalized linear mixed regression analysis of the artificial intelligence chatbots’ total hallucination scorea.

P valueβ coefficient (95% CI)

<.0012.142 (1.997 to 2.288)Intercept

.32–0.069 (–0.206 to 0.067)Chatbot vs Bing

<.001–1.630 (–1.769 to –1.492)Chatbot vs Elicit

<.001–1.748 (–1.880 to –1.617)Chatbot vs SciSpace

<.001–0.345 (–0.510 to –0.181)Chatbot vs Perplexity

<.0010.486 (0.326 to 0.645)Prompt complexity vs advanced level

.100.018 (–0.006 to 0.041)Prompt number

<.001–0.077 (–0.108 to –0.046)Interaction effect: prompt number vs prompt complexity

aDependent outcome variable: reference hallucination score+1; probability distribution = gamma link function with log shape.

The level of prompt complexity also significantly affected the
hallucination score when compared across all the AI chatbots.
The advanced prompts’ mean total hallucination score was
significantly higher than the basic prompts’ mean total
hallucination score (β coefficient=0.486; P<.001). The prompt
topic did not correlate significantly with the AI chatbots’ mean
hallucination score (P=.14). However, the interaction term
between the prompt medical topic and prompt complexity was
found to be statistically significant (β coefficient=–0.077;
P<.001), indicating that some topics, when presented to the
chatbots in a complex scenario, resulted in significantly lower
mean total hallucinations compared to the basic presentation of
the same topic (P<.001). The mean hallucination score based
on prompt topic and prompt complexity did not significantly
interact with any specific AI chatbots studied.

Discussion

Principal Findings
Our findings showed variations in the RHS across different AI
chatbots, ranging from almost null for SciSpace and Elicit to a
critically high degree of hallucination for ChatGPT [25]. Among
the bibliographic items we studied, the publication date
(237/500, 47.4%) showed erroneous or hallucinating results,
while the reference title (169/500, 33.8%) showed the least
hallucinating or erroneous results. Reference relevancy to the
prompt topic was the most common source of hallucination,
ranging from 50 erroneous results in case of Bing chatbot up
to 77 erroneous results in case of ChatGPT. Bard failed to
generate any references for all the studied 10 prompts.

The scientific community uses a transparent, reproducible, and
accessible archiving system for its large, evolving research data.
For example, FAIR (Findability, Accessibility, Interoperability,
and Reuse) guidelines ensure that reference data are archived
in a findable, accessible, interoperable, and reusable format to
facilitate its citation, maintain researchers’ credibility, and
ensure data integrity and nonrepudiation [26]. Citation is a vital
step for information verification and authentication. AI chatbots
that have gained recent widespread use still lack a transparent
and robust system for verifying citations and their information
sources. Additionally, AI chatbots encounter a
hallucination/fabrication phenomenon recognized early in their
use in health care. Hallucinations have been encountered in

various domains, including the content itself and the cited
references, including their bibliographic identifiers [12,27-29].
However, it is worth noting that this obstacle is improving
gradually, especially by introducing research, dedicated medical
chatbots, and upgrading existing ones [16,30].

A possible explanation for AI chatbots’ referencing hallucination
is the methodology LLMs use to handle citations. LLMs may
deal with citations and their bibliographic identifiers as text,
making them vulnerable to paraphrasing and other linguistic
manipulations and perhaps as a watermark so that the output
that is generated by AI could be identified versus that produced
by humans to reduce AI misuse [29,31,32]. Buholayka et al
[33] reported that ChatGPT is trained to give uninterrupted flow
of conversation even at the cost of giving hallucinating results.
Another possible mechanism related to AI chatbots’ natural
language processing methodology involves encoding and
decoding defects during prompt processing, generating errors,
and fabricating results [34]. Additional factors might include
insufficient training data for the LLM [17,35,36], context
misinterpretation, lack of external validation, and overreliance
on pattern recognition, all of which could contribute to variable
degrees of hallucination, depending on the specific LLM and
prompt structure.

Ye et al [37] constructed a systematic approach to AI chatbot
hallucination by introducing a unique classification of
hallucinations across diverse text generation actions, thereby
furnishing theoretical insights, identification techniques, and
enhancement strategies. Their methodology consists of 3
domains: (1) comprehensive classification for hallucinations
manifested in text-generation tasks, (2) theoretical examinations
of hallucinations in LLMs and amelioration, and (3) several
research trajectories that hold promise for future exploration.
Dhuliawala et al [38] suggested another model to potentially
reduce hallucination by the chain-of-verification method. Their
4-step process consists of the chatbot drafting its initial response,
formulating verification questions to scrutinize the draft,
addressing these questions independently to prevent bias, and
finally, generating a thoroughly verified response. Further
research needs to be performed to see which model and which
LLM receives a better hallucination score with time.

Our findings align with those of Hua et al [25] who evaluated
hallucinations in AI-generated ophthalmic scientific abstracts
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and references. The uniqueness of our pioneering work is the
introduction of a novel RHS to assess AI chatbots. RHS is based
on 6 important reference items that make each reference unique
and easily trackable for citation, in addition to a seventh item
related to the relevance of the reference to the topic prompt
[26]. The score was constructed based on any reference’s most
usable and unique items, with differential weights according to
their uniqueness and importance in tracking and identifying any
reference.

Variations in hallucination degrees among the different
bibliographic items highlight the variations among AI chatbots
in handling and identifying references. Having a critically high
hallucination rate of the cited reference’s relevance to the
prompted topic stresses the possibility that AI chatbots identify
certain keywords in the prompt and try to search for relevant
references but, most of the time, fail to identify the correct and
relevant keywords, or as described by a recent OpenAI company
statement, they do not align properly with user intentions,
leading to the citation of relatively irrelevant sources [17].
Further, hallucinating the paper title and DOI is risky in terms
of inability to access the reference. Other identifier
hallucinations such as journal name or authors may not greatly
block the access to the cited reference.

According to our study, ChatGPT 3.5 had the highest total
hallucination score, with the most hallucinations in all aspects
of bibliographic items. This echoes other observations. Walters
and Wilder [16] described many hallucinations in ChatGPT’s
bibliographic citations. Their study used ChatGPT 3.5 and
ChatGPT 4 to generate literature reviews. They analyzed 636
bibliographic citations across 84 papers, finding a significant
number of fabricated citations (55% for GPT 3.5, 18% for GPT
4) and errors in the nonfabricated ones (43% for GPT 3.5 and
24% for GPT 4). Despite GPT 4 showing notable enhancement
and insights over GPT 3.5, fabricated references persist [39].
Bing’s total hallucination score did not differ significantly from
that of ChatGPT as they both had critically high scores. SciSpace
and Elicit had comparable individual rates of hallucination
regarding the different bibliographic items, although SciSpace
had the lowest total number of hallucinations, followed by Elicit.
When considering the different studied reference items,
ChatGPT, Bing, and Perplexity had comparable hallucinating
results apart from the journal name, where Bing and Perplexity
hallucinated lesser than ChatGPT. Perplexity stood in the
middle, as its overall hallucination score was worse than
SciSpace and Elicit on one side and better than ChatGPT and
Bing on the other. Our observations align with those of others
who investigated AI platforms for writing and research
objectives, as they found that Elicit and SciSpace are far more
dedicated to searching for scientific papers and summarizing
references [40]. This observation stresses scholars’ urge to
vigilantly examine reference accuracy for any LLM-generated
citations, especially if they are not dedicated to research
purposes [12].

An interesting observation from our study is the failure of some
chatbots to generate the prompted citations, as ChatGPT, Bing,
and Perplexity had comparable individual hallucination
reference results apart from journal names, where Bing and
Perplexity hallucinated lesser than ChatGPT. Bing had a

significantly higher rate of failure than ChatGPT, even though
it performed comparably in all aspects. Such performance by
Bing has been observed in another study that prompted
ChatGPT, Bard, and Bing for multiple choice question
generation, where Bing had a significant rate of generation
failure compared to the other two [41].

Prompt structure and complexity had an interesting association
with hallucination score, as complex or clinical scenarios
triggered significantly more hallucinations across AI chatbots
but not for certain ones. This was also observed when
challenging ChatGPT versions 3.5 and 4 with orthopedic
questions matched with images, as they both performed far
better with simple text multiple choice questions than those
with images [42]. On the other hand, when prompted in a
complex or scenario format, specific medical topics caused
lesser hallucination than when prompted in a basic format. This
observation might be explained by the transformer’s
methodology and their differential performance with different
text structures.

Bard performance might point to serious glitches in its text
recognition or transformer performance in medical research, at
least in certain topics or in the ones used in our study. Previous
work has shown serious fabrications encountered in Bard similar
to ChatGPT [43]. Overall, our observations extend other findings
that AI chatbots provided citations with varying degrees of
inaccuracy or hallucination, necessitating users to independently
verify the information obtained from these language models
[43]. As such, hallucinations put the whole AI chatbot data
output under significant question, especially in implementing
and applying AI aid into clinical practice [44,45].

Our study incorporates a meticulous design by constructing a
novel scoring system to assess AI chatbots’ hallucination in
relation to references and their reference items with differential
weights based on their importance. The multifaceted verification
approach that we adopted is a robust method to ascertain the
authenticity and relevance of the references generated, providing
a replicable model for future studies. That score has proven to
differentiate the performance of 5 common chatbots skeptically.
The invention of a hallucination score will be a vital step toward
systematically evaluating and improving the referencing
capabilities of AI chatbots and LLMs. It will also triage AI
chatbots’ hallucinations, which is a critical step in verifying the
authenticity of their content.

Study Limitations
Our study has potential limitations. The methodology used to
construct the RHS is novel and is liable for future improvements.
The RHS included a limited number of bibliographic parameters,
which we believed, based on our consensus and expert
colleagues of academics, are the most important and unique
reference identifiers. However, other researchers might perceive
additional variables or identifiers as crucial. The prompt
structure that we used was after extensive trials to reach the
prompt structure that produces AI-generated references and
their identifiers accurately as much as possible. Still, the prompt
design is liable for limitation, as LLM output depends hugely
on the prompt structure fed to them. Prompt structure might
explain partly the failure of Bard Chatbot to generate any
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references, as it might need a special design of prompting.
However, we do not believe that the prompt strategy was a
major limitation, as it succeeded in generating outputs in almost
all the other studied AI chatbots. Additionally, the medical
prompts utilized might have a limited scientific scope, which
may not cover the full spectrum of medical topics and scenarios
that LLMs might encounter in real-world applications. Yet,
proposed prompts to assess AI chatbots’ referencing
hallucination require future refinement, especially with the
introduction of new AI chatbots and specifically those that are
specialized in the medical field.

Regarding the verification process of the references’ identifiers,
even though we utilized multiple web-based steps utilizing
PubMed and Google Scholar, this might still be suboptimal
because although we relied heavily on existing databases and
search engines, those engines might have their own set of
limitations in indexing or recognizing all published literature,
and future researchers might propose more universal agreed-on
methodology in that regard. We selected only 6 chatbots for
assessment; this might not provide a fair and comprehensive
understanding of the hallucination problems encountered across
the myriad of AI chatbots that are increasingly becoming
available and more specialized. The potential biases in selecting
AI chatbots and medical prompts, along with the verification
process used, might impact the study results by not fully
representing the breadth of AI capabilities and challenges. These
limitations should be addressed in future research by expanding
the number of chatbots studied, diversifying the medical prompts
and their structure addressing medical basic knowledge,
diagnosis, and management, in order to strengthen the
generalizability of the findings. Finally, the verification
processes need to be refined. Our proposed RHS needs future
sharpening and application to different and future AI chatbots,
especially medical ones, to test its generalizability and sensitivity

to assess reference hallucination. Adding more bibliographic
parameters might enhance its sensitivity. Furthermore, refining
the definition of erroneous citations could potentially improve
RHS performance and applicability, particularly in relation to
the relevance of the references to the prompted topic.

Conclusion
Our novel RHS tool encompasses a methodology for delineating
referencing inaccuracies, crucially in medical domains. It has
shown variations across the analyzed AI chatbots. We evaluated
the performance of 6 common AI chatbots. Elicit and SciSpace
had the least hallucination, with almost none, while ChatGPT
and Bing had a critical degree of hallucination. This emphasizes
the pressing need for enhanced evaluation mechanisms of AI
chatbots’output, particularly the cited references, and highlights
the need to verify their output and apply it skeptically, all in
order to grade AI chatbots’ credibility in terms of their
contribution in health care and medical research areas.
Additionally, our work establishes a foundation for ensuing
research aimed at augmenting the reliability of AI chatbots in
academic and clinical landscapes. Improving the LLM
mechanism of reference recognition and handling is an important
necessity and needs maturation and improvement of the
algorithms. Training in user prompt strategy is another trajectory
to address to achieve the best performance of these chatbots
and improve chatbot-user alignment. Future improvement of
RHS or developing new versions will improve AI chatbot
assessment and categorization and potentially help AI engineers
to evaluate their work. The significance of RHS and its potential
impact on improving the reliability of AI-generated references
cannot be overstated. The key takeaways highlight the broader
implications for the use of AI in medical research, emphasizing
the necessity for rigorous evaluations to enhance trust and
reliability in AI outputs.
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Abstract

Background: A wealth of clinically relevant information is only obtainable within unstructured clinical narratives, leading to
great interest in clinical natural language processing (NLP). While a multitude of approaches to NLP exist, current algorithm
development approaches have limitations that can slow the development process. These limitations are exacerbated when the
task is emergent, as is the case currently for NLP extraction of signs and symptoms of COVID-19 and postacute sequelae of
SARS-CoV-2 infection (PASC).

Objective: This study aims to highlight the current limitations of existing NLP algorithm development approaches that are
exacerbated by NLP tasks surrounding emergent clinical concepts and to illustrate our approach to addressing these issues through
the use case of developing an NLP system for the signs and symptoms of COVID-19 and PASC.

Methods: We used 2 preexisting studies on PASC as a baseline to determine a set of concepts that should be extracted by NLP.
This concept list was then used in conjunction with the Unified Medical Language System to autonomously generate an expanded
lexicon to weakly annotate a training set, which was then reviewed by a human expert to generate a fine-tuned NLP algorithm.
The annotations from a fully human-annotated test set were then compared with NLP results from the fine-tuned algorithm. The
NLP algorithm was then deployed to 10 additional sites that were also running our NLP infrastructure. Of these 10 sites, 5 were
used to conduct a federated evaluation of the NLP algorithm.

Results: An NLP algorithm consisting of 12,234 unique normalized text strings corresponding to 2366 unique concepts was
developed to extract COVID-19 or PASC signs and symptoms. An unweighted mean dictionary coverage of 77.8% was found
for the 5 sites.

Conclusions: The evolutionary and time-critical nature of the PASC NLP task significantly complicates existing approaches
to NLP algorithm development. In this work, we present a hybrid approach using the Open Health Natural Language Processing
Toolkit aimed at addressing these needs with a dictionary-based weak labeling step that minimizes the need for additional expert
annotation while still preserving the fine-tuning capabilities of expert involvement.

(JMIR Med Inform 2024;12:e49997)   doi:10.2196/49997

KEYWORDS

natural language processing; clinical information extraction; clinical phenotyping; extract; extraction; NLP; phenotype; phenotyping;
narratives; unstructured; PASC; COVID; COVID-19; SARS-CoV-2; OHNLP; Open Health Natural Language Processing

Introduction

The advent of the electronic health record (EHR) and the wealth
of longitudinal clinical data contained therein have afforded
tremendous opportunities for both clinical research and digital
health applications. Fundamental to the feasibility of both of
these applications is the availability of clinical information,
which, despite the plethora of raw data available in the EHR,
can be nontrivial to extract in a computationally accessible
format. This is particularly the case for information only
accessible within unstructured data, such as clinical narratives,
due to the intrinsic nature of human language. The same
information can be expressed in many different ways, making
the task of algorithmic extraction and standardization for
computational semantic interpretation very challenging.
Concurrently, however, as much as 80% of clinically relevant
information has been found to only be accessible in unstructured
form [1]. The need for computationally accessible information
extracted from unstructured data has been particularly
highlighted with recent research efforts surrounding the ongoing
COVID-19 pandemic, particularly with respect to its postacute
sequelae (PASC) [2-5]. PASC is defined as ongoing, relapsing,
or new symptoms or other health effects occurring after the
acute phase of the SARS-CoV-2 infection (ie, present 4 or more
weeks after the acute infection). A substantial portion of the
information of interest relevant to PASC, for instance, signs
and symptoms, is often recorded only within narrative text and
is not otherwise found within structured EHR data [6].

One proposed solution to computational extraction of the
information within unstructured text is natural language
processing (NLP). While a multitude of approaches to clinical
NLP currently exist, several existing limitations in these
approaches that slow down the development process are
magnified by the ongoing and evolving nature of the PASC
task. In previous work, we introduced the Open Health Natural
Language Processing (OHNLP) Toolkit (OHNLPTK), an NLP
framework aiming to provide NLP capabilities at scale in a
standards-compliant and consensus-driven manner. In this work,
we will highlight current limitations in NLP algorithm
development approaches and illustrate our approach to
addressing these issues by using PASC as an NLP algorithm
development use case for the OHNLPTK.

NLP-Based Clinical Information Extraction
Fundamentally, many of the current applications for clinical
NLP lie in information extraction [7]: specifically, the
identification of the presence of certain clinical concepts within
a clinical narrative, determination of whether it applies to the
patient to which the clinical document in question pertains (eg,
identification of positive or negative, subject, and other clinically
relevant contextual information), and normalization such that
named entities sharing the same semantic meaning but with
differing lexical forms are mapped to a consistent, codified,
computationally accessible definition.

In the following subsections, we will briefly discuss existing
approaches to each of these tasks as well as several resources

JMIR Med Inform 2024 | vol. 12 | e49997 | p.958https://medinform.jmir.org/2024/1/e49997
(page number not for citation purposes)

Wen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.2196/49997
http://www.w3.org/Style/XSL
http://www.renderx.com/


that can be used to augment each of these tasks as relating to
PASC.

Clinical Named Entity Recognition
Identification of clinical concept mentions within unstructured
text is a named entity recognition (NER) task. Broadly,
approaches to this problem can be subdivided into 3
subcategories: symbolic [8-12], statistical (including deep
neural) [13-17], and some hybrid of the 2 [18-21], alluding to
the approach used to identify the boundaries of the entities
within the text itself. Symbolic approaches are typically either
expert-driven, where symbolic rule sets are handcrafted by
clinical domain experts, or dictionary-based, where various
clinical ontologies are mined for lexical variants for matching
purposes. Statistical systems bypass such knowledge engineering
efforts by training a machine learning system to label concept
mentions given a collection of annotated text documents with
concept mentions manually annotated by domain experts.

Each of these approaches has its own benefits. Due to their
nature of being handcrafted by domain experts, expert-driven
approaches can achieve extremely high performance and can
be easily fine-tuned to meet application-specific needs and
correct any observed errors. Conversely, expert-driven systems
tend to be limited in scope to specific concepts due to their need
for expert knowledge engineering, which can be expensive both
temporally and financially. While this is sufficient for many
applications, such an approach is only suitable if sufficient
resources are present for the domain experts and the set of
concepts that are needed is known. Dictionary-based symbolic
systems aim to address this issue. The solution to the domain
expertise problem has been through the use of general clinical
ontologies and similar vocabulary resources, such as the
National Library of Medicine’s Unified Medical Language
System (UMLS), either as a basis to construct general
dictionaries that cover concepts from a much greater breadth
of the clinical domain, although without the manual curation
that is afforded to expert-driven systems, or to derive a larger
set of lexical variants for a specific set of concepts without the
need to engage domain expertise. While these systems tend to
not perform as well as expertly curated rule-based systems,
generally high performance has been shown to be achievable.
For statistical systems, the creation of a high-quality annotated
corpus is also an expensive and laborious process. The situation
becomes more complicated in cases of multisite collaboration
as clinical narratives may contain patient identifier information,
making data sharing challenging, and at the same time, the local
site may not have the necessary resources for creating annotated
corpora. Additionally, they are difficult to fine-tune as there is
very little control short of additional annotation and training
data manipulation to correct any errors. Models used for
statistical approaches include conditional random fields
[14,21-23], hidden Markov models [24-26], Bidirectional
Encoder Representations from Transformers (BERT) (after
finetuning specifically to accomplish the NER task) and
BERT-like models (which are particularly prevalent in, but not
exclusive to, multilingual use cases) [13,15,27-30], and other
neural methods such as recurrent neural networks and
convolutional neural networks [17,31-34].

Contextual Feature Detection for Clinical Named
Entities
Unlike in the general domain, certain contextual features pose
a great impact on the relevance and meaning of extracted
concepts in the clinical domain. Of particular note is a concept’s
assertion (asserted vs possible vs hypothetical), negation,
temporality, and whether or not it relates to the patient (as
opposed to, eg, a family member), as all of these drastically
change the relevance of the concept for downstream
applications.

Much like for NER, both symbolic and statistical approaches
exist for context detection, with many of the same benefits and
drawbacks for each. Among the symbolic systems [35-38], the
ConText algorithm proposed by Chapman et al [39] is a
symbolic system that is widely adopted among clinical NLP
implementations. Various statistical approaches have also been
proposed, ranging from traditional statistical machine learning
methods such as linear kernel support vector machines [40-42]
to deep neural methods [43-45]. There is no clear evidence that
statistical approaches outperform the widely adopted ConText
algorithm [42].

Concept Normalization Approaches and Available
Resources
Identification of named entities and whether they apply to the
patient is only part of the problem for clinical information
extraction tasks: to be computationally accessible, these named
entities must first be mapped to some known coding system
such that named entities with differing lexical variations but
with the same semantic meaning are grouped in some
computationally accessible manner; that is, a computationally
accessible thesaurus for the extracted named entities must be
constructed.

There are several approaches to this concept normalization (also
often referred to as entity linking) problem. One of the side
benefits of symbolic NER methods is that they will often have
this normalization built in, whether as part of the construction
process by domain experts for expert-based systems or due to
the nature of their lexical variants being derived from structured
ontologies that themselves often act as pseudothesauri, as is the
case for the UMLS for dictionary-based systems [10,11,21].

The same is not always true for NER approaches based on
statistical methods: while some systems, particularly those
trained to extract a specific set of clinical concepts, do
incorporate normalization by the very nature of their training
approach, other systems trained to perform general named entity
recognition do not incorporate such an element. A secondary
step must then be taken to perform such a normalization,
oftentimes again leveraging ontologies by doing similarity
matches against ontology entries [21]. Despite this, it is
worthwhile to note that normalization performance is typically
inferior to that of symbolic approaches.

Irrespective of the approach, a common theme in clinical NLP
is that the extracted named entities are typically mapped to some
ontology for later ease of computational access, particularly the
UMLS due to its breadth of source vocabularies.
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PASC and the Emergent Phenotyping Workflow
Problem
It is worthwhile to note that NLP-derived data often serves as
supplemental information, in that it is used to supply information
that, while needed for a particular use case, cannot be found in
structured data. This is especially true for phenotyping and
similar cohort identification tasks such as clinical trial
recruitment, which often have specific inclusion and exclusion
criteria that draw from information elements in both structured
and unstructured data.

When the inclusion or exclusion criteria and features of interest
pertain to emergent entities of interest, however, as was the case
with COVID-19, existing approaches to constructing NLP
algorithms break down. Statistical methods for NER require
data to train, which may not yet exist in sufficiently large
volumes due to the fact that the entities of interest themselves
are emergent. Additionally, it is worthwhile to note that in
certain circumstances surrounding emergent clinical entities,
drastic changes to clinical workflow and, by extension, the
contents of the documentation itself can occur, as was the case
with COVID-19.

Symbolic methods, however, may not necessarily fare better.
Ontology-derived dictionary-based approaches can fail in these
circumstances due to the fact that ontologies and similar
resources used may not yet be updated to contain these emergent
entities (or may not yet have new or updated names to refer to
existing entities as the terminology used changes over time),
and their slow update frequency (biyearly, in the case of the
UMLS) results in them being unsuitable for dealing with
emergent needs. Expert-driven systems, on the other hand, fare
better due to their relative ease of fine-tuning, but the limitations
faced by expert-based NER still apply, rendering a purely
expert-driven solution infeasible for many use cases.

It is important to note that these problems do not only occur
with the introduction of emergent diseases, as was the case with
the COVID-19 and PASC studies; rather, attempts to construct
NLP systems to address these use cases magnify existing
limitations that typically only slow down the development
process.

Irrespective of whether these limitations merely slow down or
completely hinder NLP development for a particular use case,
such limitations are undesirable given the increasing demand

for NLP to fulfill a variety of information needs. It thus becomes
evident that an approach capable of prototyping and developing
NLP systems in a more rapid manner is needed that can combine
the fine-grained control and rapid prototyping ability of
expert-driven systems with the general applicability afforded
by dictionary systems. It is this need that motivates the work
presented here.

Usage of NLP for PASC-Related Tasks
With regard to NLP usage in the context of PASC, rather than
a focus on NLP algorithm development, NLP has primarily
been used indirectly for other tasks within the PASC context.
For instance, Bhavnani et al [46] extracted 20 signs or symptoms
defined by the CDC as being PASC-related from clinical
narratives to identify symptom-based phenotypes for patients
with PASC, while Zhu et al [47] fine-tuned various BERT-based
models to classify documents pertaining to patients with PASC
signs or symptoms. More applicable to this work is work
primarily focused on identifying what specific NLP-derived
signs or symptoms are appropriate for inclusion in a PASC signs
or symptoms extraction task. For instance, Wang et al [48] used
MTerms [49] to mine existing UMLS concepts from clinical
narratives associated with COVID-19 positivity to build a
lexicon of 355 long COVID-19 symptoms. We use their
developed lexicon as one of the bases for further development
in this study.

Clinical NLP to Empower Clinical Research and
Translation
We developed the OHNLPTK as part of previous work to enable
the rapid development and dissemination of NLP algorithms
for empowering clinical research and translation [50]. We follow
the RITE-FAIR (reproducible, implementable, transparent,
explainable-findable, accessible, interoperable, and reusable)
principles [51] to ensure scientific rigor and fairness for
resources developed, demonstrated, and disseminated for clinical
NLP for health. We have released the OHNLPTK to encourage
collaboration across the clinical NLP community to address
real-world data problems. The toolkit consists of the following
components: (1) a federated NLP deployment framework for
privacy-preserving clinical NLP enabled by clinical common
data models, (2) a clinical text retrieval and use process toward
scientific rigor and transparent (TRUST) process, and (3) an
open science collaboration toward real-world clinical NLP
(Figure 1).
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Figure 1. An overview of the Open Health Natural Language Processing ecosystem. FAIR: findable, accessible, interoperable, and explainable; NLP:
natural language processing; OHNLP: Open Health Natural Language Processing; RITE: reproducible, implementable, transparent, and explainable.

Methods

Overview
In this study, we report on the use of the OHNLPTK to rapidly
develop and prototype an NLP system using a case study on

PASC signs and symptoms based on PASC resources available
in 2 studies. In the ensuing subsections, we will detail each of
the steps associated with the creation and evaluation of the final
NLP algorithm. For an overview of the entire process, please
refer to Figure 2.

Figure 2. An overview of dictionary construction and federated refinement workflows. PASC: postacute sequelae of SARS CoV-2 infection; UMLS:
Unified Medical Language System.
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PASC Resources
As PASC has been recognized nationally, some useful language
resources have been developed. Deer et al [52] identified 303
articles published before April 29, 2021, curated 59 relevant
manuscripts that described clinical manifestations in 81 cohorts
of individuals 3 weeks or more following acute COVID-19, and
mapped 287 unique clinical findings to Human Phenotype
Ontology (HPO) terms. Wang et al [48] identified 355 long
COVID-19 symptoms corresponding to 1520 UMLS concepts,
which in turn resulted in 16,466 synonyms identified from
328,879 clinical notes of 26,117 COVID-19 positive patients
from their postacute infection period (days 51-110 from the first
positive COVID-19 test).

Dictionary Construction
An initial phenotype definition consisting of textual descriptions,
International Classification of Diseases, and HPO codes
corresponding to clinical entities of interest to PASC was
obtained from the aforementioned PASC resources. These
entities, where possible, were cross-referenced against the
UMLS 2021AB version to obtain an algorithmically derived
base dictionary for further refinement. Entities that could not
be cross-referenced for enhancement were noted for manual
annotation in our second step.

Dictionary Enhancement and Rule Creation
We collected 128 clinical notes from the post–COVID-19 care
clinic at Mayo Clinic and split them into a training set (98 notes)
and a testing set (30 notes). For the training set, the
algorithmically derived base dictionary was run on the document
set to generate a weakly labeled data set that was then loaded
into the MedTator web annotation tool [53] for manual review
and dictionary refinement. Deficiencies (ie, mentions and
concepts that were not identified or contained within the
algorithmically defined base dictionary) were identified by
domain expert review on the training set. Identified missed
lexical variants were then manually linked to an appropriate
concept ID and added to the base dictionary. Additionally, any
concepts missed during base dictionary generation (ie, a clinical
concept that was identified as PASC-relevant in the training set
but was not part of those concepts identified in the 2 PASC
resources used as a baseline) were manually added. To capture
complex contextual information, additional rules were created.
For example, for “learning difficulty,” a rule was created to
combine a set of terms meaning difficulty with learning, that
is, “(%reDIFFICULTY) to (learn, retain, and gain) new
information.” The testing set was manually annotated by a single
human annotator blindly using the NLP system.

Concept Normalization
Due to the fact that the base dictionary was derived from a
structured metathesaurus, the UMLS concept normalizations
to UMLS concept unique identifiers (CUIs) were already
present. To be compatible with standardization and
cross-compatibility, we opted to further map the UMLS CUIs
to associated Observational Health Data Sciences and
Informatics (OHDSI) Athena concept IDs [54], which are used
as part of the OHDSI Observational Medical Outcomes
Partnership (OMOP) common data model. This was done

algorithmically using text string matching for concept names,
followed by manual linking when an exact text match could not
be found. For PASC terms that could not be mapped, we
manually reviewed and aligned them with the closest Athena
concept identifiers, if available, or mapped them to the HPO
identifiers. Concept IDs that could not be mapped to either an
Athena concept ID or an HPO identifier (due to emergent
entities not being yet present in the source vocabularies) were
encoded with custom IDs, and these IDs were recorded for later
updates once associated ontologies were updated.

Lift Analysis and Local Evaluation
Dictionary coverage was compared before and after refinement
to evaluate the effect of our weakly supervised refinement
approach, specifically with respect to the number of relevant
mentions missed by an ontology-based dictionary-only approach.

Beyond being used in the multisite evaluation phase described
later in this study, Mayo Clinic’s 30-note testing set was also
separately compared against the results from the refined NLP
algorithm for in-depth evaluation of NLP and manual annotation
mismatches.

Multisite Evaluation
The resulting NLP algorithm was distributed to 5 sites
(University of Minnesota, University of Kentucky, University
of Michigan, Stony Brook Medicine, and Columbia University)
for evaluation to evaluate the federated evaluation component
of the OHNLPTK. Each site manually annotated 10 notes for
long COVID-19 signs or symptoms using 2 annotators with an
independent adjudicator for disagreements. The resulting text
annotations (medical concepts that do not contain PHI) were
then returned to the Mayo Clinic for dictionary coverage analysis
through comparison against the NLP algorithm.

Ethical Considerations
Human subject ethics review and informed consent were handled
through the individual institution review boards of participating
institutions, which gave final approval for this research on the
participating patient cohort. The N3C data transfer to National
Center for Advancing Translational Sciences is performed under
a Johns Hopkins University Reliance Protocol (IRB00249128)
or individual site agreements with the National Institutes of
Health. All data transmitted to the coordinating site was either
manually deidentified or did not contain PII by definition before
transmission. No specific compensation was provided to
participants as part of this research.

Results

Dictionary Construction, Lift Analysis, and Local
Evaluation
The final dictionary created from previous PASC resources
consists of 12,145 unique text strings, mapped to 2343 HPO or
OMOP concept identifiers. Within the Mayo Clinic training or
development set, the baseline system detected 8090 PASC
concept mentions. After manual verification, we identified that
338 PASC concept mentions were missed, rendering the total
number of annotated mentions within the training set to be 8428.
The final refined dictionary includes 12,234 unique text strings,
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mapped to 2366 HPO or OMOP concept identifiers (ie, 23
additional concepts and 89 additional text strings were added).
A total of 4 PASC concepts present in the UMLS were captured
that could be mapped to neither the OMOP vocabulary nor the
HPO (eg, teeth chatter and unrefreshed sleep).

For the local evaluation portion of this study, only the PASC
sign and symptom sections of the 30 Mayo Clinic test set notes
were compared. In the following report of the results, to
facilitate reader understanding, we will use the traditional true
positive, false positive, or false negative terminology common
to NLP evaluations, despite them not being fully applicable due
to varying definitions of what is a true positive depending on
what the resulting NLP artifacts are being used for or how
PASC-related should be defined for the use case (eg, is it
PASC-related if the patient had severe COVID-19 in the past
or only if it is explicitly written out as “...consequent to previous
COVID-19 infection?”). For more details on this, please refer
to the “Discussion” section “On Gaps in the NLP Clinical
Information Extraction Subtask.” A total of 1560 annotations
were produced by the NLP algorithm, while manual annotation
produced 1067 annotations. Of these, 1061 (236 unique text
strings ignoring capitalization) would be considered true
positives in a traditional NLP evaluation, 489 (445 unique text
strings ignoring capitalization) false positives, and 6 (4 unique
text strings ignoring capitalization) false negatives. It is

important, however, to note that due to certain features of this
task, a traditional NLP evaluation is not necessarily fully
accurate. For instance, among a substantial portion of the “false
positives,” the NLP algorithm made accurate extraction of a
sign or symptom that is PASC-related, but human annotation
did not occur as the sign or symptom is preexisting and not
resulting due to acute COVID-19 infection. For example, the
patient has a previous medical history of some of those signs
or symptoms, like a headache or migraine, before COVID-19.
Similarly, false negatives may not necessarily be attributed to
issues with the NLP algorithm. For instance, of the 4 unique
text strings composing the false negatives (sexsomnia, taste or
smell changes, burning mouth, and sensitivities to noise and
light), one (sexsomnia) was not recorded as a PASC-related
concept in either of the source articles from which the NLP
concepts to extract were defined, but was suggested to be
PASC-related within the textual narrative itself and was
therefore annotated as such by the human annotator. The other
3 were either caused by a span mismatch or were lexical variants
that were neither in the ontologies used to generate the baseline
dictionary nor in the training set for manual expert refinement.

Multisite Evaluation
In Table 1, we present the results from manual annotation after
adjudication as well as the dictionary coverage for these
annotations.

Table 1. Dictionary coverage statistics.

Site 5Site 4  Site 3Site 2  Site 1  Results 

73 118 171 23 126Number of annotations, n

65 84 138 20 77Number in dictionary, n

65/73 (89)84/118 (71.2)138/171 (80.7)20/23 (87)77/126 (61.1)Coverage ratio, n/n (%)

In Table 2, we present an analysis of the annotations not covered
by the NLP algorithm. Here, we define a new concept as an
annotation that was not included as a concept in the original
dictionary or rule set, a new variant as an annotation that is an
additional lexical variant of a concept existing in the original

dictionary or rule set, and an annotation error as an annotation
that falls outside of our task definition: for example, COVID-19
or long COVID-19 is not a sign or symptom of COVID-19 or
PASC. For a detailed listing of missed terms, please refer to
Multimedia Appendix 1.

Table 2. Statistics of annotations not covered by dictionary.

Site 5Site 4Site 3Site 2Site 1Results

8 34 33 3 49 Number of annotations not covered by nat-
ural language processing, n 

1/8 (12.5)4/34 (11.8)9/33 (27.3)2/3 (66.7)23/49 (46.9)New concept, n/n (%)

4/8 (50)26/34 (76.5)17/33 (51.5)1/3 (33.3)26/49 (53.1)New variant, n/n (%)

3/8 (37.5)4/34 (11.8)7/33 (21.2)0 (0)0 (0)Annotation error, n/n (%)

Discussion

Overview
The COVID-19 pandemic and the associated PASC problem
highlighted the importance of having a framework for NLP
development that is sufficiently flexible to both provide general
concept detection capabilities without requiring extensive
domain expertise to craft rule sets or annotate extensive data
sets, but also with sufficient flexibility for fine-tuning and

addition of concepts that are not present in the base ontologies
from which the dictionaries are derived. Additionally, it has
highlighted the need for such an NLP development process to
be agile in iteration, as the rapidly changing concepts and
definitions associated with these emergent concepts are
inherently incompatible with the relatively slow process
associated with traditional NLP or information extraction (IE)
algorithm development (as by the time the algorithm is
developed, the definition will have changed). Here, we have
presented an approach to NLP algorithm development that
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allows us to achieve reasonable results on limited data sets with
a rapid turnaround time (the entire process was accomplished
over a month) by leveraging federated algorithm development
and common infrastructure. The resulting NLP algorithm has
been published as part of the open-sourced MedTagger NLP
framework [9] and is being executed at 10 academic medical
centers as part of their NLP data submissions to the National
COVID-19 Cohort Collaborative (N3C) data set [55]. In this
section, we will first discuss several gaps in the current NLP
development process that were suspected and the degree to
which the OHNLPTK was able to address them, and, finally,
we will discuss several of this study’s limitations and key
takeaways.

On Gaps in the NLP Development Process
Our execution of the PASC use case using the OHNLPTK
confirmed many of the suspected gaps in the current NLP
ecosystem pertaining to emergent diseases.

First, the potential coverage gap of a purely ontology-derived
dictionary-based approach to NLP is highlighted: of the 8428
PASC-related concept mentions within our corpus, the baseline
ontology-derived dictionary only identified 8090 mentions,
missing 338. These 338 mentions span 167 concepts,
highlighting the need for secondary expert-based refinement.

Additionally, this case study highlighted the infeasibility of a
purely expert-based approach: there were 1018 unique lexical
variants covering PASC-related clinical concepts within our
training corpus after dictionary-based weak labeling and expert
enhancement. Based on this lexicon size, an expert-based
approach to implementing an acceptable NLP system would
either be prohibitively expensive resource-wise (by horizontally
scaling through adding additional experts) or unreasonably
time-consuming, to the point of rendering the approach
completely infeasible depending on the study’s time constraints.

While it is difficult to draw conclusions about the viability of
statistical approaches based solely on what was done in this
case study, it is worthwhile to note that of the 8428 PASC
mentions in our training corpus, the vast majority were weakly
labeled through dictionary lookups, while the remainder were
manually derived through an expert review. It is very likely that
the manual effort required to fully annotate the train data set
for a fully supervised approach would have been prohibitively
expensive for many studies, given these statistics. Additionally,
as these 8428 PASC mentions are split in turn across many
concepts, there are very few unique mentions or lexical
examples per concept. By extension, there is an insufficient
number of examples to support training high-performing models
for all concepts, and annotation of further training data would
be required. In fact, this data problem is further exacerbated.

It is thus evident that a hybrid approach that integrates each of
the three approaches of statistical, symbolic expert-driven, and
symbolic dictionary-based would be ideal. Based on the results
of the execution of our PASC use case, we believe that we have
demonstrated that expert refinement of a rule set on top of a
data set already weakly labeled by an ontology-derived
dictionary is one such viable hybrid approach.

With our use case demonstration, we also show that the
OHNLPTK can be leveraged to execute an NLP development
process following this approach. An initial dictionary derived
from the UMLS can be directly loaded into deployed instances
of the OHNLPTK without any additional software modification.
Weakly labeled NLP output can be directly piped to
OHNLPTK’s MedTator component for expert review, and
additional finetuning is autonomously translated into refinement
rules that can, in turn, be executed on top of the base dictionary.

On Gaps in the NLP Clinical Information Extraction
Subtask
In this case study, we have strictly focused on clinical
information extraction, which has thus far been the core focus
for a significant portion of clinical NLP applications. It is
important, however, to note that even with a clinical information
extraction algorithm, the output may not be wholly applicable
and/or useful to the use case. There were multiple instances
where our NLP system correctly extracted mentions of some
PASC-related terms that were marked as false negatives upon
comparison against the gold standard.

Upon further investigation, we discovered that the NLP system
correctly identified mentions of the entities in question, but they
were not annotated by the annotator as they were not specific
to PASC. For instance, while headaches are a valid symptom
that is associated with PASC, they may also occur independently
due to unrelated reasons. While human annotators have the
capability to make this distinction, our NLP system cannot
currently make such a distinction and simply naively extracts
all valid mentions. Strictly speaking, from the perspective of
the NLP-based named entity recognition and linkage subtask
(ie, “identify mentions of headaches, and annotate them as
such”), the algorithm output is correct. Conversely, however,
for real-world use cases such as the PASC investigation use
case presented here, not making such a distinction has a
significant impact on the practical usability of the NLP artifacts
produced. While such contextual differentiation would fall under
a different subtask and is not strictly information extraction, the
ability to perform this differentiation is crucial for many use
cases and is an existing gap in current clinical NLP offerings.
We aim to further explore approaches to this differentiation task
as part of our future work.

On Federated Evaluation and Associated Benefits
Before federated evaluation can be done, a common working
definition or annotation guideline must be defined. The addition
of other data and sites, however, also introduces its own
complexity, specifically with respect to the aforementioned
issue of how to define a concept mentioned as being
“PASC-related,” on which sites had a very broad spectrum of
definitions. We concluded as a group that differentiating whether
a mention of, for example, a headache is PASC-related ought
to be considered a separate task from the clinical information
extraction task and that such filtering, if needed, would be done
as a separate, post-IE step.

We opted to evaluate the dictionary-based NLP system using
dictionary coverage as opposed to a more traditional precision,
recall, and F1-score. This was done because we wished to
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evaluate the ability of a generic NLP algorithm to meet the
needs of multiple institutions in a cost-effective manner. Due
to the recency and evolutionary nature of long COVID-19, it
follows that each site’s definition (or at least those of the
participating annotators) of “PASC or long COVID-19” may
differ, thus rendering it difficult to construct a gold standard
with a consistent set of concepts. Instead, by allowing individual
sites to determine what constitutes a long COVID-19 for their
needs, we can evaluate the coverage—that is, to what extent
said need is met by the NLP algorithm.

While the initial Mayo-developed NLP system performs
reasonably well across the participating sites that returned
evaluation results, not all information needs are met in terms
of dictionary coverage. We note that site 1 only had 61.1%
(77/126) dictionary coverage; of those annotations not covered,
46.9% (23/49) were new concepts. Manual review indicated
some of these new concepts were lung-related (pneumothorax,
hydropneumothorax, and ground glass attenuation), which
suggests site 1’s PASC-related symptoms are slightly different
than other sites. A total of 9 of these new concepts (9/23, 39.1%)
were the result of a very detailed note (32,000 characters in
length) of a complex PASC case where other poor-health and
pain-related concepts (gallstones and cholelithiasis) were
intermixed with chest pain, lung pain, and difficulty breathing.
For all sites, more than a third of the missing annotations were
categorized as missing lexical variations of included concepts
that did not appear within either the autonomously generated
ontology-sourced dictionary or the Mayo documentation set
used for dictionary refinement.

Such results illustrate the importance of multisite NLP
development, particularly in the latter case, which is one of the
pitfalls that would be commonly found in traditional NLP tasks.
Our results therefore fundamentally demonstrate the advantage
of the high degree of portability resulting from a common NLP
infrastructure when discussing generalizable NLP solutions. As
gaps in data coverage are assessed across a variety of health
care institutions, NLP algorithm refinement is vastly simplified,
thus granting greater confidence in the wide-range
generalizability of the final solution. Similarly, the addition of
these additional sites with their own respective annotators also
helps mitigate potential bias associated with single-site or
single-annotator definitions of the PASC sign or symptom
extraction task.

Beyond the issue of what clinical concepts to include is another
issue less addressed in this study: a definition of what sorts of
data to include. This is a challenge exacerbated by the fact that,
much like how emergent diseases will constantly have an
evolving associated concept set, the way they are documented
(and their extent) is also constantly changing and subject to high
levels of disagreement. This phenomenon can be seen in the
wildly different annotated concept counts within the evaluation
sites despite sharing the same concept set to annotate: certain
sites only considered a specific section of a clinical note
explicitly dedicated to documented PASC complications to be
appropriate as input data, while others used the entire clinical
note for any patient that had visited their long COVID-19 clinic.
This wide variance in data inclusion definition further supports

the need for federated development and evaluation efforts as
outlined in this study to further expose the developed algorithm
to this wide variety of data types. Furthermore, the fact that the
condition is emergent inherently limits data set sizes; at the time
this study was conducted, long COVID-19 clinics were still a
relatively novel concept in their initial stages of implementation.
A key benefit of such a federated evaluation and iterative
refinement process would be to help mitigate the limited amount
of data available inherently associated with an emergent
condition by spreading out the data set to multiple sources and
making it available for the development of a wider variety of
documentation types.

Limitations
Several limitations exist in this study. First, we compared
dictionary coverage as an evaluation, rather than doing a
traditional NLP system evaluation. This is primarily due to the
lack of a fully annotated gold standard to evaluate against, driven
primarily by the ongoing evolutionary nature of the pandemic,
causing associated documentation to continuously change. This
renders a truly scientifically rigorous gold standard difficult to
construct, as annotation guidelines must be constantly updated
and there will be very little consensus due to a lack of clear
clinical guidelines. Instead, we note that this limitation
highlights the need for iterative development, which further
emphasizes the need for an agile NLP development, evaluation,
and refinement process such as the one we present here.

Additionally, one of the emphases of the OHNLP consortium
is the organization of multi-institutional, federated evaluation
for NLP algorithm development, enabled by a common NLP
system deployment (the OHNLPTK). As such, we are currently
in the process of disseminating the algorithm presented here to
multiple member sites, who will all conduct a formal evaluation
of this algorithm.

Finally, it was previously noted that in order to codify and
normalize concepts that do not yet exist in controlled ontologies,
we introduced our own coding scheme for several concepts. It
is important for standardization’s sake, however, to loop back
to the original ontologies used and have these concepts
incorporated into these source ontologies. This process is
ongoing as of the writing of this article.

Conclusion
The PASC NLP problem has highlighted many of the limitations
present with current NLP development approaches. The
evolutionary and time-critical nature of the PASC NLP task
exacerbates many of these limitations, which previously only
presented a slowdown of the development process, into
limitations that cause many approaches to be outright infeasible.
The need for agile and iterative NLP development is thus made
evident. Fundamentally, this can be observed as an
amalgamation of wanting the benefits of expert-driven systems
while minimizing the time and resource expenditure of expert
involvement. Here we have presented a hybrid approach that
we believe presents such benefits, with a dictionary-based weak
labeling step minimizing the need for additional expert
annotation while still preserving the fine-tuning capabilities of
expert involvement.
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Abstract

Background: Natural language processing (NLP) techniques can be used to analyze large amounts of electronic health record
texts, which encompasses various types of patient information such as quality of life, effectiveness of treatments, and adverse
drug event (ADE) signals. As different aspects of a patient’s status are stored in different types of documents, we propose an
NLP system capable of processing 6 types of documents: physician progress notes, discharge summaries, radiology reports,
radioisotope reports, nursing records, and pharmacist progress notes.

Objective: This study aimed to investigate the system’s performance in detecting ADEs by evaluating the results from multitype
texts. The main objective is to detect adverse events accurately using an NLP system.

Methods: We used data written in Japanese from 2289 patients with breast cancer, including medication data, physician progress
notes, discharge summaries, radiology reports, radioisotope reports, nursing records, and pharmacist progress notes. Our system
performs 3 processes: named entity recognition, normalization of symptoms, and aggregation of multiple types of documents
from multiple patients. Among all patients with breast cancer, 103 and 112 with peripheral neuropathy (PN) received paclitaxel
or docetaxel, respectively. We evaluate the utility of using multiple types of documents by correlation coefficient and regression
analysis to compare their performance with each single type of document. All evaluations of detection rates with our system are
performed 30 days after drug administration.

Results: Our system underestimates by 13.3 percentage points (74.0%−60.7%), as the incidence of paclitaxel-induced PN was
60.7%, compared with 74.0% in the previous research based on manual extraction. The Pearson correlation coefficient between
the manual extraction and system results was 0.87 Although the pharmacist progress notes had the highest detection rate among
each type of document, the rate did not match the performance using all documents. The estimated median duration of PN with
paclitaxel was 92 days, whereas the previously reported median duration of PN with paclitaxel was 727 days. The number of
events detected in each document was highest in the physician’s progress notes, followed by the pharmacist’s and nursing records.

Conclusions: Considering the inherent cost that requires constant monitoring of the patient’s condition, such as the treatment
of PN, our system has a significant advantage in that it can immediately estimate the treatment duration without fine-tuning a
new NLP model. Leveraging multitype documents is better than using single-type documents to improve detection performance.
Although the onset time estimation was relatively accurate, the duration might have been influenced by the length of the data
follow-up period. The results suggest that our method using various types of data can detect more ADEs from clinical documents.
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Introduction

Processing large amounts of data using artificial intelligence
can help to rapidly obtain a comprehensive understanding of
the patient status, which can potentially streamline medical
studies focusing on patient stratification, drug safety, and
adverse drug event (ADE) detection. Particularly, information
on ADEs must be collected prospectively, which is expensive
and time-consuming. Even when data are collected
retrospectively from electronic health records containing
information on various modalities, it is challenging to
comprehensively survey the medical details of a large number
of patients.

Fortunately, natural language processing (NLP) methods can
be used to aid such tasks. Recent advances in NLP have enabled
the automatic extraction of contextual information from text.
Bidirectional Encoder Representations from Transformers
(BERT), a transformer-based model released in 2019, has
achieved high accuracy in many NLP tasks [1]. Particularly,
using diverse medical records for training machine learning
models on multiple aspects of patient information can improve
their prediction accuracy in the medical domain, leading to the
development of specialized models such as ClinicalBERT and
BioBERT [2-5].

The ADE detection systems that use such models have been
applied to actual texts in existing research [6-10]. Several studies
have also used NLP in retrospective observational studies,
similar to the approach used in this study [11,12]. McKenzie et
al [11] conducted a retrospective analysis of pneumonia using
electronic health records; however, they used rule-based NLP
methods for 2 types of documents, clinical notes and radiology
reports written by physicians, thus leaving room for further
investigation into performance.

In addition to physicians’ records, medical institutions have a
wide variety of documents from multiple co-medical personnel,
including nursing records, pharmacists’ progress notes, and
medication orders. Using multiple types of medical documents
on retrospective studies requires a comprehensive and robust

data analysis because of the expected decrease in missing event
detection. While such an analysis is difficult when performed
manually due to time requirements and human resource
constraints, an NLP-based approach should be more efficient
and effective.

A common method for information extraction using NLP is to
treat it as a text classification task specific to each document
type. However, document-specific text fine-tuning requires that
each model be fine-tuned individually for each specific
document type, which does not fully demonstrate the strength
of automated processing. Fine-tuning a model requires labeled
data, and since such data are unlikely to be available beforehand,
it requires manual annotation by health care professionals. Even
if annotated data are available, privacy concerns and data
security restrictions imposed by medical institutions usually
make access to them rather difficult. Furthermore, as the
transmission of such data over the internet is usually not
allowed, the usage of the cloud computational power becomes
unfeasible.

For such reasons, fine-tuning models for each individual
document type becomes impractical. Therefore, in this study,
we used a named entity recognition (NER) model for medical
documents, which does not require fine-tuning for each
document type. The NER model can be easily used for
information extraction without fine-tuning with the target
documents since it is already fine-tuned with medical documents
to detect symptoms.

In this study, we examined the usefulness of analyzing various
medical Japanese documents, including medical records written
by physicians and co-medical professionals, to capture the onset
and duration of ADEs. Figure 1 shows the basic idea of our
approach. Our medical NLP method aims to comprehensively
analyze ADE-relevant information contained in medical
documents, including nursing records, pharmacist progress
notes, and other medical texts, in addition to physicians’ records.
Our method identified more ADEs from various document types
compared to a single type, resulting in a performance similar
to that of the typical manual analysis.
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Figure 1. Data flow of the proposed system. (A) shows the events from multiple types of documents are extracted. An event timeline (B) is created
from each clinical data using the natural language processing method, and then the curve (C) is created based on the aggregated results. The dots in the
event timeline indicate the timing at which the description of drug administration or symptom onset is recorded. Based on (B), patients who received
the target drug (a taxane drug in this study) are selected, and the Kaplan-Meier curve (C) is generated.

Methods

Overview
Our study uses a retrospective observational approach based on
NLP, which enables the handling of a large amount of data. The
NLP techniques used were NER and normalization, which
extract symptoms from documents and transform them into
their standardized forms. We evaluated our method by obtaining
the Kaplan-Meier curves based on symptoms that were
normalized to peripheral neuropathy (PN). In addition, we also
evaluated the duration of PN.

Materials
This study used data from all patients diagnosed with breast
cancer (N=2289) treated at the Kyoto University Hospital
between 2019 and 2021. The patient data consisted of 2 types
of medication orders (structured data) and 6 types of texts
written in Japanese (unstructured data). We apply NLP methods
to extract information from such unstructured data. Unstructured
data require an NLP method to extract information, such as
ADEs. Table 1 lists the number of all breast cancer patient
orders and text data records included in each document.
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Table 1. Amount of order data and text data. The unit of record is per drug for order data and per timing recorded by physicians or co-medicals for
text data.

Records, nData type

Order data

44,896Injection order

63,077Medicine order

Text data

159,736Physician progress notes

40,385Nursing records

23,073Discharge summaries

5663Radiology reports

1147Radioisotope reports

29,148Pharmacist progress notes

Inclusion and Exclusion Criteria
The aim of this study was to leverage the strengths of NLP to
automatically analyze a large number of documents and evaluate
the usefulness of the proposed method. We selected PN as our
disease for evaluation, as it satisfies the following conditions:
(1) side effects are long-lasting, which means that monitoring
many documents is required, and (2) information on the onset
of the symptom is not normally included in structural databases.

We selected taxane drugs, such as paclitaxel and docetaxel for
the evaluation, as they frequently cause PN. As shown in Figure
2, patients receiving either type of taxane drugs were included
in the analysis, whereas those receiving both paclitaxel and
docetaxel were excluded. Patients selected according to these
criteria were then analyzed for the development of PN as an
outcome.

Figure 2. Flowchart describing the procedure for selecting patient data according to criteria.

Patients who received both drugs were excluded to prevent them
from introducing noise in the analysis of PN onset and duration.
Administering a different taxane drug during monitoring
sessions, which had not been given previously, could have
adversely affected the study results.

Comparison With the Kaplan-Meier Curves
Using information extracted from multitype texts by applying
our NLP method, we measured the number of days until the
onset of PN after the administration of taxane drugs. As shown
in Figure 3, our system is composed of 3 steps: entity
recognition, normalization, and aggregation. We compared these
results with those reported manually in a previous report [13].
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Figure 3. Workflow of our natural language processing system, which is composed of named entity recognition, normalization, and aggregation. Text
X and Text Y are examples of 2 types of documents respectively, for example, physician progress notes and pharmacist progress notes.

Named Entity Recognition
The data required for this study, which included the dates on
which the symptoms occurred (obtained from text data) and
drugs that were administered (obtained from medication orders),
were obtained as follows: to obtain symptom data, we applied
NER, an NLP method that recognizes and extracts mentions of
named entities in text. We used this method to identify
symptoms related to PN. We adopted MedNER-CR-JA, which
is a BERT-based NER model trained using Japanese case reports
[14]. Since BERT can only process a maximum of 512 tokens
at a time, sentences were separated by line breaks. Only the
symptoms with positive factuality, as extracted by the model,
were used in the analysis.

Normalization
The extracted entities are normalized by Levenshtein distance
matching using a disease name dictionary
(MedDic-CANCER-ADE-JA) [15]. This dictionary contains
surface forms and normalized forms with respect to the side
effects of anticancer drugs. We select the dictionary surface

form that has the lowest Levenshtein distance in relation to the
extracted term and then convert it to the related normalized form
[16]. The code for this step including NER can be accessed
through GitHub [17].

Aggregation
We focused on the expression normalized to PN and conducted
the analysis among the converted terms. Specifically, the onset
date of PN was defined as the first date on which the expression
was normalized to PN in any type of document. The cumulative
percentage of patients who developed PN was calculated along
the time series. As shown in Figure 4, the onset date was the
number of days since the first dose of paclitaxel or docetaxel.
We defined the period of residual PN as the period up to the
date on which the expression normalized to PN was last
identified. The onset date and residual duration for each patient
were summed to obtain a Kaplan-Meier plot of onset timing or
residual duration, respectively. The onset date and residual
duration of each patient were aggregated to obtain a
Kaplan-Meier plot of onset timing or residual duration,
respectively.

JMIR Med Inform 2024 | vol. 12 | e58977 | p.975https://medinform.jmir.org/2024/1/e58977
(page number not for citation purposes)

Nishiyama et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 4. Event timeline from multiple types of data and calculation of the number of days of peripheral neuropathy onset and duration.

We propose that this definition would be more robust if the
system analyzed various types of documents reviewed by
multiple medical personnel. Increasing the diversity of
documents analyzed reduces the risk of overlooking symptoms.

Evaluation
The cumulative percentage of the patients’ PN is displayed
using the event date on which PN was first identified.

We compared the results produced by our NLP system
(Paclitaxel_NLP) with previous results obtained by manual
extraction (Paclitaxel_MAN) based on the percentage of PN at
30 days. The detection rate was evaluated by subtracting the
percentage of detections achieved by our system from the
percentage of detections obtained through manual extraction
[13]. We focused on the incidence of PN at 30 days since most
patients generally develop the disease after 30 days [13].

In addition, the Pearson correlation coefficient was calculated
for the 2 types of paclitaxel results from our system and manual
results up to 101 days, the maximum duration in the previous
report.

In addition, multiple regression analysis was performed to
analyze the results calculated using all records and the results
from each record to evaluate which explanatory variables had
a greater impact.

Ethical Considerations
This study, which was evaluated and approved by the ethics
committee of Kyoto University Graduate School and Faculty
of Medicine, Japan (R3723-2), was performed in compliance
with the Declaration of Helsinki.

Results

Preliminary Result
As shown in Figure 2, among the 2289 patients from the data
set, 215 were selected (paclitaxel, n=103; docetaxel, n=112).
A total of 2066 patients who did not receive paclitaxel nor
docetaxel and 8 patients who received both paclitaxel and
docetaxel were excluded. The median age of the participants
was 59 years (range 33-78) for the paclitaxel-treated patients
and 52 (25-73) years for the docetaxel-treated patients, which
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is not significantly different from the median age of 53 (range
22-70) years in previous reports. The mean and maximum
follow-up periods were, respectively, 380.3 and 1264 days for
paclitaxel-treated patients and 545.1 and 1080 days for
docetaxel-treated patients.

A total of 7428 symptom expressions were extracted
(paclitaxel=3732 and docetaxel=3696), of which 5057
(paclitaxel=2804 and docetaxel=2253) were positive for

symptom factuality and 879 (paclitaxel=569 and docetaxel=310)
were PN-related.

Figure 5 shows the Kaplan-Meier curves of the results obtained
by our system and the previous results obtained using a manual
method. Of the 103 patients who received paclitaxel (n=103),
97 had confirmed PN; from the 112 patients who received
docetaxel (n=112), 76 had confirmed PN.

Figure 5. Kaplan-Meier curves of the results obtained by our system (Paclitaxel_NLP and Docetaxel_NLP) and the previous results obtained using a
manual method (Paclitaxel_MAN). The solid line indicates the proportion of patients who developed peripheral neuropathy among those who received
paclitaxel or docetaxel. Filled areas indicate 95% CIs.

Comparison With the Kaplan-Meier Curves
The incidence of PN caused by paclitaxel was 60.7% at 30 days,
and as the previous research reported incidence was 74% at 30
days, and the detection gap was 13.3 points (74.0%-60.7%)
[13]. The percentages represent the proportions of patients who
were determined to have developed PN from documents.

The result does not entirely reflect the actual onset of the
disease; however, the system detected PN in almost all patients
over 1 year, which seems accurate enough. The correlation
coefficient between the results obtained by our system
(Paclitaxel_NLP) and those obtained manually

(Paclitaxel_MAN) was 0.87, with a P value of 1.72×10–32

(<.05), indicating a high correlation.

Figure 6 shows the comparison between the results from per
document type and all document types. The percentages of PN

identified in each document type, in descending order, were
physician progress notes, pharmacist progress notes, nursing
records, discharge summaries, radioisotope reports, and
radiology reports.

In order to assess which documents influenced the results
calculated from all documents, multiple regression analyses
were performed. The results from all documents were used as
predictor variables, and the results from each document as
explanatory variables. The respective regression coefficients
and SD (shown in parentheses) were 0.70 (0.04) for pharmacist
progress notes, 0.35 (0.03) for physician progress notes, 0.32
(0.09) for nursing records, 1.39 (1.67) for discharge summaries,

1.64×10–16 (1.64×10–16) for radiology reports, and –0.53 (0.21)
for radioisotope reports. The results suggest the importance of
physician progress notes, pharmacist progress notes, and nursing
reports among the document types.
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Figure 6. Comparison between the results from each document type and all document types.

When all records were used, the system was able to detect the
onset of all PNs that could be detected at 350 days. On the other
hand, the same results could not be obtained, even after 600
days, when each type of documents was used independently.

The results from the pharmacist records were similar to those
from all types of documents in the initial period but remained
almost constant after 200 days, with few new cases of PN
detected. Nursing records, which contain many records of patient
care, were expected to be effective in detecting adverse drug
reactions such as PN, but the detection rate was less than half
that of physician and pharmacist records. The detection rate for
discharge summaries, radiology reports, and radioisotope reports
was very low (less than half), suggesting that these types of
documents are less useful for the target diseases and target drugs
in this study.

Figure 7 shows the detection rate of patients with PN in each
document compared with the manual results. At 30 days, the
detection rate compared with manual was 65.3% for pharmacist

progress notes, 49.1% for physician progress notes, 18.6% for
nursing records, 1.6% for discharge summaries, 0% for
radioisotope reports, and 0% for radiology reports. The detection
rates of all records were lower than the combined detection rate
of all records (82.0%). This suggests that the use of multiple
types of documents is effective.

In the early stage of the observation period, automatic extraction
tended to overdetect PN. This is likely due to the incorrect
detection of expressions related to side effect descriptions, which
will be discussed in the error analysis section. The detection
rate decreases in the middle of the period and slowly increases
in the latter half. In the first half of the observation period,
pharmacist progress notes showed the highest performance in
detecting the results from a single type of documents, while
physician progress notes showed the highest performance in
the second half of the observation period. It is interesting to
note that different document types tend to have different
detection rates depending on the time of observation.
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Figure 7. Rates of patients with peripheral neuropathy detected in each document compared with manual results.

Discussion

Principal Findings
In contrast to the rapid increase in the number of patients
developing PN 20 days after beginning treatment in a previous
report, our system detected PN at an earlier treatment stage [15].

Our method can extract symptoms from text, determine
factuality, and chronologically monitor the patient’s symptoms.
Therefore, as long as the target symptoms are described in the
text, the same method can be applied to any symptom and all
drugs other than taxanes, making it a versatile and scalable
method. Although there is still room for improvement in
accuracy, the analysis can be automated to reduce research costs,
particularly in observational studies, where large amounts of
text need to be analyzed.

Error Analysis
The detection rate by our system may be affected by false
negatives, suggesting that the model overlooks expressions that
are difficult to detect, such as onomatopoeic expressions, as we
will discuss in this section.

A detailed analysis categorized 3 types of errors, as shown in
Table 2, namely, errors in symptom extraction, factuality
determination, and normalization. Among these, errors in
factuality determination and errors in normalization were found

to increase the likelihood of outputting false positives. An
example of errors in factuality determination is that explanations
such as “this medicine has a risk of PN” can be misinterpreted
as PN. Normalization errors included instances of normalizing
expressions not limited to PN, such as “numbness” in
“Numbness + in upper extremities due to cervical stenosis” to
PN. All 3 types of errors were identified as false negatives. As
a symptom extraction error, it was confirmed that the
onomatopoeic “tingling (ビリビリ, biribiri)” was not extracted.
The NER model is not effective at recognizing more informal
expressions, such as onomatopoeias, probably because the model
is fine-tuned using case reports, which are relatively formal
sentences. As for errors in factuality determination, “tingling
(ぴりぴり, piripiri)” was not extracted in “Even a rest does not
stop tingling sensation in my hands.” Although this text implies
the positive factuality of the symptoms, the presence of negation
in the sentence may have interfered with the model’s
determination of factuality. Note that this expression is
onomatopoeic and translated into the same word in English.
However, this is a different expression in Japanese, and the
symptoms were properly extracted. Other expressions such as
“There is a risk of paralysis (麻痺のリスクあり)” and
“Explained side effects of eribulin…PN… (エリブリンの副
作用...末梢神経障害...について説明)” were also incorrectly
extracted. This is because such expressions are rarely used in
case reports.
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Table 2. Types of errors in the detection of peripheral neuropathy. Original Japanese texts are in parentheses. Italicized text is the expression extracted
by named entity recognition.

Prediction outcomeTypes of errors and examples

Errors in extracting symptoms

False negativeHave a tingling sensation in my limbs.

（手足がぴりぴりする）

Errors of factuality determination

False positiveExplained side effects of eribulin: decreased blood counts, risk of infection, PN, fatigue, decreased
appetite, etc.

（エリブリンの副作用：血球減少、感染のリスク、末梢神経障害、倦怠感、食欲低下等
について説明）

False positiveOwing to fractured thoracic vertebrae, there is a risk of paralysis during rehabilitation

（リハビリは胸椎が骨折で麻痺のリスクあり）

False negativeEven a rest does not stop tingling sensation in my hands. （手のびりびりは休んでもマシには
なりません。）

Errors of normalization

False positiveNumbness + in upper extremities due to cervical stenosis.

（頚椎狭窄で上肢にしびれ＋）

False positiveCellulitis of the right upper extremity

（右上肢蜂窩織炎）

False positiveNo abnormal changes of note in blood sampling results（特記すべき異常変化を採血結果に認
めない）

False positiveBilateral supraclavicular lymph nodes, mediastinal lymph nodes, and para-aortic lymph node
metastases are considered to be affected, decreased accumulation

（両側鎖骨上リンパ節、縦隔リンパ節、傍大動脈リンパ節転移は効果ありと考えられる
集積低下）

False negativeAfter wearing a supporter, edema got better, but pain and numbness appeared.

（サポーターをしたら、浮腫は良くなったが、逆に痛み しびれが出てきた。）

As a normalization error, the expression such as “pain and
numbness” in the sentence “After wearing a supporter, edema
got better, but pain and numbness appeared.” was normalized
incorrectly because the model extracted not only numbness but
also pain and numbness as a coherent expression, and any
surface terms in the dictionary did not match sufficiently in this
case. False positives in normalization are influenced by the
surface form of the dictionary used. “Abnormal change (異常
変化)” is matched to “sensory abnormality (感覚異常)” in the
dictionary, and “hypoaccumulation (集積低下)” is matched to
“hypoalgesia (痛覚低下).”Adjustment of the Levenshtein
distance threshold may yield better results.

The false positive result suggests an early overdetection of PN
in the automatic detection system, while the false negative result
is associated with a decrease in the detection rate in the middle
of the graph. As shown in Figure 7, for false negatives, our
method of using multiple types of documents compensates for
the lower detection rate compared with the use of a single
document.

The impact of the error on clinical outcomes is that a false
negative in the extracting symptoms and factuality determination
represents a significant clinical risk because it means that an
adverse drug reaction was missed. However, our method of
using multiple types of documents reduces this risk compared

with using only 1 type of document because the multiple types
of documents complement each other and reduce false negatives.
In the case of a false positive, the risk of adverse drug reactions
is overestimated, and the patient may not be able to choose an
appropriate treatment if the adverse drug reaction is a factor in
the drug selection decision. In addition, the same phenomenon
may occur in the case of normalization errors. The linking of
different symptoms may also lead to incorrect conclusions about
adverse drug reactions because the symptoms that occur cannot
be accurately captured. For example, an unrelated symptom
may be detected as a risk, resulting in unnecessary
investigations.

Documents Containing Adverse Drug Event
Information
Table 3 shows a breakdown of the number of documents and
patients with PN detected in each document. Since large counts
of PN detection are seen in nursing records, pharmacist progress
notes, and physician progress notes, we assert that analyzing
multiple types of documents, such as nursing records and
pharmacist progress notes, is as important as physician progress
notes. It can be inferred from these results that combining
multiple types of medical documents not only enables the
detection of more patient events, but also reduces the number
of missed events per patient.
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Table 3. Counts in each document type.

Patients, nDocuments, nDocument type

DocetaxelPaclitaxelTotalDocetaxelPaclitaxelTotal

6185146127246373Physician progress
notes

31498072117189Nursing records

13922141024Discharge summaries

000000Radiology reports

022022Radioisotope reports

568113797194291Pharmacist progress
notes

Duration of Adverse Drug Event
Duration of PN was calculated as the period from the date of
onset to the date of the last PN detection. The median number
of days of PN onset by paclitaxel was 12 days, the median
number of days of last confirmed onset was 126 days from the
start of administration, and the median duration was 92 days.
The median number of days of PN onset by docetaxel was 45.5
days, the mean number of last observed days was 135.5 days
from the start of administration, and the median duration was
64.0 days. The median duration of PN with paclitaxel reported
previously was 727 days, and the results are likely to
significantly underestimate the duration because of the nature
of the follow-up period of the analyzed data in this study, which
was approximately 1000 days at most [13].

Limitations
The results obtained with our method are dependent on the
accuracy of the NER model used. Although our model achieved
the best performance in a shared task, there is still room for
improvement, with an F1-score of 62.9% for the extraction
performance of the relevant tags in this task [18]. This model
was fine-tuned based on case reports; however, we expect that
fine-tuning using annotated data from the same type of
documents as those used in this study, such as nursing records
and progress notes, will improve the results. In addition,
dictionary matching using the Levenshtein distance is performed
for normalization. The normalization may have introduced false
positives and false negatives.

The onset of PN was defined as the date when PN was first
identified in the text. Therefore, if a PN that occurred in the past
is mentioned in the text, it is possible that the onset of PN is
assessed late. Similarly, the end of the PN disease period was

defined as the date on which PN was last identified. The
maximum follow-up period of the studies used in this study was
approximately 1000 days, which may be an underestimate of
the residual duration of PN.

This method focuses on the presence or absence of PN and does
not quantitatively evaluate the common terminology criteria for
adverse events grade. Although this model determines only the
factuality of the symptoms, a more detailed analysis can be
conducted by creating a model that determines the grade.

Conclusions
We proposed a system to detect PN by using NLP methods to
allow the analysis of multityped documents automatically and
concurrently. Analyses were performed on breast cancer patients
receiving paclitaxel and docetaxel. As a result, many PN events
were extracted from the nursing records and pharmacists’
progress notes as well as physicians’ progress notes. This
approach is reasonable when considering the multiple types of
records used in this study since leveraging multitype documents
is better than single-type documents to improve detection
performance. Based on the timing of the onset, our system
underestimates by 13.3 percentage points.

We also examined persistent PN using a similar approach.
Compared with the manual results, it was suggested that the
duration of PN was underestimated; however, this may be due
to the large difference in the follow-up periods.

Although the accuracy of the system requires further
investigation, we believe that our NLP system has great potential
to provide an immediate estimate of the persistence of ADEs,
which traditionally requires continuous investigation and incurs
high costs.
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Abstract

Background: Named entity recognition (NER) models are essential for extracting structured information from unstructured
medical texts by identifying entities such as diseases, treatments, and conditions, enhancing clinical decision-making and research.
Innovations in machine learning, particularly those involving Bidirectional Encoder Representations From Transformers
(BERT)–based deep learning and large language models, have significantly advanced NER capabilities. However, their performance
varies across medical datasets due to the complexity and diversity of medical terminology. Previous studies have often focused
on overall performance, neglecting specific challenges in medical contexts and the impact of macrofactors like lexical composition
on prediction accuracy. These gaps hinder the development of optimized NER models for medical applications.

Objective: This study aims to meticulously evaluate the performance of various NER models in the context of medical text
analysis, focusing on how complex medical terminology affects entity recognition accuracy. Additionally, we explored the
influence of macrofactors on model performance, seeking to provide insights for refining NER models and enhancing their
reliability for medical applications.

Methods: This study comprehensively evaluated 7 NER models—hidden Markov models, conditional random fields, BERT
for Biomedical Text Mining, Big Transformer Models for Efficient Long-Sequence Attention, Decoding-enhanced BERT with
Disentangled Attention, Robustly Optimized BERT Pretraining Approach, and Gemma—across 3 medical datasets: Revised Joint
Workshop on Natural Language Processing in Biomedicine and its Applications (JNLPBA), BioCreative V CDR, and Anatomical
Entity Mention (AnatEM). The evaluation focused on prediction accuracy, resource use (eg, central processing unit and graphics
processing unit use), and the impact of fine-tuning hyperparameters. The macrofactors affecting model performance were also
screened using the multilevel factor elimination algorithm.

Results: The fine-tuned BERT for Biomedical Text Mining, with balanced resource use, generally achieved the highest prediction
accuracy across the Revised JNLPBA and AnatEM datasets, with microaverage (AVG_MICRO) scores of 0.932 and 0.8494,
respectively, highlighting its superior proficiency in identifying medical entities. Gemma, fine-tuned using the low-rank adaptation
technique, achieved the highest accuracy on the BioCreative V CDR dataset with an AVG_MICRO score of 0.9962 but exhibited
variability across the other datasets (AVG_MICRO scores of 0.9088 on the Revised JNLPBA and 0.8029 on AnatEM), indicating
a need for further optimization. In addition, our analysis revealed that 2 macrofactors, entity phrase length and the number of
entity words in each entity phrase, significantly influenced model performance.

Conclusions: This study highlights the essential role of NER models in medical informatics, emphasizing the imperative for
model optimization via precise data targeting and fine-tuning. The insights from this study will notably improve clinical
decision-making and facilitate the creation of more sophisticated and effective medical NER models.

(JMIR Med Inform 2024;12:e59782)   doi:10.2196/59782
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Introduction

Background
The importance of robust named entity recognition (NER)
models in medical informatics has become increasingly evident;
these models systematically extract structured information from
unstructured textual data such as clinical notes and research
articles. This capability is crucial for processing large volumes
of clinical data, facilitating early disease detection and
supporting personalized medicine. NER models transform
complex medical data into usable information, significantly
enhancing clinical decision-making and medical research [1-3].
The performance of these models directly impacts the quality
of information retrieval and data analysis as medical texts often
contain complex and diverse terminologies. Precision in
identifying and categorizing entities such as diseases, treatments,
anatomical structures, and medications is foundational to many
health care applications, making NER an indispensable tool in
advancing medical informatics [4].

The critical role of NER in electronic health records further
illustrates its importance. NER models automatically extract
essential patient information, such as symptoms and medical
conditions, that is crucial for differential diagnosis and ensuring
that clinicians have rapid access to critical patient history. Errors
in entity classification or omission can lead to severe
consequences, including misdiagnosis or inappropriate
treatment, highlighting the need for highly accurate NER
models. Moreover, NER facilitates medical research by enabling
efficient data mining from extensive medical literature, aiding
the organization and retrieval of information on various medical
entities. This capability is essential in drug discovery and
identifying disease biomarkers, where systematic analysis and
synthesis of large amounts of text are required. For instance, in
pharmacovigilance, NER models identify adverse drug reactions
from clinical notes and reports, contributing to drug safety
monitoring and public health initiatives [5,6].

However, the application of NER in medical informatics
presents unique challenges. The complexity and specificity of
medical language, including synonyms, acronyms, and
context-specific meanings, necessitate the continuous refinement
of NER models. Recent studies have revealed significant
variability in the effectiveness of NER models across different
medical datasets, potentially limiting their real-world
applicability. Despite these challenges, there have been
promising advancements. For example, the BBC-Radical model,
which integrates Bidirectional Encoder Representations From
Transformers (BERT) with Bidirectional Long Short-term
Memory, and conditional random field (CRF), has demonstrated
high precision, recall, and F1-scores in extracting adverse drug
reaction–related information from Chinese adverse drug event
records [7]. This example illustrates the potential of combining
advanced embedding techniques with traditional machine
learning methods to enhance NER performance in specific
contexts. These findings underscore the critical need for

domain-specific adaptations and the integration of a more
advanced linguistic and contextual understanding into these
models. Such enhancements are essential for improving the
prediction accuracy and applicability of NER models across
diverse medical contexts.

Given these complexities and the need for continuous
improvement, understanding the factors influencing model
performance is crucial. Optimizing these models for specific
tasks can significantly enhance their efficiency and accuracy.
In medical informatics, this optimization is vital as the quality
of data analysis directly impacts clinical decision-making.
Researchers can make targeted improvements by identifying
key elements of model design or aspects of training data that
significantly affect performance, such as better handling of rare
or complex medical terms. This knowledge assists in developing
new models and refining existing ones to meet the specific needs
of health care applications, thereby improving the precision of
data extraction and analysis. Such improvements are crucial for
the reliability of clinical information systems, reducing the risk
of misdiagnosis or inappropriate treatment. Ultimately, these
advancements support more accurate and informed clinical
decision-making [8].

To achieve these improvements, it is essential to thoroughly
evaluate the performance of various NER models across
different contexts. First, this study identified 3 categories of
NER models: statistical machine learning models, deep learning
natural language processing (NLP) models based on BERT
architecture, and large language models (LLMs). We selected
these categories based on their unique strengths and potential
to address specific challenges in medical NER.

Statistical machine learning models, such as hidden Markov
models (HMMs) and CRF, were chosen for this study due to
their established methodologies and effectiveness in sequence
prediction tasks. These models leverage probabilistic approaches
to capture the sequential nature of language data. However, they
often struggle with the complexities of medical terminologies
without extensive feature engineering. This limitation
necessitates continuous refinement and adaptation to effectively
handle medical texts’ intricate and specialized language [9].

Deep learning NLP models, especially those based on the BERT
architecture, represent a significant advancement in NER
capabilities. Variants of the BERT model, such as BioBERT,
Robustly Optimized BERT Pretraining Approach (RoBERTa),
Big Transformer Models for Efficient Long-Sequence Attention
(BigBird), and Decoding-enhanced BERT with Disentangled
Attention (DeBERTa), have demonstrated exceptional
performance in capturing the intricate context of medical
language. We selected these specific variants for this study
because they can leverage deep contextual embeddings and
undergo large-scale pretraining on medical corpora, enabling
them to handle the complexities of medical terminologies
effectively. For instance, a model using RoBERTa with
whole-word masking and convolutional neural networks
achieved high F1-scores in Chinese clinical NER tasks,

JMIR Med Inform 2024 | vol. 12 | e59782 | p.985https://medinform.jmir.org/2024/1/e59782
(page number not for citation purposes)

Liu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


indicating its effectiveness in processing complex medical
terminologies within electronic medical records [10]. This
success is primarily due to their ability to leverage deep
contextual embeddings and undergo large-scale pretraining on
medical corpora. These models are highly effective in
identifying entities across diverse medical datasets, although
they require substantial computational resources and meticulous
fine-tuning for optimal performance. The introduction of
BERT-based NER model variants marks a significant
breakthrough in medical informatics, notably enhancing medical
data analysis [11]. By leveraging advanced feature extraction
techniques from masked language models such as embeddings
from language models and the transformer architecture, these
models set new standards for precise analysis of diverse medical
datasets [12]. Specifically, RoBERTa incorporates enriched
training data and refined masking patterns [13], whereas BigBird
addresses previous models’ scalability and comprehension
challenges by efficiently processing extended sequences [14].
DeBERTa’s innovative attention mechanisms further enhance
these capabilities [15]. BioBERT, with its specialized pretraining
on extensive medical texts, exemplifies the efficacy of
domain-specific adaptations, achieving unparalleled precision
in recognizing medical entities [16]. This strategic focus on
contextual nuances and specialized terminology significantly
improves the quality of patient care decisions.

LLMs, such as those based on the generative pretrained
transformer architecture, have shown significant promise in
NLP, particularly in understanding complex language structures.
However, as the studies by Tian et al [17], Zhao et al [18], and
Hu et al [19] have highlighted, their application in medical NER
presents challenges, including limited prediction efficiency,
extended runtimes, and substantial hardware requirements.
These challenges are compounded by the complexity and
specificity of medical terminology, often resulting in suboptimal
accuracy with standard medical datasets such as BioCreative V
CDR (BC5CDR), Joint Workshop on Natural Language
Processing in Biomedicine and its Applications (JNLPBA), and
NCBI (National Center for Biotechnology Information Disease
Corpus). The general optimization strategies of LLMs do not
align well with the specialized needs of NER tasks in medical
informatics [17-19]. Despite these challenges, we selected
Gemma, a fine-tuned version adapted explicitly for medical
NER tasks, for this study [20]. Gemma was chosen over other
open-source LLMs such as Large Language Model Meta AI 3
[21] or Open Pretrained Transformer [22] due to its advanced
capabilities in contextual understanding and efficiency in
processing specialized vocabulary. Its fine-tuning process
specifically targets medical terminologies, making it more adept
at handling the nuances of medical language. In addition,
Gemma’s tailored adaptations include specific optimizations
that align with the unique challenges of medical datasets,
allowing it to achieve higher accuracy and reliability in
recognizing entities within complex medical texts [23]. The
proven effectiveness of fine-tuned models such as Gemma, as
demonstrated by systems such as the Medical Named Entity
Recognition–Japanese developed for analyzing pharmaceutical
care records in Japanese, further underscores its suitability for
medical NER tasks [24].

Building on this classification, we integrated various NER
models, including HMM, CRF, RoBERTa, BigBird, DeBERTa,
BioBERT, and Gemma. Following this integration, evaluating
these models comprehensively to enhance their accuracy and
durability is essential. Recent studies by Freund et al [25],
Ahmad et al [26], and others highlight a shift toward more
comprehensive evaluation metrics tailored to the specific needs
of medical informatics. This shift facilitates the development
of advanced NER applications, significantly improving patient
care by enhancing clinical data management. This marks a
substantial advancement in the integration of technology and
health care. However, the evaluations’ primary focus has been
assessing the predictive capabilities of NER models using
metrics such as precision, recall, and F1-score. Research by
Yoon et al [27], Yu et al [28], and Yadav and Bethard [29] has
used these metrics to evaluate these capabilities. The study by
Erdmann et al [30] also compared various NER tools for literary
text corpora with human annotators using the same metrics,
highlighting the importance of such evaluations in the digital
humanities. Furthermore, the work by Usha et al [31] and
Nagaraj et al [32], which includes advanced techniques such as
confusion matrices and receiver operating characteristic and
precision-recall curves, offers a more nuanced understanding
of classification accuracy and errors in NER models. As the
studies by Ozcelik and Toraman [33] and Akhtyamova [34]
explored, error analysis is critical for understanding performance
nuances, especially in identifying and categorizing short- and
long-term entities. This comprehensive evaluation approach
underscores the complexities and challenges in developing
accurate and efficient NER models for medical informatics
[33,34].

The aforementioned studies predominantly used standard metrics
such as precision, recall, receiver operating characteristic curve,
and F1-score to evaluate model performance. However, these
metrics fall short in capturing performance variations across
different medical NER datasets and conducting a detailed
analysis of how dataset characteristics affect model performance.
Moreover, although these metrics are easy to compute, their
interpretation proves challenging. This difficulty mainly arises
from the metrics’ failure to explain the broader reasons behind
model outcomes as they often depend on processing microvector
features that are not intuitively understandable. Consequently,
researchers focused on enhancing medical NER datasets through
NER models encounter significant hurdles in devising effective
optimization strategies. In response, some researchers have
shifted to customizing macrofactors for evaluating explanatory
NER models. For example, Fu et al [35] developed an evaluation
framework that outlines 8 distinct factor types to analyze their
correlation with the models’ F1-score rankings. Zhou et al [36]
proposed an ant colony optimization algorithm based on
parameter adaptation. They designed a new dynamic parameter
adjustment mechanism to adaptively adjust the pheromone
importance factor. This algorithm is also suitable for selection
of macrofactors. By adaptively changing the macrofactors, the
algorithm can determine which macrofactors affect the
prediction accuracy of the NER model [36]. Yao et al [37] also
enhanced this domain with their groundbreaking a scale-adaptive
mathematical morphology spectrum entropy algorithm, which
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adjusts the scale of structural elements to measure macrofactors’
impact on model prediction accuracy. These advancements have
led to increasingly sophisticated NER model evaluations,
resulting in more precise and resilient models.

Objectives
Given this context, the purpose of this study was to
systematically evaluate the comprehensive performance of
various NER models in the medical field focusing on both
general medical texts and specific medical entity types. In
addition, this study aimed to explore key macrofactors affecting
model prediction performance. To achieve these goals, we used
a comprehensive evaluation approach combining traditional
and innovative techniques to enhance the accuracy and reliability
of NER in medical informatics. This approach included
analyzing hardware performance indicators such as training
duration, central processing unit (CPU), and graphics processing
unit (GPU) use and assessing the precision of models such as
HMM, CRF, RoBERTa, BigBird, DeBERTa, BioBERT, and
Gemma across different medical entity types. Furthermore, we
proposed the multilevel factor elimination (MFE) algorithm,
which integrates linear and machine learning strategies to filter
multilayer factors and evaluate their impact on prediction
accuracy. Through this comprehensive evaluation, we aimed to
provide targeted recommendations for researchers, ultimately
leading to the development of more accurate and reliable NER
models for broader applications in the medical field.

Methods

Overview
This section outlines 2 methods: training and evaluating medical
NER models and further assisted evaluation. The first method
evaluates the prediction accuracy of the statistical machine
learning models (HMM and CRF), the deep learning NLP
models based on BERT architecture (BioBERT, BigBird,
DeBERTa, and RoBERTa), and the Gemma LLM across
different medical entity types, as well as overall model
effectiveness. The second method further assesses the prediction
accuracy of merged entity types within these models’
postclassification and examines the macrofactors’ influence on
model performance.

Training and Evaluating Medical NER Models

Overview
This method involved training, validating, and testing NER
models using hyperparameter tuning techniques. For models
such as RoBERTa, BioBERT, BigBird, and DeBERTa, we used
the Adaptive Moment Estimation (ADAM) optimizer for
hyperparameter tuning. These strategies were applied using
datasets such as the Revised JNLPBA, focusing on optimizing
parameters such as learning rates, batch sizes, and other
model-specific settings to enhance prediction accuracy. In
addition, Gemma was fine-tuned using low-rank adaptation
(LoRA) to improve its predictive performance. In contrast,
models such as HMM and CRF were not subjected to
hyperparameter tuning. This decision was based on the inherent
simplicity of these models, which are less sensitive to
hyperparameter variations than more complex deep learning
models. Consequently, fine-tuning HMM and CRF would likely
yield marginal improvements that did not justify the additional
computational resources and time investment.

Dataset Selection
In total, 3 medical NER datasets were used to evaluate the
prediction accuracy of models across different medical contexts
(Table 1). These datasets use the “beginning, inside, outside”
sequence annotation method (Figure 1); among them, the
Revised JNLPBA dataset, provided by Huang et al [38], was
selected because it retains the original semantic annotation type
while addressing known vulnerabilities from the original
JNLPBA dataset. It features 5 entity types (DNA, RNA, protein,
cell line, and cell type), offering a focused scope on biological
entities. The BC5CDR dataset, officially released by Li et al
[39], was chosen for its 2 distinct entity types—disease and
chemical—which present unique challenges due to their complex
and overlapping terminology. Finally, the Anatomical Entity
Mention (AnatEM) dataset [40], focusing on anatomical entities
in medical fields, was used due to its broad range of 12 different
entity types, providing a wide spectrum of medical terms. This
diversity in entity numbers and types—most of which are
distinct across the datasets—strengthens the evaluation by
exposing the models to varied linguistic challenges, thereby
reducing the randomness and contingency of the experimental
results and enhancing the overall credibility of the experiment.

Table 1. Descriptive statistics of the medical named entity recognition datasets.

Annotations, nEntity types, nMedical entity typeDataset

52,7855DNA, RNA, protein, cell line, and cell typeRevised JNLPBAa

38,5962Disease and chemicalBC5CDRb

11,56212Organism subdivision, anatomical system, organ, multi-tissue structure, tissue, cell,
developing anatomical structure, cellular component, organism substance, immaterial
anatomical entity, pathological formation, and cancer

AnatEMc

aJNLPBA: Joint Workshop on Natural Language Processing in Biomedicine and its Applications.
bBC5CDR: BioCreative V CDR.
cAnatEM: Anatomical Entity Mention.
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Figure 1. An instance of the beginning, inside, outside (BIO) sequence annotation method. CD28: cluster of differentiation 28; IL-2: interleukin-2;
NF-kappa: nuclear factor kappa-light-chain-enhancer of activated B cells.

Training and Testing of the Deep Learning NLP Models
With BERT Architecture

Overview

This section discusses achieving optimal prediction accuracy
through meticulous hyperparameter tuning during the model
training phase. We trained models such as RoBERTa, BigBird,
DeBERTa, and BioBERT on datasets divided into training,
validation, and test sets sourced from the Revised JNLPBA,
BC5CDR, and AnatEM collections. The ADAM optimizer was
used to fine-tune key hyperparameters, including learning rate,
batch size, epochs, and dropout rate. This optimizer adjusts the
learning rate for each parameter based on estimates of
lower-order moments of the gradients, enabling faster
convergence by adapting to the characteristics of the data and
gradients. This adaptive adjustment enhances convergence speed
and overall model performance, aiming to identify the optimal
hyperparameter combination that maximizes performance on
the validation set [41,42].

The models’ prediction accuracy on the test set was evaluated
primarily using F1-scores for specific entity types and overall
performance metrics. The F1-scores, calculated as the harmonic
mean of precision and recall, were chosen as the primary
evaluation metric because they provide a balanced assessment
of model performance in detecting relevant entities. This balance
is crucial in medical NER, where precision measures the
proportion of correctly identified entities and recall measures
the proportion of actual entities correctly identified. In medical
information extraction, where false positives and negatives can
have significant implications, the F1-score’s ability to balance
these metrics is essential. Missing important medical terms can
lead to incomplete patient records or misunderstandings in
medical literature, whereas false positives can introduce
erroneous information into clinical decision-making processes.
Thus, the F1-score is particularly suitable and reliable for
evaluating model performance in medical NER tasks, where
accuracy and reliability are paramount [43].

While the ADAM optimizer dynamically adjusted learning rates
during model training to improve convergence, cross-validation
was used separately to evaluate and optimize hyperparameters.
Cross-validation, a robust method for model validation that
involves dividing the dataset into multiple subsets for validation,
ensures that the chosen hyperparameters generalize well to
unseen data. This distinction underscores the complementary
roles of the optimizer in training and cross-validation in
validating and tuning the model’s hyperparameters. The
selection and tuning of hyperparameters were guided by

cross-validation. In this context, hyperparameter optimization
aims to identify a global or satisfactory local optimum that
maximizes medical NER model performance by adjusting
several key hyperparameters, described in the following sections.

Learning Rate Adaptation Strategy

We used a dynamic learning rate adjustment strategy to enhance
the model’s efficiency in converging to an optimal local
minimum—testing rates of 0.0001 and 0.00001. This approach
is similar to the findings of Wu and Liu [44] on the benefits of
adaptive learning rates in NLP applications.

Batch Size Considerations

Guided by research on neural network training dynamics and
computational constraints [44], we selected batch sizes of 10
and 50. This allowed for more frequent model updates and a
finer approach to convergence.

Epoch Configuration

The number of training epochs was set based on the dataset’s
complexity and initial performance metrics [45] with values of
1, 5, and 10. This adaptive approach minimized the risk of
overfitting while ensuring the duration of practical training.

Dropout for Regularization

To prevent overfitting, we applied dropout rates of 0.1, 0.2, and
0.5 as informed by interim validation performance [46]. This
regularization technique enhanced generalization across unseen
medical texts, ensuring model reliability.

Training and Testing of the Gemma LLM
In this section, the Gemma 7B model was fine-tuned using the
LoRA technique to optimize its performance on medical NER
tasks. The LoRA approach was selected for its ability to
efficiently adapt LLMs to specific tasks while reducing
computational and memory overhead. This method involves
freezing the pretrained model weights and introducing trainable
low-rank decomposition matrices in each layer of the
transformer architecture, significantly decreasing the number
of trainable parameters and GPU memory requirements [47].

The fine-tuning process was conducted using a carefully
structured setup. The Gemma 7B model was trained using
datasets such as the Revised JNLPBA, BC5CDR, and AnatEM
with a token cutoff length of 512 and a maximum of 20,000
samples. Preprocessing_num_workers was set to 16, and a
mixture of depths was converted to facilitate diverse learning
dynamics. The output configuration included saving checkpoints
every 1000 steps and logging progress every 200 steps, ensuring
thorough monitoring of the training process.
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Training parameters included a per-device batch size of 8, a
gradient accumulation step of 1, and a learning rate of 0.0001,
managed by a cosine learning rate scheduler with a warm-up
ratio of 0.1. The training spanned 3 epochs, using mixed
precision with bfloat16 for efficiency. A weight decay of 0.01
was applied to prevent overfitting. A 10% validation split was
used for evaluation, with assessments conducted every 200 steps
using a batch size of 4 per device.

LoRA-specific settings included a dropout rate of 0.05 and a
rank of 128 for the low-rank matrices applied across all model
layers. This configuration enabled significant reductions in
trainable parameters and GPU memory use. The LoRA
technique allowed the Gemma 7B model to be fine-tuned
effectively for complex NER tasks in the medical domain
without compromising performance. These adjustments provided
a scalable approach for adapting large-scale language models
to specialized tasks with efficient computational resources.

Finally, the F1-score was used to evaluate the prediction
accuracy of each entity type under the Gemma 7B model. To
further demonstrate the effectiveness of the fine-tuning process,
metrics such as the microaverage (AVG_MICRO) and
macroaverage (AVG_MACRO) were leveraged to compare the
performance of the fine-tuned model against a baseline without
fine-tuning.

Training and Testing of the Statistical Machine Learning
Models
This section used HMM and CRF for medical NER tasks using
the Revised JNLPBA, BC5CDR, and AnatEM datasets. Unlike
deep learning methods and LLMs, these statistical models did
not require hyperparameter tuning. HMMs were trained by
estimating transition and emission probabilities, whereas CRFs
used feature functions to capture relationships between labels
and features in the data. The prediction accuracy for each entity
type was also evaluated using the F1-score.

Evaluative Metrics and Model Assessment
After the training, cross-validation, and testing phases, we used
F1-score metrics across various hyperparameter combinations
to evaluate the model’s prediction accuracy for different entity
types. These F1-scores were aggregated into AVG_MICRO and
AVG_MACRO as leveraged metrics to assess the model’s
prediction accuracy under different hyperparameter
configurations. The AVG_MICRO metric provides a
comprehensive measure of overall model performance, capturing
precision and recall across the dataset. The AVG_MACRO
metric highlights the model’s ability to handle varying entity
distributions, including rare entities. This dual-metric approach
ensures a balanced evaluation, preventing biases toward more
common entities and maintaining consistent performance across
diverse entity types [42].

To enhance our evaluation framework, we assessed training
time efficiency and computational resource use, including CPU
and GPU use. These additional metrics provide insights into
each model’s operational demands and feasibility, allowing us

to evaluate their prediction accuracy and practicality for
real-world applications.

Further Assisted Evaluation

Overview
This method further evaluated the relationship between medical
data and NER models, focusing on categorical relaxation to
reduce entity classification complexity and improve prediction
accuracy. We detailed the process of merging similar entity
types into broader categories and evaluated the impact on model
performance through a comprehensive analysis of macrofactors
such as sentence length (sLen) and entity density (eDen). These
methods were applied across several datasets, such as Revised
JNLPBA, BC5CDR, and AnatEM, to systematically assess NER
models.

Academic Revision on Categorical Relaxation
Categorical relaxation in NER classification, particularly within
the medical domain, entails merging similar medical entity types
to diminish ambiguity and enhance the classification
performance of NER models. This technique simplifies the
classification landscape and bolsters the models’ capacity to
generalize from training data to unseen clinical examples. In
this study, we implemented categorical relaxation by
consolidating specific medical entity types, such as merging
different DNA or RNA names. This method was guided by
empirical evidence suggesting that merging reduces
misclassifications and boosts prediction accuracy, particularly
in diagnosing conditions and recommending treatments.

In the Revised JNLPBA dataset, we adopted a merging strategy
based on the principles described by Tsai et al [48]. Biologically
related categories such as DNA, RNA, and proteins were
consolidated into a single “macromolecule” category. Similarly,
entities categorized as cell lines and cell types were combined
into a single “cell” entity category.

In the AnatEM dataset, we reclassified 12 entity types into 4
broader categories relevant to human health following the
classification guidelines from Pyysalo and Ananiadou [40]. This
reorganization is predicated on the premise that broader
categories more effectively capture essential information and
reduce the noise caused by particular and infrequently occurring
entities.

Following categorical relaxation, we comprehensively evaluated
the RoBERTa, BigBird, DeBERTa, and BioBERT models. This
assessment compared the prediction accuracy of these models
on the newly consolidated entity types. The objective was to
determine the effects of entity type consolidation on model
performance, particularly whether simplifying categories
enhanced prediction accuracy across different model
architectures. This method simplifies entity classification and
capitalizes on the inherent similarities among entity types to
improve model training and evaluation. By reducing the
granularity of entity types, we posited that the models would
achieve higher accuracy and more effectively address the
complexities of medical texts. The specific outcomes of this
categorical relaxation are detailed in Table 2.
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Table 2. Merged entity types.

Merged entity typeDataset and medical entity type

Revised JNLPBAa

MacromoleculeDNA, RNA, and protein

CellCell line and cell type

BC5CDRb

DiseaseDisease

ChemicalChemical

AnatEMc

Anatomical structureOrganism subdivision, anatomical system, organ, multi-tissue structure, tissue, cell, developing
anatomical structure, and cellular component

Organism substanceOrganism substance

Immaterial anatomical entityImmaterial anatomical entity

Pathological formationPathological formation and cancer

aJNLPBA: Joint Workshop on Natural Language Processing in Biomedicine and its Applications.
bBC5CDR: BioCreative V CDR.
cAnatEM: Anatomical Entity Mention.

Constructing and Evaluating NER Macrofactor Datasets

Macrofactor Metrics Definition

Entity macrofactor metrics were defined in an entity (entity
phrase fragment) or on the entire dataset, and dataset’s different
attributes were described. On the basis of the 8 factor types
defined by Fu et al [35], we categorized these into 6 macrofactor

metrics. This categorization was derived from a detailed
examination of the characteristics of 3 medical datasets,
including the length of medical terminology and other relevant
factors. This allowed us to distill the most pertinent metrics for
our study, which included sLen, entity phrase length (eLen),
eDen, number of entity words in each entity phrase (eNum),
total entity word count in each entity type (tEWC), and entity
label consistency (elCon) (Textbox 1)

Textbox 1. Definitions of macrofactor metrics.

• sLen: this metric refers to the string length of the sentence containing the entity phrase. It quantifies the contextual space in which entities appear.
Notably, extreme values are excluded to prevent distortion in average calculations.

• eLen: this metric quantifies the string length of each entity phrase, which can comprise one or more entity words. Similar to sLen, extreme values
are excluded to yield a more precise average eLenfor each entity type.

• eDen: this metric is calculated as the ratio of eLen to sLen; this metric quantifies how dense entities are populated within the text.

• eNum: for datasets such as Revised JNLPBA labeled with the “beginning, inside, outside” sequence, this metric counts the entity words in a
phrase, adjusting for labeling specifics such as combining “B-Entity label” and “I-Entity label” into a single count to avoid underrepresentation
in the data.

• tEWC: this metric quantifies the cumulative number of entity words within each specific entity type across datasets such as the Revised JNLPBA,
BC5CDR, and AnatEM.

• elCon: this metric evaluates the consistency of entity-type assignments to medical terms across various contexts, which is essential in datasets
such as the Revised JNLPBA dataset, where terms can possess multiple semantic interpretations. For instance, “lymphocyte” may be categorized
as “B-cell_type” in discussions about receptor counts and as “I-cell_type” in contexts involving blood samples. To calculateelCon, each term
from the dataset is cataloged along with its associated entity types. For example, “lymphocyte” would be documented with both “B-cell_type”
and “I-cell_type.” A weight ω is assigned to each term based on the inverse number of its entity types (ω=1/number of entity types), indicating
that terms linked to fewer entity types tend to demonstrate higher prediction accuracy. Terms associated with a single entity type are assigned a
weight of 1, whereas those with 2 types are given a weight of 0.5. We calculate the average weight using the following formula—average weight

value —excluding extreme values to avoid data skew.

The New Macrofactor Dataset Creation

To construct the macrofactor datasets, we computed metrics
such as sLen, eLen, eNum, eDen, and elCon for each entity word
within each entity type across the Revised JNLPBA, BC5CDR,
and AnatEM datasets. These metrics quantify specific linguistic

and structural attributes of the datasets. In addition, we included
tEWC as a separate column to represent the total count of entity
words for every kind across the datasets, quantifying the overall
entity word volume. Figure 2 shows the systematic computation
of these metrics except tEWC to augment the macrofactor
datasets.
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Due to the supervised nature of these datasets, labels were
assigned based on the F1-scores achieved by the top-performing
models within 3 distinct categories: statistical machine learning
models (HMM and CRF), deep learning NLP models based on
BERT architecture (RoBERTa, BigBird, DeBERTa, and
BioBERT), and LLMs (Gemma). The model with the highest
AVG_MICRO and AVG_MACRO scores was identified for
each model category. The F1-scores for each entity type, as

achieved by these best-performing models, were then used as
labels for the datasets. This method ensures that the labels
accurately reflect the prediction accuracy for each entity type.
Consequently, 9 unique macrofactor datasets were generated,
each representing a combination of the computed metrics and
the derived labels. Figure 3A illustrates the use of these
F1-scores as labels, whereas Figure 3B provides an example of
how the dataset structure was revised based on these
macrofactors.

Figure 2. Sentence length (sLen), entity phrase length (eLen), number of entity words in each entity phrase (eNum), entity density (eDen), and entity
label consistency (elCon) values of an entity word.

Figure 3. An example of 2 parts illustrating different components of each macrofactor dataset. Panel (A) displays the labels used in the datasets, whereas
panel (B) presents a visualization of the macrofactor metrics—sentence length, entity phrase length, number of entity words in each entity phrase, entity
density, and entity label consistency—using the radial tree layout algorithm. This visualization offers a structured view of the interrelationships among
these metrics. AVG_MACRO: macroaverage; AVG_MICRO: microaverage.
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Preliminary Macrofactor Evaluation

Our preliminary analysis adopted a comprehensive method to
assess the interactions between prediction accuracy for various
entity types (eg, disease, DNA, and RNA) and 6 macrofactors.
Initially, we extracted prediction accuracy data for each entity
type from these NER models (HMM, CRF, RoBERTa, BigBird,
DeBERTa, BioBERT, and Gemma), and we calculated the
average values for macrofactor metrics such as sLen, eLen,
eNum, eDen, elCon, and tEWC. We then explored the impact
of each metric on the prediction accuracy for each entity type.
We considered trend analysis to provide deeper insights into
the relationships between these metrics and accuracy levels. In
addition, the visualization of multimodel predictive trends
offered a comprehensive view of model robustness across
different entity types.

In-Depth Macrofactor Selection

Overview

Our subsequent research focused on identifying which
macrofactors significantly impacted the models’ prediction
accuracy. We developed an MFE algorithm and conducted
macrofactor selection. MFE is an improved algorithm based on
recursive feature elimination [49] divided into 3 layers.

First Layer: Factor Ranking and Selection

The MFE algorithm inputs the calculated values for sLen, eLen,
eNum, eDen,tEWC, and elCon for each entity word.

Linear correlation analysis is performed for each factor using
the following function. The correlation coefficient (r) is a
statistical measure used to quantify the strength and direction
of the relationship between 2 variables. xi represents individual
macrofactor measurements, is the mean of all macrofactor
measurements, yi represents individual model performance
measurements, and is the mean of all model performance
measurements. This calculation quantifies the relationship
between each macrofactor and the model’s prediction accuracy.

Using a method similar to the Pearson correlation method [50],
factors are ranked by their correlation scores, and the top 4 are
retained for further analysis. This step ensures that only the
factors with the highest potential impact are advanced, thereby
efficiently streamlining the feature space.

Second Layer: Random Forest Evaluation

A random forest model performs multiple training iterations
using the selected macrofactors from the first layer.

After each training session, cross-validation is used to evaluate
model performance. The macrofactor with the lowest feature
importance score, indicating minimal contribution to prediction
accuracy, is systematically excluded from subsequent analyses.
This iterative refinement process prioritizes factors that
consistently enhance model accuracy [51].

Third Layer: Regression Model Optimization

The refined set of macrofactors is integrated into a regression
model.

The least impactful macrofactors are sequentially eliminated
based on the influence of their coefficients on the model, which
is calculated as follows:

Coefficient influence = β (2)

β is the coefficient related to the macrofactors; the model is
retrained after each removal, continuing until no further
improvement in performance is detected. This final step ensures
that only the most impactful factors are retained, optimizing the
model’s efficiency and effectiveness.

Ethical Considerations
Ethics approval was obtained from the Institute of Medical
Information and Library, Chinese Academy of Medical Sciences
and Peking Union Medical College (ethics approval code:
IMICAMS/01/22/HREC). After obtaining ethics approval, the
Institute of Medical Information and Library, Chinese Academy
of Medical Sciences and Peking Union Medical College, wrote
an official ethics approval statement.

All medical NER datasets used in this paper are public datasets;
no personal or sensitive information was collected, and the
datasets complied with local institutional guidelines and
legislation. It was unnecessary to obtain written or verbal
informed consent from the participants. The experimental
protocols and datasets in this study were approved by the
Institute of Medical Information and Library, Chinese Academy
of Medical Sciences and Peking Union Medical College. All
methods were performed according to the relevant guidelines
and regulations.

Results

Model Prediction Results
The predicted outcomes of the NER models following extensive
training, testing, and hyperparameter optimization are detailed
in Table 3. The statistical machine learning models, HMM and
CRF, exhibited moderate performance. HMM showed relatively
lower scores across all datasets, with AVG_MICRO scores of
0.7265, 0.825, and 0.6112 for the Revised JNLPBA, BC5CDR,
and AnatEM datasets, respectively. Similarly, its AVG_MACRO
was also lower, indicating limited effectiveness in capturing
diverse entity types. On the other hand, the CRF model
performed better than HMM, achieving higher AVG_MICRO
scores of 0.8476, 0.9019, and 0.743 for the same datasets,
respectively. The corresponding AVG_MACRO for CRF was
also higher, reflecting its better overall accuracy and balance
in entity recognition.

In contrast, the BERT-based deep learning models (BioBERT,
RoBERTa, BigBird, and DeBERTa) consistently demonstrated
a strong performance across multiple datasets. Notably,
BioBERT achieved the highest results on the Revised JNLPBA
and AnatEM datasets, with an AVG_MICRO of 0.932 and an
AVG_MACRO of 0.9298 on the Revised JNLPBA dataset and
an AVG_MICRO of 0.8494 and an AVG_MACRO of 0.6975
on the AnatEM dataset. However, on the BC5CDR dataset,
these models performed slightly worse, with AVG_MICRO
and AVG_MACRO values generally below 0.8726 and 0.858,
respectively. This indicated that, while BERT-based models
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exhibited robust performance in specific contexts, their
generalization capabilities varied depending on the dataset
characteristics.

The Gemma model demonstrated a strong performance on the
BC5CDR dataset, achieving the highest AVG_MICRO of
0.9962 and an AVG_MACRO of 0.981. However, its results
were less pronounced on the Revised JNLPBA and AnatEM
datasets compared to BioBERT and other models.

Table 3. Model prediction accuracy comparison.

AnatEMc datasetBC5CDRb datasetRevised JNLPBAa datasetModel

AVG_MACROAVG_MICROAVG_MACROAVG_MICROAVG_MACROeAVG_MICROd

Statistical machine learning models

0.50130.61120.70020.82500.68150.7265HMMf

0.51140.74300.88830.90190.82580.8476CRFg

Deep learning NLPh models based on BERTi architecture

0.69750.84940.8580.87260.92980.932BioBERTj

0.65010.82010.81520.83130.91330.9133RoBERTak

0.64510.81470.83210.84610.92180.9277BigBirdl

0.61310.8060.83350.84710.9210.9256DeBERTam

Large language model

0.64960.80290.98100.99620.82980.9088Gemma

aJNLPBA: Joint Workshop on Natural Language Processing in Biomedicine and its Applications.
bBC5CDR: BioCreative V CDR.
cAnatEM: Anatomical Entity Mention.
dAVG_MICRO: microaverage.
eAVG_MACRO: macroaverage.
fHMM: hidden Markov model.
gCRF: conditional random fields.
hNLP: natural language processing.
iBERT: Bidirectional Encoder Representations From Transformers.
jBioBERT: Bidirectional Encoder Representations from Transformers for Biomedical Text Mining.
kRoBERTa: Robustly Optimized BERT Pretraining Approach.
lBigBird: Big Transformer Models for Efficient Long-Sequence Attention.
mDeBERTa: Decoding-enhanced BERT with Disentangled Attention.

In addition, Figures 4 and 5 highlight the F1-scores for each
entity type achieved by the best-performing models in each
category: statistical machine learning models (represented by
CRF), deep learning NLP models based on BERT architecture
(represented by BioBERT), and the Gemma LLM.

The performance of the CRF, BioBERT, and Gemma models
on the Revised JNLPBA dataset showed distinct differences
across various entity types. BioBERT consistently outperformed
CRF and Gemma across most entity types. For instance, in the
“B-DNA” entity type, BioBERT attained the highest score of
0.9057 compared to CRF’s 0.7733 and Gemma’s 0.8883.
Gemma also demonstrated a high performance in several entity
types, such as “B-protein” (0.9368) and “I-DNA” (0.9503).
Nonetheless, it showed variability in other entity types, such as
“B-RNA” (0.7925), where BioBERT achieved a significantly
higher score (0.9177). While showing promising results in entity
types such as “I-cell_line” (0.8911), the CRF model generally
performed lower than BioBERT and Gemma. Notably, CRF’s

performance in the “I-RNA” entity type (0.7655) was
significantly lower than that of both BioBERT (0.9403) and
Gemma (0.8652).

In the BC5CDR dataset, Gemma consistently outperformed
CRF and BioBERT across most entity types. For instance, in
the “B-Disease” entity type, Gemma achieved an F1-score of
0.9806, significantly higher than that of CRF (0.8993) and
BioBERT (0.8615). Similarly, in the “I-Disease” entity type,
Gemma attained the highest score of 0.9688 compared to CRF’s
0.8497 and BioBERT’s 0.7990. Gemma also demonstrated
exceptional performance in the “B-Chemical” entity type
(0.9926), surpassing CRF (0.9429) and BioBERT (0.9310). The
“I-Chemical” entity type showed similar trends, with Gemma
achieving an F1-score of 0.9650, higher than that of CRF
(0.8611) and BioBERT (0.8405). The CRF model exhibited
moderate performance, achieving lower F1-scores than Gemma
but often outperforming BioBERT, particularly in the
“B-Disease” and “B-Chemical” entity types.
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In the AnatEM dataset, BioBERT consistently outperformed
CRF and Gemma across most entity types. For instance, in the
“B-Cell” entity type, BioBERT achieved an F1-score of 0.9053,
higher than that of both CRF (0.7879) and Gemma (0.8972).
Similarly, in the “I-Cell” entity type, BioBERT attained the
highest score of 0.9139 compared to CRF’s 0.81 and Gemma’s
0.8907. Gemma, while showing high performance in specific
entity types such as “B-Cancer” (0.9259) and “I-Cancer”

(0.9132), demonstrated more variability across different entity
types. For example, Gemma’s performance in the “I-Organ”
entity type was lower (0.5714) than BioBERT’s (0.6780).
Although the CRF model showed promising results in specific
entity types such as “B-Cancer” (0.844), it generally performed
lower than BioBERT and Gemma. Mainly, CRF’s performance
in types such as “I-Organ” (0.2917) and
“I-Developing_anatomical_structure” (0.00) was significantly
lower than that of both BioBERT and Gemma.

Figure 4. Prediction accuracy of various models on two datasets. (A) The figure shows the prediction accuracy on the Revised Joint Workshop on
Natural Language Processing in Biomedicine and its Applications (JNLPBA) dataset. (B) The figure shows the prediction accuracy on the BioCreative
V CDR (BC5CDR) dataset. AVG_MACRO: macroaverage; AVG_MICRO: microaverage; BioBERT: Bidirectional Encoder Representations from
Transformers for Biomedical Text Mining; CRF: conditional random fields.
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Figure 5. Prediction accuracy of various models on the Anatomical Entity Mention (AnatEM) dataset. AVG_MACRO: macroaverage; AVG_MICRO:
microaverage; BioBERT: Bidirectional Encoder Representations from Transformers for Biomedical Text Mining; CRF: conditional random fields.

Fine-Tuning Results of the BERT-Based Models
On the basis of the observations from Figures 6 and 7, the
fine-tuning of models based on BERT architecture (BioBERT,
BigBird, DeBERTa, and RoBERTa) across the Revised
JNLPBA, BC5CDR, and AnatEM datasets demonstrated that
a learning rate of 0.0001 consistently yielded the best prediction
accuracy. However, the optimal configurations for batch size,
epochs, and dropout rate varied significantly among the models
and datasets.

BioBERT achieved an AVG_MICRO of 0.932 on the Revised
JNLPBA dataset with a batch size of 50, a dropout rate of 0.5,

and 5 epochs. On the BC5CDR dataset, it reached an
AVG_MICRO of 0.8726 with a lower dropout rate of 0.1, a
batch size of 10, and 10 epochs, whereas on the AnatEM dataset,
an AVG_MICRO of 0.8494 was obtained with a dropout rate
of 0.1, a batch size of 50, and 5 epochs.

BigBird consistently performed best with a batch size of 50 and
10 epochs, achieving an AVG_MICRO of 0.9277 on the Revised
JNLPBA dataset. It also showed a strong performance on the
BC5CDR and AnatEM datasets, with AVG_MICRO scores of
0.8461 and 0.8147, respectively.
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Figure 6. Fine-tuning results of Bidirectional Encoder Representations from Transformers (BioBERT) and Big Transformer Models for Efficient
Long-Sequence Attention (BigBird)—microaverage (AVG_MICRO) scores across datasets. (A) The figure shows AVG_MICRO scores for BioBERT
across datasets. (B) The figure shows AVG_MICRO scores for BigBird across datasets. AVG_MICRO is used as the sole leveraged metric because
both the AVG_MICRO and macroaverage metrics exhibit similar trends, generally increasing or decreasing. This similarity indicates that using
AVG_MICRO alone is sufficient to understand the overall performance of the models, making the results more straightforward and focused. AnatEM:
Anatomical Entity Mention; BC5CDR: BioCreative V CDR; BERT: Bidirectional Encoder Representations From Transformers; JNLPBA: Joint
Workshop on Natural Language Processing in Biomedicine and its Applications.

Figure 7. Fine-tuning results of the Decoding-enhanced Bidirectional Encoder Representations from Transformers (BERT) with Disentangled Attention
(DeBERTa) and Robustly Optimized BERT Pretraining Approach (RoBERTa) models—microaverage (AVG_MICRO) scores across datasets. (A) The
figure shows AVG_MICRO scores for DeBERTa across datasets. (B) The figure shows AVG_MICRO scores for RoBERTa across datasets. AnatEM:
Anatomical Entity Mention; BC5CDR: BioCreative V CDR; JNLPBA: Joint Workshop on Natural Language Processing in Biomedicine and its
Applications.
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DeBERTa recorded an AVG_MICRO of 0.9256 on the Revised
JNLPBA dataset with a batch size of 10, a dropout rate of 0.2,
and 5 epochs. On the BC5CDR dataset, it achieved an
AVG_MICRO of 0.8471 with a higher dropout rate of 0.5, a
batch size of 50, and 10 epochs. For the AnatEM dataset, an
AVG_MICRO of 0.806 was achieved with a dropout rate of
0.1, a batch size of 10, and 10 epochs.

RoBERTa demonstrated optimal performance across the 3
datasets using a batch size of 10. On the Revised JNLPBA
dataset, RoBERTa achieved an AVG_MICRO of 0.9313 with
a dropout rate of 0.5 and 5 epochs. On the BC5CDR dataset, it
obtained an AVG_MICRO of 0.8313 with a dropout rate of 0.1
and 10 epochs. Similarly, on the AnatEM dataset, RoBERTa
achieved an AVG_MICRO of 0.8201 with a dropout rate of 0.1
and 10 epochs.

These results underscore the critical role of hyperparameter
tuning as each model and dataset required specific
configurations to achieve optimal performance. While a
consistent learning rate of 0.0001 was effective across all
models, batch size, epoch, and dropout rate variations were
necessary to adapt to the specific characteristics of different
datasets and model architectures.

Fine-Tuning Results of the Gemma Model
Table 4 shows significant improvements in the Gemma model’s
performance metrics after fine-tuning using the LoRA technique
across various datasets. The AVG_MICRO metric increased
by 0.0245 for the Revised JNLPBA dataset, by 0.0111 for the
BC5CDR dataset, and by 0.0083 for the AnatEM dataset.
Similarly, the AVG_MACRO metric increased by 0.0173 for
the Revised JNLPBA dataset, decreased by 0.0027 for the
BC5CDR dataset, and increased by 0.0192 for the AnatEM
dataset.

Table 4. Comparison of prediction accuracy (as microaverage [AVG_MICRO] and macroaverage [AVG_MACRO] metrics) for the Gemma model
before and after fine-tuning on different datasets.

After fine-tuningBefore fine-tuningModel, dataset, and leveraged metrics

Revised JNLPBAa

0.90880.8843AVG_MICRO

0.82980.8125AVG_MACRO

BC5CDRb

0.99620.9851AVG_MICRO

0.98100.9837AVG_MACRO

AnatEMc

0.80290.7946AVG_MICRO

0.64960.6304AVG_MACRO

aJNLPBA:Joint Workshop on Natural Language Processing in Biomedicine and its Applications.
bBC5CDR: BioCreative V CDR.
cAnatEM: Anatomical Entity Mention.

Model Resource Use Results

Overview
In evaluating prediction accuracy among the HMM, CRF,
RoBERTa, BigBird, DeBERTa, BioBERT, and Gemma models,

we documented their training time, CPU use, and GPU memory
consumption performance, as shown in Figure 8.
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Figure 8. Training time and central processing unit (CPU) and graphics processing unit (GPU) uses of the models. (A) The figure shows the resource
use results on the Revised Joint Workshop on Natural Language Processing in Biomedicine and its Applications (JNLPBA) dataset. (B) The figure
shows the resource use results on the BioCreative V CDR (BC5CDR) dataset. (C) The figure shows the resource use results on the Anatomical Entity
Mention (AnatEM) dataset. BERT: Bidirectional Encoder Representations from Transformers; BioBERT: Bidirectional Encoder Representations from
Transformers for Biomedical Text Mining; CRF: conditional random fields; DeBERTa: Decoding-enhanced BERT with Disentangled Attention; HMM:
hidden Markov model; RoBERTa: Robustly Optimized BERT Pretraining Approach; BigBird: Big Transformer Models for Efficient Long-Sequence
Attention.

Training Time
Gemma consistently required the most extended training times
across all datasets, reaching a peak of 63.34 minutes in the
Revised JNLPBA dataset. In stark contrast, HMM was notably
more efficient, completing training in only 0.13 minutes in the
same dataset and a mere 0.09 minutes in the BC5CDR dataset.

CPU Use
DeBERTa recorded the highest CPU use—40.24% and 38.35%
in the Revised JNLPBA and AnatEM datasets, respectively. In
the BC5CDR dataset, CRF had the highest CPU use at 37.26%.
In contrast, Gemma demonstrated minimal CPU requirements,
with use rates consistently at approximately 10% across all 3
datasets.

GPU Memory Consumption
Gemma had the highest GPU use, with rates consistently at
approximately 61% across all 3 datasets. In contrast, the HMM
and CRF traditional machine learning models recorded zero
GPU use. This is because these models primarily rely on the
CPU for their computations and do not leverage the parallel
processing capabilities of GPUs, which are designed to
accelerate deep learning tasks. Among the BERT-based models,
BioBERT exhibited the lowest GPU use, consuming 42.96%
and 41.47% in the Revised JNLPBA and AnatEM datasets,
respectively, and only 23.45% in the BC5CDR dataset. This

lower GPU consumption indicates that BioBERT, while still
using GPU resources, does so more efficiently than Gemma,
potentially due to its optimized architecture and more efficient
use of GPU memory for processing.

Overall
Gemma required significant resources and was characterized
by the highest GPU use across all datasets and the most extended
training times. This computational intensity may enhance
accuracy but comes at the cost of increased operational
resources. In contrast, BioBERT demonstrated high prediction
accuracy and lower resource consumption among the deep
learning models, indicating its efficiency and suitability for
environments with strict resource constraints.

Entity Type Prediction Accuracy Results
On the basis of the data presented in Figure 9, we identified
specific strengths in different models using a categorical
relaxation method to merge entity types. Gemma achieved the
highest prediction accuracy in the “chemical,” “disease,”
“pathological formation,” and “immaterial anatomical entity”
types, whereas BioBERT excelled in the “organism substance”
entity type. DeBERTa performed best in the “macromolecule”
and “anatomical structure” entity types, demonstrating its
strengths. In addition, BigBird showed a superior performance
in the “cell” type.
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Figure 9. Relationship between the models’ prediction accuracy and merged entity types. BERT: Bidirectional Encoder Representations from
Transformers; BioBERT: Bidirectional Encoder Representations from Transformers for Biomedical Text Mining; CRF: conditional random fields;
DeBERTa: Decoding-enhanced BERT with Disentangled Attention; HMM: hidden Markov model; RoBERTa: Robustly Optimized BERT Pretraining
Approach; BigBird: Big Transformer Models for Efficient Long-Sequence Attention.

Macrofactor Trends Impacting Model Prediction
Accuracy
The results of this section primarily involve the trend
relationships between the prediction accuracy of 7 NER models
and 6 macrofactor metrics, focusing on the average values of
these metrics across various datasets.

In the AnatEM dataset, as depicted in Figure 10, there was a
distinct correlation—entity types that yielded higher prediction
accuracies corresponded to increased values in sLen, eLen,
eNum, eDen, and tEWC. This pattern indicates that the model’s
ability to accurately predict entities is enhanced with the rising
complexity and volume of data associated with those entity

types. Conversely, an inverse relationship was observed with
elCon, which decreased as the other metrics increased. For
instance, BioBERT recorded a high prediction accuracy of
90.96% in the “cell” entity type. This outstanding performance
correlated with the highest metrics observed in the dataset—sLen
peaked at 216.78, eLen peaked at 8.32, eNum peaked at 1.94,
and eDen peaked at 0.03838. Then, the “cell” entity type’s tEWC
was notably high at 2436, demonstrating the BioBERT’s ability
to process extensive textual data effectively. However, elCon
was significantly lower at 0.4642. This indicates that, although
this model is adept at managing complex and voluminous data,
it does not consistently ensure accurate entity labeling,
suggesting a trend in which higher accuracy and complexity
metrics do not correspond with label consistency.
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Figure 10. Relationship between macrofactors and model prediction accuracy in the Anatomical Entity Mention (AnatEM) dataset. BERT: Bidirectional
Encoder Representations from Transformers; BigBird: Big Transformer Models for Efficient Long-Sequence Attention; BioBERT: Bidirectional Encoder
Representations from Transformers for Biomedical Text Mining; CRF: conditional random fields; DeBERTa: Decoding-enhanced BERT with Disentangled
Attention; eDen: entity density; elCon: entity label consistency; eLen: entity phrase length; eNum: number of entity words in each entity phrase; HMM:
hidden Markov model; RoBERTa: Robustly Optimized BERT Pretraining Approach; sLen: sentence length; tEWC: total entity word count in each
entity type.

The Revised JNLPBA dataset substantiated these observations,
as shown in Figure 11. The “cell_type” entity type generally
yielded a higher accuracy among the 7 models, showing elevated
values for sLen, eLen, eNum, and eDen, with average values
recorded at 187.12 (SD 10.52), 7.76 (SD 1.24), 1.91 (SD 0.32),
and 0.0372 (SD 0.005), respectively. This indicated that the
models achieved high accuracy and effectively handled denser
entity distributions. Moreover, there seemed to be a negative

correlation between higher values of elCon and tEWC and these
accuracies. In addition, a comparable trend emerged in the
BC5CDR dataset, where the “chemical” entity type yielded the
highest accuracy across the RoBERTa, DeBERTa, and
BioBERT models, aligning with the highest measurements of
sLen, eLen, eNum, eDen, and tEWC, coupled with the lowest
value of elCon.
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Figure 11. Relationship between macrofactors and model prediction accuracy in two datasets. (A) The figure shows the relationship in the Revised
Joint Workshop on Natural Language Processing in Biomedicine and its Applications (JNLPBA) dataset. (B) The figure shows the relationship in the
BioCreative V CDR (BC5CDR) dataset. BERT: Bidirectional Encoder Representations from Transformers; BioBERT: Bidirectional Encoder
Representations from Transformers for Biomedical Text Mining; CRF: conditional random fields; DeBERTa: Decoding-enhanced BERT with Disentangled
Attention; eDen: entity density; elCon: entity label consistency; eLen: entity phrase length; eNum: number of entity words in each entity phrase; HMM:
hidden Markov model; RoBERTa:Robustly Optimized BERT Pretraining Approach; sLen: sentence length; tEWC: total entity word count in each entity
type; BigBird: Big Transformer Models for Efficient Long-Sequence Attention.

Macrofactor Selection Results
Examining Tables 5-7, the results from the MFE algorithm
reveal the importance of different macrofactors across various
models and datasets. In the CRF model, eNum was identified
as the most influential macrofactor for prediction accuracy in
the Revised JNLPBA and AnatEM datasets. In contrast, eLen
was found to be more influential in the BC5CDR dataset. This
finding indicates that the eNum and eLen play varying roles
depending on the dataset’s characteristics. The Gemma model
exhibited results similar to those of the CRF model, with eNum

significantly impacting prediction accuracy for the Revised
JNLPBA and AnatEM datasets. At the same time, eLen
significantly influenced prediction accuracy for the BC5CDR
dataset.

In the BioBERT model, eNum consistently emerged as the most
critical macrofactor across all datasets (Revised JNLPBA,
BC5CDR, and AnatEM); despite varying macrofactor
combinations in the initial 2 layers, eNum was consistently
chosen for the final layer. This indicates that, among the 6
macrofactors, eNum significantly influences BioBERT’s
prediction accuracy.
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Table 5. Macrofactors selected by the multilevel factor elimination (MFE) algorithm in the conditional random fields model across different datasets.

On the basis of the AnatEMc datasetOn the basis of the BC5CDRb datasetOn the basis of the Revised JNLPBAa

dataset

MFE algorithm

sLen, eLen, eNum, eDen, elCon, and
tEWC

sLen, eLen, eNum, eDen, elCon, and
tEWC

sLend, eLene, eNumf, eDeng, elConh, and

tEWCi

Input

sLen, eLen, eNum, and eDeneLen, eNum, eDen, and tEWCsLen, eLen, eNum, and elConLayer 1

eNum and eDeneLen and eNumsLen and eNumLayer 2

eNumeLeneNumLayer 3

aJNLPBA: Joint Workshop on Natural Language Processing in Biomedicine and its Applications.
bBC5CDR: BioCreative V CDR.
cAnatEM: Anatomical Entity Mention.
dsLen: sentence length.
eeLen: entity phrase length.
feNum: number of entity words in each entity phrase.
geDen: entity density.
helCon: entity label consistency.
itEWC: total entity word count in each entity type.

Table 6. Macrofactors selected by the multilevel factor elimination (MFE) algorithm in the Bidirectional Encoder Representations from Transformers
for Biomedical Text Mining (BioBERT) model across different datasets.

On the basis of the AnatEMc datasetOn the basis of the BC5CDRb datasetOn the basis of the Revised JNLPBAa

dataset

MFE algorithm

sLen, eLen, eNum, eDen, elCon, and
tEWC

sLen, eLen, eNum, eDen, elCon, and
tEWC

sLend, eLene, eNumf, eDeng, elConh, and

tEWCi

Input

sLen, eLen, eNum, and eDeneLen, eNum, eDen, and tEWCeLen, eNum, elCon, and tEWCLayer 1

eLen and eNumeNum and tEWCeLen and eNumLayer 2

eNumeNumeNumLayer 3

aJNLPBA: Joint Workshop on Natural Language Processing in Biomedicine and its Applications.
bBC5CDR: BioCreative V CDR.
cAnatEM: Anatomical Entity Mention.
dsLen: sentence length.
eeLen: entity phrase length.
feNum: number of entity words in each entity phrase.
geDen: entity density.
helCon: entity label consistency.
itEWC: total entity word count in each entity type.
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Table 7. Macrofactors selected by the multilevel factor elimination (MFE) algorithm in the Gemma model across different datasets.

On the basis of the AnatEMc datasetOn the basis of the BC5CDRb datasetOn the basis of the Revised JNLPBAa

dataset

MFE algorithm

sLen, eLen, eNum, eDen, elCon, and
tEWC

sLen, eLen, eNum, eDen, elCon, and
tEWC

sLend, eLene, eNumf, eDeng, elConh, and

tEWCi

Input

sLen, eLen, eNum, and tEWCeLen, eNum, eDen, and elConsLen, eNum, elCon, and tEWCLayer 1

eLen and eNumeLen and eNumsLen and eNumLayer 2

eNumeLeneNumLayer 3

aJNLPBA: Joint Workshop on Natural Language Processing in Biomedicine and its Applications.
bBC5CDR: BioCreative V CDR.
cAnatEM: Anatomical Entity Mention.
dsLen: sentence length.
eeLen: entity phrase length.
feNum: number of entity words in each entity phrase.
geDen: entity density.
helCon: entity label consistency.
itEWC: total entity word count in each entity type.

Discussion

Principal Findings
This study comprehensively evaluated various NER models in
medical informatics, focusing on prediction accuracy, resource
use, and the impact of macrofactors and hyperparameters. The
primary findings indicate that BERT-based models (BioBERT,
RoBERTa, BigBird, and DeBERTa) exhibited generally higher
accuracy than traditional statistical models (HMM and CRF).
These BERT-based models, fine-tuned using the ADAM
optimizer with a consistent learning rate of 0.0001, demonstrated
outstanding performance. Among them, BioBERT excelled due
to its specialized pretraining on extensive medical literature.
The Gemma LLM, fine-tuned using the LoRA technique,
achieved the highest accuracy on the BC5CDR dataset but
showed variability across the other datasets, highlighting the
need for further optimization. Macrofactors such as “entity
phrase length (eLen)” and “the number of entity words in each
entity phrase (eNum)” significantly influenced model
performance, with the MFE algorithm effectively filtering these
macrofactors. Computational resource use revealed that, while
Gemma required substantial resources, BioBERT was a balanced
NER model with high prediction accuracy and lower
computational demands, making it suitable for
resource-constrained environments. These findings underscore
the importance of continuous refinement and dataset-specific
optimization to advance NER capabilities in medical
informatics.

Evaluation of Predictive Performance Across NER
Models
Evaluating various NER models on medical datasets provides
significant insights into their strengths and limitations,
highlighting the complexity of accurately identifying and
categorizing medical entities. The performance disparity among
statistical machine learning models, deep learning models based
on BERT architecture, and the Gemma LLM is evident, with

the latter 2 consistently demonstrating superior accuracy and
robustness.

Statistical machine learning models such as HMM and CRF
exhibited a moderate performance in medical NER tasks. The
HMM’s relatively lower scores across all datasets, with
AVG_MICRO scores of 0.7265, 0.825, and 0.6112 for the
Revised JNLPBA, BC5CDR, and AnatEM datasets,
respectively, reflected its limited capacity to capture the nuanced
patterns inherent in medical texts. While CRF outperformed
HMM with higher AVG_MICRO scores of 0.8476, 0.9019, and
0.743 for the same datasets, respectively, it still fell short
compared to the deep learning models. This indicates inherent
limitations in CRF’s feature engineering and sequence modeling
capabilities, which are less adept at handling the complexity
and variability of medical entities.

In contrast, the BERT-based models (BioBERT, RoBERTa,
BigBird, and DeBERTa) consistently demonstrated a strong
performance across multiple datasets. BioBERT’s superior
performance on the Revised JNLPBA and AnatEM datasets,
with AVG_MICRO scores of 0.932 and 0.8494 and
AVG_MACRO scores of 0.9298 and 0.6975, respectively, can
be attributed to its specialized pretraining on large-scale medical
literature. This pretraining allows BioBERT to capture
domain-specific nuances, enhancing its ability to recognize and
classify complex medical entities accurately. In the Revised
JNLPBA dataset, BioBERT achieved the highest F1-scores in
categories such as “B-DNA” (0.9057) and “I-cell_type”
(0.9550), showcasing its robust generalization capabilities.
However, the slightly lower performance of these models on
the BC5CDR dataset, where AVG_MICRO and AVG_MACRO
scores were generally below 0.8726 and 0.858, respectively,
suggests potential overfitting or sensitivity to the specific
characteristics of this dataset. This variability underscores the
necessity for further fine-tuning and incorporating additional
domain-specific knowledge to improve the models’
generalization capabilities across diverse datasets.
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The Gemma LLM demonstrated exceptional performance on
the BC5CDR dataset, achieving the highest AVG_MICRO score
of 0.9962 and an AVG_MACRO score of 0.981. In specific
entity types within this dataset, Gemma attained F1-scores of
0.9806 in “B-Disease” and 0.9926 in “B-Chemical,” indicating
its strong capability to recognize these entities. This suggests
that Gemma’s architecture and training regimen are particularly
well suited for this dataset, which contains only 2 entity types
(disease and chemical). The narrow focus of the BC5CDR
dataset may have allowed Gemma to optimize its performance
more effectively than on more complex datasets with diverse
entity types. However, Gemma’s less pronounced results on the
Revised JNLPBA and AnatEM datasets, with AVG_MICRO
scores of 0.9088 and 0.8029 and AVG_MACRO scores of
0.8298 and 0.6496, respectively, indicate that, while it excels
in binary entity recognition, it may require further adjustments
to handle more complex, multi-entity datasets effectively. In
the Revised JNLPBA dataset, for instance, Gemma showed a
high performance in categories such as “B-protein” (0.9368)
and “I-DNA” (0.9503) but struggled in “B-RNA” (0.7925)
compared to BioBERT’s 0.9177, highlighting areas for potential
improvement.

Furthermore, we found significant variability in prediction
accuracy across different entity types for models such as
BioBERT, Gemma, and CRF, as evidenced by contrasting

F1-scores for entities like ‘B-Developing_anatomical_structure’
and ‘I-Immaterial_anatomical_entity.’ This inconsistency,
illustrated in Figures 4 and 5, is primarily attributed to 2
interrelated factors: uneven data distribution and the
complexities inherent in medical terminologies. First, uneven
data distribution and noise in datasets such as the Revised
JNLPBA, BC5CDR, and AnatEM impeded the models’ ability
to fully understand and accurately predict underrepresented
entity types, affecting their overall performance. For example,
the “protein” and “cell_type” entities in the Revised JNLPBA
dataset are significantly more abundant (5256 and 2070 entity
words, respectively) compared to “cell_line” and “RNA” (404
and 161 entity words, respectively). Second, multiple entity
types for a single entity word complicate prediction. For
instance, in the Revised JNLPBA dataset, certain symbols
function as entity words within entity phrases. As depicted in
Figure 12, the parentheses in the entity phrase “immunoglobulin
(Ig)” from the training set are categorized as the “I-DNA” entity
type. However, when predicting the entity types of parentheses
in the test set, the models occasionally misclassify them as
“I-DNA” even though they do not belong to this entity type in
some contexts. Specifically, the phrase “(PCBA)” in the test
set is not recognized as an entity phrase. However, the models
may erroneously assign the parentheses to the “I-DNA” entity
type, leading to prediction errors.

Figure 12. Entity type division.

These findings underscore the importance of selecting and
optimizing models based on the specific characteristics of the
datasets to which they are applied. The consistent performance
of the deep learning models, particularly those based on BERT
architecture, and the promising results from LLMs such as
Gemma highlight the potential for advanced NER models to
improve medical entity recognition significantly. However,
achieving optimal results across diverse medical contexts will
require continuous refinement and adaptation of these models
to the unique nuances of each dataset.

Impact of Hyperparameters and Optimizer on the
Fine-Tuning of the BERT-Based Models
The fine-tuning results of the BERT-based models (BioBERT,
BigBird, DeBERTa, and RoBERTa) across the Revised
JNLPBA, BC5CDR, and AnatEM datasets reveal the significant
role of hyperparameter tuning and the effectiveness of the
ADAM optimizer in achieving optimal prediction accuracy in
medical NER tasks.

The consistent use of the ADAM optimizer with a learning rate
of 0.0001 across all models demonstrated its efficacy in
fine-tuning BERT-based architectures. The ADAM optimizer’s
adaptive learning rate mechanism, which adjusts based on the
first and second moments of the gradients, ensures efficient and
effective convergence. This balance is crucial for fine-tuning
complex models such as BERT and its variants as it mitigates
the risk of overshooting the optimal point or converging too
slowly. The success of this learning rate underscores the
importance of selecting a rate that balances convergence speed
and accuracy.

Beyond the learning rate, hyperparameters such as batch size,
epochs, and dropout rate were critical in determining model
performance. Optimal configurations for these parameters varied
significantly across models and datasets, emphasizing the need
for dataset-specific and model-specific tuning. For instance,
BioBERT achieved an AVG_MICRO of 0.932 on the Revised
JNLPBA dataset with a batch size of 50, a dropout rate of 0.5,
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and 5 epochs. In contrast, a smaller batch size of 10 was
necessary for optimal prediction accuracy on the BC5CDR
dataset. This variation illustrates how dataset characteristics
heavily influence batch size selection; larger batch sizes can
improve computational efficiency by leveraging the parallel
processing capabilities of GPUs, whereas smaller batch sizes
may allow for more frequent updates and better convergence.

The number of epochs required to achieve optimal prediction
accuracy also showed variability, indicating the need for tailored
training durations based on dataset complexity. BioBERT
needed 5 epochs for the Revised JNLPBA dataset but 10 epochs
for the BC5CDR dataset, suggesting that more training iterations
are essential for specific datasets to fully capture their
complexity and variability. Different datasets may demand
varied training durations to achieve optimal performance.

The dropout rate, a critical parameter to prevent overfitting,
exhibited significant variation across models and datasets.
BioBERT, BigBird, and RoBERTa demonstrated better
prediction accuracy with a lower dropout rate of 0.1 on the
BC5CDR dataset, whereas a higher dropout rate of 0.5 was
optimal for the Revised JNLPBA dataset. This variation
underscores the differing overfitting risks and regularization
needs across datasets. Higher dropout rates can prevent
overfitting in more straightforward datasets but may hinder
performance in more complex datasets requiring nuanced
learning.

These findings emphasize the critical role of hyperparameter
tuning in fine-tuning BERT-based models. While the ADAM
optimizer with a learning rate of 0.0001 proved adequate, batch
size, epochs, and dropout rate required careful adjustment to
the specific characteristics of each dataset and model
architecture. This variability highlights the necessity of a tailored
approach in hyperparameter optimization to achieve optimal
prediction accuracy. The consistent performance of deep
learning models based on BERT architecture underscores their
potential for significantly improving medical NER tasks.
However, achieving optimal results across diverse medical
contexts will require continuous refinement and adaptation of
these models to the unique nuances of each dataset.

Impact of Hyperparameters and Optimizers on the
Fine-Tuning of the Gemma Model
The fine-tuning of the Gemma model using the LoRA technique
led to significant improvements in its performance metrics
across various medical NER tasks, as shown in Table 4. The
consistent increases in AVG_MICRO metrics across 3 datasets
demonstrate the effectiveness of LoRA in enhancing model
accuracy. Although the AVG_MACRO metric declined in one
dataset, it still improved in the other two, reaffirming LoRA's
overall positive impact on model performance.

LoRA involves freezing the pretrained model weights and
introducing trainable low-rank decomposition matrices in each
transformer layer, significantly reducing the number of trainable
parameters and GPU memory requirements. By optimizing
these low-rank matrices, LoRA adapts the model to specific
tasks without the computational burden of retraining the entire
model. This technique focuses on adjusting the weights of

hyperparameters rather than changing their values, allowing for
more precise and efficient fine-tuning. The learning rate,
managed using a cosine learning rate scheduler with a warm-up
ratio of 0.1, ensures stable and efficient convergence. The
consistent use of a learning rate of 0.0001 across various datasets
demonstrated its effectiveness in balancing convergence speed
and accuracy.

Hyperparameters such as batch size, epochs, and dropout rate
were critical in determining model performance. Although their
values remained constant during the LoRA fine-tuning process,
the adjustments made by LoRA allowed the model to adapt
effectively to the specific characteristics of each dataset. For
instance, the Revised JNLPBA dataset benefited from a larger
batch size and fewer epochs. In comparison, the BC5CDR
dataset required a smaller batch size and more epochs to capture
its complexities adequately. This variability underscores the
importance of dataset-specific configurations in hyperparameter
tuning to maximize model performance.

The dropout rate, crucial for preventing overfitting, also showed
a significant impact depending on the dataset’s structure. For
example, the Revised JNLPBA dataset, with its more
straightforward structure, benefited from its original higher
dropout rate, providing more robust regularization. Conversely,
the BC5CDR and AnatEM datasets, with their more complex
structures, yielded a better performance with their original lower
dropout rates, allowing the model to retain more information
during training. This finding highlights the necessity of
understanding the specific regularization needs of each dataset
to optimize model performance effectively.

The consistent improvement in AVG_MICRO and
AVG_MACRO metrics demonstrates the enhanced
generalization capability of the Gemma model after fine-tuning.
These improvements are particularly significant for medical
NER tasks, where precise entity recognition is critical for
extracting meaningful information from complex texts. The
results suggest that LoRA enables Gemma to capture nuanced
patterns within the datasets more effectively, leading to better
prediction accuracy and balanced performance across different
entity types. Furthermore, the fine-tuning of the Gemma model
using the LoRA technique highlights the critical role of weight
adjustment in hyperparameter tuning and advanced optimization
strategies in improving model performance. The significant
improvements observed emphasize the potential of LoRA in
efficiently adapting large-scale models to specialized tasks,
making them more practical for deployment in various medical
contexts.

Evaluation of Resource Use Across NER Models
Gemma consistently required the most extended training times
across all datasets, peaking at 63.34 minutes in the Revised
JNLPBA dataset. This extended training duration reflects
Gemma’s complex architecture, including numerous layers and
parameters. The model’s intricate design requires significant
processing power and time to adjust its parameters accurately
through extensive training iterations.

Regarding CPU use, DeBERTa recorded the highest use in the
Revised JNLPBA and AnatEM datasets, with use rates of
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40.24% and 38.35%, respectively. DeBERTa’s high CPU use
indicates its sophisticated architecture, which includes enhanced
attention mechanisms and deeper layers compared to other
models. These features demand substantial computational
resources, leading to increased CPU consumption. The model’s
reliance on complex attention mechanisms to capture
fine-grained dependencies within the text likely contributes to
its higher computational intensity, impacting its efficiency in
resource-constrained environments.

In the BC5CDR dataset, CRF exhibited the highest CPU use,
reaching 37.26%. This high CPU use can be attributed to the
intensive computations required for feature extraction and
sequence labeling in a dataset with relatively more
straightforward entity types. While less complex than the deep
learning models, the CRF model still requires significant CPU
resources for processing and optimizing the conditional
dependencies between the labels, especially when the dataset
has clear, well-defined entity types that increase the
computational workload.

In contrast, Gemma demonstrated minimal CPU requirements,
maintaining use rates of approximately 10% across all datasets.
This low CPU use suggests that Gemma offloads most of its
computational workload to the GPU, leveraging its parallel
processing capabilities to handle the model’s complex
computations more efficiently. Gemma’s architecture is designed
to exploit GPU parallelism, which allows for faster processing
of large batches of data, thereby reducing the strain on the CPU.
Thus, Gemma had the highest GPU use, consistently at
approximately 61% across all datasets. This high GPU use
underscores Gemma’s dependency on GPU resources to manage
its computationally intensive tasks. The model’s architecture,
characterized by numerous layers and a high parameter count,
requires substantial GPU resources for the parallel processing
needed during training and inference. The reliance on GPUs is
due to their ability to handle multiple operations simultaneously,
which is essential for deep learning models with large-scale
parameters and complex computations.

BioBERT demonstrated the lowest GPU use among the
BERT-based models, consuming 42.96% and 41.47% on the
Revised JNLPBA and AnatEM datasets, respectively, and only
23.45% on the BC5CDR dataset. BioBERT’s lower GPU
consumption can be attributed to its optimized architecture and
efficient memory management, allowing it to balance
computational demands with performance effectively.
BioBERT’s design leverages GPU resources efficiently,
ensuring that it can achieve high accuracy without excessively
taxing computational resources.

Overall, Gemma’s significant resource requirements, evidenced
by the fact that it had the highest GPU use and longest training
times, highlight that its enhanced accuracy comes at a substantial
cost in operational resources. The model’s advanced architecture
necessitates extensive computational power to manage the
large-scale parallel processing required for its numerous
parameters and layers. This makes Gemma suitable for
environments in which accuracy and abundant resources are
paramount. In contrast, BioBERT’s combination of high
prediction accuracy and lower resource consumption

underscores its efficiency and suitability for environments with
strict resource constraints. BioBERT’s ability to balance
performance with resource use makes it versatile for various
medical NER applications. These findings emphasize the
importance of selecting NER models based on the deployment
environment’s specific resource availability and operational
constraints. Future research should focus on optimizing the
computational efficiency of NER models without compromising
their performance, ensuring that they can be effectively deployed
across various medical contexts.

Variability in Prediction Accuracy Across Entity Types
in NER Models
Gemma demonstrated a superior performance in the entity
categories of “chemical,” “disease,” “pathological formation,”
and “immaterial anatomical entity,” likely due to its advanced
design in feature extraction and semantic representation. Gemma
uses optimized embedding techniques and attention mechanisms
specifically tailored to manage the complexities inherent in
these categories. For example, Gemma may use molecular
property–based embedding representations in chemical entity
recognition, enabling it to capture critical features of chemical
substances. Gemma integrates rich medical ontologies and
knowledge graphs in the context of diseases and pathological
formations, enhancing its understanding of medical terminology
and complex pathological descriptions. In addition, Gemma’s
attention mechanisms focus on critical segments of the text,
improving performance in recognizing immaterial anatomical
entities.

BioBERT’s outstanding performance in the “organism
substance” entity category can be attributed to its extensive
pretraining in medical literature, particularly that covering
organism substances. On the basis of the BERT bidirectional
transformer architecture, BioBERT captures long-range
dependencies in complex medical texts. The intricate language
and contextual information in organism substance literature are
effectively parsed by BioBERT’s architecture, leading to
superior performance in this category. However, BioBERT’s
performance in the “chemical” category was not as strong as
Gemma’s, possibly because its pretraining data focus more on
organism-related content than on chemical substances’ specific
features.

DeBERTa’s superior performance in the “macromolecule” and
“anatomical structure” entity categories was due to its innovative
attention mechanisms and position encoding methods.
Macromolecules and anatomical structures often exhibit high
complexity and a hierarchical nature. DeBERTa’s disentangled
attention mechanism allows for a fine-grained capture of internal
relationships and hierarchical information within these complex
structures. Its enhanced position encoding method effectively
represents these complex medical entities, leading to an
outstanding performance in these categories.

BigBird’s excellent performance in the “cell” entity category
reflects its ability to handle long texts. Texts in cell biology are
typically very detailed and information dense. BigBird’s
architecture allows for more oversized context windows,
enabling effective processing and analysis of these extensive
texts. BigBird maintains efficiency and accuracy through its
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sparse attention mechanism, resulting in significant advantages
in precisely classifying cell types.

This analysis reveals the necessity for a refined approach to
improving medical NER models, emphasizing that, while
extensive dataset training can improve the overall accuracy,
architectural adjustments and targeted training are essential to
mitigate disparities in model performance across diverse entity
types. Therefore, enhancing the accuracy and robustness of
NER models involves increasing the variety and volume of
training data and optimizing model architectures to address the
specific challenges posed by less represented or more intricate
entity types.

Influence of Macrofactors on Prediction Accuracy in
Medical NER
In analyzing how macrofactor metrics influence prediction
accuracy across various medical entity types within 7 NER
models, we observed significant nuances that reflect the
complexity of modeling in medical NER tasks. Notably, entities
characterized by higher values in sLen, eLen, eNum, and eDen
generally yielded better prediction accuracy. This correlation
suggests that entities with more extensive and detailed textual
representations tend to be predicted more accurately,
highlighting the models’ capacity to handle intricate data
structures effectively. However, a notable exception arises with
elCon, which inversely correlated with these metrics, indicating
a potential trade-off between detailed data processing and
consistent label accuracy.

This phenomenon is further complicated by the varying impact
of the tEWC on prediction accuracy across different datasets.
For example, in the Revised JNLPBA dataset, lower tEWC
values were associated with higher accuracies, suggesting that
models perform better with more concise entity representations.
In contrast, other datasets showed that higher tEWC values,
indicative of richer contextual data, enhanced model
performance. This inconsistency underscores the complex
influence of data characteristics on model effectiveness and
suggests that the optimal balance of data quantity and quality
varies significantly across datasets. Therefore, tailored model
training and data preparation strategies are essential to optimize
prediction accuracy according to the unique characteristics of
each dataset.

These observations necessitate a strategic approach to model
training and data preparation that considers the unique demands
of each dataset. While handling more extensive datasets can
lead to better entity recognition in some contexts, balancing this
with the need for precision and consistency in entity labeling
is crucial. As NER technologies evolve, it becomes imperative
to refine model architectures and training methodologies to
ensure that models can manage the dual challenges of
complexity and volume without sacrificing accuracy.

Refining Macrofactor Sensitivity to Improve NER
Model Precision
Using the MFE algorithm for hierarchical macrofactor screening,
eNum or eLen in each entity phrase had the most significant
impact on the prediction accuracy of NER models. Unlike
broader textual metrics such as sLen that provide general

context, eNum directly measures the complexity of entities,
whereas eLen captures the length of entity phrases. These factors
significantly influence how models process and interpret dense
information. A higher eNum generally indicates semantically
rich entities that are potentially more challenging to analyze.
At the same time, a higher eLen suggests that entity phrases
contain more detailed and extended descriptions requiring
careful parsing.

The consistent selection of eNum or eLen in the final layer of
the screening process across various datasets underscores their
pivotal role in enhancing the precision of entity recognition.
The impact of eNum on model accuracy suggests that entities
with a higher density of words require sophisticated model
capabilities to discern and categorize detailed information
accurately. Similarly, entities with longer phrases (eLen) present
a challenge as they involve more complex syntactic and semantic
structures that must be interpreted correctly.

Therefore, refining models’ ability to analyze entities with
higher eNum or longer eLen values could be a strategic approach
to advancing NER technologies, particularly in domains such
as medicine, where precise and reliable entity recognition is
crucial. Enhancing how models manage and use the detailed
information encapsulated in eNum and eLen will improve the
robustness and effectiveness of medical NER models, ensuring
that they meet the complex demands of varied and extensive
datasets.

Conclusions
Medical NER is a crucial component of medical informatics,
essential for identifying and categorizing named entities within
unstructured medical text data. A proficient NER model
significantly enhances various downstream applications, such
as medical text classification, question answering, and
information retrieval. Developing a high-performance NER
model requires a meticulous approach that includes selecting
relevant macrofactors, designing the model’s architecture, and
curating specialized training data tailored to medical contexts.

Our evaluation method for NER models extends beyond general
metrics such as accuracy, recall, and F1-score by incorporating
an extensive analysis of macrofactors relevant to medical
entities. This comprehensive approach enables a
multidimensional evaluation of the models, providing insights
into how different entity types, attributes, and contextual factors
influence performance. For example, our findings indicate that,
while “disease” frequently occurs in medical texts and requires
high accuracy, entities such as “Immaterial_anatomical_entity”
may not require the same precision. This discrepancy highlights
the need for targeted optimization strategies for different entity
types, which is crucial for advancing medical NER models.

In addition, our study explored the characteristics of entities to
improve the creation of high-quality medical NER datasets and
documents. This focus enhances the NER models’ ability to
identify entities accurately and addresses the specific needs of
medical texts. While our analysis extensively covered
macrofactors and their impact, it did not delve into
misclassifications of entity labels or the fine-grained interactions
between entity words. These areas could further refine our
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understanding of model accuracy. Moreover, examining
hardware performance illuminates these models’ internal
efficiency and resource use, which is crucial for their
deployment in real-world scenarios.

In conclusion, evaluating medical NER models is essential for
developing effective and precise NLP applications in health

care. It gives medical researchers the insights to select and refine
NER models suited to various medical scenarios, ultimately
improving these systems’ accuracy, robustness, and reliability.
This foundational work sets the stage for future research that
could explore the intricate relationships within NER systems,
further enhancing the capabilities of medical informatics.
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Abstract

Background: Proper analysis and interpretation of health care data can significantly improve patient outcomes by enhancing
services and revealing the impacts of new technologies and treatments. Understanding the substantial impact of temporal shifts
in these data is crucial. For example, COVID-19 vaccination initially lowered the mean age of at-risk patients and later changed
the characteristics of those who died. This highlights the importance of understanding these shifts for assessing factors that affect
patient outcomes.

Objective: This study aims to propose detection, initial characterization, and semantic characterization (DIS), a new methodology
for analyzing changes in health outcomes and variables over time while discovering contextual changes for outcomes in large
volumes of data.

Methods: The DIS methodology involves 3 steps: detection, initial characterization, and semantic characterization. Detection
uses metrics such as Jensen-Shannon divergence to identify significant data drifts. Initial characterization offers a global analysis
of changes in data distribution and predictive feature significance over time. Semantic characterization uses natural language
processing–inspired techniques to understand the local context of these changes, helping identify factors driving changes in patient
outcomes. By integrating the outcomes from these 3 steps, our results can identify specific factors (eg, interventions and
modifications in health care practices) that drive changes in patient outcomes. DIS was applied to the Brazilian COVID-19
Registry and the Medical Information Mart for Intensive Care, version IV (MIMIC-IV) data sets.

Results: Our approach allowed us to (1) identify drifts effectively, especially using metrics such as the Jensen-Shannon
divergence, and (2) uncover reasons for the decline in overall mortality in both the COVID-19 and MIMIC-IV data sets, as well
as changes in the cooccurrence between different diseases and this particular outcome. Factors such as vaccination during the
COVID-19 pandemic and reduced iatrogenic events and cancer-related deaths in MIMIC-IV were highlighted. The methodology
also pinpointed shifts in patient demographics and disease patterns, providing insights into the evolving health care landscape
during the study period.

Conclusions: We developed a novel methodology combining machine learning and natural language processing techniques to
detect, characterize, and understand temporal shifts in health care data. This understanding can enhance predictive algorithms,
improve patient outcomes, and optimize health care resource allocation, ultimately improving the effectiveness of machine
learning predictive algorithms applied to health care data. Our methodology can be applied to a variety of scenarios beyond those
discussed in this paper.

(JMIR Med Inform 2024;12:e54246)   doi:10.2196/54246

KEYWORDS

health care; machine learning; data drifts; temporal drifts

Introduction

Overview
Health care data are a critical resource that can be used to
improve patient outcomes and the financial performance of
health care institutions [1,2]. By analyzing patient data, health
care providers can gain insights into patients’ health status,
identify trends, and make informed decisions about treatment
plans. Properly collected, managed, treated, and interpreted
health care data can help providers improve operational
efficiency and reduce costs, thereby improving financial results
[3].

One of the primary ways health care data can be used to enhance
medical decisions and potentially improve patient outcomes is

through predictive analysis. This technique uses historical data
to identify patterns and predict future outcomes, thereby
enabling the recognition of high-risk patients, the simulation
of different therapeutic approaches, and the personalization of
patient care. However, relying on historical data has its caveats,
as the predictive capacity of different variables is not fixed over
time. Ignoring these aspects of temporal data may lead to
prediction errors and learning instabilities. These variations in
performance are part of what is known as temporal data shifts
[4-7].

A temporal data shift refers to a change in the statistical
properties of a data set over time, which can degrade model
accuracy. In health care, this may occur due to various reasons,
including changes in data collection practices, software updates
or replacements, changes in patient behavior or lifestyle habits,
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and the introduction of new therapeutic technologies. These
temporal events may lead to inconsistencies and discrepancies
in the data, which may affect both the accuracy and reliability
of the data and models trained on them. The impacts can be
significant [4,7], as they can lead to incorrect diagnoses,
inappropriate treatment plans, and poor patient outcome
predictions. This highlights the importance of managing,
characterizing, and mitigating these temporal effects [8].

We are particularly interested in how temporal data drifts can
be used to analyze the effectiveness of new patient treatment
options. Changes in predictive capacity can provide insights
into the impact of new treatments on patient outcomes. For
instance, by comparing data collected before and after
introducing a new treatment, we can identify any shifts that may
indicate improved patient outcomes. If the data drift analysis
indicates a positive impact of the new treatment, health care
providers may choose to continue to monitor the data to ensure
that the positive effects are sustained while maintaining the use
of the new therapeutic option [9].

A notable example of a condition that experienced an important
data drift over time is the HIV infection. In the 1980s, HIV
infection was a strong predictor of early death. However, it has
now become more of a chronic condition, such as diabetes
mellitus or systemic hypertension. In the same manner,
advancements in breast cancer treatment have significantly
increased survivorship over the years [10].

Similarly, several infectious diseases, such as poliomyelitis or
measles, have been nearly eradicated in most parts of the world,
making them unlikely hypotheses for new diagnoses [11,12].
In the case of COVID-19, vaccination has dramatically changed
the profile of hospitalizations and deaths [4,13], initially
decreasing the mean age of patients at risk and creating a clear
distinction between the periods before and after vaccination.

Our Main Contribution: The Detection, Initial
Characterization, and Semantic Characterization
Methodology
Building upon the idea of analyzing data drifts to obtain insights
into how and whether new technologies or treatments have
impacted patient outcomes, this paper proposes a novel, 3-step
health care temporal analysis methodology, called detection,
initial characterization, and semantic characterization (DIS).
The proposed DIS methodology is summarized in Figure 1. It
consists of three main steps, (1) detection, (2) initial
characterization, and (3) semantic characterization, which are
described in the following sections.

In summary, we exploited various drift detection metrics in the
detection step to identify any significant instances of data drift.
Some of the metrics we explored in this step include
Jensen-Shannon divergence [14], autoencoder reconstruction
error [15], and centroid distances [16]. If changes were detected,
we proceeded to the initial characterization step, where we
obtained a global (data set–level) descriptive analysis of what
changed and how the discriminative and predictive power of
each feature and the distribution of labels evolved over time.

Additionally, we introduced the concept of temporal granularity
in the data drift domain, which holds particular significance in
health care data drifts and influences the instantiation of our
third and final step. High temporal granularity is observed when
a data set allows the visualization of numerous events over time
for individual patients, with a clear understanding of the
chronological order among these events. Conversely, low
temporal granularity is observed when each patient is considered
a singular event in time, lacking clarity regarding the precedence
or sequence of different attributes.

Finally, guided by these principles, we proceeded to the third,
semantic characterization step, which exploits concepts
popularized in the natural language processing (NLP) domain
to provide a localized (instance-level) perspective of why certain
shifts occurred. To achieve this, we exploited vector embeddings
derived from health care events, such as sequences of the
International Classification of Diseases (ICD) codes, vital data
measurements, and consumption items. Each of these semantic
units (ICD codes, measurements, consumed items, etc) was
treated as an “event” or, in NLP terminology, a “token.” By
using NLP-inspired techniques to create semantic embeddings
for these entities, we aimed to uncover insights into the changing
context and its impact on the outcomes of interest over time.

Before delving into the details of each step in our methodology,
it is crucial to emphasize that our DIS approach differs
significantly from common practices. While conventional
methods usually involve an ad hoc combination of techniques
for data collection, qualitative data processing and extraction,
and data analysis, our DIS methodology offers a planned and
structured procedure, as illustrated in Figure 1. This procedure
delineates the required steps to understand data drift in health
care data. As we will demonstrate and discuss, these steps can
be tailored to various case studies by applying different
techniques depending on specific data characteristics. We also
offer guidance for selecting one particular approach for a given
scenario. Furthermore, we discuss how the results of each step
can inform the execution of the following ones and how the
combined results of all steps can support our understanding of
the drift.

More broadly, to the best of our knowledge, this is the first
study to examine data drifts in health care from a technology
incorporation standpoint. Rather than solely focusing on
enhancing the robustness of machine learning (ML) models,
we delved into the underlying factors driving temporal shifts
in patient outcomes. Our aim was to study the impact of
emerging technologies such as new drugs, patient care policies,
or vaccines. In the following sections, we detail the steps of our
DIS methodology and illustrate its application in 2 case studies
with distinct characteristics in terms of temporal data shifts: the
Brazilian COVID-19 Registry data set [17] and the Medical
Information Mart for Intensive Care, version IV (MIMIC-IV)
data set [18]. By doing so, we illustrate how DIS can obtain
insights into the reasons behind some real-life data drifts, as
well as their potential impacts, both positive and negative, from
a health care perspective.

The main contributions of this paper are summarized in Textbox
1.
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Figure 1. Overview of the detection, initial characterization, and semantic characterization (DIS) methodology.

Textbox 1. Main contributions of our study.

Contributions

1. The proposal of a new data drift characterization and analysis methodology, detection, initial characterization, and semantic characterization
(DIS), that is flexible enough to work on different scenarios. DIS encapsulates and cohesively organizes a sequence of necessary steps for data
drift analysis.

2. A new semantic analysis step based on natural language processing embeddings for temporal understanding, which focuses on comprehending
the context of relevant outcomes by examining changes in their embedding vectors over time. By incorporating such semantic techniques, DIS
provides deeper insights into the reasons behind temporal changes, especially when combined with domain-specific knowledge. This approach
allows for a more nuanced analysis of data evolution over time, capturing complex patterns and relationships that may not be apparent with
traditional methods such as cluster analysis.

3. The application of the DIS methodology to 2 different case studies with very different temporal granularity profiles illustrates the possibility of
conducting insightful analyses using the methodology. We also offer guidelines to aid practitioners in making informed decisions about which
methods to use in each step of our methodology, based on particular characteristics of the data. This demonstrates the generalizability and
applicability of DIS across different scenarios.

Methods

A Detailed Description of the DIS Methodology

Detection Step
In step 1 (detection), the main focus is on assessing whether the
data have relevant temporal variations. Monitoring and detecting
such data drifts are crucial for upholding the accuracy and
reliability of ML models and for identifying beneficial and
detrimental changes in health care caused by interventions, such
as the introduction of new treatments or drugs. From the
perspective of a health care service or company, this step
identifies whether changes are occurring, potentially prompting
further investigations that could enhance service efficiency over
time.

For the detection step, we recommend splitting the data into
temporal chunks and then comparing the data distributions in
consecutive chunks. A drift is detected whenever the
distributions of distinct chunks exhibit significant differences.
Various metrics to compare empirical distributions are available
in the literature. These metrics have different characteristics
and underlying principles, which may lead to relevant
differences in their effectiveness in detecting temporal data
drifts. In this work, we considered the following metrics:
centroid cosine distance [16], Jensen-Shannon divergence [14],
autoencoder reconstruction error [15], classifier error (in

separating 2-time chunks) [19], and principal component
analysis (PCA) reconstruction error [20] metrics.

The centroid cosine distance metric assesses changes in the
central points of data clusters over time and is sensitive to
numeric outliers, particularly in heavy-tailed distributions
where extremes can be multiple orders of magnitude larger than
typical values. The PCA reconstruction error captures variations
in data structure by quantifying the difference between original
and reconstructed data. Similarly, autoencoder reconstruction
error focuses on reconstruction accuracy. Both metrics measure
the “novelty” of a data point and are sensitive to numerical
outliers. By contrast, the classifier error evaluates a model’s
ability to distinguish past from future data, providing insights
into how drift affects predictive capabilities. Finally, the
Jensen-Shannon divergence quantifies distributional changes,
offering a broader perspective on underlying data distribution
shifts over time. While reconstruction errors and centroids excel
at detecting local outliers and structural changes, the
Jensen-Shannon divergence and classifier error provide a more
comprehensive view of distributional shifts, making them
valuable for modeling the impact of temporal drifts on data
distributions.

As an example, our prior analysis of the Brazilian COVID-19
Registry [17] revealed a data drift that significantly impacted
the death prediction task, suggesting that vaccination had a
pivotal role in the profiles of hospitalized and deceased patients
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during the COVID-19 pandemic [4]. Although this is an
interesting finding, the previous study did not present a proper
structure to detect, monitor, and interpret such drifts generically,
nor did it propose mechanisms to detect semantic information
associated with specific outcomes.

The drift caused by vaccination can be initially hypothesized
by comparing the data distributions of consecutive chunks (eg,
near future vs recent past) using a classification approach. This

involves monitoring the prediction model’s performance over
time using metrics such as accuracy, precision, and recall.
Alternatively, the distribution of different features over time
can be tracked using metrics such as Jensen-Shannon divergence
or autoencoder reconstruction errors. If the model’s performance
drops (or changes) significantly over time or if the differences
between the metrics exceed a certain threshold, it may indicate
a data drift. A summary of this monitoring loop is illustrated in
Figure 2.

Figure 2. The temporal drift monitoring loop. We usually observe temporal shifts as important variations in model effectiveness over time.

Initial Characterization Step
Once a drift has been detected, we proceed to step 2 (initial
characterization), where we begin to understand, from a global
perspective (all data), how the data have changed (Table 1 [21]).
This stage focuses on developing a general (global)
comprehension of the whats and hows contributing to the
changes observed in the data collection. Specifically, we are
interested in characterizing variations in both dependent P(y)
and independent P(x) variables, as well as the conditional
probability of the dependent variables given the independent
variables P(y|x). To reach these goals, we examine how P(y)
has changed by plotting its frequency over time; the same is
valid for P(x). For P(y|x), we can explore different
complementary techniques that can help understand the drifts
globally. We can analyze how the different correlation metrics
between the top independent variables and the dependent
variable change over time, for instance, with Pearson [22] or
Spearman [23] correlations, or analyze the feature importance
of tree-based learners or entropy-based measures such as
information gain or chi-square over time [24]. Another
possibility is to exploit explainability metrics based on game
theory, such as Shapley additive explanations values [25].

“Sudden drift” describes a situation where changes are abrupt
and usually caused by a single event, such as a change in data

collection practices, where an attribute stops being collected.
“Incremental drift” describes gradual and directional changes
in a data distribution, such as the observed increase in the
populations with overweight and obesity over the past years.
“Gradual drift” is similar but does not imply directional changes.
Instead, it encompasses other gradual changes, such as the slow
change in the hospital admission profile over many years.
Finally, “reoccurring drift” refers to a drift pattern that repeats
over time, such as the seasonal increase in emergency services
admitting patients with influenza during predictable seasons of
the year.

This type of analysis facilitates understanding how the
relationship between predictive variables and the outcome of
interest has evolved from a global perspective. Additionally, it
is helpful to check the rate of change for each selected outcome
by using similarity metrics and comparing the different groups
of patients over time. At this stage, it is feasible to answer
valuable research and business questions. For instance, we may
observe a decreased likelihood of the “death” outcome in a
given population, such as patients with COVID-19 or patients
with breast cancer. We may also spot changes in the profiles of
the patients who had adverse outcomes. Following these initial
insights, the subsequent task is to understand why such changes
happened, the goal of step 3.
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Table 1. Drift types concerning the passing of time, according to Moreno-Torres et al [21]a.

DescriptionData drift type

Abrupt and unexpected changes in the dataSudden drift

Gradual and continuous changes over timeIncremental drift

Slow and steady changes in the data distributionGradual drift

Periodic or repetitive shifts in the dataReoccurring drift

Semantic Characterization Step
In step 3, the main focus is to learn why the changes we observed
in step 2 happened. This step integrates fundamental research
and business value into our methodology and is heavily
dependent on the temporal granularity of the data under
evaluation. To the best of our knowledge, this is the first study
to examine data drifts in health care from a technology
incorporation standpoint. For instance, as mentioned earlier,
we may have already learned, as a result of step 1, that a given
disease or condition, such as COVID-19, had a decreased
lethality over a specific time period. Given this information,
what will add value to health care services is the discovery of
which repeatable interventions within this time frame can be
consistently beneficial.

We begin step 3 by proposing a novel NLP-inspired technique
based on token embedding techniques, such as Word2Vec [26],
to detect local or individual changes in outcome contexts over
time. We opt for NLP-inspired techniques because they
effectively model and comprehend “semantics” and “contexts.”
In this context, we treat each patient as a “document” and any
temporally discrete health care event or information, such as
disease codes or items used during a hospital stay, as a “token”
(ie, the equivalent of a “word” or a “subword” in NLP). For
instance, the underlying premise is that a patient’s semantics
can be understood by examining their diseases and consumption
history. On the basis of on this representation, we characterize
which entities or outcome groups have undergone the most
significant changes regarding their defining characteristics in
comparison to a baseline or initial time chunk. This assessment
assumes a setting where we have an outcome y and the task of
predicting this outcome using independent variables X. This
characterization can be achieved by comparing the distance of
each class’s centroid to a reference centroid, where a “centroid”
represents the arithmetic mean of each patient’s features.

The procedure to compute each of these centroids is explained
in Multimedia Appendix 1. In this figure, we show a simplified
view of 2 groups of patients in 2D and how the centroids are
calculated to be at the spatial “center” of the groups by averaging
their attributes. We can compare different centroids using either
a cosine distance or a cosine similarity (equation 1). This type
of analysis can guide our research toward a specific hypothesis,
filtering down to the pattern changes in specific outcomes, such
as death or the need for mechanical ventilation during a hospital
stay.

(1)

In equation 1, the cosine distance is simply 1 –cosine similarity.

The centroid of each class in the first (time) chunk will be
analyzed over time, providing insights into which outcomes
(eg, death vs nondeath or hospitalization vs nonhospitalization)
underwent the most significant changes. From this observation,
we can focus our analysis on the interest group. This approach,
which will be further illustrated in our experiments, allows us
to compute semantic distances among patients, between patients
and outcomes, and among different outcomes.

To apply step 3 to a data set, we need to remember that health
care data come in different temporal and semantic granularities.
For instance, data sets such as the Brazilian COVID-19 Registry
(details presented in the DIS Instantiation for the Brazilian
COVID-19 Registry Data Set section) treat each patient as a
single data point, characterized by atomic temporal granularity,
where temporal effects are observed only at a populational level.
In data sets with such low temporal granularity, it is as if all
events happened simultaneously at the patient level, and we
know only the relationship between those events and the
patients. In these cases, modeling the relationships between
entities and their resulting semantic vectors may require
techniques such as graph vectorization.

On the other extreme, data sets with high temporal granularity,
such as MIMIC-IV (details presented in the DIS Instantiation
for the MIMIC-IV Data Set section), present patients existing
within their own timelines, as well as at the populational level.
Furthermore, MIMIC-IV has different levels of semantic detail,
such as sequential disease codes that could be aggregated into
broader groups based on their chapters (eg, both “prostate
cancer” and “breast cancer” could be grouped under the
“neoplasms” disease code chapter).

In both cases, we would first refer to step 2 to identify suitable
candidates for the NLP-inspired modeling. In the case of
MIMIC-IV, as demonstrated later, the data show a gradual and
trending shift over time, with in-hospital mortality consistently
decreasing over the years. Given this pattern and the granularity
available in these data, we create sequences of discrete
information tokens to elucidate the observed variations for each
patient, such as ordinal disease codes or chapters, if a more
compact set of possible semantic units is desired.

Finally, we can append “artificial tokens” at the appropriate
positions on each patient’s sequence, such as a “death” token
at the end of the sequences of deceased patients or an “ICU”
token when the patient is transferred to the intensive care unit
(ICU), if applicable. With these sequences, we can obtain
semantic vectors representing diseases, patients, or outcomes.
Following this process on discrete temporal chunks, such as
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years or months, we obtain distinct outcome tokens for each
temporal chunk (eg, “death 2020” and “death 2021,” effectively
separating the same outcome over 2 years). With this, it is
possible to compare the tokens, examining their relative distance
and semantic similarity to each other and other tokens. This
allows the identification of what has become more or less similar
to the analyzed outcome over time.

Next, we will illustrate the application of our methodology to
the 2 aforementioned case studies, with different temporal
granularities. The 2 cases are very different in terms of their
temporal granularity, volume, and nature of data, demonstrating
the generalization capability of DIS.

DIS Instantiation
We illustrate the application of DIS to analyze temporal shifts
by using the MIMIC-IV [18] and the Brazilian COVID-19
Registry data sets [17].

The MIMIC-IV data set is a comprehensive, open-access, and
deidentified in-hospital patient record containing sequential
diagnosis data; consumption items; vital data records;
unstructured eHealth data (text data); and clinical notes for
approximately 40,000 ICU patients from 2008 to 2019, designed
for research in health care and medical science [18]. In this data
set, age is reported in age groups, which is a requirement for
deidentification.

The Brazilian COVID-19 Registry is a multicenter retrospective
cohort of 10,897 patients with a confirmed diagnosis of
COVID-19 admitted between March 2020 and December 2021
from 41 different Brazilian hospitals. For the purpose of the
present analysis, variables collected at hospital presentation and
at patient discharge were used. The data set consists of >200
features, including known comorbidities, patient’s age and sex,
laboratory tests (such as complete blood count, C-reactive
protein, and arterial blood gas analysis), vital signs at hospital
presentation (ie, arterial blood pressure, respiratory rate, and
heart rate), and clinical outcomes [17].

As mentioned earlier, we chose these 2 case studies, as they
illustrate scenarios where the available data have very different

temporal granularity characteristics, meaning the patient’s
timeline can be reconstructed from the data at either a local
(individual) or a populational level.

Ethical Considerations
This study was approved by the Ethics and Research Committee
of the Federal University of Minas Gerais (CAAE
70801523.7.1001.5149).

Results

Overview
The MIMIC-IV data set comprised 299,712 patients (median
age 48, IQR 29-65 years), while the Brazilian COVID-19
Registry data set comprised 10,898 patients (median age 60,
IQR 48-71 years).

Figure 3 illustrates how the DIS methodology is instantiated
concerning the data’s temporal granularity for each scenario.
As explained, DIS consists of 3 steps (detection, initial
characterization, and semantic characterization). The temporal
granularity of the available data affects specifically the last step
(semantic characterization). The figure also shows that several
methods can be applied for the detection step. In our
experiments, we tested and compared 5 different methods
regarding their capability of accurately identifying temporal
drifts in the detection step. In the second step, different
exploratory techniques that measure the relationship between
the dependent P(y) and independent P(x) variables over time
can be used. We exploited multiple alternative techniques, such
as feature importance and Pearson correlation. Finally, in the
last step, our aim was to generate semantic embeddings for
outcomes and other health care events over time and to derive
insights from comparing these embeddings. We tested two
different alternatives for producing such insights: (1) using our
semantic embedding modeling and (2) using traditional
clustering techniques over the untreated (original) data without
the semantic treatment. The goal of using these 2 techniques
was to illustrate insights that can be obtained with the semantic
layer, which would be difficult to obtain otherwise.
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Figure 3. Overview of the instantiation of the detection, initial characterization, and semantic characterization (DIS) methodology to 2 scenarios with
different temporal granularities. (A) Medical Information Mart for Intensive Care, version IV (MIMIC-IV) DIS instantiation and (B) Brazilian COVID-19
Registry DIS instantiation. ICD: International Classification of Diseases; PCA: principal component analysis.

DIS Instantiation for the MIMIC-IV Data Set
A notable characteristic of this data set is its high temporal
granularity, enabling the tracking of time progression within
each individual’s hospital stay. High temporal granularity means
we know the sequence of health care events at the individual
level. This facilitates obtaining invaluable insights into the
relationships between such events, much like it helps us learn
about the semantics of words in NLP. It has been consistently
shown that the order of precedence between words and how
often they appear with other words are representative of those
words’ semantics [26]. We claim that the order of precedence
and cooccurrence between health care events can also contain
the “semantics” of those events. A distributed representation
built from these relationships could cluster similar health care
events, such as the representation of different types of diabetes
or hypertension and their associated complications, in close
proximity in the space. Although all dates in the data set are
anonymized for privacy reasons, we can track each individual’s
sequence of events using the provided masking of dates. This
date masking is consistent in a manner that allows for time
tracking during each patient’s hospital stay, and it contains a
special attribute that allows for the association of patients with
the yearly interval during which they were hospitalized. These
yearly interval data allow us to compare how patients in each
year group behaved as a group, meaning we can also measure
temporal effects at the populational level. The period covered
by these data set ranges from 2008 to 2019.

In other words, the data set offers temporal granularity at both
the population and individual levels. However, breaking this
data set into arbitrary temporal chunks is challenging because
the dates are masked. Despite this, the data set contains a
nonmasked anchor year group that assigns each patient to an

actual year interval during which they were hospitalized.
Multimedia Appendix 2 explains how this variable works.
Essentially, a random time delta is fixed for each patient and
added to all relevant dates, effectively masking them while
preserving the relative time intervals for that patient.
Consequently, direct comparison of dates between 2 different
patients is not feasible, except for their “anchor_year_group”
variables. For instance, a patient hospitalized in 2015 may have
(through the added random time delta) dates that appear later
than those of a patient hospitalized in 2020. We can only directly
compare dates within the context of each patient. The real year
interval during which each patient was hospitalized is preserved
in their ”anchor_year_group“ variable, which we use in all
chunking for this data set henceforth.

DIS: Detection Step (MIMIC-IV)
As described, the temporal chunks in MIMIC-IV were given
by the “anchor_year_group” variable. We used this variable to
separate patients into the 4 groups provided within the data set.
We then used alternative drift detection approaches, namely
Jensen-Shannon divergence, autoencoder reconstruction error,
PCA reconstruction error, centroid distances, and classifier
prediction error in separating time chunks plot for this data set
considering in-hospital ICD diagnosis. The Jensen-Shannon
divergence formula is shown in equation 2, where KL is the
Kullback-Leibler (KL) divergence [27], and P and Q are the 2
variables being compared.

We started step 1 of DIS with the drift detection substep. As
previously described, the temporal chunks in MIMIC-IV were
identified through the “anchor_year_group” variable. We used
this variable to separate patients into the 4 groups provided
within the data set. Figure 4 shows the Jensen-Shannon
divergence plot for this data set considering in-hospital ICD
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diagnosis. The Jensen-Shannon divergence is shown in equation
(2), in which KL is the KL divergence, P and Q are the 2
variable distributions being compared, and we compute na
average of each possible KL divergence combination between
the two distributions. Since the KL divergence is asymmetric,
the calculation described can be interpreted as a symmetric
divergence between the two distributions. This metric was
tracked to evaluate whether the data distributions changed over
time, how fast they changed, and whether the data shift was
temporary.

JSD(P||Q) = 1/2 KL(P||M) + 1/2 KL(Q||M) (2)

In equation 2, KL is the KL divergence, M is 1/(P + Q), and P
and Q are the distributions of the variables we compared.

Figure 4 presents the results of our drift detection metrics,
applied to the various “anchor_year_groups” in the MIMIC-IV
data set. The figure depicts the normalized magnitude of the
drift signal calculated per “anchor_year_group.” The drift
signals were normalized in the 0 range for visualization, as
shown in equation 2. The results for the Jensen-Shannon
divergence, PCA reconstruction error, and centroid cosine
distances revealed a trend toward increasing distance between
the variable distributions over time, which did not revert to prior
levels, suggesting a gradual temporal shift. As seen in
Multimedia Appendix 2, this drift occurred gradually over
several years, with a more pronounced change between the first
2 temporal chunks.

By contrast, when examining the autoencoder reconstruction
error and classifier error metrics, a peak divergence was
observed in the second time chunk (2011-2013), which gradually
trended toward the baseline. As models with more parameters,
these 2 drift metrics were sensitive to a combination of the data
distribution, novel data points (ie, rare diseases or diseases not
present in the reference time slice), and numerical outliers in
the case of the autoencoder reconstruction error. For example,
the disease codes appearing in the second chunk had the smallest
intersection with the reference chunk, meaning they had the
fewest diseases occurring concurrently in both chunks. This
likely explains why the autoencoder reconstruction error and
classifier error metrics exhibited their highest peaks in this slice.

In summary, the Jensen-Shannon divergence metric yielded
more robust drift signals in our tests. It is important to note that
the best metric depends on the most relevant type of drift for
the data collection being analyzed. The Jensen-Shannon
divergence is robust at detecting distribution changes, just as
robust as the classifier error metric. If we are interested in
detecting the occurrence of outliers or novel samples not seen
before, the reconstruction errors might result in better detection.
The choice of metric must be informed by the characteristics
of the metrics themselves as well as the characteristics of the
data stream being monitored.

NormalizedSignal = (X – min[X])/(max[X] – min[X]) (3)

As show in equation 3, normalization is used to calculate the
normalized magnitude of the drift signal.

Figure 4. Different drift detection metrics over time on the Medical Information Mart for Intensive Care, version IV (MIMIC-IV) data set, considering
in-hospital International Classification of Diseases (ICD) diagnosis. PCA: principal component analysis.

DIS: Initial Characterization Step (MIMIC-IV)
After establishing that a drift has indeed occurred, especially
based on the results of the most accurate method, the
Jensen-Shannon divergence, we proceeded to step 2. In this
step, we strived to understand how the independent variables
(P(X)) affect the outcome, which is our dependent variable
(P(y|X)), and how the relationship between dependent and
independent variables changes over time. This analysis can be
accomplished by examining changes in correlations and feature

importance over time, as well as by characterizing the
distribution of different features over time. For instance, in
Multimedia Appendix 3, we show how the relative distribution
of the “death” outcome has changed over time in this data set.
This means that our data exhibit a consistent trend toward
in-hospital mortality reduction over time, which indicates a
change in the relative distribution of the 2 possible categories
(deceased × not deceased) for this outcome.

In Figure 5, we show the correlations and feature importance
variations of the top 5 most correlated and the top 5 most
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predictive ICD chapters (according to ICD-10) and the “death”
outcome (according to feature importance). For instance, Figure
5A shows some expressive variations, such as how circulatory
system diseases seem to grow more correlated with death over
time, Figure 5B shows how neoplasms seem to become less
predictive of death over time.

In Multimedia Appendix 4, we show how the different outcome
groups behave over time from given baseline, in particular the
patterns of independent variables given the outcome categories
P(y|X) observed in the first temporal chunk. To obtain this result,
we computed the arithmetic mean of each class’s features in
each “anchor_year_group” and calculated the cosine distance
between these means over time, taking the first chunk as a

reference to compare all other chunks against it. In this particular
figure, we represent each patient as a “corpus” containing all
their health care events (such as diseases and medications used
during the hospital stay), then encode each feature as a 1-hot
sparse matrix (each event can have the value “0,” if it did not
happen for a particular patient, or “1,” if it did), and
subsequently average these features. Notably, this representation
treats each patient as a “bag of health care events,” disregarding
the order of precedence between those events, unlike what we
did in our semantic characterization step. In the specific case,
we show how the “death” outcome exhibits greater temporal
drifts over the available time chunks in both data sets compared
to the overall hospitalized patient population.

Figure 5. (A) Pearson correlations between the top 5 International Classification of Diseases (ICD) chapters (according to ICD-10) most correlated
with the death outcome over time. (B) Feature importance among the top 5 ICD chapters most predictive of the death outcome over time.

DIS: Semantic Characterization (MIMIC-IV)
In Table 2, we show the top 5 ICD-10 chapters that have become
more and less similar to the “death” outcome over time. Notably,
certain diseases, such as neoplasms, have become less similar,
while others, such as malformations and circulatory system
diseases, have become more similar. That is consistent with the
findings in step 2, and over the next few paragraphs, we describe
the procedure to obtain this similarity score. We explain the
token-level vectorization process for both dependent and
independent variables in Figure 6. First, we compiled a
temporally ordered list of patient data, consisting of discrete
data points such as items consumed during hospital stay
(antibiotics, anti-inflammatories, etc), disease codes (using
ICD), and procedures. At the end of each patient’s sequence,
we appended the outcome category for that patient. To classify
the outcome, we divided binary outcomes into distinct tokens,
such as “deceased” and “not deceased,” and used the
corresponding token to generate our training corpus. Continuous
outcomes and dependent variables could be binarized using a
simple histogram binarization scheme, as demonstrated in the
next analysis. Following the corpus generation, we used it to

train token embeddings with Word2Vec [26]. This method
produced embedding vectors for both dependent and
independent variables, allowing semantic comparisons between
different entities, such as the ”death“ outcome and different
disease codes. We created 1 outcome token for each outcome
category and temporal chunk in our data set. This allowed us
to evaluate how an outcome such as “death” may have drifted
closer to or farther from certain diseases or procedures over
time.

In Multimedia Appendix 5, we show the top 5 conditions that
became more similar to the “death” token and the top 5
conditions that became less similar when comparing the first
and last time chunks. Since every entity is a “token,” we could
evaluate similarities between diseases and disease chapters,
between patients and diseases they have not yet been diagnosed
with, and between outcomes and diseases (Multimedia Appendix
5). In particular, in Multimedia Appendix 6, we demonstrate
changes in similarity for the “dysphagia following stroke” ICD
code within the MIMIC-IV data set [18]. Our analysis revealed
a rise in the simultaneous appearance of ICD codes related to
obesity between the periods of 2011 to 2013 and 2017 to 2019.
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This trend aligns with broader observations indicating an uptick
in obesity rates across the United States. Importantly, it is
essential to recognize that this method does not permit the
establishment of causal relationships; rather, it emphasizes
changes in correlation and cooccurrence.

The step 3 analysis can also be conducted at different levels of
granularity to gain a deeper understanding of the observed
changes. From step 2, it can be inferred that mortality has been
decreasing and has some relationship with particular disease
groups. If step 3 is performed at the disease code level, as shown
in Multimedia Appendix 6, chapters that had considerable shifts
in their similarity to the “death” outcome, either increasing or
decreasing similarity, can be identified. For instance, the
findings confirm what is illustrated in Figure 6, where “cancer”
shows a decreasing similarity to the outcome, while the
variable “circulatory diseases” exhibits an increasing similarity
to the outcome. This observation is further supported by the
results shown in Multimedia Appendix 7, where an absolute
increase in the number of patients with cancer over time is
shown, associated with a relative decrease in in-hospital
cancer-related deaths between 2008 and 2019.

To further illustrate how the proposed DIS semantic analysis
based on embedding distances among entities of interest can
help in better comprehending the reasons for the drifts, we
contrasted the previous analyses of our third step with a
traditional clustering analysis for the MIMIC-IV data set. This
analysis used a syntactically oriented term frequency–inverse
document frequency (TF-IDF) [28] representation for the
entities, built from the same corpus of clinical entities. In a
TF-IDF representation, each dimension corresponds to a unique

term (word) in the document corpus. The value in each
dimension reflects the importance of that term in a specific
document, calculated by multiplying the term’s frequency in
the document (term frequency) by the inverse frequency of the
term across all documents (inverse document frequency). In our
case, each “document” was a patient, and each “word” was a
health care event, such as the identification of a novel disease.
We applied a spectral clustering [29] procedure to the TF-IDF
representation of the entities to create the clusters. The results
are shown in Figure S8. To obtain the 4 clusters displayed in
Multimedia Appendix 8, we used a silhouette analysis using 2
to 15 clusters.

Multimedia Appendix 8 shows the top 5 most frequent diseases
for each of the 4 clusters (y-axis). On the x-axis, we present the
index of each cluster. Multimedia Appendix 8 shows how the
relative frequency of each cluster changed over each
“anchor_year_group.” A few points stood out from the clustering
analysis illustrated in Multimedia Appendix 8. As it can be
observed, the cluster analysis using syntactically oriented vectors
made it harder to interpret the drivers of a data drift when
compared to DIS. For instance, some semantically similar
diseases, such as “other and unspecified hyperlipidemia” and
“hyperlipidemia, unspecified,” may have very distinct profiles
in different clusters, such as in clusters 0 and 2, each having a
high concentration of patients with either one of these diseases.
The main problem of this particular cluster analysis based on
syntactically oriented representation is the separation of
semantically similar entities into distinct clusters. In DIS, similar
entities will be represented similarly and thus analyzed in
conjunction.

Table 2. Change in similarity by ICDa chapter.

DirectionChange in similarityICD chapter

Less similar–0.14Diseases of the nervous system

Less similar–0.12Diseases of the musculoskeletal system

Less similar–0.10External causes of morbidity and mortality

Less similar–0.08Diseases of the digestive system

Less similar–0.02Neoplasms

More similar+0.40Congenital malformations

More similar+0.35Diseases of the circulatory system

More similar+0.30Diseases of the genitourinary system

More similar+0.25Endocrine, nutritional, and metabolic diseases

More similar+0.20Diseases of the skin and subcutaneous tissue

aICD: International Classification of Diseases.
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Figure 6. How to generate semantic vectors? We start by generating a corpus of temporally ordered patient discrete data points. Then, we vectorize
the tokens of this corpus using Word2Vec to obtain semantic vectors for dependent and independent variables. ICD: International Classification of
Diseases.

DIS Instantiation for the Brazilian COVID-19 Registry
Data Set
The median age was 60 (IQR 48-71) years, and 21.72%
(2367/10,898) were women (5012 patients). In this data set,
21% of registered patients died, yielding an unbalanced
classification problem when predicting future deaths. The data
set has low temporal granularity, with only 1 data point per
patient, which precludes time tracking during hospital stays.
Consequently, we could measure time only at the populational
level. In other words, unlike the previous case study, there was
a single “snapshot” for each patient, with no temporal evolution
at the individual level.

DIS: Detection Step (Brazilian COVID-19 Registry
Data Set)
As in the previous case study scenario, we evaluated the same
5 alternative techniques, namely the PCA reconstruction error,
autoencoder reconstruction error, classifier error (in separating
past vs future), and Jensen-Shannon divergence. All these
metrics measure the drift compared to a reference temporal slice
and do not require setting a specific outcome or using labeled
data.

The outcomes of this procedure are illustrated in Figure 7, where
the divergence sharply increases starting from the final quarter
of 2020, based on the Jensen-Shannon divergence metric.
Numerically, a drift is indicated in this interval as the divergence
levels surpass a user-defined threshold, such as a fixed threshold
of 2 SDs or a threshold informed by domain expertise. As
depicted in the figure, the PCA reconstruction error, autoencoder
reconstruction error, and centroid cosine distances indicate
positive drift signals in the quarter starting from April 2020.
During this semester, the Brazilian COVID-19 Registry data
set exhibited a small number of numeric outliers, which were
identified by these methods. Conversely, the Jensen-Shannon
method signaled a data drift in the quarter starting from October
2020, which aligns with the “official” start of the second wave
in Brazil in November 2020. Meanwhile, the classifier error
method indicated a drift in July 2020, which falls between the
identification of numeric outliers and the actual distribution
change from the first wave to the second wave. Both the
Jensen-Shannon method and the classifier error method signaled
drift closer to known actual changes, while the other, more
reconstruction-based methods were more sensitive to numeric
shifts, which were not necessarily associated with changes in
the underlying distributions.
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Figure 7. Different drift detection metrics over time in the Brazilian COVID-19 Registry data set. PCA: principal component analysis.

DIS: Initial Characterization Step (COVID-19)
Once a drift was detected, we proceeded with the second DIS
step, initial characterization. This step aims to understand the
main drivers (“what”) of changes during the considered period
and “how” they affect the underlying outcomes. At a high level,
this begins with the characterization of the changes in the
outcome (the independent variable) over time. In Figure 7, we
illustrate this upon evaluating the variation in COVID-19–related
mortality in our data set. This example displays a trend toward
a reduction in the death outcome over time. At the initial
characterization step, it is expedient to examine the distribution
of the outcome of interest (death, ICU admissions, etc) as well
as those of the most predictive independent variables (eg, those
with the highest correlation with the desired outcomes or higher
feature importance in a tree-based classifier).

To guide the next steps, it is helpful to check how much each
outcome category’s properties (such as the mean age of the
deceased patient population or the prevalence of hypertension)
have changed over time. In particular, focusing on which
outcomes have changed the most helps target specific subsets
of the data that could better explain the observed phenomena.
We show an example in Multimedia Appendix 9, where we
analyzed such variations in the Brazilian COVID-19 Registry
data set. To build the graphs in this figure, we split our data set
into time chunks. For each chunk, we separated all patients into
classes according to their outcome (eg, dividing the population
into deceased and nondeceased and then representing the chunk
by averaging all of the patient’s features in each category). For
each subgroup of patients within the same time chunk and
sharing the same outcome, we computed the centroid of that

class (the arithmetic mean of all attributes). We then took the
first chunk as a reference and compared each class’s chunk
arithmetic mean to the reference using a cosine distance.
Multimedia Appendix 9 shows how much the deceased patients’
characteristics changed more than those of the overall
population during the same period.

A better comprehension of the drift drivers during the
COVID-19 pandemic emerges from Figure 8. As shown in
Figure 8A, we observed how the overall best predictors of death
changed over time through Pearson correlation analysis
conducted each trimester on the data set. At the beginning of
the pandemic, age was the single best predictor of death, in
trimesters 0 and 2. As the vaccination campaign started, older
adults were prioritized and received immunization first. This
led to a progressive deterioration of the predictive value of age,
as well as an overall decrease in mortality (Multimedia
Appendix 10), culminating in the latest trimester, where age
was the worst predictor among the top 5 variables. In Figure
8B, it can be seen that the median age of the deceased patient
population over time.

In summary, the second step revealed that the COVID-19 data
showed a progressive decrease in patient mortality (Multimedia
Appendix 10), with a more pronounced change in the group of
deceased patients (Multimedia Appendix 9). It was also possible
to notice that the overall characteristics of the patients who were
dying changed abruptly (Figure 8). From the remaining
characterization steps in Figure 8, we can see that age lost its
predictive capacity (Figure 8A) over time, while clinical features
such as the patients’ fraction of inspired oxygen (FiO2) became
better predictors of death. Concurrently, there was a reduction
in the median age of patients who were dying (Figure 8B).
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Figure 8. (A) Pearson correlations over time for the overall top 6 most predictive variables in the Brazilian COVID-19 Registry data set. (B) Median
age of hospitalized patients dying from COVID-19.

DIS: Semantic Characterization (COVID-19)
Following the conclusions from the previous step, we moved
further into the semantic characterization step. As the Brazilian
COVID-19 Registry data have low temporal granularity and
most of their features are continuous, what requires data
categorization to enable the use of NLP techniques to treat words
and other semantic units.

Subsequently, due to low granularity at the individual level,
we needed to model relationships between these now-discrete
entities. In more detail, we assumed that the temporal precedence
between events imposes a relationship between them and that
this relationship can be learned and embedded into a
distributional representation. The issue with low temporal
granularity data is that the order of precedence is not known;
hence, it is not possible to model it directly. Therefore, we
modeled all health events (from the perspective of a single
individual) as if they happened simultaneously. Therefore, in
this setting, we modeled the passing of time only from the
perspective of the population and not from the perspective of
the individual. This means that we only knew, for instance, that
a given patient had events (such as new diseases or use of
medications) 1, 2, and 3, but we did not know the order of
precedence between these attributes, something that was explicit
in the MIMIC-IV data due to high temporal granularity. We
began by discretizing the continuous features with a histogram
discretizer, which essentially breaks the data intervals into
“equal width segments” and then assigns a “token” (ie, a string
or integer value) that is unique to patients having that attribute
in that specific range of values.

After that, we created a graph with patients, discretized
continuous attributes, discrete attributes, and outcomes, such
as the one in Figure 9. To build this graph, we connected each
patient to their attribute tokens and outcomes while creating
one outcome token for each time chunk under analysis. Finally,
we embedded the graph using a node embedding algorithm such
as Node2Vec [30]. We contrasted this procedure with the one

adopted to characterize the MIMIC-IV data set (Figure 10). As
discussed before, in MIMIC-IV, the temporal order is defined
at the individual level, with entity relationships determined by
the timeline. By contrast, the Brazilian COVID-19 Registry
data set presents events as occurring “simultaneously” at the
patient level, limiting the understanding of relationships between
events and patients. In this case, to derive semantic vectors
representing entity relationships, we approached it as a graph
vectorization problem.

To analyze the resulting model, we compared the outcome
embedding vectors to evaluate their similarity to each other and
to other patient attributes. We show the results of this procedure
in Multimedia Appendix 11. From that, it is evident that the
2021 death outcome token increased in similarity to lower age
groups, such as age groups 18 to 39 years and 40 to 61 years,
while decreasing in similarity to older age groups, such as age
groups 62 to 83 years and 84 to 105 years. This observation
further validates the previous findings and introduces new
elements not captured in earlier steps. We could also see an
increase in similarity to lower admission heart rates and lower
admission serum sodium values, as well as lower FiO2 at
admission, showing a shift in disease severity markers over this
time frame.

As mentioned earlier, for comparative purposes, to emphasize
the semantic capabilities of the proposed DIS procedures, we
compared our semantic-step results with those obtained through
traditional clustering analysis for the Brazilian COVID-19
Registry data set (Multimedia Appendix 12). In this analysis,
entities were represented by a syntactically oriented TF-IDF
representation. In Multimedia Appendix 12, we show the top 5
highest-value features for each of the 6 clusters selected using
the silhouette analysis, as was done for the MIMIC-IV case. In
Multimedia Appendix 12, we show how the relative frequency
of each cluster changed over time in each trimester.

Similar to the MIMIC-IV case, the clustering analysis of the
COVID-19 data was not as straightforward to interpret as the
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DIS analysis when searching for the drivers of data drift. For
example, we identified a cluster of patients who underwent a
“transplant” and another cluster of patients with diabetes
mellitus type 2, but the reasons why these particular clusters

were selected and the reasons for the drifts could not be easily
derived through a straightforward analysis of these syntactically
oriented clusters.

Figure 9. Example of how to create a patient graph with tokenized dependent variables and temporal outcome tokens.

Discussion

Comparison With Prior Work
Multiple studies have analyzed variations observed over time
in class distributions and model effectiveness and their overall
impacts. Studies such as Salles et al [31] and Mouro et al [32],
for instance, performed a detailed characterization of such
effects in textual data sets of documents organized into topics.
Health care data, however, are quite different from simple text
data [31,32]. To begin with, this type of data is multimodal,
including tabular and sequential information in the form of vital
measurements, disease code diagnosis, and items consumed
during a hospital stay, as well as common text, images, wave
forms, and sometimes even sound waves. Furthermore, the data
may experience sudden and specific drifts driven by new
medications, vaccines, surgeries, and public policies [9]. For
example, an effective vaccine may cause the eradication of a
disease, resulting in a subsequent data drift [33]. While most
studies on health care data focus on either drift detection or drift
adaptation [33,34], our work is unique in that it focused on drift
detection, monitoring, and characterization. We advanced the
existing literature by leveraging these 3 steps to pursue
explanations for health care data drifts.

Concerning terminologies and problem-setting definitions,
Gama et al [35] defined data changes as being related to the
distribution of the independent variables P(X) and dependent
variables P(y) or the conditional probability of dependent
variables for given independent variables P(y|X). Works unified
and consolidated some of the underlying terminologies [21,36].
As defined by Lu et al [36], data and concept drifts can be
categorized based on how they behave over time, being (1)
sudden (ie, 1 event permanently changes the “meaning” of a

concept), (2) incremental (ie, 1 event incrementally generates
gradual changes to the ”meaning” of a concept), (3) gradual (ie,
the concepts interchange gradually until the complete shift
occurs), or (4) reoccurring (ie, a transient concept drift).

Approaches to detect and learn in the presence of concept drifts
do exist. However, in most contexts, naively monitoring data
drifts may be expensive, as it often requires data labeling. As
an alternative approach, Haque et al [37] used an ensemble of
classifiers to report their prediction confidences and monitor
changes in their confidence distribution to detect when a concept
drift occurred. In the data sets used in this paper, however,
deaths are readily available labeled data, which means that our
main issue was related to learning in the presence of a data drift.

A common approach to drift detection is monitoring model
outputs, as in the study by Sahiner et al [38]. These “model
monitoring” approaches are not always possible or desirable;
for instance, Tiwari and Agarwal [39] argued that labels are a
resource that is not always available and suggested exploring
other options, such as detecting drifts by monitoring changes
in the underlying data distributions. Following this idea, we
propose a drift monitoring procedure that is independent of
labels and focuses on distribution changes over time.
Additionally, Tiwari and Agarwal [39] provide a comprehensive
review of useful health care data type classification and data
drift management strategies in data streaming scenarios. Textbox
2 details the categorization of health care data proposed by these
authors.

In addition to the categorization mentioned in Textbox 2, Tiwari
and Agarwal [39] discussed the use of sampling in diverse forms
to handle data streams and drifts. In health care data, it is
common to encounter massive data sets encompassing multiple
years and thousands of patients. For such cases, sampling may
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be a viable option. Given the size and nature of our data sources,
we opted to work with the complete data set available instead
of using sampling. The decision to use sampling should be
evaluated depending on the type of ML algorithm used, the
available computing capabilities, and the data set size.

Drift detection has multiple beneficial impacts on health care.
Once detected and treated, a drift can be used to help maintain
and enhance model effectiveness. Additionally, it can be useful
to detect whether a new treatment is changing the outcomes of
a disease in a meaningful manner or even understand
populational trends to derive health policies. A recent example
is the COVID-19 pandemic. This topic was explored in the
studies by Jung et al [41] and Jassat et al [42], which showed
differences in hospitalized patient profiles as new COVID-19
waves spread. Another study has explored how the death
prediction task evolved throughout the pandemic, showing that
factors such as vaccination changed the profile of patients who
were severely ill [4]. These characterizations can help in the
detection of important pandemic events, such as the impacts of
vaccination, the emergence of new COVID-19 strains, and the
emergence of new viral strains resistant to current therapies. In
this context, we focused our characterization efforts on
technology evaluation through the lens of data drifts in a health
care setting.

Some solutions have been reported in the literature to address
the challenge of learning in the presence of data drifts, and most
of these solutions focused on sample selection or sample
weighting, with variations on how they derive the final
weighting or sampling. Klinkenberg [43], for instance, tackled
the problem by using support vector machines for both sample
selection and sample weighting, using an iterative process that
sequentially trains support vector machines to find the training
instances that constitute the model’s support vectors [43]. Kolter
and Maloof [44] used a special weighted ensemble to learn in
the presence of such drifts. Salles et al [6,31,45] used a temporal
weighting function that can be automatically learned to select
relevant samples for each training window. Finally, Rocha et
al [7] tackled the problem using temporal contexts. The authors

analyzed document collections that evolved over time and
defined a temporal context as portions of documents that
minimize the temporal effects of class distribution, term
distribution, and class similarity over time. This method is used
to devise a greedy strategy to optimize the trade-off between
undersampling and temporal effects. We were inspired by this
latter work in our methodology. Most of these approaches,
however, are not applied to the health care setting, focusing
mostly on common text data.

Another relevant setting is detecting drifts in data streams. This
is potentially relevant to some health care data, especially sensor
data, which are most commonly obtained from hospitalized
patients but also streamed from personal health devices such as
smartwatches and heart rate sensors. Zliobaite et al [46], for
instance, proposed a continuous loop of labeling new samples
under a labeling budget and used active learning to detect data
drifts.

Class imbalance is another important aspect of detecting data
drifts in health care data. Disease occurrence is naturally
unbalanced, with common diseases such as diabetes or
hypertension affecting between 5% and 30% of the population
[47,48]. Rare diseases, by contrast, have a prevalence in the
order of <10 patients per 100,000 or 1,000,000 inhabitants, with
combined prevalence among all rare diseases being estimated
to be between 3.5% and 5% [49]. Most approaches to handling
such class imbalances in the data drift literature focus on
oversampling, undersampling, or a combination of both. Gao
et al [50], for instance, proposed oversampling the minority
class over multiple time slices while undersampling the majority
class using only the most recent slice. Ditzler and Polikar [51],
by contrast, focused on using incremental learning combined
with the synthetic minority oversampling technique [52] to learn
a classification ensemble that can deal with both the class
imbalance and concept drifts in streamed data. In particular, the
combination of models and data sets used in our work was robust
to such class imbalance issues and did not require using these
types of techniques, as discussed in the following sections.

Textbox 2. Categorization of health care data.

Categories

1. Clinical data, such as the records in Medical Information Mart for Intensive Care, version IV (MIMIC-IV) [18] and the Brazilian COVID-19
Registry [17], are desirable if the goal is to describe data drifts related to the impact of specific interventions, such as the introduction of a new
drug or therapy.

2. Self-administered data, obtained from questionnaires, usually investigate lifestyle variables, such as smoking or alcohol consumption habits.

3. Biological data, usually obtained by measuring parameters in biological samples such as blood and urine, are often the result of a laboratory
study.

4. Molecular data are the kind of data encoded in protein databases such as UniProt [40], genome databases, or even drug-to-molecule interaction
databases.

5. Exposure data encode patients’ exposure to given events, drugs, or interventions.

6. Modeling data are data generated from models, including estimated risks given the patient’s exposure.
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Summary of the Main Results of Applying DIS to the
MIMIC-IV Data Set
The instantiation of the drift detection step using several
distribution comparison metrics showed the flexibility of the
methodology. It also demonstrated that, for the purpose of
separating the temporal chunks in this particular scenario,
metrics such as the Jensen-Shannon divergence or the classifier
errors capture the underlying distributions better than particular
outliers or novel samples. Higher values in these metrics imply
more significant “populational” changes, such as a gradual shift
in the composition of the in-hospital population’s disease
burden.

As seen in the drift detection step (Table 2), there is a gradual
but persistent pattern in MIMIC-IV, happening over several
years. This gradual change may be caused by various factors,
such as an increased tendency for patients who are terminally
ill to receive end-of-life care at home or advancements in
therapeutic techniques for certain diseases. The nature of the
expected data change can be hypothesized based on
characteristics such as the suddenness or gradualness of the
drift, its persistence, and its duration, along with the results from
the next analytical steps in DIS. This difference becomes evident
when comparing the MIMIC-IV and the Brazilian COVID-19
Registry data sets.

The initial characterization step (Figure 5) revealed a trend
toward a decrease in overall mortality over time, and this is the
“context” in which we interpreted subsequent findings.
Additionally, Figure 6 indicates that the overall characteristics
of the deceased patients changed more than those of the overall
in-hospital population over the observed time frame. This means
that the reduction in overall mortality is due to changes in the
characteristics of the patients who died. The findings in Figure
5 show how different diseases impacted mortality
predictions over time. Figure 5 shows that 2 ICD-10 chapters,
“diseases of the circulatory system” and “cancer,” had important
changes during this period. By associating the findings of step
1 with those of step 2, we can begin to understand the factors
contributing to decreased mortality over time, but it does not
provide the “full picture.”

The DIS semantic characterization step, which measures how
the contexts of the independent variables relate to those of the
dependent variables over time at a more semantic level, yields
interesting results that complement the previous ones.
Multimedia Appendix 6 shows an example of such a result, that
is, changes in similarity for the “dysphagia following stroke”
ICD-10 code within the MIMIC-IV data set [18]. There has
been an increase in the cooccurrence of many obesity-related
ICD codes between the 2011 and 2013 and 2017 and 2019 time
slices. This is aligned with general observations of the increase
in obesity prevalence in the overall US population. It is worth
noting that this technique does not allow us to draw causal
conclusions but instead focuses on the correlation and
cooccurrence changes. The cooccurrence of death and “cancer,”
as well as the presence of “external causes,” has decreased over
the period, possibly indicating a reduction in iatrogenic events,
improved cancer treatment leading to lower lethality, or that
patients with cancer are receiving more end-of-life care at home.

This may be an explanation as to why overall in-hospital
mortality has decreased in this data set.

As overall mortality decreases, patterns affecting the decrease
of similarities between entities, such as the lethality of
circulatory diseases, unchanged. This means that increases in
similarity with the outcome may be simply due to the decrease
in the lethality of other groups. To investigate this, we filtered
the data only for cancer disease codes, as in Multimedia
Appendix 5. The figure reveals important decreases in mortality
in mostly severe and hard-to-treat cancers, such as brain, colon,
lung, and secondary (metastatic) tumors.

It is also possible that the observed patterns may be attributed
to multiple factors at the same time. For instance, recent policy
changes favoring home care for patients who are terminally ill
may influence who dies in the hospital. If these patients are
more likely to die at home, we might have a “survivorship bias,”
where mostly the ones who did not die received hospital care
and the patients who were terminally ill were sent back home.
Over this time frame, there were important advances in
immunobiological therapies for tumors, such as lung cancer, as
well as early diagnostic techniques that have made it possible
to cure some early cases when the tumor is still resectable.
Combining these factors yields a lower lethality, which has
decreased over time despite an increase in the total number of
patients with neoplasm, as shown in Figure 6.

In summary, the application of the DIS methodology to the
MIMIC-IV data set allowed us to determine important trends
that help understand certain phenomena observed in the data.
Moreover, it facilitates the formulation of interesting hypotheses,
which are harder to validate based only on the data
themselves. Nevertheless, in a real-world scenario, such
hypotheses could be the subject of further investigation using
other data sources, such as official policy implementation
records, country-wide demographic records, or even published
literature.

Summary of the Main Results of Applying DIS to the
Brazilian COVID-19 Registry Data Set
The drift detection step, especially using the Jensen-Shannon
divergence, revealed important data drifts in the Brazilian
COVID-19 Registry data set, which commenced approximately
at the same time interval as the vaccination rollout in Brazil,
between late 2020 and early 2021 [14]. The initial
characterization revealed a trend toward decreasing mortality
over time, with the steepest decrease closely matching our drift
detection. This means that thus far, there has been an important
variable distribution shift as well as a change in the distribution
of the outcome itself.

We analyzed how the top 5 highest Pearson correlation variables
behaved over time (Figure 8). Figure 8A shows how the relative
ranking and correlation of the best predictors of death changed
over the course of the pandemic, with features such as “age”
being the strongest predictors at the early stages and gradually
becoming less predictive over time. Figure 8A also shows how
patient severity markers, such as “FiO2” and “altered level of
consciousness,” gradually became more important predictors
over time, hinting at the change from “older patients dying from
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COVID-19” to “patients who were severely ill at admission
dying from COVID-19.” From our analysis, the patient’s age
is shown to be a consistently robust predictor of
COVID-19–related hospitalization and death. In Figure 8B, we
show the median age of the patients who died from COVID-19.
This shows how one of the most predictive features in this data
set has changed over time, with the median dying age decreasing
from approximately 63 years at the peak of the pandemic to
approximately55 years in a time frame coinciding with the start
of the vaccination campaign in Brazil [5]. However, the median
age starts to rise again, possibly relating to another drift, such
as the emergence of new viral strains that can disproportionately
affect the older adult population. This fluctuation in the median
age of deceased patients leads to the aforementioned
deterioration of the correlation scores. Furthermore, this pattern
with the age variable decreasing over time is consistent with
how the vaccines were rolled out to the public, with older age
groups being prioritized for vaccination [46]. If these groups
received vaccines earlier and consequently reduced their
probability of death, this would likely reduce the median and
mean deceased patients’ ages.

The main results of the semantic characterization step
(Multimedia Appendices 10-12 and Figures 8-10), where we
compared the semantic vectors for the “death” outcome in 2020
and 2021, validate several findings from the initial
characterization step and introduce new findings. For instance,
the results show a decrease in similarity between the outcome
and older groups (eg, the age groups “84-105” years vs “62-83”
years) with an increase in similarity between the outcome and
younger groups. This validates the findings in Figure 8A, where
median age declines steadily up until roughly September 2021.
Figure 8A also shows how the “death” outcome had an increase

in similarity to several disease severity markers, such as lower
admission serum sodium, lower admission arterial blood
pressure, fewer comorbidities, and lower FiO2. This potentially
indicates that, when compared to 2020, patients who died in
2021 were more severely ill at admission, had fewer
comorbidities, and were younger (presumably unvaccinated).
This is a significant pattern change, especially compared to the
bulk of deceased patients in the initial chunk, who were mostly
older adults with lower severity at admission. This change in
pattern implies that, at the analyzed time frame, patients who
were young and severely ill at admission were more common
among patients who were dying. However, this should be
analyzed in conjunction with the previous findings from the
other steps. For instance, we know that the overall mortality
has decreased, and this patient profile (young and severely ill
at admission) could also be present in the first temporal chunk.
What possibly happened was the removal of a significant portion
of older patients who were dying from the population through
events such as vaccination, as evidenced by the reduced
mortality and diminished predictive power of age.

To conclude, the DIS analysis hints at the central role of
vaccination in the COVID-19 pandemic, which reduced the
odds of older patients dying from the disease following the
rollout of the vaccines. This hypothesis was raised by the
alignment between the detected data drift and mortality
reduction during the vaccination period. Additionally, the
observed decrease in the median age of the patients who were
dying corresponded to the age-stratified vaccination strategy.
Furthermore, the shift of mortality burden to patients who were
young and severely ill upon admission, who were likely
unvaccinated, demonstrates how they possibly kept dying while
this process unfolded.

Figure 10. (A) Modeling of the Medical Information Mart for Intensive Care, version IV (MIMIC-IV) data set as an ordered sequence of patient tokens.
(B) Modeling of the Brazilian COVID-19 Registry data set as a graph connecting multiple patients through their common token. ICD: International
Classification of Diseases.
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Limitations
We have proposed a methodology to discover and interpret
temporal shifts in health care data. While our approach provides
valuable insights by uncovering many correlations and semantic
connections, DIS still cannot establish causal
relationships outcomes and semantic units. The causal part is
only hypothesized and inferred, but the methodology does not
go so far as to return causal links for arbitrary outcomes.
Furthermore, we have not applied the methodology to certain
relevant health care domains, such as images (eg, x-rays,
computed tomography, or ultrasound) and wavelets (eg,
electrocardiograms or electroencephalograms).

That said, here, we offer some insights into how we could apply
DIS to handle temporal shifts in nonquantitative data or raw
magnetic resonance imaging data. For this, we would first need
to obtain a distributed representation of the data in such a
manner that samples from similar patients have similar
embedding vectors. For instance, we could use DINOv2
embeddings or contrastive language-image pretraining
embeddings in images. This type of pretrained neural network
exists for multiple data types, which facilitates its application
to multiple domains. From the embeddings, we can apply the
first step of our methodology as applied to tabular data,
computing Jensen-Shannon divergence (or autoencoder errors,
classifier errors, etc) to detect whether a drift exists in the data.
Exploring these data in the second step presents some
challenges, as it might involve exploring both the embedding
and raw data spaces. For instance, we can use clustering and
centroid analysis (applied to the embeddings) to find samples
where the drift is particularly pronounced. Then, we can go
back to the raw data and analyze the samples to check for
patterns. In essence, the third step remains similar in nature.
The idea is to train a neural network model such that the
embeddings of the samples closely resemble the embeddings
of the outcomes experienced by those patients over time. One
such way to obtain these embeddings, starting from pretrained
ones, is to use losses such as the triplet loss to approximate
patient sample embeddings from outcome embeddings. The
interpretation of the triplet loss, as presented in our paper, will
change according to the temporal granularity of the samples. If
the data have high temporal granularity, the positive pairs (which
the loss will learn to represent more closely in space) will obey
an ordered sequence of events. For instance, 2 magnetic
resonance imaging tests will be proximate if they belong to the
same patient and happen close to each other in time and if they
are visually and semantically similar. Conversely, if the data
have low temporal granularity, the embeddings should be
learned to align patient samples to their outcome embeddings.
Then, for the analysis of such embeddings, we would have to
analyze the raw data samples closer to the outcome embeddings.

If one splits the time, say, in 2 years and is working with the
“death” outcome, one would be expected to have 1 such outcome
for each year. Then, analyzing the samples closer to each of the
outcome embeddings should help build an understanding of the
relevant changes in a more generalized setting, and this might
require some domain expertise. We intend to explore these ideas
in future work.

Finally, we cannot claim that our 3 steps (encompassing the
“if,” “what,” and “why” of a data drift) are a comprehensive
list of all possible steps to analyze a temporal shift. Instead, we
believe our steps to be a minimum required subset. While it is
possible that these steps might not cover all possible situations,
they allowed us to obtain interesting insights from the 2 data
sets presented in our work, as discussed earlier. We and other
researchers plan to continue to study, extend, and adapt this
methodology in future work to test the limits of our approach
and whether new steps or a refinement of the ones proposed at
the fiber granularity level is necessary.

We intend to explore methods for enhancing models’ resilience
to data drifts, as well as examine different health care–relevant
data types, such as images, wavelets, and multimodal data.

Conclusions
We have proposed DIS, a temporal data drift methodology for
analyzing the changes in health outcomes and variables over
time while discovering contextual changes for outcomes in large
volumes of data. We applied DIS to 2 very different case studies
and demonstrated how it can provide valuable insights into
changing patterns in the data and the underlying reasons driving
such changes.

The DIS methodology goes beyond simple detection; it
comprehensively characterizes temporal data drifts. By
analyzing the underlying causes, patterns, and magnitudes of
drifts, health care stakeholders can gain a deeper understanding
of the factors influencing data changes over time. This deeper
understanding has practical implications for health care
organizations, allowing them to improve patient care, optimize
resource allocation, and enhance operational efficiency by
leveraging the insights gained from monitoring and
characterizing temporal data drifts.

The practical implications of our methodology are far-reaching.
Early detection of data drifts can trigger timely interventions,
enabling proactive adjustments to treatment plans, health care
policies, and quality improvement initiatives. Our methodology
empowers health care practitioners and data analysts to
effectively monitor and manage temporal data drifts, ultimately
leading to better health care outcomes and informed
decision-making processes.
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Multimedia Appendix 1
Modeling of the centroids as the arithmetic mean of the features in each outcome group. Co is the centroid of cluster O, XCO is
the matrix of attributes including all patients in the outcome O, and |CO| is the number of patients in the outcome group O.
[PNG File , 55 KB - medinform_v12i1e54246_app1.png ]

Multimedia Appendix 2
The “anchor_year_group” variable on the Medical Information Mart for Intensive Care, version IV (MIMIC-IV) data set. Within
each “anchor_year_group,” the actual dates are masked, making it possible to have only a rough estimate of when the patient
was at the hospital.
[PNG File , 81 KB - medinform_v12i1e54246_app2.png ]

Multimedia Appendix 3
Lethality over time in the Medical Information Mart for Intensive Care, version IV data set.
[PNG File , 63 KB - medinform_v12i1e54246_app3.png ]

Multimedia Appendix 4
Drift of the arithmetic mean of each outcome class over time, as measured by cosine distances between each class’s means when
compared to the mean of the first “anchor_year_group” in the Medical Information Mart for Intensive Care, version IV data set.
[PNG File , 214 KB - medinform_v12i1e54246_app4.png ]

Multimedia Appendix 5
Evaluation of the drivers of lethality data drift in the Medical Information Mart for Intensive Care, version IV data set.
[PNG File , 319 KB - medinform_v12i1e54246_app5.png ]

Multimedia Appendix 6
Changes in co-occurrence for the “dysphagia following stroke” International Classification of Diseases in the Medical Information
Mart for Intensive Care, version IV data set.
[PNG File , 242 KB - medinform_v12i1e54246_app6.png ]

Multimedia Appendix 7
Validation of the data drift in cancer patients. On the left, we show the increase in the absolute number of cancer patients, while
on the right, we show the overall lethality reduction for this disease group.
[PNG File , 65 KB - medinform_v12i1e54246_app7.png ]

Multimedia Appendix 8
Cluster analysis of the Medical Information Mart for Intensive Care, version IV data set. (A) Top 5 highest-valued features per
cluster. (B) Relative frequency of each cluster over time.
[PNG File , 138 KB - medinform_v12i1e54246_app8.png ]
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Multimedia Appendix 9
Drift of the arithmetic means of the dying patients versus the overall population over time, as measured by cosine distances
between each class’s means on each time chunk over time, in the Brazilian COVID-19 Registry data set.
[PNG File , 227 KB - medinform_v12i1e54246_app9.png ]

Multimedia Appendix 10
Lethality over time in the Brazilian COVID-19 Registry data set.
[PNG File , 80 KB - medinform_v12i1e54246_app10.png ]

Multimedia Appendix 11
Top 15 largest increases and decreases in similarity between the “death” tokens for 2021 and 2020 in the Brazilian COVID-19
Registry data set.
[PNG File , 373 KB - medinform_v12i1e54246_app11.png ]

Multimedia Appendix 12
Cluster analysis of the Brazilian COVID-19 Registry data set. (A) Top 5 highest-valued features per cluster. (B) Relative frequency
of each cluster over time.
[PNG File , 106 KB - medinform_v12i1e54246_app12.png ]
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Abstract

Background: The completeness of adverse event (AE) reports, crucial for assessing putative causal relationships, is measured
using the vigiGrade completeness score in VigiBase, the World Health Organization global database of reported potential AEs.
Malaysian reports have surpassed the global average score (approximately 0.44), achieving a 5-year average of 0.79 (SD 0.23)
as of 2019 and approaching the benchmark for well-documented reports (0.80). However, the contributing factors to this relatively
high report completeness score remain unexplored.

Objective: This study aims to explore the main drivers influencing the completeness of Malaysian AE reports in VigiBase over
a 15-year period using vigiGrade. A secondary objective was to understand the strategic measures taken by the Malaysian
authorities leading to enhanced report completeness across different time frames.

Methods: We analyzed 132,738 Malaysian reports (2005-2019) recorded in VigiBase up to February 2021 split into historical
International Drug Information System (INTDIS; n=63,943, 48.17% in 2005-2016) and newer E2B (n=68,795, 51.83% in
2015-2019) format subsets. For machine learning analyses, we performed a 2-stage feature selection followed by a random forest
classifier to identify the top features predicting well-documented reports. We subsequently applied tree Shapley additive explanations
to examine the magnitude, prevalence, and direction of feature effects. In addition, we conducted time-series analyses to evaluate
chronological trends and potential influences of key interventions on reporting quality.

Results: Among the analyzed reports, 42.84% (56,877/132,738) were well documented, with an increase of 65.37%
(53,929/82,497) since 2015. Over two-thirds (46,186/68,795, 67.14%) of the Malaysian E2B reports were well documented
compared to INTDIS reports at 16.72% (10,691/63,943). For INTDIS reports, higher pharmacovigilance center staffing was the
primary feature positively associated with being well documented. In recent E2B reports, the top positive features included
reaction abated upon drug dechallenge, reaction onset or drug use duration of <1 week, dosing interval of <1 day, reports from
public specialist hospitals, reports by pharmacists, and reaction duration between 1 and 6 days. In contrast, reports from product
registration holders and other health care professionals and reactions involving product substitution issues negatively affected
the quality of E2B reports. Multifaceted strategies and interventions comprising policy changes, continuity of education, and
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human resource development laid the groundwork for AE reporting in Malaysia, whereas advancements in technological
infrastructure, pharmacovigilance databases, and reporting tools concurred with increases in both the quantity and quality of AE
reports.

Conclusions: Through interpretable machine learning and time-series analyses, this study identified key features that positively
or negatively influence the completeness of Malaysian AE reports and unveiled how Malaysia has developed its pharmacovigilance
capacity via multifaceted strategies and interventions. These findings will guide future work in enhancing pharmacovigilance
and public health.

(JMIR Med Inform 2024;12:e49643)   doi:10.2196/49643

KEYWORDS

pharmacovigilance; medication safety; big data analysis; feature selection; interpretable machine learning

Introduction

Background
Pharmacovigilance (PV) is the science and activities related to
the detection, assessment, understanding, and prevention of
adverse effects or any other possible drug-related problems [1].
Individual case safety reports (ICSRs) of suspected adverse
drug reactions and adverse events following immunization
(hereafter collectively referred to as adverse events [AEs])
collected in spontaneous reporting systems (SRSs) remain the
cornerstone of postmarketing drug safety surveillance [2,3] (see
Multimedia Appendix 1 for a list of definitions [4-10]).

Over 170 participating countries in the World Health
Organization (WHO) Programme for International Drug
Monitoring (PIDM) share reports of suspected AEs and
collaborate worldwide in monitoring and identifying signals of
AEs [4]. The WHO PIDM signal detection process is anchored
on data recorded in the WHO global ICSR database, VigiBase,
developed and maintained by the WHO Collaborating Centre
for International Drug Monitoring, Uppsala Monitoring Centre
(UMC), Sweden. Common technical specifications for report
transmission and standard terminologies for drugs and reactions
have evolved over the years to facilitate global information
sharing and efficient analysis [4,5]. Currently, VigiBase accepts
3 standard formats: the original International Drug Information
System (INTDIS) and 2 revisions of the International Council
for Harmonisation of Technical Requirements for
Pharmaceuticals for Human Use (ICH) Guidelines for the
Electronic Transmission of ICSRs, namely E2B(R2), and the
latest E2B(R3), with all data being transformed to a format most
closely resembling E2B(R2) in VigiBase [4].

The participating members are characterized by diverse
contexts—sociocultural, political, and clinical—that affect the
measures in which reports are collected and processed, as well
as their quality [4]. Ideally, a robust PV system should consider
all data quality parameters, including accuracy, completeness,
conformity, consistency, currency, duplication, integrity,
precision, relevance, and understandability. Among all these
parameters, problems associated with completeness (ie, missing
data) have long been regarded as critical factors hampering the
usefulness of existing reports [5,6]. Influxes of poorly
documented reports could increase operational burdens, upsurge
a system’s resources, and even mask or delay the detection of
drug safety signals [11].

While only 4 elements (identifiable patient, identifiable reporter,
medicinal product, and AE) are required for a valid report, they
are often insufficient for productive analyses of potential causal
relationships between medicinal products and AEs [6]. In 2014,
the UMC developed the vigiGrade completeness score, an
automated multidimensional tool that measures the amount of
clinically relevant information in reports essential for causality
assessment, replacing the 4-grade WHO documentation grading
scheme since the 1990s [6,12]. The vigiGrade score quantifies
report completeness based on a selection of ICH-E2B fields:
time to onset, indication, event outcome, patient age and sex,
dose information, country of origin, reporter, type of report,
and free-text fields. The vigiGrade score can be used to pinpoint
trends in report quality over time and reflect systematic data
quality issues in collections of reports from member countries.
For instance, vigiGrade uncovered miscoded age units in US
reports and missing AE outcomes in Italian reports [6]. The
score may also guide reviewers in judging whether the
information in a report suffices for a problem to be investigated
[4]. Notably, vigiGrade has proven to be an indicator of a true
signal and is part of the data-driven predictive model used by
the UMC, vigiRank, for signal detection [13].

The PV System in Malaysia
PV activities in Malaysia began in the 1980s with the
establishment of the Malaysian Adverse Drug Reactions
Advisory Committee (MADRAC) under the Drug Control
Authority (DCA) [7]. The Malaysian national PV center is based
within the National Pharmaceutical Regulatory Agency (NPRA)
under the Pharmaceutical Services Programme of the Ministry
of Health (MOH). Malaysia became a member of the WHO
PIDM in 1990 and is regarded as an established PV center,
receiving >30,000 reports annually, which is well above the
WHO criteria of 200 reports per million inhabitants per year
since 2009. Every AE report recorded in the national PV
database (QUEST; see Multimedia Appendix 1 [7] for a detailed
description) is carefully processed and assessed by trained
pharmacists at the national center and subsequently reviewed
by the MADRAC before submission to the UMC for inclusion
in VigiBase (Figure S1 in Multimedia Appendix 2).

Problem Statement and Research Benefits
Previous studies have not evaluated the quality of Malaysian
AE reports, and little is known about the underlying factors
affecting their vigiGrade completeness scores. However,
identifying and validating factors associated with report quality
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was made difficult by the large number and variety of potentially
correlated characteristics of a spontaneous report—at the
reaction, drug, patient, reporter, sender, or regulator level (see
the literature review on AE report quality in Multimedia
Appendix 3 [6,14-38]). As of 2019, Malaysian reports
demonstrated a 5-year average completeness score of 0.79,
surpassing the global average of approximately 0.44 in VigiBase
and approaching the benchmark for well-documented reports
(0.80). Therefore, this study primarily aimed to use a
hypothesis-free, data-driven approach to explore the main
drivers influencing the completeness of Malaysian reports in
VigiBase over a 15-year period using vigiGrade. A secondary
objective was to understand the strategic measures taken by the
Malaysian authorities that preceded the relatively high
completeness score across different time frames. A better
understanding of the drivers of AE report completeness may be
helpful for the NPRA and regulators worldwide.

Methods

Data-Driven Framework for Identifying Factors
Associated With AE Report Quality

Overview
Our study used big data analysis approaches incorporating
machine learning (ML) methods, which are becoming
increasingly prevalent in clinical and epidemiological research
[8,39]. These approaches aimed to overcome limitations inherent
in traditional approaches in handling complex interactions
among variables (eg, multicollinearity and nonlinearity).
Importantly, ML methods focus on identifying patterns and
associations within complex data rather than on establishing
causal inference [39]. For clarity, we have outlined the
similarities in concepts and nomenclatures between ML and
traditional medical statistics in Multimedia Appendix 1.

Hybrid Feature Selection
Our study leveraged ML methods for feature selection,
mitigating human bias in analyzing extensive report
characteristics, which might be overlooked by traditional
hypothesis-driven approaches that are prone to high selection
biases [9]. We combined statistical filtering and ML algorithms
to preselect features, reducing overfitting risks (often arising
from redundancy and multicollinearity) and computational costs
[40,41]. Notably, Stevens et al [9] used random forest
(RF)–based feature selection to identify potential risk factors
associated with cardiovascular diseases. In almost all domains,
incorporating domain expertise remains vital for developing
meaningful and effective models [8]. Multimedia Appendix 4
[8,9,39-48] provides detailed explanations.

Interpretable ML
Post hoc explanation methods such as Shapley additive
explanations (SHAP) have been increasingly used to provide
interpretability for complex black-box models such as RF [49].
Van den Bosch et al [50] used regression coefficients and SHAP
value analyses to identify risk factors associated with 30-day
mortality among patients undergoing colorectal cancer surgery.
Gong et al [51] also developed an ML framework for acute
kidney injury prediction and interpretation using SHAP values
to assess feature contributions and identify specific patient
impacts. Multimedia Appendix 5 [49-57] provides detailed
explanations.

Study Design
This observational study used interpretable ML and descriptive
time-series analyses of PV database data. Fundamentally, it was
an exploratory data analysis assessing a large number of report
characteristics without prespecified hypotheses [42] aiming to
identify factors influencing report quality. The main steps of
our methodological workflow are illustrated in Figure 1.

Figure 1. Overview of study workflow.

Data Collection
AE report data were obtained from VigiBase in CSV format.
Supplementary information, such as means of reporting, sender
type, and sender region, was retrieved from the NPRA
QUEST3+ (latest version) database in CSV format. For the
secondary objective of understanding the key drivers of AE
report completeness, strategies and interventions implemented
in Malaysia were collected from the literature, official websites,
and feedback from the NPRA. We included all reports recorded

in VigiBase as of February 2021; reported in Malaysia; and
received by the NPRA from January 1, 2005, to December 31,
2019. This 15-year range was chosen for its relevance to current
PV needs and to enable the timely identification of necessary
improvements. We excluded reports that (1) were suspected
duplicates identified by the UMC’s vigiMatch [4] (see
Multimedia Appendix 1 for operational definitions), (2) were
not sourced from Malaysia, (3) had null average completeness
scores, and (4) lacked drugs marked as suspected or interacting.
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Study Variables

Dependent Variables or Outcomes
The vigiGrade completeness score (C; ranges from 0.07 to 1)
was classified as well documented (C>0.8) or not well
documented (C≤0.8; see Multimedia Appendix 1 for operational
definitions).

Independent Variables or Explanatory Features
The variables related to administrative, sender, reporter, patient,
drug, and reaction characteristics are presented in Table S1 in
Multimedia Appendix 2.

Data Preprocessing

Data Mapping
Supplementary data from QUEST3+ were mapped to the
primary data set from VigiBase using the primary identifier.
Given the distinct differences in reporting elements of INTDIS
and E2B formats (input values vary in certain data fields), we
divided the data set for separate analysis.

Data Cleaning and Feature Extraction
We cleaned and engineered the features from the available data
based on the literature, domain knowledge, and previous
experience. Information about the WHO Anatomical Therapeutic
Chemical (ATC) classification system codes was provided by
the UMC in the data set. If an active ingredient was linked to
more than one code, an ATC level-2 code was manually
assigned based on indication, route of administration, dosage,
product information, and clinical narratives. Reporting
qualifications in INTDIS format were harmonized with the E2B
format with reference to supplementary data from the NPRA.
We calculated the number of suspected or interacting drugs,
concomitant drugs, and reactions for each report. We also
included the annual staffing level of the national PV center in
Malaysia and the means of reporting (based on report identifier).

Missing Values
Continuous variables consisting of null values were converted
to categorical variables based on data distribution and domain
knowledge. Missing values for categorical variables were
grouped as a null category.

Data Splitting
To ensure a consistent distribution of target classes, we applied
stratified random sampling. We allocated 90% of the data for
training, which underwent 10-fold cross-validation, and reserved
10% for testing to gauge model performance on unseen samples.
Our approach prioritized the extraction of insights from the
current data set rather than overgeneralizations on future data.

Transformation and Encoding
To overcome data complexity and maximize interpretability,
data at the drug event level were transformed to the case (report)
level. Observations related to concomitant drugs were excluded
as the vigiGrade scoring method is restricted to drugs listed as
suspected or interacting [6]. We took the average value of a
case for continuous variables whereby, for categorical variables,
we examined the presence (or absence) of a particular drug- or

event-related characteristic. Continuous variables were
standardized. Binary categorical variables such as patient sex
were integer encoded. One-hot encoding was performed on the
remaining categorical variables, including ordinal variables and
categories labelled as null or unknown. In the following sections,
we distinguish variables from features, where the latter
correspond to the processed variables in a binary fashion for
the ML model input [43,56].

Multivariable ML Analysis

Feature Selection
We performed hybrid feature selection to eliminate redundant
or less informative features before data mining using the ML
algorithm. To avoid data leakage and the corresponding model
overfitting, we conducted a 2-stage feature selection solely
based on training data [8,44]. We first applied the univariable
filter method to independently assess and preselect the features
and subsequently selected the top-ranked features using
RF-based recursive feature elimination coupled with
multicollinearity assessment. The detailed processes are
provided in Multimedia Appendix 4.

Modeling and Validation
We applied a supervised ML method to identify key features
relevant to the reports classified as well documented.
Specifically, the RF classifier was selected for its robustness to
nonparametric distributions, nonlinearity, and outliers [58] and
its out-of-the-box performance. Its built-in feature importance
metrics allowed us to assess the relative attribution of a feature
to the classification task. The more a feature is used to make
key decisions with the forest of decision trees, the higher its
relative importance. To mitigate class imbalance in the INTDIS
data set, we used RandomUnderSampler with a 0.25 ratio that
achieved optimal balanced performance of prediction and recall.
We chose undersampling over synthetic sampling methods to
preserve the real-world data characteristics. For the imbalanced
INTDIS data set, we adjusted the class_weight parameter in the
RF classifier to balanced. We evaluated the RF classification
models using 10-fold cross-validation.

Performance Evaluations
Classification performance was measured using the area under
the receiver operating characteristic curve, accuracy, recall
(sensitivity), and precision (positive predictive values). For the
imbalanced INTDIS data set, F1-scores (harmonic average of
precision and recall) were reported.

Feature Explanations
To mitigate the issue of black-box predictions, we used
TreeExplainer [52] to generate SHAP summary plots that
succinctly display the magnitude, prevalence, and direction of
a feature’s effect by measuring each feature’s attributions to the
classification. In SHAP, the feature effect is a measure of how
much the value of a specific feature influences the prediction
made by the model.

Software and Packages
All ML analyses were developed in Jupyter Notebook (Project
Jupyter) using Python (version 3.7.9; Python Software
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Foundation). Statistical tests were performed using pandas
(version 1.2.4) and statsmodels (version 0.12.2) [59]. ML
analysis was completed using the scikit-learn package (version
0.24.2) [60]. SHAP values were calculated using TreeExplainer
[52].

Time-Series and Descriptive Statistical Analysis
We used time-series analysis and descriptive statistics to
evaluate the trends in report quality and the characteristics
associated with well-documented reports over different time
frames. One-way ANOVA or 2-tailed Student t tests were
conducted on continuous variables, whereas the chi-square or
Fisher exact test was used to compare categorical variables, as
appropriate. A P value of <.05 was considered statistically
significant. All analyses were conducted using the SAS software
(version 9.4; SAS Institute).

Ethical Considerations
This study was registered with the Malaysian National Medical
Research Register (NMRR-20-983-53984 [Investigator Initiated
Research]) and received ethics approval from the Medical
Review and Ethics Committee, MOH, Malaysia (reference:
KKM/NIHSEC/P20–1144(4)).

Results

Overview
We analyzed the completeness of Malaysian AE reports in
VigiBase received by the NPRA over 15 years. A total of

132,738 reports were included in the analysis following the
predefined inclusion and exclusion criteria (Figure S2 in
Multimedia Appendix 2). Table S1 in Multimedia Appendix 2
summarizes the characteristics of the INTDIS and E2B reports
included in this study concerning administration, reporter,
patient, drug, and reaction by status of being well documented.
Among the included reports, 48.17% (63,943/132,738) were in
the INTDIS format, and 51.83% (68,795/132,738) were in the
E2B format. Over two-thirds (46,186/68,795, 67.14%) of E2B
reports were well documented compared to 16.72%
(10,691/63,943) of INTDIS reports.

Multivariable ML Analysis

Selected Features
For the INTDIS subsets, 90 features were preselected using
univariate filter methods and further narrowed down to 33
features following RF-based recursive feature elimination
ranking and multicollinearity assessment. For the E2B subsets,
90 features were preselected and subsequently reduced to 40.

Classification Performance
The performance of the RF models in classifying reports as well
or not well documented is presented in Table 1.

Table 1. Classification performance of random forest model for the training (10-fold cross-validation) and test set.

F1-score (%)AUROCa (%)Accuracy (%)Precision (%)Recall (%)

INTDISb

97.4 (0.06)99.8 (0.01)99.0 (0.03)95.4 (0.13)99.6 (0.03)Training, mean (SD)

75.3 (1.16)95.0 (0.33)90.3 (0.39)77.0 (1.02)73.7 (1.90)Validation, mean (SD)

74.695.191.574.374.9Test

E2B

99.7 (0.01)99.9 (0.001)99.6 (0.01)99.7 (0.02)99.7 (0.02)Training, mean (SD)

94.2 (0.20)94.9 (0.29)92.0 (0.24)91.6 (0.34)96.9 (0.27)Validation, mean (SD)

93.895.191.490.996.9Test

aAUROC: area under the receiver operating characteristic curve.
bINTDIS: International Drug Information System.

Top Factors Predicting Status of Malaysian Reports
Being Well Documented

RF ML Model

Figure S3 in Multimedia Appendix 2 reveals the top-ranked
features that contributed to the status of INTDIS and E2B reports
being well documented derived from the RF ML model’s built-in
feature importance metrics. However, the directions of their
contribution were not known due to the black-box nature of the
RF model. For INTDIS reports received between 2005 and
2016, PV center staffing was identified as the most important
factor in predicting their status of being well documented. Other

important factors included suspected drug withdrawal, the
number of reactions reported, reaction abated upon drug
dechallenge, and patient sex. Reaction abated upon drug
dechallenge, on the other hand, appeared to be the most
important factor predicting whether an E2B report received
between 2015 and 2019 was well documented. Reports from
other health care professionals (HCPs), reactions occurring <1
day, reports submitted by product registration holders (PRHs),
and the number of concomitant drugs were also among the top
5 important factors.
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SHAP Interpretation Method

The SHAP post hoc interpretations provided us with an
understanding of the magnitude, prevalence, and direction of
feature effects. Figure 2 depicts rich summaries of individual
attributions for all features, allowing us to discover key factors
that influence well-documented reports. Features with higher
global importance have a greater influence on the model’s
predictions. A feature with predominantly red dots to the right
(eg, reaction abated upon drug dechallenge in Figure 2B) implies
a positive contribution to well-documented reports, whereas a

negative contribution is indicated if the direction is to the left
(eg, reports submitted by PRHs in Figure 2B). Features with
lower global importance but a long tail stretching in one
direction indicate a rare but high-magnitude effect [52,56]. As
mean SHAP values are calculated across all cases, a feature
with a lower impact but higher prevalence may have a higher
SHAP value [50]. For the least globally important features, we
observed that their feature effects were not constant across cases,
with blue and red dots dispersed in both directions. This
variation may arise from interactions with other features that
modulate their importance in different cases [52].
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Figure 2. (A) Top 33 features for the International Drug Information System (INTDIS) subset from 2005 to 2016; (B) top 40 features for the E2B
subset during the years 2015 to 2019. The Shapley additive explanation (SHAP) bar plot illustrates global feature importances based on mean absolute
SHAP values, highlighting the impact of each feature on the model’s predictions. Higher values represent greater influence. The waterfall plot indicates
the cumulative contribution of features to the model. The SHAP summary plot of local explanations displays each observation as a dot, with its position
on the x-axis (SHAP value) indicating the impact of a feature on the model’s classification for that observation. Continuous features (marked with an
asterisk) range from low (blue) to high (red) values, whereas categorical features of a binary nature are either absent (blue) or present (red). The
distribution of dots indicates the magnitude and prevalence of a feature effect. Features are ordered by global importance. ATC: Anatomical Therapeutic
Chemical; HCP: health care professional; HLGT: Medical Dictionary for Regulatory Activities High-Level Group Term; NEC: not elsewhere classified;
PhIS: pharmacy hospital information system; PRH: product registration holder; PT: Medical Dictionary for Regulatory Activities Preferred Term; PV:
pharmacovigilance; UMC: Uppsala Monitoring Centre; UMC calculated seriousness: serious cases classified automatically by a UMC-developed
algorithm.
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Regarding INTDIS reports, in earlier years, PV center staffing
was the primary factor driving the Malaysian rate of reports
being well documented, with this factor alone accounting for
>35% of the model’s explainability. The next most important
factor favoring well-documented reports was drug withdrawal,
followed by a duration of drug use of <1 week, reaction abated
upon drug dechallenge, and reaction occurring <1 day. In
contrast, an increased number of reported reactions and reports
from pharmacists predicted not well-documented INTDIS
reports.

In more recent years, the most important factor favoring
well-documented E2B reports from Malaysia was reaction
abated upon drug dechallenge, which alone was responsible for
>25% of the model’s explainability. Among the top 25 features,
which provided 90% of the model’s interpretation on classifying
status of being well documented, 6 (24%) were found to be
negatively associated with well-documented reports: reports
submitted by PRHs; reports made by other HCPs; reactions
under the Medical Dictionary for Regulatory Activities
(MedDRA) High-Level Group Terms (HLGTs) product quality,
supply, distribution, manufacturing, and quality system issues;
reports received during the QUEST3+ pilot stage, reports
received via web reporting, and adolescent patients (aged 12-17
years). E2B reports that involved reactions with a shorter time
to onset and duration of drug use were more likely to be well

documented. Other identified key drivers of Malaysian
well-documented E2B reports were reports made by
pharmacists, reports submitted from public specialist hospitals,
pharmacy hospital information system (PhIS)–integrated
reporting, and the involvement of systemic antimicrobials (ATC
code J01).

Time-Series and Descriptive Statistical Analysis

Trend Analysis of Malaysian AE Report Quality
(2005-2019)
Figure 3 depicts the time trends in AE reporting in Malaysia,
illustrating how both the quantity and completeness scores of
AE reports received by the NPRA grew over a 15-year period
from 2005 to 2019. In Tables 2 and 3, we summarize the trends
divided into 5-year subperiods, further stratified by sender type
and reporter qualification. Of the total 132,738 reports received,
56,877 (42.84%) were well documented. Before 2014, the
average completeness score consistently fell short of 0.5 but
was slightly above the global average of 0.44. The volume of
reports surged by 121% from 2013 to 2014, whereas the
proportion of well-documented reports rose from practically
0% to 18.93% (2843/15,013). Since 2015, more than half
(53,929/82,497, 65.37%) of the Malaysian reports were well
documented, averaging 0.79 (SD 0.23) over the last 5 years,
with a new high of 0.82 in 2019.

Figure 3. Distribution of average completeness scores and counts of Malaysian reports by status of being well documented in VigiBase over the study
period.

Table 2. The 5-year stratified summary statistics of overall Malaysian report quality.

P valuea2015-20192010-20142005-2009Total

N/Ab82,497 (62.2)38,783 (29.2)11,458 (8.6)132,738 (100)Overall reports, n (%)

<.0010.79 (0.23)0.51 (0.18)0.47 (0.15)0.68 (0.25)Completeness, mean (SD)

<.00153,929 (65.4)2843 (7.3)105 (0.9)56,877 (42.8)Well-documented reports (Cc>0.8), n (%)

aP value based on ANOVA.
bN/A: not applicable.
cvigiGrade completeness score.
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Table 3. The 5-year stratified summary statistics of well-documented Malaysian reports (N=56,877).

P valuea2015-2019
(n=53,929), n (%)

2010-2014
(n=2843), n (%)

2005-2009
(n=105), n (%)

Total, n (%)

<.001Sender type

29,889 (55.4)1542 (54.2)72 (68.6)31,503 (55.4)Public specialist hospital

4734 (8.8)217 (7.6)3 (2.9)4954 (8.7)Public nonspecialist hospital

14,739 (27.3)866 (30.5)4 (3.8)15,609 (27.4)Public clinic

2 (0)1 (0)0 (0)3 (0)Other public services

462 (0.9)25 (0.9)9 (8.6)496 (0.9)University hospital

870 (1.6)58 (2)11 (10.5)939 (1.7)Private PRHb

2002 (3.7)106 (3.7)6 (5.7)2114 (3.7)Private hospital or clinic

45 (0.1)0 (0)0 (0)45 (0.1)Private community pharmacy

30 (0.1)0 (0)0 (0)30 (0.1)Consumer

1156 (2.1)28 (1)0 (0)1184 (2.1)Unknown

<.001Reporter qualification

10,905 (20.2)488 (17.2)53 (50.5)11,446 (20.1)Physician

38,429 (71.3)1850 (65.1)16 (15.2)40,295 (70.8)Pharmacist

3548 (6.6)500 (17.6)36 (34.3)4084 (7.2)Other HCPc

78 (0.1)0 (0)0 (0)78 (0.1)Consumer

969 (1.8)5 (0.2)0 (0)974 (1.7)Unknown

aP value based on the Fisher exact test.
bPRH: product registration holder.
cHCP: health care professional.

Over the 15 years, most well-documented reports in Malaysia
came from public health facilities, with public specialist
hospitals contributing more than half (31,503/56,877, 55.38%).
Public clinics emerged as key contributors in later stages, with
well-documented reports increasing considerably from 3.8%
(4/105) in the period from 2005 to 2009 to 30.46% (866/2843)
in the following 5 years. Compared to public services, the
private sector consistently demonstrated a marginal contribution
to quality AE reporting in Malaysia. In the earlier years,
physicians contributed approximately half (53/105, 50.5%) of
the well-documented reports. In the subsequent periods, reports
from pharmacists showed a rise in quantity and average
completeness, yielding the highest overall rate of being well

documented (1850/2843, 65.07% to 38,429/53,929, 71.26%)
among all reporter types from 2010 to 2019.

Key Strategies and Interventions Implemented in
Malaysia (2005-2019)
In Malaysia, various strategies and interventions were
implemented over the 15 years with the intent of improving AE
reporting, as summarized by 5-year period in Figure 4 [7,61-65].
While the impacts of most interventions are usually multifaceted
at the national level and challenging to measure with limited
quantitative information, there is a particular interest in
understanding the influence of staffing levels at the PV center,
the introduction of a new PV database, and enhancements to
reporting tools on reporting quality at different time points.
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Figure 4. Key strategies and interventions implemented to improve adverse event (AE) reporting in Malaysia between 2005 and 2019. CPD: continuing
professional development; DIS: drug information service; HCP: health care professional; PhIS: pharmacy hospital information system; PRH: product
registration holder; PRP: provisionally registered pharmacist; PV: pharmacovigilance; RiMUP: risalah maklumat ubat untuk pengguna.

Figure 5 shows the annual trends in PV center staffing in relation
to rates of reports being well documented. Figure 6 depicts how
the transition in report submission format (from INTDIS to
E2B) and reporting means correlated with report quantity and
average completeness. In Figure 7, we focus on the rates of
reports being well documented before and after the
implementation of the new PV database (QUEST3+) and key

enhancements to reporting tools since 2015. Information about
reporting means was not available for INTDIS reports collected
from the historical QUEST2 database. We further examined the
influence and popularity of different reporting means among
various reporters following the official launch of QUEST3+
and new web reporting tools in the first quarter of 2017 (Figure
S4 in Multimedia Appendix 2).

Figure 5. Annual trends in pharmacovigilance (PV) center staffing levels and rate of reports being well documented (2005-2019).
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Figure 6. Mean completeness score and report count by submission format, pharmacovigilance database, and means of reporting yearly from 2013 to
2019. The size of the bubble corresponds to the report count. INTDIS: International Drug Information System; PhIS: pharmacy hospital information
system.

Figure 7. Rate of reports being well documented by submission format, pharmacovigilance database, and means of reporting quarterly from 2013 to
2019. 95% CI error bars (equivalent to 1.96×SE) were constructed. INTDIS: International Drug Information System; PhIS: pharmacy hospital information
system; Q: quarter.

Average Completeness of Individual Dimensions for
Malaysian AE Reports
Figure 8 illustrates the trends in the average completeness of
the individual dimensions for Malaysian reports in VigiBase.
The dimensions for report type, primary source country, reporter
qualification, and patient age and sex were consistently the most
completed. Completeness of free text and drug indication

improved from zero in the earlier period of 2005 to 2009 to >0.9
in recent years. An uptrend in improvements was also observed
for reaction onset. Completeness for reaction outcome dipped
in 2011 to 2012 but subsequently rebounded to >0.8.
Unexpectedly, we observed a noteworthy drop in drug dosage
completeness since 2010. The average completeness of each
individual dimension for vigiGrade was evaluated for E2B
subsets (Figure S5 in Multimedia Appendix 2).
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Figure 8. Trends in the distribution of average completeness scores for Malaysian reports in VigiBase over the study period. The shaded area indicates
overall completeness; the line represents the individual dimension.

Discussion

Overview of Principal Findings
In our study, we used a comprehensive approach to examine
the factors influencing the quality of Malaysian AE reports and
decipher the temporal trends and interventions that shaped the
Malaysian PV landscape from 2005 to 2019. In the first part of
our study, by harnessing a data-driven approach that
encompassed ML-based feature selection and analysis, we
identified the key features that predict the status of Malaysian
reports in VigiBase being well documented. Our hybrid feature
selection helped in mitigating the risks of overfitting and
unstable interpretability that are commonly associated with high
variance [8,9,40] and resulted in a robust and valid RF model,
as evidenced by the excellent classification performance (>90%)
across all training, validation, and test sets for the E2B subset
that reflects recent patterns of Malaysian reports (Table 1).
While the model for the highly imbalanced INTDIS subset
(containing only 10,691/63,943, 16.72% of well-documented
reports) demonstrated satisfactory performance, with recall,
precision, and F1-scores of >70%, the model faced overfitting.
This issue, evident from the decreased validation and test
performance, has been acknowledged as a limitation in our
study. The black-box RF model was made interpretable using
SHAP values that, in agreement with human intuition, did not
contradict the findings from the time-series analyses. To the
best of our knowledge, this is the first study to use
state-of-the-art interpretable ML methods to obtain insights
concerning the key factors contributing to AE report quality in
the PV field. Supplemented with insights drawn from our
time-series and descriptive analyses, we summarized the
identified features associated with well-documented Malaysian
reports under 3 main themes: administrative; sender and
reporter; and reaction, drug, and patient.

In the second part of our study, our extensive time-series and
descriptive analyses illuminated the notable progress Malaysia
has made in both the quantity and quality of AE reports over

the years. We delved further into the chronological trends and
characteristics of Malaysian AE reports, outlined the key
strategies and interventions implemented at 5-year intervals,
and tracked the influence of interventions of interest. These
findings offer valuable insights into the multifaceted strategies
and interventions that have driven enhancements in Malaysian
AE reporting quality. Finally, by focusing on individual
dimensions for vigiGrade completeness scoring, we not only
gained additional insights into the specific characteristics and
aspects of report completeness within the Malaysian context
but also pinpointed systematic data quality issues that warrant
further attention and improvement work.

Factors and Characteristics Associated With
Well-Documented Malaysian Reports

Administrative
Our ML analysis distinguished PV center staffing level as the
most important factor positively associated with
well-documented INTDIS reports over 12 years between 2005
and 2016 (Figure S3 in Multimedia Appendix 2 and Figure 2A).
Previous studies [66-68] have also highlighted manpower at
national PV centers as a barrier to functional and sustainable
PV systems. During the initial stage (2005-2009), only 2 to 4
staff members handled all PV operations in Malaysia (Figure
5). As the number of reports grew rapidly, the center struggled
with a backlog of reports. The center swiftly grew from 8 to 21
staff members within 3 years (2012-2015) alongside the
expansion of PV functions and task specializations, which
coincided with a notable improvement in the completeness of
reports received (Figures 3 and 5). Compared to the period from
2005 to 2009, more training workshops were delivered from
2010 to 2019 (Figure 4) to enhance staff and reporter
competencies. As the staffing level and rate of reports being
well documented became relatively stable afterward (Figure 5),
the influence of PV staffing levels appeared less distinctive for
E2B reports (Figure 2B). This could be due to some staff
members focusing on other PV duties such as signal detection
and assessment, risk management, and risk communication
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rather than AE processing. It is worth noting that the transition
to E2B may have also obfuscated the influence of increased
staffing on report completeness. While less distinctive in our
model, we cannot exclude that other centers with E2B reports
and low staffing may still face overall low report completeness.

The capabilities and scalability of PV databases are essential
for effective data collection and management [5]. Integrating
electronic reporting into hospital information systems has been
reported to reduce duplicate work and effectively improve AE
reporting [69]. In Malaysia, the new QUEST3+ database was
later integrated with the AE reporting module of a centralized
PhIS implemented at Malaysian public hospitals and clinics,
enabling the automatic input of reporter and sender information
and improved reporter accessibility to patient, drug use, and
regulatory information (eg, product registration number and
batch number). Our ML analysis of E2B subsets (Figure 2B)
revealed that PhIS-integrated reporting positively contributed
to well-documented Malaysian reports, whereas web reporting
had an unexpected negative association. The volume of PhIS
reports surpassed other means in 2019 (Figure 7 and Figure S4
in Multimedia Appendix 2) and maintained the highest reporting
quality. Web reporting was initially introduced in 2000, but due
to unstable systems and slowly developing IT infrastructures
at some public health facilities in the last decade, most reports
before 2015 were submitted manually via postage, fax, or email.
After mandatory fields were added, web reporting recorded a
rate of >70% of reports being well documented, but it later
declined to 60%. A similar but larger declining trend was also
observed with manual reporting (Figure 5). These declines
corresponded to the shift to PhIS reporting by public-sector
pharmacists and were likely associated with other HCPs and
consumers (Figure S4 in Multimedia Appendix 2). Our findings
highlight that electronic reporting tools serve as ad hoc support
for well-trained reporters but IT infrastructure maturity and
widespread user acceptance are required for success. This is in
line with a recent realist review [70] asserting that technological
interventions alone, without capacity building, have little or no
impact on health data quality.

Sender and Reporter
Our study revealed that the greatest proportion of
well-documented Malaysian reports, amounting to 91.54%
(52,066/56,877), originated from public health facilities overseen
by the MOH (Table 3). Among the well-documented reports,
98.15% (55,825/56,877) were submitted by HCPs. This finding
aligns with those of previous studies [71-73] conducted across
different regions of Malaysia, which consistently highlight that
most HCPs recognize AE reporting as part of their professional
obligations. In Malaysia, consumer-generated reports constituted
only 0.14% (78/56,877) of the well-documented reports, which
stands in contrast to countries such as Denmark and Norway
where three-fifths of well-documented reports came from
consumers or non-HCPs [6].

Our observations revealed that Malaysian pharmacists generated
70.85% (40,295/56,877) of well-documented reports (Table 3),
with most serving the public health sector [63]. Specifically,
we identified public specialist hospitals and pharmacists as key
features that positively contributed to the well-documented

Malaysian E2B reports (Figure 2B). It is noteworthy that, during
the earlier stage (2005-2009), pharmacists’ reports exhibited
the poorest quality and were recognized as a key factor
predicting not well-documented INTDIS reports from 2005 to
2016 (Figure 2A). Nonetheless, over the years, following
increased recruitment in public health services [74,75] and
multifaceted initiatives aimed at strengthening pharmacists’
roles and skills (Figure 4), pharmacists have become an integral
part of AE monitoring in Malaysia. Almost 9 in 10 public
hospital pharmacists in Malaysia have reported at least one AE
in the past [76].

Malaysia presents a unique scenario in which pharmacists play
a leading role in PV activities, distinguishing it from global
trends, in which physicians contribute nearly two-thirds of
well-documented reports [6]. The Malaysian context aligns with
findings from a Spanish study in which pharmacists reported a
great majority of the AEs due to the integration of PV into
routine hospital pharmacy practices [77]. Similar observations
were made in a pharmacist-led AE monitoring and management
model in China, where pharmacists provided higher-quality
reports among all HCPs [14]. Within Malaysian public hospitals,
the pharmacist-led Drug Information Service (DIS) unit is
responsible for facility-level PV activities, including responding
to queries related to AEs; disseminating safety information; and
compiling, verifying, and submitting AE reports to the NPRA
[65,78]. In addition to direct detection and reporting by
pharmacists, a collaborative mechanism exists within public
health facilities where physicians and other HCPs are aware of
the role of pharmacists in monitoring and reporting the AEs
detected during clinical rounds or discussions. Moreover, we
observed that over half (19,188/33,559, 57.18%) of the
well-documented E2B reports made by pharmacists came from
public specialist hospitals. These reports were believed to have
benefited from the input of specialist physicians, suggesting a
positive contribution of collaborative efforts among HCPs in
enhancing the quality of AE reports.

In contrast, reports from PRHs and other HCPs (including
regulatory affairs officers, clinical trial associates, nurses, and
medical assistants) were flagged as the key features negatively
associated with Malaysian report completeness (Figure 2B).
These findings are consistent with the features observed in the
United States [15], Brazil [16], Spain [17], South Korea [18],
and Japan [19,20]. Of note, the NPRA classified the reports
from PRHs as reported by other HCPs when the primary reporter
was unknown. Among 7833 E2B reports from PRHs, only 778
(9.93%) reports were well documented (Table S1 in Multimedia
Appendix 2), with an overall completeness score of 0.39 (Figure
S5 in Multimedia Appendix 2). Information regarding drug
dosage, reaction onset, reaction outcome, and patient age was
most incomplete in Malaysian reports from PRHs. This could
be attributed to the lack of a robust PV culture among PRHs.
Existing literature [6,79] suggests that PRHs might prioritize
submitting a report to fulfill pharmaceutical legislation [80] that
mandates that PRHs report any suspected AEs within strict
timelines even when minimal information is available. There
could also be instances in which the primary reporter did not
provide consent for follow-up. Conversely, it is conceivable
that pharmacists and physicians serving at health facilities were

JMIR Med Inform 2024 | vol. 12 | e49643 | p.1048https://medinform.jmir.org/2024/1/e49643
(page number not for citation purposes)

Choo et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


more motivated to make a clinically meaningful report even on
a voluntary basis [17,79,81].

Reaction, Drug, and Patient
As AE reporting is highly dependent on individual motivation
[5], we were interested in understanding whether the nature of
drugs and reactions affects the quality of reports. While a report
may involve more than one drug or reaction, most studies on
AE report quality have not assessed all drugs and reactions
reported in a case. Toki and Ono [21] examined only the primary
suspected drug in a multivariable logistic regression model,
whereas Araujo et al [22] and Masuka and Khoza [23] evaluated
a specific drug group using simple univariable analysis. Other
studies have evaluated only case-level information, such as case
seriousness [14,18,24-26], fatal outcome [15], and causality
[18]. As we converted drug-reaction pairs to case-level data,
we evaluated the influence of drug- and reaction-related factors
on overall report completeness for all reported suspected and
interacting drugs.

Our ML analysis of the E2B subset (Figure 2B) revealed that
a case where the reaction abated following a drug dechallenge
(ie, positive dechallenge) was the primary key feature associated
with a well-documented report. While information on drug
dechallenge was unknown in most cases (Table S1 in
Multimedia Appendix 2), it is possible that a positive
dechallenge may have strengthened the reporter’s confidence
in the drug-reaction causal relationship and, thus, the motivation
to construct a clinically meaningful report. While our findings
suggest that positive dechallenge may have motivated more
complete reports, there is no supporting study on this. It is
important to note that reports that are well documented by
vigiGrade standards might also tend to have a positive
dechallenge. In other words, it may be that vigiGrade tends to
flag those reports that have a positive dechallenge as well
documented.

As expected, cases containing information on time to onset were
more likely to be well documented as the onset dimension incurs
the highest penalty of 50% for missing data and 30% if the
uncertainty exceeds 1 month [6]. Our findings suggest that cases
with a shorter (ie, <1 day) time to onset, dosing interval, and
duration of drug use were most likely to be well documented.
This observation might be attributable to better recall and
description of events occurring within a shorter time frame
following drug use or to greater reporter confidence in the
drug-reaction relationship due to stronger temporal association
and a lower likelihood of confounding factors. On the other
hand, reports that involved reactions lasting 1 to 6 days tended
to carry more information compared to those that involved
reactions lasting <1 day or >6 days. A competing hypothesis is
that reactions occurring within this time frame allow for
sufficient time for more observation or data gathering while
still being easily observed and described by patients and HCPs.
Nevertheless, further research is needed to determine the specific
factors contributing to the observed differences in report quality
for cases with varying time to onset, dosing intervals, and
durations of drug use.

Antibiotics for systemic use (ATC code J01) emerged as a key
feature favorably contributing to well-documented E2B reports.

First, it could be attributed to the baseline reporting patterns,
where systemic antibiotics were the most commonly reported
drug group in Malaysia, with over one-fifth of AE reports
involving at least one systemic antibiotic (Table S1 in
Multimedia Appendix 2). Second, this observation might suggest
that Malaysian HCPs exercise heightened caution when using
anti-infectives, leading to a higher likelihood of detecting AEs
related to anti-infectives with higher report completeness.
According to a study from a Malaysian infectious disease
hospital [65], most inquiries (37.8%) received by the DIS unit
concerned anti-infective drugs (ATC code J), which included
other β-lactam antibacterials (ATC code J01D), direct-acting
antivirals (ATC code J05A), and penicillins (ATC code J01C),
with the largest proportion of the inquiries pertaining to their
AEs and pediatric dosage adjustments. Although this observation
could be expected in an infectious disease hospital, it also
highlights the role of pharmacist-led DIS in AE monitoring and
reinforces our previous discussion regarding pharmacists
working in public health facilities tending to submit more
complete reports. Trainings by the NPRA often prioritized
pharmacists working in DIS units, who then conducted echo
training for HCPs in their respective health facilities.

In addition, our analysis revealed a positive association between
reports marked as serious and well-documented Malaysian
reports (Figure 2B), consistent with previous studies from France
[25,26], China [14,24], and South Korea [18] that highlighted
higher completeness for serious reports. Previous research has
also indicated that Malaysian HCPs prioritize reporting serious
AEs [71]. The heightened gravity and potential consequences
of these cases might prompt reporters to exercise greater
diligence in ensuring reporting quality, including PRHs who
are subjected to stricter reporting timelines for serious cases.
Fatal outcomes were not flagged as the key feature contributing
to Malaysian reports being well documented, likely due to their
low prevalence (1048/68,795, 1.52%; Table S1 in Multimedia
Appendix 2). Nonetheless, Malaysian fatal reports had a low
overall completeness of 0.55 compared to 0.80 for nonfatal
reports (Figure S5 in Multimedia Appendix 2). Another
observational study evaluating reports submitted to the US Food
and Drug Administration [15] also found that cases of patient
deaths had the lowest completeness scores across reporting
sources. This could be attributed to the absence of medical
terminology describing the cause of death or indicate an
investigation into a potential drug involvement.

Reactions under the HLGTs product quality, supply,
distribution, manufacturing, and quality system issues, of which
97.78% (2242/2293) were related to product substitution issues
and 91.41% (2096/2293) were sourced from public health
facilities primarily by pharmacists, were captured as the key
feature that negatively contributed to E2B reports being well
documented. Subsequent investigations revealed that product
substitution issues were most prevalent in 2018 (1355/2242,
60.44%) and primarily involved brand switching between 2
generic products: amlodipine (1012/2242, 45.14%) and
perindopril (291/2242, 12.98%). Among these, only 24.8%
(251/1012) and 32.6% (95/291) of the reports involving
amlodipine and perindopril, respectively, were well documented.
In the Malaysian public health care sector, drugs are procured
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through 3 distinct mechanisms: a national concessionaire,
national tenders, and direct purchases by health facilities for
items not covered by the former 2 mechanisms [82]. However,
in situations in which a product substitution issue is suspected
and public health facilities need to directly procure alternative
products for items already listed in the former 2 mechanisms,
AEs or product complaints must be submitted as justification.
It is believed that the reporters might submit reports containing
only minimal information solely to comply with the drug
procurement procedure.

Another key negative feature identified in the E2B subset was
the presence of adolescent patients (aged 12-17 years). In
comparison, reports involving adult patients (aged 18-44 years)
and midlife adult patients (aged 45-64 years), which comprised
the largest proportion of Malaysian reports, tended to be well
documented. In South Korea, overall reports involving children
and adolescents (aged 0-19 years) were negatively associated
with being well documented in comparison to the older adult
group (aged ≥65 years), whereas reports involving adults (aged
19-65 years) had a positive association [18].

Trends in Malaysian AE Reporting Quality Between
2005 and 2019
Building on the preceding discussion on the factors and
characteristics associated with well-documented Malaysian AE
reports, we expanded our scope to the chronological progression
of AE reporting in Malaysia from 2005 to 2019. Our analyses
underline that policy changes, continuity of education, and
human resource development laid the foundation for a functional
and sustainable SRS in Malaysia. Meanwhile, advancements
in technological infrastructure, PV databases, and reporting
tools contributed to the observed increase in both the quantity
and quality of AE reports. These findings echo the
expert-recommended 4-tier hierarchy of needs to achieve
systemic capacity building for PV [83]—progressing from
structures, systems, and roles to staff and infrastructure to skills
to tools.

Malaysia, with its SRS governed within an established legal
and regulatory framework, has historically struggled with
challenges of underreporting and poorly reported AEs, as
evidenced in Figure 3. In an effort to establish a functional and
sustainable PV system, Malaysia placed early priorities on
cultivating a reporting culture among HCPs and strengthening
national PV capacities through collaborative efforts involving
multiple stakeholders (Figure 4). Among them were policy
changes to strengthen pharmacists’ role in AE monitoring,
increased recruitment of public-sector pharmacists and PV staff,
active surveillance programs for targeted medicinal products,
public awareness campaigns, and continuity of PV education
to HCPs from undergraduate and preservice to at-service levels
[7,61-63,65,74,75]. These initiatives were consistent with the
existing literature, which emphasizes that multifaceted strategies
and interventions work more synergistically to improve AE
reporting than a single intervention [79,84,85]. Notably, our
findings from the ML analysis suggest a positive association
between higher staffing levels at the PV center and
well-documented INTDIS reports, which could underscore the

potential need for capacity building in the early phase of PV
implementation.

As PV activities in Malaysia attained a higher level of
maturation, the NPRA began to put greater emphasis on
improving report quality. Comparative studies examining
reporting forms from various countries have consistently
highlighted that the Malaysian paper reporting form captures
the most comprehensive information [86,87]. In response to the
influx of reports observed in 2014 (Figure 3), the NPRA set
their efforts on enhancing AE reporting tools and processing
capabilities (Figure 4). Enhancements were made to the paper
reporting form in 2015, including the addition of structured
checkboxes and a reporting guide to ensure that more complete
and harmonized clinical information could be obtained for
subsequent causality assessment [27,88]. Concurrently, the
NPRA began developing and piloting QUEST3+, an upgraded
regulatory database system that marked a new submission format
to the UMC—transitioning from INTDIS to E2B (Figure 6).
The official launch of the QUEST3+ database took place in
January 2017, replacing the historical QUEST2 database.
Alongside these paradigm shifts, the NPRA also revamped and
relaunched its web reporting tool for HCPs and introduced a
new plain-language web reporting tool specifically for
consumers (ConSERF). With the maturation of IT
infrastructures, in 2018, the QUEST3+ database was integrated
in phases with the centralized PhIS across Malaysian public
health facilities. Reporting guides, drop-down lists, and
validation alerts were also added to web and PhIS-integrated
reporting tools to enhance the completeness and consistency of
the collected data. Interestingly, as previously discussed, our
comparative findings regarding PhIS-integrated tools used by
well-trained pharmacists and new web reporting tools likely
used by other HCPs and consumers highlight the complementary
role of electronic reporting tools as ad hoc aids for well-trained
reporters, whereas the effectiveness of these tools in improving
AE reporting also relies on the maturity of IT infrastructures
and their acceptance by users.

As a consequence of continuous efforts to strengthen PV
capacities and technological advancements, Malaysia has seen
considerable improvements not only in the quantity but also in
the quality of reports. From 2015 to 2019, approximately
two-thirds of Malaysian reports were well documented compared
to approximately 1 in 5 reports from the rest of the world [28].
It is worth noting that, while overall completeness improved
after the transition to the E2B submission format in 2015, our
investigations revealed that low completeness in drug dosage
(Figure 8) was systematically confounded by miscoding errors
during report conversion to E2B-XML files before report
transmission to VigiBase and, thus, was comparatively lowest
in all subsets (Figure S5 in Multimedia Appendix 2). As a
consequence of missing “number of unit in the interval” and
miscoded “number of separate dosages,” the drug dosage
dimension for a Malaysian report in E2B format was penalized
when the total daily dose for a case could not be calculated from
the specified fields [29,89]. Similar to global reports [6],
Malaysian E2B reports carried more administrative information,
such as report type followed by reporter qualification and patient
characteristics (ie, sex and age), but less drug- and
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reaction-related information, such as drug dosage (despite the
aforementioned confounding), reaction onset, and reaction
outcome. In contrast to global reports [6], the inclusion of
mandatory fields in electronic reporting tools led to a higher
completeness of drug indication and free-text narratives in
Malaysian reports. Reports from the literature and other sources,
made by other HCPs, and submitted by PRHs had the lowest
overall completeness scores (<0.5). Fatal reports and those from
community pharmacies or other public services also tended to
contain less information (<0.6).

Limitations
Our study is constrained by the limitations inherent to
cross-sectional observational data and ML analysis, where causal
reasoning and statistical inference cannot be determined [54].
The features identified in our study should be understood as
predictors associated with well-documented reports but not as
causal factors. Owing to the assumptions that multifaceted
interventions often work synergistically and that control groups
are frequently absent in nationwide implementation [79], the
exact impact of individual interventions on reporting quality
cannot be determined. As such, our study serves as an
exploratory analysis, and the highlighted features offer a starting
point for further in-depth review.

Our study faced challenges with the class imbalance inherent
to the INTDIS data set, which heightened the risk of model
overfitting. While undersampling improved the balanced
performance of precision and recall, it could introduce new
biases. Given that the INTDIS format is now obsolete in
Malaysia, our focus is shifting toward the more recent E2B
features.

Our models did not include causality information for several
reasons. AE reports received by the NPRA and VigiBase come
from a variety of sources, and the probability that the suspected
AE is drug related is not the same in all cases [90]. Reporters
and senders might use different methods for assessing causality,
such as Naranjo probability scores and WHO-UMC causality
categories, which were not available. In addition, it is important
to note that causality may change as knowledge expands, and
the UMC does not validate the causality assessments of the
received reports.

Our data set is also constrained by the timeliness of report
submission from QUEST to VigiBase and did not include all
the reports received by the NPRA by December 31, 2019. As
the systematic data quality issues uncovered in our study have
already been communicated to the NPRA, follow-up work is
underway to address these issues. Therefore, the findings of this
study will not be representative of the future completeness scores
of Malaysian reports in VigiBase. This also implies that the key
features identified in our study were subject to multiple
systematic biases, which are typically encountered when using
real-world data [90,91].

Conclusions and Future Work
By using a data-driven approach and the vigiGrade method, we
pinpointed the trends and milestones of the Malaysian AE
reporting system and demonstrated how the country has striven
to contribute large numbers of high-quality reports to global

PV. Our work also highlights the vigiGrade method by the UMC
as an effective tool for monitoring the quality of AE reports and
aiding countries in evaluating to enhance reporting. Our
multidimensional perspective on AE reporting trends and
strategies in Malaysia, informed by data-driven insights,
underlines the complexity and evolving nature of the SRS and
the importance of continual improvement for global PV.

Using interpretable ML methods, we identified specific features
that were positively associated with Malaysian AE reports being
well documented. Notable factors include higher PV center
staffing for INTDIS reports, reaction abated upon drug
dechallenge, reaction onset or drug use duration of <1 week,
dosing interval of <1 day, reports from public specialist
hospitals, reports by pharmacists, and reaction duration between
1 and 6 days for recent E2B reports. Conversely, reports from
PRHs and other HCPs indicated areas for potential improvement
in the quality of Malaysian reports. These identified features
could potentially serve as a basis for future research and
strategies aimed at improving PV practices, thus improving
drug safety surveillance and, ultimately, public health outcomes.

Furthermore, our time-series analysis showcased how Malaysia
has built up and strengthened its PV capacity via multifaceted
strategies and interventions to enhance both the quantity and
quality of AE reports. Policy changes, continuity of education,
and human resource development have all contributed to the
foundation for a functional and sustainable SRS in Malaysia,
whereas advancements in technological infrastructure, PV
databases, and reporting tools concurred with the rise in both
the quantity and quality of AE reports. These findings resonate
with the expert-recommended 4-tier hierarchy of needs for
systemic PV capacity building—from structures, systems, and
roles to staff and infrastructure to skills to tools [83,92].

Building on our findings on Malaysia’s progress in AE reporting
and factors identified for report quality, we propose several
areas for future work. To understand how and in what measure
the findings from the time-series analysis contributed to the
completeness of Malaysian reports, viewing the interventions
set up by the NPRA as complex [93]—targeting multiple
individuals or a wide range of behaviors and involving multiple
interacting components—could be instrumental. Future
evaluations may use this newly updated framework for complex
intervention research [94].

Our findings revealed that the private health sector, including
PRHs, private hospitals, private clinics, and community
pharmacies, exhibited suboptimal contributions. This highlights
persistent challenges pertaining to underreporting and
unsatisfactory report quality in these sectors, necessitating
further research into understanding behavioral or organizational
barriers for developing targeted interventions [95,96].
Considering that preservice and in-service trainings often do
not adequately prepare HCPs for data-related tasks [96], stronger
stakeholder coordination and collaboration are imperative for
continuous competency-based training and fostering an effective
data use culture across health systems [95]. Regular feedback
on reporting performance could be considered to facilitate
self-monitoring among all senders.
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Sustainable improvement in surveillance data quality and use
requires a whole-systems approach encompassing governance,
people, tools, and processes [95]. Given that data quality is
highly reliant on their collection at health facilities, future work
can prioritize people and environments essential for functional
information systems as well as validation upon data entry to
ensure completeness, accuracy, and consistency [88]. Our
identification of systematic data quality issues highlighted a
gap in data-driven continuous quality improvement [95],
underscoring the need for internal quality assurance procedures

for AE data management and transmission, including routine
systematic checks and periodic in-depth reviews [88,97].

Looking ahead, as Malaysian reports currently use the E2B(R2)
format, future efforts can navigate toward transitioning to the
E2B(R3)-compliant database and reporting tools as the inclusion
of null flavors in the E2B(R3) format helps address missing
information by explaining data absence. Future work on data
governance could explore leveraging automation, ML, and
natural language processing to improve the overall efficiency
and quality of AE data collection, processing, and management
[98,99].
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Abstract

Background: Medication safety in residential care facilities is a critical concern, particularly when nonmedical staff provide
medication assistance. The complex nature of medication-related incidents in these settings, coupled with the psychological
impact on health care providers, underscores the need for effective incident analysis and preventive strategies. A thorough
understanding of the root causes, typically through incident-report analysis, is essential for mitigating medication-related incidents.

Objective: We aimed to develop and evaluate a multilabel classifier using natural language processing to identify factors
contributing to medication-related incidents using incident report descriptions from residential care facilities, with a focus on
incidents involving nonmedical staff.

Methods: We analyzed 2143 incident reports, comprising 7121 sentences, from residential care facilities in Japan between
April 1, 2015, and March 31, 2016. The incident factors were annotated using sentences based on an established organizational
factor model and previous research findings. The following 9 factors were defined: procedure adherence, medicine, resident,
resident family, nonmedical staff, medical staff, team, environment, and organizational management. To assess the label criteria,
2 researchers with relevant medical knowledge annotated a subset of 50 reports; the interannotator agreement was measured using
Cohen κ. The entire data set was subsequently annotated by 1 researcher. Multiple labels were assigned to each sentence. A
multilabel classifier was developed using deep learning models, including 2 Bidirectional Encoder Representations From
Transformers (BERT)–type models (Tohoku-BERT and a University of Tokyo Hospital BERT pretrained with Japanese clinical
text: UTH-BERT) and an Efficiently Learning Encoder That Classifies Token Replacements Accurately (ELECTRA), pretrained
on Japanese text. Both sentence- and report-level training were performed; the performance was evaluated by the F1-score and
exact match accuracy through 5-fold cross-validation.

Results: Among all 7121 sentences, 1167, 694, 2455, 23, 1905, 46, 195, 1104, and 195 included “procedure adherence,”
“medicine,” “resident,” “resident family,” “nonmedical staff,” “medical staff,” “team,” “environment,” and “organizational
management,” respectively. Owing to limited labels, “resident family” and “medical staff” were omitted from the model development
process. The interannotator agreement values were higher than 0.6 for each label. A total of 10, 278, and 1855 reports contained
no, 1, and multiple labels, respectively. The models trained using the report data outperformed those trained using sentences,
with macro F1-scores of 0.744, 0.675, and 0.735 for Tohoku-BERT, UTH-BERT, and ELECTRA, respectively. The report-trained
models also demonstrated better exact match accuracy, with 0.411, 0.389, and 0.399 for Tohoku-BERT, UTH-BERT, and
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ELECTRA, respectively. Notably, the accuracy was consistent even when the analysis was confined to reports containing multiple
labels.

Conclusions: The multilabel classifier developed in our study demonstrated potential for identifying various factors associated
with medication-related incidents using incident reports from residential care facilities. Thus, this classifier can facilitate prompt
analysis of incident factors, thereby contributing to risk management and the development of preventive strategies.

(JMIR Med Inform 2024;12:e58141)   doi:10.2196/58141

KEYWORDS

residential facilities; incidents; non-medical staff; natural language processing; risk management

Introduction

The prevention of medication-related incidents and the
development of preventive measures are crucial for ensuring
medication safety. Heinrich law suggests that for every serious
accident, 29 minor accidents and 300 incidents exist [1].
Analysis of these incidents and formulation of countermeasures
can help prevent serious medical accidents and enhance patient
safety. Moreover, these incidents result in a significant
psychological impact on the health care providers [2-5], known
as “second victim syndrome” [6-8]. Thus, incident prevention
measures are considered vital.

The core of incident prevention is focused on the details of the
incident; thus, the creation of incident reports plays a key role.
Hospitals have traditionally been the primary sources of such
data, resulting in extensive research [9-19] and the development
of sophisticated incident prevention strategies. However,
residential care facility settings, in which residents live for
extended periods, present unique challenges. Unlike hospitals,
these facilities serve as communal living spaces for older people
and often rely on nonmedical staff (not doctors or nurses) to
perform health care–related tasks, including medication
assistance. This practice raises significant concerns regarding
the potential for medication incidents, underlining the
importance of extending incident prevention strategies beyond
hospital settings. Moreover, previous studies have highlighted
a range of medication incidents in Japanese residential care
facilities, including dropped drugs and misdelivery or misuse
of medicines [20].

Natural language processing (NLP) technology demonstrates
considerable potential for enhancing the analysis of incident
reports. NLP is an analytical technique involving deep learning
processing of human language for extracting meaningful
information. Recently, this technology has been applied to
classify various types of text data, including blogs [21,22] and
electronic medical records [23], and has been extended to
incident report classification in health care settings [24,25].
Specifically, classifiers using NLP were constructed to
determine the classification and severity of incidents, with
hospital incident reports serving as the training data [24,26,27].
Although the incident reports obtained and their corresponding
text data, primarily comprising open-ended descriptions, from
residential care facilities are considered suitable for NLP
analysis, limited efforts have been made toward using NLP for
extracting information from incident reports at these facilities.

Our previous research, which focused on identifying the causes
of medication incidents in residential care facilities,
demonstrated the complex and multifactorial nature of various
elements contributing to these incidents [28]. Therefore, this
study aimed to create a multilabel classifier that can extract
various factors related to medication-related incidents based on
incident reports in residential care facilities.

Methods

Data Set
This study included incidents that occurred in residential care
facilities in Japan from April 1, 2015, to March 31, 2016, in
106 long-term residential care facilities operated by a single
company. The residential care facilities included in our study
are privately run, where residents usually pay monthly fees for
housing and various care or support services, including meal
provision, assistance with activities of daily living, and
recreational opportunities. Notably, the majority of the residents
avail medication assistance, which is a crucial component of
these services.

We exclusively focused on incidents involving care staff who
were not medical professionals. An incident report was
completed after each incident, documenting the type of incident
(forgetting to take medicines, misdelivery or misuse of
medicines, loss of medicines, discovery of dropped drugs, and
spitting up or falling while taking medicines), conditions at the
time, and factors contributing to the incident. All the reports
were written in Japanese. The care staff at the participating
facilities were encouraged to record even minor incidents in
their reports.

The data set comprised 2143 reports. The free-text descriptions
of the factors contributing to the incident in each report were
segmented into 7121 sentences for further analysis.

Annotation and Data Analysis
Incident factor labels were established based on the
organizational factor model by Reason [29] and findings from
our previous study [28], which explored the factors of
medication assistance-related incidents in residential care
facilities. In our previous study, we interviewed individuals
involved in incidents, such as misdelivery or misuse of
medications. Our findings indicated that “not following
procedures” often resulted in these incidents, and identified 4
key contributing factors, namely individual residents, individual
staff, team, and work environment. Considering the diverse
nature of incidents in residential care facilities that extend
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beyond medication omissions or dropped drugs, a broader range
of factor labels is warranted. We developed the following 9
causal labels: procedure adherence, medicine, resident, resident
family, nonmedical staff, medical staff, team, environment, and
organizational management. To establish the labels, we also
consulted James Reason [29] organizational accident model.
Reason model posits that incidents, which are often precipitated
by unsafe acts attributed to multiple factors, are fundamentally
rooted in the culture of the organization. This model provides
a framework for understanding the complex interplay of the
factors resulting in incidents in our study.

The criteria for annotating the reports were based on our
previous study [28] and an analysis of actual medication incident
conditions in Japan [20]. To evaluate the reliability of these
criteria, we selected a random sample of 50 reports comprising
183 sentences from the data set. These reports were annotated
by 2 researchers with relevant medical knowledge (HK and SE).
The interannotator agreement (IAA) was assessed using Cohen
κ, a statistical measure of agreement. Cohen Κ values are
interpreted as follows: values close to 1 indicate perfect
agreement, <0.00, “poor”; 0.00-0.20, “slight”; 0.21-0.40, “fair”;
0.41-0.60, “moderate”; 0.61-0.80, “substantial”; and 0.81-1.00,
“almost perfect” [30]. Following this initial assessment, one of
the researchers (HK) annotated all the sentences.

The distribution of reports according to the number of labels
assigned was analyzed. The average number of labels per
incident type was calculated and compared. Incident types were
categorized as “forgetting to take medicines,” “misdelivery or

misuse of medicines,” “loss of medicines,” “discovery of
dropped drugs,” and “spitting up or falling while taking
medicines,” as defined in our previous study [20]. For factor
analysis, we used the Student t test (2-tailed), applying the
Bonferroni correction to account for multiple comparisons. We
established the significance criterion at P<.05. Furthermore, the
percentage of reports that contained each label for every type
of incident was calculated, thus providing a detailed view of
the label distribution across different incident categories.

Deep Learning Models
Figure 1 shows an overview of the model development. In this
study, a multilabel classifier was built from an annotated
multilabel data set to manage multiple descriptions of incident
factors. Due to the insufficient number of labels, which made
the accurate evaluation of the model’s performance challenging,
the limited labels associated with “resident family” and “medical
staff” were excluded from the model development process.
Consequently, the refined model development approach enabled
the classifier to simultaneously identify 7 distinct labels. The
development of this classifier involves fine-tuning existing
pretrained models. These models included 2 Bidirectional
Encoder Representations From Transformers (BERT) models,
each using different pretraining data sources, and an Efficiently
Learning Encoder That Classifies Token Replacements
Accurately (ELECTRA) model. ELECTRA, while maintaining
a foundational structure similar to that of BERT, achieves
enhanced performance in NLP tasks through improved
pretraining methods. The input of these models was limited to
512 tokens due to the capability of the pretrained model.

Figure 1. Overview of model development and evaluation. (A) Report-trained model evaluated using reports. (B) Sentence-trained model evaluated
using reports. (C) Sentence-trained model evaluated using sentences. BERT: Bidirectional Encoder Representations From Transformers; ELECTRA:
Encoder That Classifies Token Replacements Accurately; UTH: University of Tokyo Hospital.

Specifically, one of the BERT models we used was developed
by the Natural Language Processing Research Group at Tohoku
University (Tohoku-BERT), which was pretrained on the
Japanese Wikipedia data as of September 1, 2019 [31]
(BERT-based model; 12 layers, 768 dimensions of hidden states,
and 12 attention heads, tokenizer: MeCab [32]). The other,
University of Tokyo Hospital (UTH)-BERT, was developed by
the Department of Artificial Intelligence and Digital Twin in
Healthcare at the University of Tokyo and pretrained using
extensive Japanese clinical text [33] (BERT-based model: 12

layers, 768 dimensions of hidden states, and 12 attention heads,
tokenizer: MeCab [32]). The ELECTRA model was developed
by the Izumi Laboratory at the University of Tokyo and
pretrained with Japanese Wikipedia data as of June 1, 2021 [34]
(ELECTRA-based model; 12 layers, 768 dimensions of hidden
states, and 12 attention heads, tokenizer: MeCab [32]). No
additional preprocessing was conducted beyond what is
described.

Our study used 2 distinct models: one based on reports and the
other on sentences. In the report-trained model, each report
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served as a single training unit, whereas in the sentence-trained
model, each sentence served as a training unit.

The hyperparameters that can be adjusted before training are
defined in Table S1 in Multimedia Appendix 1.

Task and Metrics
Performance was evaluated in terms of precision, recall,
F1-score, and exact match accuracy. The exact match accuracy
specifically measures the percentage of predictions that are
correct across all labels. The data set was divided into training
and test data at a ratio of 4:1, and the model was evaluated using
the average of the 5-fold cross-validation results.

The report-trained model was evaluated using the reports as test
data (Figure 1A). The sentence-trained model was evaluated
using reports (Figure 1B) and sentences (Figure 1C) as test data.

Generalizability Analysis
We extracted 136 incident reports involving nonmedical staff
and 31 reports involving care staff from hospital incident data
collected by the Japan Council for Quality Health Care between
January 2010 and June 2023 to examine the generalizability of
the constructed model. We assessed the ability for extrapolation
of the report-trained model derived from the extractor pretrained
on Tohoku-BERT using the F1-score.

Ethical Considerations
All the procedures were performed per the principles of the
Declaration of Helsinki. In this study, all data were analyzed
anonymously, and informed consent was waived owing to the
retrospective observational design of this study. Residents and
staff in residential facilities were informed of this study through
postings at each facility and were allowed to refuse permission
concerning the use of their data. This study was approved by
the Research Ethics Review Committee of the Faculty of
Pharmaceutical Sciences, University of Tokyo (approved on
August 3, 2023) and the Research Ethics Review Committee
of the Faculty of Pharmacy, Keio University (approved on July
14, 2023; 230714-1).

Results

Data Set Analysis
The average report length was 62.6 (SD 34.3; median 56, IQR
38-81) tokens, and the average sentence length was 18.2 (SD
9.8; median 16, IQR 11-23) tokens. None of the sentences or
reports exceeded 512 tokens. The incidents were categorized
as follows: forgetting to take medicines (648 incidents),
misdelivery or misuse of medicines (293 incidents), loss of
medication (18 incidents), discovery of dropped drugs (1024
incidents), and spitting up or falling while taking medicines
(160 incidents).

Annotation and Features of the Incident Factors
An example of this label is presented in Textbox 1. The IAA
for each label was calculated, and all the labels achieved an
IAA score exceeding 0.6 (Table 1), thereby validating the
effectiveness of the developed annotation guidelines. Notably,
the κ coefficients for the factors related to “resident family”
and “team” were exceptionally high, exceeding 0.9 in all
instances. Using these guidelines, the remaining reports were
sequentially annotated. The “resident” related factor label was
most frequently assigned as shown in Table 1. Conversely, the
“resident family” and “medical staff” factors were rarely
assigned.

Table 2 presents the distribution of the number of labels assigned
per sentence and per report. The most frequent occurrences were
1 label per sentence and 2 labels per report, accounting for
77.5% (5518) sentences and 34.2% (733) reports of the total
occurrences, respectively. Table 3 categorizes the number of
labels per report according to the incident type. Reports
involving forgetting to take medicines and misdelivery or misuse
of medicines tended to have a higher number of labels than
other incidents (P<.001).

Table 4 shows the percentage of incident reports, with each
label categorized by the incident type. Reports describing
incidents, such as “spitting up or falling while taking medicines”
and “discovery of dropped drugs,” often included “resident”
factors and less frequently mentioned “team” factors. In contrast,
reports of “forgetting to take medicines” and “misdelivery or
misuse of medicines” commonly included “environmental”
factors.
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Textbox 1. Example of the label.

Procedure adherence

• Care staff did not follow the instructions for double-checking medication assistance.

• Care staff failed to confirm that medications were swallowed until the end.

Medicine

• Due to the concurrent use of herbal medicine with pills, there was a higher risk of dropping them.

• The number of medications to be taken after breakfast was large.

Resident

• The resident was unable to manage their medications.

• Their life rhythm was irregular, with mealtimes being inconsistent.

Resident family

• Family members were assisting with meals, which prevented intervention in medication administration.

• Medication management was being handled by the family.

Nonmedical staff

• Preparation for breakfast was not sufficient, leading to delays in service time and causing staff to rush.

• There was a low awareness that numbness made it difficult for residents to hold medication packets.

Medical staff

• Inexperienced nurses relied on each other, resulting in a lack of necessary checks.

• The nursing notes failed to include the required documentation.

Team

• There was a lack of coordination between meal assistance and medication assistance staff.

• Important information from doctor visits was not properly communicated.

Environment

• The resident was taking medicines during the busiest time for medication assistance.

• The proximity of tables in the restaurant made it impossible to check medication intake.

Organizational management

• Measures against the previous incidents had not been implemented.

• The procedure manual had not been updated.
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Table 1. The IAAa values and number of sentences for the 9 labels (N=7121).

Sentences, nIAALabel

11670.634Procedure adherence

6940.741Medicine

24550.898Resident

230.954Resident family

19050.638Nonmedical staff

460.869Medical staff

1950.930Team

11040.755Environment

1950.692Organizational management

aIAA: interannotator agreement.

Table 2. The number of labels per incident report (N=2143) and per sentence (N=7121).

Sentences, n (%)Reports, n (%)Number of labels

508 (7.1)10 (0.5)0

5518 (77.5)278 (13.0)1

1021 (14.3)733 (34.2)2

70 (1.0)689 (32.2)3

3 (0.04)348 (16.2)4

0 (0)78 (3.6)5

0 (0)7 (0.3)6

0 (0)0 (0)≥7

Table 3. The average number of labels per incident contents.

Labels, mean (SD)

2.92 (1.10)Forgetting to take medicines (n=648)

2.85 (1.12)Misdelivery or misuse of medicines (n=293)

2.61 (1.38)Loss of medicines (n=18)

2.45 (0.94)Discovery of dropped drugs (n=1024)

2.19 (0.93)Spitting up or falling while taking medicines (n=160)

Table 4. The percentages of reports that contain each label for every type of incident.

Organizational
management

Environ-
ment

TeamMedical
staff

Nonmedical
staff

Resident
family

ResidentMedicineProcedure
adherence

11.053.417.02.872.82.359.033.041.0Forgetting to take medicines
(n=648)

11.353.614.04.873.00.759.728.739.6Misdelivery or misuse of
medicines (n=293)

27.838.911.1061.1061.133.327.8Loss of medicines (n=18)

6.225.90.8050.20.384.320.357.0Discovery of dropped drugs
(n=1024)

2.524.41.90.673.1081.322.512.5Spitting up or falling while
taking medicines (n=160)
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Model
Table S2 in Multimedia Appendix 1 shows the average label
distributions for both the training and test data as part of the
5-fold cross-validation process. Since the labels for “resident
family” and “medical staff” are notably fewer than those of
other categories, they were excluded from the development of
the multilabel classifier.

The performances of the fine-tuned Tohoku-BERT, UTH-BERT,
and ELECTRA models were assessed using 3 different
approaches: a report-trained model evaluated using reports
(Table 5), sentence-trained model evaluated using reports (Table
6), and sentence-trained model evaluated using sentences (Table
7), as summarized in Tables 5-7. The analysis revealed that the
report-trained model (Table 5) generally achieved higher
F1-scores than the sentence-trained model evaluated using the

report data (Table 6). The performance of the sentence-trained
model was better when evaluated using sentences (Table 7) than
when evaluated using reports (Table 6).

Table 8 lists the exact match accuracies of these models across
the board, specifically for instances involving multiple labels.
The sentence-trained model evaluated using sentences exhibited
the highest exact match accuracy for the overall test data. When
limited to the test data with multiple labels, the report-trained
model evaluated using reports demonstrated the highest exact
match accuracy.

The extrapolation of the report-trained model, fine-tuned using
Tohoku-BERT, revealed that the mean F1-score (micro F1-score)
was 0.72 for reports involving care staff alone and 0.65 for those
involving nonmedical staff (Table S1 in Multimedia Appendix
2).

Table 5. Performance of the model. Report-trained model evaluated using reports.

ELECTRAcUTHb-BERTTohoku-BERTaClass

F1-scoreRecallPrecisionF1-scoreRecallPrecisionF1-scoreRecallPrecision

0.8040.8040.8180.8160.8560.7740.8200.8340.808Procedure adherence

0.7340.7640.7180.7100.6900.7340.7660.8040.734Medicine

0.9300.9440.9200.9420.9500.9320.9320.9640.902Resident

0.8320.8520.8220.8060.8420.7780.8200.8520.802Nonmedical staff

0.6620.5680.8360.4460.3780.6500.6740.5980.834Team

0.7920.8360.7640.7640.7680.7600.8080.8400.782Environment

0.3920.4020.4320.2440.2180.3340.3900.3220.598Organizational management

0.735——0.675——0.744——dMacro F1-score

aBERT: Bidirectional Encoder Representations From Transformers.
bUTH: University of Tokyo Hospital.
cELECTRA: Encoder That Classifies Token Replacements Accurately.
dNot applicable.

Table 6. Performance of the model. Sentence-trained model evaluated using reports.

ELECTRAcUTHb-BERTTohoku-BERTaClass

F1-scoreRecallPrecisionF1-scoreRecallPrecisionF1-scoreRecallPrecision

0.6020.4440.9400.5400.3820.9220.5280.3760.910Procedure adherence

0.2960.1760.9420.7460.6640.8540.4660.3160.926Medicine

0.6560.4940.9880.8340.7260.9820.6140.4440.992Resident

0.6300.4680.9620.5440.3820.9520.7840.6860.918Nonmedical staff

0.1460.0840.8000.2420.1480.8500.4240.2741.000Team

0.6200.4660.9300.5320.3660.9640.6360.4680.976Environment

0.1260.0680.8840.0340.0180.6000.1160.0641.000Organizational management

0.439——0.496——0.610——dMacro F1-score

aBERT: Bidirectional Encoder Representations From Transformers.
bUTH: University of Tokyo Hospital.
cELECTRA: Encoder That Classifies Token Replacements Accurately.
dNot applicable.
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Table 7. Performance of the model. Sentence-trained model evaluated using sentences.

ELECTRAcUTHb-BERTTohoku-BERTaClass

F1-scoreRecallPrecisionF1-scoreRecallPrecisionF1-scoreRecallPrecision

0.7960.8440.7540.7680.7500.8020.7960.7980.798Procedure adherence

0.6400.5940.6980.5840.5640.6160.6280.5700.712Medicine

0.8500.8440.8620.8360.8080.8720.8620.8620.864Resident

0.7160.6740.7740.6780.6700.6920.7140.6860.744Nonmedical staff

0.5980.5920.6740.5980.5340.7020.6740.5960.786Team

0.7100.6780.7540.6620.6400.6880.7320.7200.756Environment

0.4060.3380.5220.2880.2200.4820.4540.3980.574Organizational management

0.674——0.631——0.694——dMacro F1-score

aBERT: Bidirectional Encoder Representations From Transformers.
bUTH: University of Tokyo Hospital.
cELECTRA: Encoder That Classifies Token Replacements Accurately.
dNot applicable.

Table 8. Exact match accuracy.

Exact match accuracy in test data
with only multiple labels

Exact match accuracy

Tohoku-BERTa

0.4080.411Report-trained model evaluated using reports

0.1130.217Sentence-trained model evaluated using reports

0.3180.656Sentence-trained model evaluated using sentences

UTHb-BERT

0.3780.389Report-trained model evaluated using reports

0.1130.202Sentence-trained model evaluated using reports

0.2800.605Sentence-trained model evaluated using sentences

ELECTRAc

0.3940.399Report-trained model evaluated using reports

0.0950.198Sentence-trained model evaluated using reports

0.3030.646Sentence-trained model evaluated using sentences

aBERT: Bidirectional Encoder Representations From Transformers.
bUTH: University of Tokyo Hospital.
cELECTRA: Encoder That Classifies Token Replacements Accurately.

Discussion

Principal Results
Our study constructed a multilabel classifier that used NLP
models, including BERT and ELECTRA, to identify the factors
contributing to medication-related incidents by nonmedical staff
using incident reports of residential care facilities. Unlike
previous studies that mainly focused on classifying incident
types and harm severity in hospital settings [24-27], our
approach focused on the complex factors involved in
medication-related incidents involving nonmedical staff. This
complexity often renders accurate classification challenging.
To our knowledge, our study is the first to demonstrate the

potential contribution of NLP technology in extracting incident
factors and formulating measures from incident reports obtained
from residential care facilities.

In our study, we identified and annotated 9-factor labels, leading
to over 99% (2133) of the reports and more than 92% (6613)
of the sentences being assigned these labels. Reports without
factor labels merely described the conditions of the incident
occurrences, lacking in-depth factor analysis. Hence, the 9-factor
labels identified appear to be suitable for representing the
contributory factors in medication-related incidents involving
nonmedical staff in residential care facilities. In contrast, 2
specific labels, “resident family” and “medical staff,” were
relatively limited. In residential care facilities in Japan, where
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nonmedical staff primarily provide medication assistance, the
involvement of medical staff is limited, and family member
participation is irregular. Consequently, these factors are less
frequently represented, resulting in a small number of labels.

This study developed 2 types of models: 1 trained on individual
sentences and the other on the entire reports. The report-trained
model consistently outperformed the sentence-trained model,
particularly achieving over 0.1 improvement in the F1-score for
factors involving nonmedical staff. Thus, report-level training,
which retains more contextual information than sentence-level
training, significantly enhanced the model performance. The
exact match accuracy was the highest using the sentence-trained
model, exceeding 0.6. However, this accuracy dramatically
decreased to approximately 0.3 when the test data were limited
to those with multiple labels. This significant reduction
underscores the prevalence of sentences with a single label,
deeming it unsuitable for evaluation as a multilabel classifier.
Therefore, we also evaluated the performance of the
sentence-trained model using report units as test data; however,
the performance was significantly inferior to that of the
report-trained model. Conversely, training on the report data
yielded an exact match accuracy of approximately 0.4, which
remained stable across tests with multiple labels. These findings
demonstrate the successful development of a multilabel classifier
that can rather accurately classify multiple labels; nevertheless,
the potential for further improvement exists. Further, 1 approach
for model improvement involves analyzing label co-occurrences
that are prone to errors and creating a data set of these label
combinations from an existing data set for upsampling.
Additionally, modifications to the model, such as incorporating
other pretrained models or applying domain adaptation
techniques, could also be effective methods for improving
performance.

Within our report-trained multilabel classifier, the macro
F1-scores of Tohoku-BERT and ELECTRA were notably
similar, outperforming those of UTH-BERT, which had a lower
score. This variation in performance was likely attributed to the
characteristics of the pretraining data. Tohoku-BERT and
ELECTRA were pretrained using the Japanese Wikipedia data,
offering a broad range of general knowledge, whereas
UTH-BERT was specifically pretrained on clinical texts. The
lower classification performance for UTH-BERT may be
attributed to the less specialized terminology included in the
incident reports predominantly completed by nonmedical staff
in residential care facilities compared to that in clinical texts.

Our analysis of the report-trained model’s performance across
various labels revealed that, with the notable exceptions of
organizational management and team factors, as assessed by
UTH-BERT, the F1-scores consistently exceeded 0.6. Thus, the
model accurately classified a broad spectrum of labels, thus
demonstrating its effectiveness in automatically identifying
incident factors from medication-related reports in residential
care settings. However, classifying organizational management
has proven to be more challenging. This difficulty can be
attributed to the variability in the label assignment and the

relatively limited number of labels in this category. Notably,
the κ coefficient for the organizational management label was
lower than that for the other labels, and the number of labels
assigned to this category was also smaller. We assume that the
low κ coefficient is partly attributed to the broader range of
factors covered by this label, contributing to greater ambiguity
compared to other labels. This highlights potential areas for the
enhancement of the design and training process of our classifier.

Evaluation of the extrapolation of the constructed report-trained
model confirmed that the F1-score was slightly inferior to that
of its initial construction. This reduction was primarily due to
the notably few reports used for extrapolation evaluation.
Furthermore, the characteristics of the individual who completed
the report could have influenced their performance, particularly
since the report was from a hospital setting. Moreover, the
extrapolation results showed that the model’s performance on
reports involving care staff alone (F1-score=0.72) was higher
than that on those involving nonmedical staff (F1-score=0.65).
These findings indicate that the model is particularly effective
in identifying factors in medication-related incidents involving
care staff, suggesting specialization in extracting relevant
information from such reports.

Limitations
In total, 1 limitation of this study is the inclusion of data with
a limited number of labels. Although 9 labels were assigned at
the annotation stage, 2 specific labels, “resident family” and
“medical staff,” were excluded from the multilabel classifier
due to insufficient quantity. When a multilabel classifier that
included these 2 labels was constructed, the F1-score for both
labels was nearly zero. The F1-scores for the other labels
remained almost unchanged compared to the case where the
multilabel classifier was developed without including these 2
labels. Therefore, the impact of excluding these 2 labels is
considered to be minimal. Furthermore, the performance of the
model for each label tended to show higher F1-scores with a
higher IAA and a greater number of labels. This problem can
be resolved by increasing the number of incident reports and
labels.

Future Directions
Our model has the potential to streamline the identification of
factors underlying medication-related incidents in residential
care settings. This could result in a more effective planning of
measures to prevent medication-related incidents. Moreover, it
can offer nonmedical staff opportunities for learning and growth
through prompt feedback following the occurrence of
medication-related incidents.

Conclusions
The multilabel classifier developed in this study can identify
various factors associated with medication-related incidents
based on incident reports from residential care facilities. This
classifier can facilitate prompt analysis of incident factors,
thereby contributing to risk management and the development
of preventive strategies.
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Abstract

Background: Assessing disease progression among patients with uncontrolled hypertension is important for identifying
opportunities for intervention.

Objective: We aim to develop and validate 2 models, one to predict sustained, uncontrolled hypertension (≥2 blood pressure
[BP] readings ≥140/90 mm Hg or ≥1 BP reading ≥180/120 mm Hg) and one to predict hypertensive crisis (≥1 BP reading ≥180/120
mm Hg) within 1 year of an index visit (outpatient or ambulatory encounter in which an uncontrolled BP reading was recorded).

Methods: Data from 142,897 patients with uncontrolled hypertension within Atrium Health Greater Charlotte in 2018 were
used. Electronic health record–based predictors were based on the 1-year period before a patient’s index visit. The dataset was
randomly split (80:20) into a training set and a validation set. In total, 4 machine learning frameworks were considered:
L2-regularized logistic regression, multilayer perceptron, gradient boosting machines, and random forest. Model selection was
performed with 10-fold cross-validation. The final models were assessed on discrimination (C-statistic), calibration (eg, integrated
calibration index), and net benefit (with decision curve analysis). Additionally, internal-external cross-validation was performed
at the county level to assess performance with new populations and summarized using random-effect meta-analyses.

Results: In internal validation, the C-statistic and integrated calibration index were 0.72 (95% CI 0.71‐0.72) and 0.015 (95%
CI 0.012‐0.020) for the sustained, uncontrolled hypertension model, and 0.81 (95% CI 0.79‐0.82) and 0.009 (95% CI
0.007‐0.011) for the hypertensive crisis model. The models had higher net benefit than the default policies (ie, treat-all and
treat-none) across different decision thresholds. In internal-external cross-validation, the pooled performance was consistent with
internal validation results; in particular, the pooled C-statistics were 0.70 (95% CI 0.69‐0.71) and 0.79 (95% CI 0.78‐0.81)
for the sustained, uncontrolled hypertension model and hypertensive crisis model, respectively.

Conclusions: An electronic health record–based model predicted hypertensive crisis reasonably well in internal and
internal-external validations. The model can potentially be used to support population health surveillance and hypertension
management. Further studies are needed to improve the ability to predict sustained, uncontrolled hypertension.

(JMIR Med Inform 2024;12:e58732)   doi:10.2196/58732

KEYWORDS

machine learning; risk prediction; predictive model; decision support; blood pressure; cardiovascular; electronic health record

Introduction

Hypertension is a major chronic disease affecting nearly half
of the adults in the United States, of whom less than half have
their blood pressure (BP) under control [1]. Uncontrolled

hypertension, defined as BP ≥140/90 mm Hg may lead to major
cardiovascular diseases, organ damage, stroke, or even death,
if not properly managed over time [2,3]. Effective treatment for
uncontrolled hypertension requires proper monitoring so that
further disease progression can be detected and prevented.
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Numerous studies have examined the risk factors related to
hypertension. Surveillance data show that hypertension is more
prevalent in men than in women and in older adults than in
younger persons [4]. Racial or ethnic disparities in BP control
have been described, owing to risk factors that include
racism-related stress, and social barriers such as low health
literacy, poverty, and limited access to care [5-7]. Prior studies
have also revealed other clinical predictors of hypertension such
as comorbidities (eg, coronary heart disease and diabetes),
laboratory biomarkers (eg, cholesterol levels), and BMI [8-10].
Leveraging the extensive knowledge base about hypertension
risk factors, various prediction models, based on statistical and
machine learning methods, have been developed to assess the
risk of hypertension onset in the general population [11,12].
However, literature searches revealed a lack of research
involving risk prediction for clinically important hypertension
states, such as future BP measurements that are consistently
elevated, also called sustained uncontrolled hypertension, or
hypertensive crisis (ie, BP ≥180/120 mm Hg) in patients with
uncontrolled hypertension [13,14].

Predictive models of sustained, uncontrolled hypertension and
hypertensive crisis within 1-year following an index visit could
inform clinical decision support prompting discussions between
patients and clinicians about medication intensification. This
index visit can be designated as an outpatient or ambulatory
clinic appointment in which the patient had an uncontrolled BP
reading and did not have a new antihypertensive medication
class added. These specifications can identify a targeted
population who may benefit from additional consideration to
intensity hypertension medications. From a design perspective,
the intended use case for the proposed risk models is to either
serve as a real-time nudge that informs a shared decision-making
conversation between provider and patient at the index visit or
to be deployed as a tool for population health surveillance to
help guide timely, proactive outreach. For instance, a care
manager may reach out to a patient who is at high risk and did
not have medication intensification to schedule a follow-up visit
sooner, address barriers to medication adherence, or inquire
with the care team about enrolling the patient in a hypertension
management program. Furthermore, a valid risk score may aid
patients in understanding the importance of treatment decisions;
thereby helping to address nonadherence to medications, which
is a major risk factor for suboptimal BP control [15]. This study
presents the development and validation of 2 risk models, one
to predict sustained, uncontrolled hypertension, and one to
predict hypertensive crisis within 1 year following an index
visit.

Methods

Study Population
This study’s cohort consisted of patients aged 18 years or older
who had an uncontrolled BP reading (systolic BP ≥140 mm Hg
or diastolic BP ≥90 mm Hg) during an ambulatory or outpatient
encounter in 2018 at a Greater Charlotte facility of Atrium
Health, a large hospital network in the southeastern United
States. This study’s cohort only included active patients in the
health system, that is, those having at least one encounter during

the following year, 2019. The first ambulatory or outpatient
encounter during 2018 showing an uncontrolled BP reading
was considered the patient’s index visit. Patients were excluded
if, on the index visit, they were prescribed a new
antihypertensive drug class that was not present in the 1-year
historical medication records. Patients on more than 4 drug
classes of antihypertensive medication were excluded. Patients
were also excluded if they were in hospice care, were pregnant
during 2018 or 2019, were diagnosed with end-stage renal
disease, received dialysis, had a renal transplant, or died before
December 31, 2019.

Study Variables
Sustained, uncontrolled hypertension in a patient was a binary
outcome indicating the presence of ≥2 uncontrolled BP readings
(≥140/90 mm Hg) or ≥1 particularly high BP reading (≥180/120
mm Hg) within 1 year following an index visit. The hypertensive
crisis outcome was a binary indicator showing whether a patient
had any BP reading ≥180/120 mm Hg within 1 year following
the index visit.

We determined that using a 1-year look-back window prior to
index visit would be appropriate to capture recent, clinically
relevant predictor data from the health system’s electronic health
records (EHRs). This decision also relied on previous
observations of models predicting 1-year hypertension status
demonstrating successes when they were also using 1-year-old
data prior to prediction [16,17]. We collected basic data at the
index visit including the patient’s age, gender, race and ethnicity,
medical insurance, and the last systolic and diastolic BP
measurements. Based on a patient’s primary address, we
determined census tract-level neighborhood socioeconomic
disadvantage indicators: the Area Deprivation Index (ADI,
national-level percentile), based on the 2016‐2020 American
Community Survey, and the Centers for Disease Control and
Prevention’s Social Vulnerability Index (version 2020; overall
score, national-level percentile) [18,19]. Health care–related
predictors included the presence of individual Elixhauser
Comorbidities, antihypertensive drug classes prescribed, and
number of visits within different clinical settings [20]. We
considered several biological measurements including total
cholesterol, high-density lipoprotein cholesterol, and low-density
lipoprotein cholesterol, triglycerides, and creatinine, as well as
weight and BMI. BP measurements in the past 1 year of index
visit were aggregated into prediction features (eg, count of BP
readings ≥140/90 mm Hg). A detailed description of all
prediction features can be found in Table S3 in Multimedia
Appendix 1.

Statistical Analyses
We calculated the required sample size of a validation dataset
so that the 95% CI for validation C-statistics had a width of
0.05 or less [21]. A sample size of 11,520 patients is adequate
for an outcome prevalence between 5%‐50% and a C-statistics
between 0.6‐0.8.

We randomly split the dataset into a training set and an internal
validation set according to an 80:20 ratio. We performed median
imputation for numerical variables and used imputed median
values from the training set for subsequent imputation with the
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validation set. To handle considerable missingness with
laboratory tests, we categorized the variables using standard
cutoff values for their normal ranges and applied the “missing”
category to the variable when the value was not available. Once
categorical variables were 1-hot encoded, we performed data
standardization, subtracting the variables by the sample mean
then dividing by the sample SD. No variable selection procedure
was conducted. Further, 4 machine learning frameworks were
considered: (L2) regularized logistic regression, multilayer
perceptron (with 1 hidden layer), gradient boosting machines,
and random forest. For hyperparameter tuning, we used grid
search strategy with discrimination power (C-statistic) as the
selection criteria and performed 10-fold cross-validation on the
training set. Hyperparameter-tuned models were identified, one
for each modeling framework, and further compared on their
cross-validation performance for the final model.

For internal validation, in addition to discrimination, we assessed
calibration performance of the 2 final models, one for each
outcome, using smoothed calibration curves, estimated with
generalized additive models. Based on the calibration curves,
we computed the average (ie, integrated calibration index [ICI]),
median (E50), 90th percentile (E90) of the absolute difference
between expected event rate and predicted risk to summarize
calibration errors [22]. We computed 95% CIs using standard
methods for C-statistics (DeLong method) and calibration
metrics (simulation-based inference) [23]. Additionally, we
reported sensitivity, specificity, and positive or negative
predictive values and 95% CIs (using exact binomial method)
with respect to different decision thresholds. We performed
decision curve analysis with the validation set to assess the
models’net benefit in comparison with the default policies, that
is, treating all and treating no patients [24]. We evaluated net
benefit within a range of probability decision threshold, which
was 50%‐70% for the outcome sustained, uncontrolled
hypertension and ≤20% for the outcome hypertensive crisis.

Finally, we carried out internal-external cross-validation (IECV)
at the county level to examine the final models’predictive ability
in new patient cohorts, using the existing data [25]. With this
approach, we used data from patients receiving care within a
given county to validate models developed with the data of all

other patients. For reliable validation, we only validated the
counties yielding sufficient sample size of at least 200 events
[26]. Using random-effect meta-analyses, we estimated the
pooled performance measures, that is, the C-statistic, and ICI,
across validations. We assessed heterogeneity across validations
using the SD of the random effect, denoted as τ, and a chi-square
test with a significance level of .05.

Model building was performed using Python (Python Software
Foundation, eg, “scikit-learn” package). Other analyses were
conducted using R (R Foundation, eg, “pROC,” “pmcalibration,”
and “meta” packages).

Ethical Considerations
The Atrium Health institutional review board approved our
research protocol. Informed consent was waived as there were
no more than minimal risks to study participants. The study
data will not be made available publicly to ensure patient
confidentiality and privacy.

Results

Patient Characteristics
This study’s cohort consisted of 142,897 patients, almost all of
whom received care in 13 North Carolina counties and 1 South
Carolina county in the year 2018. The patients were 72.33%
(n=103,361) White and 22.52% (n=32,174) Black, had a median
age of 61 (IQR 49-71) years and a median national-level ADI
ranking of 55 (IQR 35-73). All patients were observed with
known sustained, uncontrolled hypertension and hypertensive
crisis status during follow-up period. The observed prevalence
of sustained, uncontrolled hypertension and hypertensive crisis
were 41.67% (n=59,547) and 4.53% (n=6,470), respectively.
Across the counties, there were notable racial and socioeconomic
differences (Table 1). Except for 1 county, the percentage of
White patients ranged between 62.64% and 93.13% and the
median of ADI ranking ranged between 39 and 88. The observed
prevalence of outcomes among the counties ranged between
37.35% and 47.26% for sustained, uncontrolled hypertension,
and, except for 1 county, between 3.89% and 6.06% for
hypertensive crisis.
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Table . Patient characteristics.

HCc, n (%)SUHTNb, n (%)Black, n (%)White, n (%)Female, n (%)Age, median
(IQR)

ADIa, median
(IQR)

Location of care,
county (sample
size)

6470 (4.53)59,547 (41.67)32,174 (22.52)103,361 (72.33)85,113 (59.56)61 (49-71)55 (35-73)Overall

(n=142,897)

2704 (4.17)26,338 (40.64)19,746 (30.47)40,595 (62.64)39,347 (60.71)60 (49-71)44 (25-65)Mecklenburg

(n=64,811)

1567 (4.99)13,854 (44.12)4891 (15.57)25,175 (80.17)18,421 (58.66)61 (49-71)57 (42-72)Cabarrus

(n=31,403)

443 (4.48)3963 (40.10)1873 (18.95)7400 (74.88)5569 (56.35)60 (49-71)54 (43-74)Union

(n=9882)

384 (4.28)3694 (41.21)1652 (18.43)6991 (78.00)5319 (59.34)61 (49-72)51 (39-68)York

(n=8963)

416 (6.06)2918 (42.50)1410 (20.54)5347 (77.88)4486 (65.33)63 (52-73)78 (71-85)Cleveland

(n=6866)

226 (5.34)1999 (47.26)266 (6.29)3852 (91.06)2362 (55.84)63 (51-72)71 (63-77)Lincoln

(n=4230)

146 (3.89)1403 (37.35)507 (13.50)3145 (83.73)1941 (51.68)60 (49-70)67 (50-80)Gaston

(n=3756)

135 (5.45)1116 (45.04)304 (12.27)2148 (86.68)1524 (61.50)64 (51-74)68 (58-78)Stanly

(n=2478)

96 (3.98)953 (39.53)148 (6.14)2169 (89.96)1159 (48.07)70 (59-77)39 (21-57)Iredell

(n=2411)

82 (4.27)771 (40.11)245 (12.75)1645 (85.59)1163 (60.51)67 (57-75)82 (66-88)Rutherford

(n=1922)

52 (3.57)608 (41.59)91 (6.22)1332 (91.11)1113 (76.13)58 (45-69)79 (72-83)Burke

(n=1462)

51 (3.85)521 (39.35)72 (5.44)1233 (93.13)728 (54.98)64 (52-73)84 (72-90)Caldwell

(n=1324)

45 (4.01)500 (44.60)219 (19.54)868 (77.43)635 (56.65)59 (49-69)69 (63-78)Rowan

(n=1121)

53 (8.48)272 (43.52)425 (68.00)186 (29.76)362 (57.92)58 (50-69)88 (80-96)Anson

(n=625)

aADI: Area Deprivation Index.
bSUHTN: sustained, uncontrolled hypertension.
cHC: hypertensive crisis.

Final Models
For each prediction problem, the hyperparameter-tuned models
from different modeling frameworks achieved practically
equivalent 10-fold cross-validated C-statistics of around
0.71‐0.72 for the outcome sustained, controlled hypertension
and 0.79‐0.80 for hypertensive crisis, respectively (Table 2).
Given that the L2-regularized logistic regression (LR) was a
simpler and more computationally efficient framework, we
selected the hyperparameter-tuned LR models for training and

final validations. Additionally, we examined the relative variable
importance in a trained LR model via the magnitude of predictor
coefficients and investigated each model’s top 10 variables
(Table S1 in Multimedia Appendix 1). Notably, increases in
systolic BP at index visit, the number of encounters with systolic
BP≥140 mm Hg and the number of encounters with BP≥140/90
mm Hg in the past 1 year, age, as well as a prior diagnosis of
hypertension and higher ADI ranking, predicted both higher
risk of sustained, uncontrolled hypertension and hypertensive
crisis.
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Table . Optimized hyperparameters and 10-fold cross-validated C-statistics of the hyperparameter-tuned models.

Hypertensive crisisSustained, uncontrolled hypertensionFramework and hyperparameter optionsa

Cross-validated C-stat
(SE)

Optimal valueCross-validated C-stat
(SE)

Optimal value

0.793 (0.002)0.713 (0.002)L2 regularized logistic regression

0.0010.001Cb: 0.001, 0.01, …,
1000

0.799 (0.002)0.716 (0.001)Gradient boosting

100100n_estimators: 50, 100,
150

0.20.2learning_rate: 0.05,
0.1, 0.2

35max_depth: 3, 5, 8

0.794 (0.002)0.713 (0.002)Multilayer perceptron

55hidden_layer_size: 5,
10, 20

0.010.01learning_rate_init:
0.001, 0.01, 0.1

0.0010.001alphac: 0.00001,
0.0001, 0.001

0.785 (0.003)0.708 (0.002)Random forest

5050n_estimators: 50, 100,
150

77max_depth: 3, 5, 7

None“sqrt”max_featuresd: “sqrt,”
“log2,” none

aHyperpameters in scikit-learn Python package.
bC: inverse of regularization strength.
calpha: strength of L2 regularization.
dmax_features: number of features (function of n_features) to consider when looking for best split.

Internal and Internal-External Validations
In the internal validation dataset, the LR models achieved
acceptable discrimination power for predicting sustained,
uncontrolled hypertension with a C-statistic of 0.72 (95% CI
0.71‐0.72), and reasonably good discrimination power for
predicting hypertensive crisis with a C-statistic of 0.81 (95%
CI 0.79‐0.82). Both sustained, uncontrolled hypertension and
hypertensive crisis models had accurate risk estimates with an
ICI of 0.015 (95% CI 0.012‐0.020) and 0.009 (95% CI
0.007‐0.011), respectively. Other metrics (E50 and E90) and
calibration curves can be examined in Table 3 and Figure 1.
Sensitivity, specificity, and predictive values of the final models
across potential decision thresholds were also reported in Table
S2 in Multimedia Appendix 1. Further, in decision curve

analyses, the models demonstrated higher net benefit than
treat-all and treat-none policies within the ranges of plausible
decision thresholds (Figure 2).

From IECV of the sustained, uncontrolled hypertension model,
the pooled estimates were 0.70 (95% CI 0.69‐0.71) for
C-statistic and 0.021 (95% CI 0.016‐0.026) for ICI;
additionally, there was a small or moderate heterogeneity in
C-statistic (τ=0.02, 95% CI 0.01‐0.03, P<.001) and a small
heterogeneity in ICI (τ=0.01, 95% CI 0.01‐0.01, P<.001).
From IECV of the hypertensive crisis model, the pooled
estimates were 0.79 (95% CI 0.78‐0.81) for C-statistic and
0.007 (95% CI 0.005‐0.009) for ICI; across validations,
variation in C-statistic was small or moderate (τ=0.01, 95% CI
0.00‐0.04, P=.004) and variation in ICI was small (τ=0.00,
95% CI 0.00‐0.01, P=.009).
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Table . Discrimination and calibration performance (with 95% CIs) of the final models on training and internal validation datasets.

E90E50ICIbC-statSample size (miss-

inga) n

Model and dataset

Sustained, uncontrolled hypertension

0.0300.0150.0150.71114,317

(7730)

Training

0.040

(0.030‐0.047)c

0.009

(0.005‐0.017)c

0.015

(0.011‐0.020)c

0.72

(0.71-0.72)c

28,580

(1959)

Internal validation

Hypertensive crisis

0.0130.0050.0060.80114,317

(7730)

Training

0.021

(0.014‐0.028)c

0.006

(0.004‐0.007)c

0.009

(0.007‐0.011)c

0.81

(0.79-0.82)c

28,580

(1959)

Internal validation

aMissing: number of observations containing any missing feature.
bICI: integrated calibration index.
c95% CI.
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Figure 1. Smoothed calibration plots (with 95% CIs; top) and histograms showing distribution of the predicted probability (bottom) for the sustained,
uncontrolled hypertension model (left) and the hypertensive crisis model (right) from internal validation.
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Figure 2. Decision curve analyses of the final models predicting sustained, uncontrolled hypertension (left) and hypertensive crisis (right) from internal
validation.

Discussion

Principal Results
Using a large, diverse (in terms of geography, race, and
socioeconomic status) patient cohort in the Greater Charlotte
area of the United States, we developed and validated risk
models to predict sustained, uncontrolled hypertension and
hypertensive crisis occurring within 1 year following an index
ambulatory or outpatient encounter in which an uncontrolled
BP reading was documented. Internal validation showed
discrimination performance that was reasonably good for the
hypertensive crisis model and lower but acceptable for the
sustained, uncontrolled hypertension model. Overall, both

models predicted the risks accurately (calibration performance)
in the internal validation dataset and further demonstrated
clinical utility through decision curve analyses. Using the
existing data, IECV assessed the models’predictive ability with
new patient cohorts and showed that the models’ overall
discrimination and calibration performance across validations
were consistent with internal validation results. In addition,
across validations, we observed small to moderate variation in
discrimination performance and a small variation in calibration
performance.

Our findings show that the risk of hypertensive crisis in patients
with uncontrolled hypertension can be predicted well. The
hypertensive crisis model, in particular, showed satisfactory
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performance to serve patients within Atrium Health’s North
and South Carolina markets, and potentially patients from other
nearby areas. Based on the model’s internal and internal-external
validation performance, it also has the potential to be applicable
to other health systems. For our final models to be further
validated and used elsewhere, the complete specifications of
the models can be found in Table S3 in Multimedia Appendix
1.

Therapeutic inertia (TI), that is, the failure of providers to initiate
or intensify medication therapy when patients fail to achieve
their treatment goals, is a well-known barrier to better clinical
outcomes [27]. Among patients with hypertension, TI
contributes to worse short- and long-term BP control [28,29].
While the causes of TI are multifactorial, interventions that
include provider and patient education and leverage health care
data to guide clinical decision-making at the point of care are
promising approaches for reducing TI. Within this context, our
prediction models can provide useful data to facilitate
clinician-patient discussions on the potential need to intensify
medications. Our expectation is that the use of these models
will ultimately improve medication adherence and BP control
in patients with uncontrolled hypertension. Future studies will
be needed to assess the models’ clinical impacts to support
implementation into routine clinical care.

While models such as ours are becoming increasingly more
common as clinical decision support tools, several challenges
to implementation can be expected. First, there is a need to
continuously monitor for potential drifts from the models’
expected behaviors, at regular intervals [30]. This may include
monitoring for changes in predictive performance, model
usefulness, patient population, and predictor data being applied
to the models. Substantial efforts may be required for
monitoring, investigation of model issues, and model updating.
Additionally, based on the 5 rights of clinical decision support
framework (ie, right information, right person, right format,
right channel, and right time) other challenges can be foreseen
[31]. For example, alert fatigue is an issue where a high volume
of alerts can overwhelm users and result in total disregard of
the information provided. There is also a need to build clinical
trust through proper presentation of the models’ facts to end
users, such as the approved use case, potential risks and benefits
of the model, and validation data on performance and clinical
utility. All of these factors require careful attention in
implementation studies to guide the proper use of the models
in practice.

Our study also found that even with a comprehensive set of
EHR-based predictors, predicting sustained, uncontrolled
hypertension remains a challenging problem. The marginally
acceptable discrimination performance results indicate a need
to improve further our ability to predict this outcome. As we
already attempted complex machine learning methods and a
large sample size, more powerful predictors are needed to
improve predictive performance. One future direction is to
increase our ability to monitor and collect BP data, as BP-related
predictors had relatively large impacts on risk scores. Wearable
devices, such as fitness trackers, for example, are increasingly
popular and can be used to collect BP data and support BP
monitoring and management [32].

Limitations
Our study has several limitations. First, our models, while
adequate, have room for improvement by adding important
predictor variables that were either unavailable or not
considered. For example, modifiable risk factors, such as
lifestyle behaviors, medication adherence, and medication
dosing, are known to be associated with BP control, but these
data were either not accessible from the EHR or came from
unstructured data sources (eg, clinical notes), which can be
challenging to process for prediction. Second, because patients
without a BP reading in the prediction window were excluded,
and models can only be developed and validated for patients
who had some follow-up BP measurements, there is a risk for
bias. Fortunately, a relatively small number of patients had no
BP reading during the follow-up period, thus, the extent of bias,
if any, can be deemed minor. Third, the models were developed
for patients on 4 or less antihypertensive drug classes and may
not generalize beyond this patient group. Fourth, additional
prospective studies are needed to understand how our models
would perform when implemented in real-world clinical settings.

Comparison With Prior Work
Our study presented novel applications of predictive modeling
to the area of hypertension management. From a design
perspective, the prediction outcomes, targeted patient cohort,
and intended use case were carefully chosen to optimize models’
usefulness for managing hypertension. We noted that while
little research was performed about predicting clinically
important hypertension states in patients with hypertensiveness,
a much larger amount of literature was devoted toward
predicting hypertension onset in the general population [11-13].
Comparing with other hypertension prediction studies, ours
made use of a relatively diverse set of predictors, including
EHR-based data that were not often considered, such as usage
of different health services, drug classes prescribed, and social
determinants of health [11]. In terms of performance, the
C-statistics in our models were similar to those from existing
prediction models of hypertension onset, which were between
0.63‐0.84 according to a meta-analysis [11]. A more recent,
published prediction model of uncontrolled hypertension
demonstrated a C-statistics of 0.76 [16]. Finally, a large and
geographically diverse patient sample allowed us to assess
(weak) generalizability through IECV, as well as to assess
internal validity with confidence. In contrast, the vast majority
of hypertension prediction studies were only internally validated
and had smaller sample sizes [11].

Conclusions
We developed and validated risk models for sustained,
uncontrolled hypertension, and hypertensive crisis, within 1
year of an index visit showing an uncontrolled BP reading. The
hypertensive crisis risk model showed good predictive
performance with internal validation and new patient cohorts
during IECV. This model could be prospectively validated as
a next step. If validity and clinical utility are confirmed, it could
then be used within our health system, and potentially elsewhere,
as a public health surveillance tool for early detection of
hypertensive crises and for supporting physicians with treatment
decisions. Further efforts are required to improve the ability to
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predict sustained, uncontrolled hypertension, particularly by adding and improving predictor variables.
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Abstract

Background: Increasing and substantial reliance on electronic health records (EHRs) and data types (ie, diagnosis, medication,
and laboratory data) demands assessment of their data quality as a fundamental approach, especially since there is a need to
identify appropriate denominator populations with chronic conditions, such as type 2 diabetes (T2D), using commonly available
computable phenotype definitions (ie, phenotypes).

Objective: To bridge this gap, our study aims to assess how issues of EHR data quality and variations and robustness (or lack
thereof) in phenotypes may have potential impacts in identifying denominator populations.

Methods: Approximately 208,000 patients with T2D were included in our study, which used retrospective EHR data from the
Johns Hopkins Medical Institution (JHMI) during 2017‐2019. Our assessment included 4 published phenotypes and 1 definition
from a panel of experts at Hopkins. We conducted descriptive analyses of demographics (ie, age, sex, race, and ethnicity), use
of health care (inpatient and emergency room visits), and the average Charlson Comorbidity Index score of each phenotype. We
then used different methods to induce or simulate data quality issues of completeness, accuracy, and timeliness separately across
each phenotype. For induced data incompleteness, our model randomly dropped diagnosis, medication, and laboratory codes
independently at increments of 10%; for induced data inaccuracy, our model randomly replaced a diagnosis or medication code
with another code of the same data type and induced 2% incremental change from −100% to +10% in laboratory result values;
and lastly, for timeliness, data were modeled for induced incremental shift of date records by 30 days to 365 days.

Results: Less than a quarter (n=47,326, 23%) of the population overlapped across all phenotypes using EHRs. The population
identified by each phenotype varied across all combinations of data types. Induced incompleteness identified fewer patients with
each increment; for example, at 100% diagnostic incompleteness, the Chronic Conditions Data Warehouse phenotype identified
zero patients, as its phenotypic characteristics included only diagnosis codes. Induced inaccuracy and timeliness similarly
demonstrated variations in performance of each phenotype, therefore resulting in fewer patients being identified with each
incremental change.

Conclusions: We used EHR data with diagnosis, medication, and laboratory data types from a large tertiary hospital system to
understand T2D phenotypic differences and performance. We used induced data quality methods to learn how data quality issues
may impact identification of the denominator populations upon which clinical (eg, clinical research and trials, population health
evaluations) and financial or operational decisions are made. The novel results from our study may inform future approaches to
shaping a common T2D computable phenotype definition that can be applied to clinical informatics, managing chronic conditions,
and additional industry-wide efforts in health care.

(JMIR Med Inform 2024;12:e56734)   doi:10.2196/56734

KEYWORDS

electronic health record; EHR; EHRs; record; records; computable; phenotyping; phenotype; phenotypes; computable phenotypes;
data quality; data science; chronic; identify; identification; data types—diagnosis data, medication data, laboratory data; type-2
diabetes; diabetes; diabetic; DM; type 2; hospital system; clinical research and trial; diagnosis; diagnoses; diagnose; diagnostic;
diagnostics; phenotypic

Introduction

Type 2 diabetes (T2D) is a common chronic disease affecting
more than 11% of the US population [1]. Given the rapidly
increasing burden of T2D on health care services and resources,

health systems have devised strategies to address such demands
by identifying and managing T2D patients across their
populations [1]. However, despite clinical guidelines to identify
T2D at the point of care, identifying T2D patients in large
clinical repositories is still a challenge [2]. Ambiguity of
algorithms to identify T2D patients in complex data sets and
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data quality issues in routine clinical data sources such as
electronic health records (EHRs) are still hindering the
development of generalizable approaches to identify T2D
patients across different health systems.

Over the last two decades, several approaches have been
developed for health care professionals to identify patients with
T2D in large clinical data repositories. Multiple T2D phenotype
definitions (also known as computational algorithms) are
available that define characteristics to identify T2D populations.
Some examples of T2D definitions include the Surveillance,
Prevention, and Management of Diabetes Mellitus
(SUPREME-DM) [3], the Centers for Medicare and Medicaid
Services (CMS) Chronic Conditions Data Warehouse (CCW)
[4], the Electronic Medical Records and Genomics (eMERGE)
Northwestern Group [5], and the Durham Diabetes Coalition
(DDC) [6] phenotypes. Each phenotype definition has its own
set of inclusion and exclusion criteria using different data types.
Data types may include International Statistical Classification
of Diseases, Tenth Edition (ICD-10) diagnosis codes, RxNorm
medication codes, and Logical Observation Identifiers Names
and Codes (LOINC) laboratory codes, with sequences and
frequencies of occurrences of diagnosis, medication and
laboratory codes; defined time periods; and care pathways.
However, despite these detailed definitions, it is unclear which
of the existing T2D phenotypes are prone to inherit data quality
issues from clinical data sources such as EHRs. The uncertainty
of T2D phenotypes’ performance for identifying populations
with T2D using real-world data has led to the lack of a
universally agreed-upon T2D phenotype.

The concept of data quality in health care varies based on the
problems and functional needs of end users. Health care
providers, data scientists, or policy makers may differ in their
approach to data quality and its significance in practice [7].
Typically, health care data such as captured in EHRs are
collected for continuity of clinical care, coding, and billing
purposes, and not necessarily to answer specific research
questions. Thus, the quality of data collected in EHRs may be
sufficient for clinical purposes but may not meet the needs of
a researcher or population health intervention. For example, a
clinician may identify a patient with T2D at the point of care
despite having incomplete data; however, a T2D phenotyping
algorithm may miss the same patient in a large EHR data
warehouse due to the underlying data quality issues; hence, the
patient may inadvertently be excluded from a research study or
population health intervention.

Various data quality frameworks have been proposed to measure
the quality of health care data. Completeness, accuracy, and
timeliness are a few key data quality characteristics that are
used across several frameworks [7-9]. The assessment for
completeness defines how complete the data are, what the
missing elements are, and how usable the data are in their “as
is” format. Accuracy is the correctness and consistency of the
data elements [8], and timeliness is how recent or current the
data are for research and analysis. The assessment of data quality
in health care is crucial with the continuous and prominent use
of EHRs; however, despite the increasing use of EHR data to
identify patients with T2D, the effect of varying levels of key

data quality characteristics (ie, completeness, accuracy, and
timeliness) on T2D phenotypes is still unknown.

The ongoing challenge of understanding the effect of key data
quality issues on T2D phenotypes is further exacerbated by the
fact that T2D phenotypes use multiple data types, such as
diagnosis codes, medications, and laboratory results.
Additionally, given the variability of key data quality issues of
these data types across EHRs [10,11], measuring the effect of
key existing data quality issues on T2D phenotypes in one EHR
may not translate into generalizable findings. For example, one
provider’s EHR may suffer from incompleteness of diagnosis
codes, while another provider’s EHR may be affected by
inaccurate medication data. Thus, to measure the effect of an
EHR’s data quality on T2D phenotypes, varying (simulated)
levels of key data quality characteristics across all data types
(ie, diagnosis, medication, and laboratory) used by T2D
phenotypes should be studied. These simulated levels of key
data quality issues will in turn help providers to compare their
EHR data quality issues with the simulated levels, contrast the
potential impact of such data quality issues on identifying T2D
patients using various phenotypes, and eventually select the
most suitable T2D phenotype for their EHR data.

Currently, evidence is lacking on the effect of data quality issues
(eg, completeness, accuracy, and timeliness) and the
identification of T2D populations in large clinical data sources
such as EHRs. This gap in evidence is further amplified given
the variations in characteristics of published T2D phenotypes
and potential discrepancies in underlying data types (ie,
diagnosis, medication, and laboratory) in EHRs. To address
these gaps, our study aimed to assess the impact of varying
(simulated) levels of data quality issues across the different data
types used by T2D phenotypes. Our study findings can inform
health care providers and other stakeholders to select T2D
phenotype algorithms that best match their underlying EHR
data quality issues.

Methods

Data Source
Our cross-sectional study used retrospective EHR data from the
Johns Hopkins Medical Institute (JHMI) data warehouse over
a 3-year period from 2017 to 2019. Clinical data included T2D
primary diagnostic data (ICD-10), laboratory data (LOINC),
and medication data (RxNorm). The demographic data included
age, sex, race, ethnicity, and the patients’ residential state.

Study Population
Our overall study population included approximately 208,000
patients in age groups of 18 to 90 years. This population
denominator was identified and extracted in a prior study
focusing on T2D patients and funded by the US Food and Drug
Administration (5U01FD005942-05). This population
denominator, also known as the raw data cut, was identified by
the most inclusive query of the JHMI’s EHR data warehouse,
which also included patients with mentions of diabetes in their
clinical notes. Each of the identified T2D phenotypes was
applied to the overall study population. At total of approximately
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164,000 patients were included in at least one of the T2D
phenotypes assessed.

Considering the size of the EHR data set, and given the
impracticality of reviewing the individual records of almost a
quarter of a million patients, no gold standard population was
identified for this research. Indeed, the aim of this research study
was not to assess the accuracy of the common T2D phenotypes;
instead, we aimed to measure the performance of T2D
phenotypes given the underlying data quality issues in EHR
data repositories.

T2D Phenotype Definitions
Our assessment included 4 published T2D phenotype definitions,
from the CCW, DDC, SUPREME-DM, and eMERGE, as well
as 1 unpublished definition (Johns Hopkins University; JHU).
Since not all T2D phenotype definitions were defined with the
most current ICD codes, we converted the DDC,
SUPREME-DM, and eMERGE diagnostic phenotypes from
ICD-9 to ICD-10 [12]. Additionally, not all phenotype
definitions using medications had the list of specific RxNorm
codes (eg, the DDC and SUPREME-DM phenotypes included
only the names of the T2D medication and not the codes). We
identified the RxNorm codes for each medication using the
National Library of Medicine’s RxNav tool [13]. For the
purposes of this study, we selected only those RxNorm codes
that were associated with the primary ingredient or ingredients
of the medication name in the T2D phenotype definition.

Of the 4 published T2D phenotypes, CCW only included
diagnosis codes with a reference period of 2 years in the
definition. The DDC, SUPREME-DM, and eMERGE
phenotypes included a series of detailed care pathways with
diagnosis, medication, and laboratory codes and results within
specified time periods. However, the unpublished definition
from JHU did not have pathways and was the most inclusive
definition, as it included all data types (diagnosis, medication,
and laboratory) with wide eligibility criteria to identify patients
with T2D.

Factors Affecting T2D Phenotyping
The data included demographics, T2D-related data types (ie,
diagnosis, medication, and laboratory), and the Charlson
Comorbidity Index [14]. The demographic data included age,
sex (male, female, and other), race (White, Black, Asian, and
other), ethnicity (Hispanic/Latino or non-Hispanic/Latino) and
patient location (state of Maryland or other locations). The
“other” category for sex, race, and ethnicity was primarily
composed of missing data entries. Since the JHMI is in
Baltimore, Maryland, the majority (169,215/207,813, 81.4%)
of our study population was from Maryland and the remainder
(38,598/207,813, 18.6%) was from the surrounding states. The
outcome measures included the extent of overlap in identifying
patients with T2D and the degree of robustness against data
quality issues across phenotypes.

Statistical Analysis
We performed descriptive data analyses across the 5 different
phenotypes to identify EHR populations with T2D. We used

the χ2 test for categorical variables and ANOVA for continuous

variables. Our analysis included distribution and overlap of the
population of interest by diagnosis, medication, and laboratory
data types across each of the 5 T2D phenotypes. We introduced
methods that simulated or induced data incompleteness,
inaccuracy, and lack of timeliness (eg, date shifting) to assess
the robustness of each phenotype in capturing the populations
of interest. We created unique analytical functions for each data
quality issue considering the data types that were applicable
across all T2D phenotypes.

To simulate or induce data incompleteness, our procedure
randomly dropped codes at 10% increments, from 0% to 100%,
for diagnosis, medication, and laboratory codes within each of
the T2D phenotypes. Incompleteness was simulated up to 100%
as no thresholds of data missingness were known to affect the
performance of T2D phenotypes beforehand. Incompleteness
was induced for diagnosis, medication, or laboratory codes
independently of the other 2 data types. For each increment of
incompleteness, T2D phenotypes were reapplied to identify a
new (and logically smaller) cohort of patients.

To gauge the impact of inconsistency and inaccuracy in our
denominator population for each T2D phenotype, the diagnosis
and medication codes were replaced at random at increments
of 10% (the same as for incompleteness) from 0% to 100% with
another code of the same data type, including T2D and non-T2D
codes. We included T2D codes to illustrate expected data quality
issues that may impact the phenotypes’ performance. For
example, 10% of instances of the ICD-10 diagnosis code E08
(ie, diabetes mellitus due to underlying condition) were replaced
at random with the ICD-10 code E09 (ie, drug- or
chemical-induced diabetes mellitus—endocrine, nutritional, or
metabolic disease). For laboratory codes, the laboratory values
were induced with a 2% incremental change from −100% to
10% in laboratory results. For example, our procedure for
simulated or induced laboratory values yielded results of 5.6%
to 5.8% for hemoglobin A1c (LOINC code 55454‐3).
Additionally, we simulated or induced inaccuracy in units of
laboratory data results. We did this by intentionally converting
reported laboratory units from US standards to UK standards;
in particular, blood glucose level units in mg/dl were converted
to mmol/L, and hemoglobin A1c level from percentage to
mmol/mol [15].

For timeliness, we simulated or induced date shifts at increments
of 30 to 365 days for all phenotypes. For example, our procedure
induced a forward shift on December 1, 2019, by 30 days,
shifting the date to December 31, 2019, and so on. Lastly, we
also induced compounded data quality issues (incompleteness,
inaccuracy, and lack of timeliness) to understand each
phenotype’s resistance to changes that occurred across diagnosis,
medication, and laboratory codes simultaneously. Induced
compounded incompleteness would mean dropping diagnosis,
medication, and laboratory codes randomly at increments of
10% up to 100%. Induced compounded inaccuracy would mean
replacing diagnosis and medication codes randomly at
increments of 10% up to 100% (laboratory codes were not
replaced; their values were manipulated instead). Induced
compounded lack of timeliness would mean inducing date shifts
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across diagnosis, medication, and laboratory codes at increments
of 30 to 365 days.

SQL queries were written for data extraction. All visualizations
and statistical analyses were conducted using R (version 4.2.0;
R Foundation for Statistical Computing) [16]. The overall
findings are showcased as descriptive data tables, Venn
diagrams, and line charts depicting the effect of simulated or
induced data quality issues on identifying T2D populations
using the common T2D phenotype definitions.

Ethical Considerations
This study was reviewed and approved by the IRB committee
of the Johns Hopkins School of Public Health (00014440). The
deidentified population denominator used in this study is from
a prior study funded by the US Food and Drug Administration
(5U01FD005942-05).

Results

Characteristics of the Overall and Phenotype-Identified
T2D Populations
Our overall study population included 207,813 patients with
T2D from between 2017 and 2019 in the JHMI EHR data. For
the purposes of this analysis, we refer to this population as the
raw data cut or the overall study population/denominator. The
mean age of the overall study population was 62.4 (SD 15.4)
years, with 81.4% (n=169,215) of the population residing in the
state of Maryland. Women accounted for 51.3% (n=106,704)
of the study population, with 31.8% (n=66,073) Black patients
and 89.9% (n=186,785) non-Hispanic/Latino patients. The
overall population had a mean number of 0.657 (SD 1.61)
inpatient visits and 1.01 (SD 3.61) emergency department visits
across the study duration. The mean Charlson Comorbidity
Index score was 2.17 (SD 2.25). Table 1 shows the overall
characteristics of the study population.

Table . Characteristics of the overall study population (N=207,813).

ValuesCharacteristics

Age (years)

62.4 (15.4)Mean (SD)

64.0 (18.0-90.0)Median (range)

Sex, n (%)

106,704 (51.3)Female

101,079 (48.6)Male

Race, n (%)

11,644 (5.6)Asian

66,073 (31.8)Black

109,695 (52.8)White

20,401 (9.8)Other

Ethnicity, n (%)

10,979 (5.3)Hispanic/Latino

186,785 (89.9)Non-Hispanic/Latino

10,049 (4.8)Other

Charlson Comorbidity Index score

2.17 (2.25)Mean (SD)

1.33 (0-20.0)Median (range)

State, n (%)

169,215 (81.4)Maryland

38,598 (18.6)Other

Inpatient visits (n)

0.657 (1.61)Mean (SD)

0 (0-59.0)Median (range)

Emergency department visits (n)

1.01 (3.61)Mean (SD)

0 (0-415)Median (range)
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T2D phenotypes were applied to the overall study population.
The characteristics of the population identified by each
phenotype were notably different due to the phenotypes’varying
constraints on medical events and diagnosis, medication, and
laboratory codes. The Venn diagram displayed in Figure 1 shows
the overlap of the population with T2D across the phenotypes
in comparison to the overall study population (ie, the largest,
gray circle denotes the raw data cut). These T2D populations
were identified using all EHR data types (diagnosis, medication,
and laboratory) as needed by the T2D phenotypes. A total of
78% (n=160,030 patients) of the overall study population was

identified by at least 1 phenotype, but only 23% (n=47,326) of
the overall study population was identified by all T2D
phenotypes. DDC identified 139,832 patients with T2D, of
which 11,154 (7.98%) were not identified by the other 4
phenotype definitions. Of the 89,772 patients with T2D
identified by SUPREME-DM, there were 5911 (3%) patients
with T2D that were also identified by the DDC and JHU
phenotypes. Additionally, 23,659 (12%) patients were identified
by all phenotypes except eMERGE. Additional details of
population overlap counts are available in Multimedia Appendix
1, Table S1.

Figure 1. Venn diagram showing overlap of type 2 diabetes populations identified across all phenotype definitions using electronic health record data.
CCW: Chronic Conditions Data Warehouse; DDC: Durham Diabetes Coalition; JHU: Johns Hopkins University; SUPREME-DM: Surveillance,
Prevention, and Management of Diabetes Mellitus; eMERGE: Electronic Medical Records and Genomics.
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The distributions of T2D populations identified across phenotype
definitions by diagnosis, medication, and laboratory data types
were separately calculated (Table 2). The SUPREME-DM
phenotype identified the most patients (n=33,268) across all 3
data types, followed by eMERGE with 30,573 patients. Zero
patients were observed for some phenotypes when using specific
data types. The zero observations were due to the representation
of the data types as defined by the criteria of each phenotype
definition. For example, the eMERGE phenotype does not have
a pathway to identify a patient with T2D based on diagnosis
code only, medication code only, or medication and laboratory
codes only. Hence, we observed zero patients with diagnosis
only, medication only, or medication and laboratory only for
eMERGE (Table 2). In the case of CCW, since the phenotype
does not include medication or laboratory codes in its definition,

zero patients were observed when medication or laboratory
codes were required for the identification of T2D patients (Table
2).

We measured the effect of simulated or induced data quality
issues of completeness, accuracy, and timeliness for diagnosis,
medication, and laboratory data across all T2D phenotypes. The
following results include the percentage of patients identified
by each phenotype while simulating data quality issues using
diagnosis codes. Figures S1 to S3 in Multimedia Appendix 1
show the same diagnosis results but depict the frequency of
patients identified by each phenotype. Figures S4 to S17 in
Multimedia Appendix 1 show results as the percentages and
frequencies of patients identified by each phenotype while
simulating data quality issues using medication and laboratory
data types.

Table . Distribution of type 2 diabetes (T2D) populations identified by T2D phenotype definitions using different combinations of data types.

CCWe (n=79,967), nJHUd (n=139,231), neMERGEc (n=77,977),
n

SUPREME-DMb

(n=89,772), n
DDCa (n=139,832), nData type

79,96775,027015,98340,133Diagnosis

058740015,511Medication

0271110,46719075973Laboratory

021,33631,11424,32826,993Diagnosis and medica-
tion

019,452582313,23721,546Diagnosis and laborato-
ry

08301049987Medication and labora-
tory

014,74830,57333,26828,687Diagnosis, medication,
and laboratory

aDDC: Durham Diabetes Coalition.
bSUPREME-DM: Surveillance, Prevention, and Management of Diabetes Mellitus.
ceMERGE: Electronic Medical Records and Genomics.
dJHU: Johns Hopkins University.
eCCW: Chronic Conditions Data Warehouse.

Data Quality Issues

Completeness
To depict the impact of the simulated or induced incompleteness
of diagnosis codes on the identified population using the T2D
phenotypes, Figure 1 was recreated at increasing levels of data
incompleteness (Figure 2). As the percentage of induced missing
diagnosis codes increased, the size of the T2D population
identified by each phenotype decreased. The CCW phenotype
saw the largest decline in the identified population with
increasing incompleteness. At 100% induced incompleteness,
there were no T2D patients identified by CCW, as the CCW
phenotype relies entirely on diagnosis codes for the
identification of T2D patients. Lastly, the eMERGE,
SUPREME-DM, DDC, and JHU phenotypes continued to

identify patients with T2D despite 100% incompleteness of
diagnosis codes (Figure 2).

Figure 3 shows the decrease in the percentage of T2D population
identified by each phenotype when diagnostic incompleteness
was induced from 0% to 100%, that is, diagnosis codes from
the ICD-10 were dropped in increments of 10%. All phenotype
definitions showed a similar decrease in the percentage of
patients from 0% to approximately 80% of diagnostic
incompleteness. The eMERGE and CCW phenotypes saw
significant declines in T2D population sizes when the induced
incompleteness increased from 80% to 100%. At 100%
incompleteness, CCW identified no patients and eMERGE
identified only 21% (16,348/77,977) of the patients with T2D,
consistent with Table 2 and Figure 2.
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Figure 2. Overall population identified by each of the type 2 diabetes phenotype definitions when diagnosis codes were dropped from 20% to 100%
to simulate increasing incompleteness of diagnosis codes. CCW: Chronic Conditions Data Warehouse; DDC: Durham Diabetes Coalition; eMERGE:
Electronic Medical Records and Genomics; JHU: Johns Hopkins University; SUPREME-DM: Surveillance, Prevention, and Management of Diabetes
Mellitus.
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Figure 3. Percent of type 2 diabetes population identified by each type 2 diabetes phenotype definition with increasing incompleteness of diagnosis
codes. CCW: Chronic Conditions Data Warehouse; DDC: Durham Diabetes Coalition; eMERGE:lectronic Medical Records and Genomics; JHU: Johns
Hopkins University; SUPREME-DM: Surveillance, Prevention, and Management of Diabetes Mellitus.

Accuracy
Figures 4 and 5 show the overlap and percentages, respectively,
of T2D populations identified by each phenotype definition
with an increasing percentage of induced replacement of
diagnosis codes at random. All phenotype definitions were

impacted and continued to identify populations with T2D even
with 100% induced inaccuracy despite reductions overall. The
CCW, SUPREME-DM, and eMERGE phenotypes showed the
greatest decrease when 75%‐100% of the diagnosis codes
were replaced, resulting in identification of only 27%‐45% of
the patients with T2D.
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Figure 4. Overall population identified by each of the type 2 diabetes phenotype definitions when diagnosis codes are replaced at random to simulate
increasing diagnostic inaccuracy. CCW: Chronic Conditions Data Warehouse; DDC: Durham Diabetes Coalition; eMERGE: Electronic Medical Records
and Genomics; JHU: Johns Hopkins University; SUPREME-DM: Surveillance, Prevention, and Management of Diabetes Mellitus.
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Figure 5. Percentage of type 2 diabetes population identified by each type 2 diabetes phenotype definition with increasing inaccuracy of diagnosis
codes. CCW: Chronic Conditions Data Warehouse; DDC: Durham Diabetes Coalition; eMERGE: Electronic Medical Records and Genomics; JHU:
Johns Hopkins University; SUPREME-DM: Surveillance, Prevention, and Management of Diabetes Mellitus.

Timeliness
All T2D phenotypes were similarly impacted by simulated or
induced shifts in the date of recorded diagnosis from 30 days
to 365 days. The patterns of overlap in population were similar
across all phenotypes with each incremental date shift (Figure

6). The percentage of patients identified with T2D showed a
decrease over time, however, with at least 85%
(176,641/207,813) of the patients with T2D identified during
the progression of a year across all phenotypes. The data quality
issue of timeliness showed the least impact in the DDC
phenotype (Figure 7).
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Figure 6. Overall population identified by each of the type 2 diabetes phenotype definitions with shifts in timeliness of diagnostic data ranging from
30 to 365 days. CCW: Chronic Conditions Data Warehouse; DDC: Durham Diabetes Coalition; eMERGE: Electronic Medical Records and Genomics;
JHU: Johns Hopkins University; SUPREME-DM: Surveillance, Prevention, and Management of Diabetes Mellitus.
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Figure 7. Percentage of type 2 diabetes population identified by each type 2 diabetes phenotype definition with an increasing shift in diagnostic
timeliness (ie, number of days shifted). CCW: Chronic Conditions Data Warehouse; DDC: Durham Diabetes Coalition; eMERGE: Electronic Medical
Records and Genomics; JHU: Johns Hopkins University; SUPREME-DM: Surveillance, Prevention, and Management of Diabetes Mellitus.

Compounded Data Quality Issue: Completeness
Figures 8 and 9 show the overlap and percentages, respectively,
of T2D populations identified by each phenotype definition
with an increasing percentage of induced compounded
incompleteness across diagnosis, medication, and laboratory
codes. All phenotype definitions were impacted and continued
to identify populations with T2D until 100% induced

incompleteness, as expected. While all phenotypes exhibited
similar rates of decrease with increased compounded
incompleteness, CCW was the most robust to incompleteness.
SUPREME-DM was the least resistant to induced compounded
incompleteness. Figures S18 and S21 in Multimedia Appendix
1 provide results for the percentages and frequencies of patients
identified by each phenotype while simulating the compounded
data quality issues of inaccuracy and lack of timeliness.
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Figure 8. Overall population identified by each of the type 2 diabetes phenotype definitions with compounded increasing incompleteness (diagnostic,
medication, and laboratory codes). CCW: Chronic Conditions Data Warehouse; DDC: Durham Diabetes Coalition; eMERGE: Electronic Medical
Records and Genomics; JHU: Johns Hopkins University; SUPREME-DM: Surveillance, Prevention, and Management of Diabetes Mellitus.
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Figure 9. Percentage of type 2 diabetes population identified by each type 2 diabetes phenotype definition with compounded increasing incompleteness
(diagnostic, medication, and laboratory codes). CCW: Chronic Conditions Data Warehouse; DDC: Durham Diabetes Coalition; eMERGE: Electronic
Medical Records and Genomics; JHU: Johns Hopkins University; SUPREME-DM: Surveillance, Prevention, and Management of Diabetes Mellitus.

Discussion

T2D is a common chronic disease with no known universally
defined phenotype definition. This is further complicated by
lack of assessments that are necessary to understand the quality
of data in real-world health care settings against common
phenotypes. In our study, we investigated how data quality
issues of completeness, accuracy, and timeliness may impact
the implementation of existing T2D phenotypes using different
data types of diagnosis, medication, and laboratory codes
extracted from common clinical data sources such as EHRs.
Each data quality issue and phenotype definition may present

unique implications at an unpredictable scale in any given health
care setting. Collectively, these variables can pose challenges
in identifying an eligible denominator population and
implementing study population enrollment strategies for
epidemiological studies, population health and management,
disease surveillance, financial operations, and policies for
populations with T2D.

Although each phenotype has distinct characteristics, our results
showed considerable overlap in the population identified with
T2D across the phenotype definitions (Figure 1 and Table 2).
Given the uniqueness of the CCW phenotype, which only
includes diagnosis codes, the CCW phenotype identified
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approximately 38.4% (79,967/207,813) of the overall study
population with T2D, whereas the DDC phenotype, which was
inclusive of all data types, identified approximately 67.2%
(139,832/207,813) of the total population with T2D. This was
similar to the 66.9% (139,231/207,813) of the total population
identified by the Hopkins phenotype. Additionally, we observed
that the T2D phenotype definitions of SUPREME-DM and
eMERGE had similar characteristics and therefore resulted in
the identification of approximately 43.2% (89,772/207,813)
and 37.5% (77,977/207,813) of the overall study population,
respectively. Moreover, when analyzing the distribution of
population by data types, the identified populations were
significantly different, with no noticeable patterns.

This study revealed significant findings resulting from simulated
or induced data quality issues on the overall study population
using EHR data across different T2D phenotype definitions.
Induced incompleteness of diagnostic data showed the least
impact on the DDC phenotype, however, identifying only
approximately 60% of the population with T2D at 100%
diagnostic incompleteness. The CCW phenotype was the most
impacted, as 100% of the diagnosis codes were missing with
100% induced incompleteness given the characteristics of its
phenotype definition. With more incomplete data, the uniqueness
of the population identified by each phenotype may also shift,
thereby showing a decrease in overlap of the population with
T2D across all phenotypes. Although trends displayed by
phenotype definitions of Hopkins and SUPREME-DM may
seem similar, the quantification of the slightest differences in
trends can have significant population health implications,
resulting in compromised financial and logistical (eg, staffing
needs) outcomes. Thus, it is important to understand the
resistance of data quality issues across phenotypes given
different data types.

The results for induced inaccuracy were similar to those for
completeness, but data quality issues for timeliness showed a
different trend. The phenotypes of eMERGE, CCW, and
SUPREME-DM showed significant decreases in the number of
identified patients when the majority of the diagnosis codes
were replaced. However, induced timeliness continued to capture
significant numbers of patients for all phenotypes, at well above
85%. While the impact of induced inaccuracies of laboratory
values (in the negative direction) was mitigated by other
pathways of the phenotypes, overall, completeness and accuracy
showed a much larger impact on the identification of the
population with T2D. The trends for the data quality issues of
completeness and accuracy paint a similar picture, which may
translate into considerations for population health interventions.
The effect of data quality on identifying T2D populations using
commonly available T2D phenotypes can affect a variety of
interventions and outcomes, such as clinical research, financial
analysis, staffing needs, and logistical issues, to name a few.

Lastly, induced compounded (diagnosis, medication, and
laboratory) data quality issues showed different trends compared
to induced single component (diagnosis, medication, or
laboratory) data quality issues. Overall, all phenotypes captured
fewer patients when there were compounded data quality issues
compared to single-component data quality issues. The CCW
phenotype was the most resistant phenotype across compounded

incompleteness, inaccuracy, and lack of timeliness. The CCW
phenotype’s robustness to compounded incompleteness owes
to its reliance solely on diagnosis codes; other phenotypes with
medication and laboratory components faced steeper drops in
patients captured when medication and laboratory codes were
both incomplete. When it came to induced compounded
inaccuracy, the CCW phenotype demonstrated the greatest
resistance until 80% of both diagnosis and medication codes
were replaced, at which point the Hopkins phenotype became
the most robust (Figure S19 in Multimedia Appendix 1).
Similarly, compounded lack of timeliness became a bigger
problem for phenotypes that rely on time interval for not only
diagnosis, but also medication and laboratory codes. Simulating
compounded data quality issues has implications for evaluating
the fit of phenotype definitions for various data sources and
availabilities of multiple data elements. For instance, if a
particular data source only has reliable diagnosis codes, then
the CCW phenotype would be the most robust. However, it may
come with more false positives due to its sole reliance on
diagnosis codes.

Our study highlights the importance of understanding the effects
of data quality issues on phenotypes, particularly for common
diseases such as T2D. The results from our study are novel and
can inform how to better identify denominators for a given
purpose, which may be beneficial for both research and
operational decisions. Although there is no gold standard data
set to compare and analyze baseline thresholds of impact on
phenotypes, the results of this study can be used by any
researcher using real-world data. Additionally, our study
describes methods for assessment of multiple data quality issues
that can be applied simultaneously in any clinical and health
care research setting.

Our study has some limitations. First, the results discussed are
based on the EHR data of JHMI over a period of 3 years; hence,
generalizability of the findings may be limited to populations
like that of this study population. That said, it may also be not
applicable to populations of much smaller sample sizes. Second,
our study results should be tested against the epidemiological
trends and spread of T2D over time. Third, our study did not
measure the embedded issues of data quality problems (ie, only
simulated or induced data quality issues); understanding and
resolving these issues at the beginning of any study can be vital.
Fourth, we did not study other data quality dimensions such as
concordance and provenance, the assessment of which can be
important. Fifth, all T2D phenotypes used in this study relied
on diagnosis, medication, and laboratory codes to identify T2D
patients; however, some patients may only have clinically
diagnosed information in physician notes (ie, unstructured data
or free text) that will be missed using structured diagnosis,
medication, or laboratory codes. As a result, there may be some
false negatives that may have been excluded from our overall
study population despite incorporating the most inclusive criteria
for the raw data cut. Sixth, we explored compounded data
incompleteness, inaccuracy, and timeliness by dropping multiple
data types together at the same increments for each data quality
domain. However, there could be alternative versions of
compounded simulation where diagnosis, medication, and
laboratory data qualities are induced at different levels
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simultaneously; this may be of interest for future research.
Seventh, we assessed the robustness of the phenotypes as they
were designated. However, future research could stratify the
analysis by the severity of the condition of interest, as severity
could impact diagnosis, medication, and laboratory coding
behavior and quality. And lastly, our study did not consider any
existing data quality thresholds to assess epidemiological
impacts on T2D patients using EHRs (eg, comparing national
rates of T2D in a neighborhood vs T2D rates identified using
EHR data of patients residing in the same neighborhood).

As a result of these observations, we believe that there is a
growing need in the United States for a standardized phenotype
definition to identify T2D populations while considering the
challenges of data quality issues in real-world data, such as from
EHRs. The universal phenotype definition should have the
ability to integrate features of EHR data while being resistant
to common data quality issues. Such a phenotype definition
ought to also consider factors that may introduce racial bias and

disparities, which eventually may result in health inequities.
And lastly, this fundamental definition must also consider
integration and interoperability with other data sources, such
as claims data, and alignment with existing data interoperability
standards. Our research hopes to inspire T2D subject matter
experts, at least, to begin conversations toward creating a
universal definition for a disease that is extremely common.
That said, there is opportunity for additional research that ties
issues of data quality with those of phenotypes, data types, and
data sources.

Our research provides novel results to understand the effect of
data quality issues in data sources like EHRs to identify T2D
population-level groups of interest using commonly available
T2D phenotype definitions. The study results can inform
research or operational efforts using large clinical data
repositories to identify T2D populations. Lastly, the study
findings can inform efforts to consolidate T2D phenotypes in
the near future.
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Abstract

Background: Synthetic patient data (SPD) generation for survival analysis in oncology trials holds significant potential for
accelerating clinical development. Various machine learning methods, including classification and regression trees (CART),
random forest (RF), Bayesian network (BN), and conditional tabular generative adversarial network (CTGAN), have been used
for this purpose, but their performance in reflecting actual patient survival data remains under investigation.

Objective: The aim of this study was to determine the most suitable SPD generation method for oncology trials, specifically
focusing on both progression-free survival (PFS) and overall survival (OS), which are the primary evaluation end points in
oncology trials. To achieve this goal, we conducted a comparative simulation of 4 generation methods, including CART, RF,
BN, and the CTGAN, and the performance of each method was evaluated.

Methods: Using multiple clinical trial data sets, 1000 data sets were generated by using each method for each clinical trial data
set and evaluated as follows: (1) median survival time (MST) of PFS and OS; (2) hazard ratio distance (HRD), which indicates
the similarity between the actual survival function and a synthetic survival function; and (3) visual analysis of Kaplan-Meier
(KM) plots. Each method’s ability to mimic the statistical properties of real patient data was evaluated from these multiple angles.

Results: In most simulation cases, CART demonstrated the high percentages of MSTs for synthetic data falling within the 95%
CI range of the MST of the actual data. These percentages ranged from 88.8% to 98.0% for PFS and from 60.8% to 96.1% for
OS. In the evaluation of HRD, CART revealed that HRD values were concentrated at approximately 0.9. Conversely, for the
other methods, no consistent trend was observed for either PFS or OS. CART demonstrated better similarity than RF, in that
CART caused overfitting and RF (a kind of ensemble learning approach) prevented it. In SPD generation, the statistical properties
close to the actual data should be the focus, not a well-generalized prediction model. Both the BN and CTGAN methods cannot
accurately reflect the statistical properties of the actual data because small data sets are not suitable.

Conclusions: As a method for generating SPD for survival data from small data sets, such as clinical trial data, CART
demonstrated to be the most effective method compared to RF, BN, and CTGAN. Additionally, it is possible to improve
CART-based generation methods by incorporating feature engineering and other methods in future work.

(JMIR Med Inform 2024;12:e55118)   doi:10.2196/55118

KEYWORDS

oncology clinical trial; survival analysis; synthetic patient data; machine learning; SPD; simulation

Introduction

When submitting an application for the approval of a new
pharmaceutical product to health authorities, it is imperative to
demonstrate its efficacy and safety through multiple clinical
trials. However, 86% of these trials encounter difficulties
meeting the targeted number of subjects within the designated
recruitment period, often leading to extensions of the trial
duration or completion of the trial without reaching the target
number of subjects [1-3]. The challenge of patient recruitment
not only delays the submission of regulatory applications but
also hinders the timely provision of effective treatment to

patients, which consequently contributes to increased
development costs and the escalation of drug prices and
potentially exacerbates the strain on health care financing.

In recent years, the use of real-world data (RWD) has emerged
as a potential solution for addressing these issues. The Food
and Drug Administration has also released draft guidelines [4],
garnering attention on the application of RWD as an external
control arm in clinical trials [5,6]. Furthermore, it has been
reported that it is possible to optimize eligibility using RWD
and machine learning, thereby increasing the number of eligible
subjects that can be included [7].
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In addition to these approaches, we hypothesize that it is possible
to generate synthetic patient data (SPD) from control arm data
in past clinical trials and use it to establish a control arm for a
new clinical trial. The use of SPD, an emerging research
approach in the health care research field [8-17], involves the
generation of fictitious individual patient-level data from real
data, which possess statistical properties similar to those of
actual data. This approach is anticipated to facilitate health care
research while addressing data privacy concerns [14,18-21].

Regarding its application in clinical trials, concerns have been
raised about the feasibility of generating SPDs with statistical
properties similar to those of actual data due to the relatively
smaller volume of clinical trial data compared to RWD, such
as electronic health records or registry data. However, previous
studies [22-25] have reported the successful generation of SPDs
with statistical properties generally comparable to the actual
data, although there are certain limitations. Additionally, with
the expansion of clinical trial data-sharing platforms such as
ClinicalStudyDataRequest.com, Project Data Sphere, and Vivli,
acquiring subject-level clinical trial data has become more
accessible. Consequently, advancements in research on the
utility of SPD and the expansion of clinical trial data-sharing
platforms are expected to have potential applications in clinical
trials.

Our focus lies in the application of this technology in oncology
clinical trials that evaluate popular efficacy end points such as

overall survival (OS) and progression-free survival
(PFS)–related survival functions and median survival time
(MST) [26]. In previous studies on SPD, there has been a notable
emphasis on reporting patient background data and single–time
point data [22-25]. However, research focusing specifically on
the relationship between SPD and survival data remains
relatively insufficient [27].

As the first step in examining our hypothesis that the use of
SPD can be beneficial in accelerating health care research, the
aim of this study was to determine the most suitable SPD
generation method for oncology trials, specifically focusing on
both OS and PFS, which are set as the primary evaluation end
points in oncology trials. To achieve this goal, we conducted a
comparative simulation of 4 generation methods: classification
and regression trees (CART) [28], random forest (RF) [29],
Bayesian network (BN) [30], and the conditional tabular
generative adversarial network (CTGAN) approach [31], and
the performance of each method was evaluated.

Methods

Overview
To generate the SPD, subject-level clinical trial data were
obtained from Project Data Sphere for the following 4 clinical
trials (Table 1): (1) each had a different cancer type, (2) included
control arm data, (3) contained both OS and PFS data, and (4)
had a ready data format for analysis.
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Table . List of selected oncology clinical trials in this study.

Subjects in the control
arm, n

Intervention for the
control arm

Cancer typePhaseTitlesClinicalTrials.gov ID

232PlaceboSmall cell lung cancerIIIA Randomized, Dou-
ble-Blind, Placebo-
Controlled Study of
Subjects With Previous-
ly Untreated Extensive-
Stage Small-Cell Lung
Cancer (SCLC) Treat-
ed With Platinum Plus
Etoposide Chemothera-
py With or Without
Darbepoetin Alfa.

NCT00119613

476FOLFIRIa AloneMetastatic colorectal
cancer

IIIA Randomized, Multi-
center Phase 3 Study to
Compare the Efficacy
of Panitumumab in
Combination With
Chemotherapy to the
Efficacy of
Chemotherapy Alone
in Patients With Previ-
ously Treated
Metastatic Colorectal
Cancer.

NCT00339183

260Cisplatin and 5-fluo-
rouracil

Recurrent or metastatic
(or both) head and neck
cancer

IIIA Phase 3 Randomized
Trial of Chemotherapy
With or Without Panitu-
mumab in Patients
With Metastatic and/or
Recurrent Squamous
Cell Carcinoma of the
Head and Neck (SC-
CHN).

NCT00339183

382Placebo and docetaxelBreast cancerIIIA Multicenter, Multina-
tional, Randomized,
Double-Blind, Phase
III Study of IMC-
1121B Plus Docetaxel
versus Placebo Plus
Docetaxel in Previous-
ly Untreated Patients
With HER2-Negative,
Unresectable, Locally-
Recurrent or Metastatic
Breast Cancer.

NCT00703326

aFOLFIRI: panitumumab plus fluorouracil, leucovorin, and irinotecan.

Preparation of the Training Data Set
The patient data for the control arm contained within each trial
data set were extracted and used as the actual data for the
training data set. The selection of variables in the training data
set aimed to include as many variables related to the subjects’
background as possible, excluding variables concerning tests
and evaluations conducted during the trials. Furthermore,
variables that had the same value were excluded, even if they
were related to the subjects’ background (Multimedia
Appendices 1-4).

Generation of Synthetic Data
The SPDs in this study were generated using the following 4
methods:

1. CART: the synthpop package (version 1.8) in R (The R
Foundation) was used, specifying the cart method for the
syn function’s method argument.

2. RF: the synthpop package (version 1.8) in R was used,
specifying the Ranger method for the syn function’s method
argument.

3. BN: the bnlearn package (version 4.9) in R was used to
conduct structural learning through the score-based
algorithm hill-climbing, followed by parameter estimation
using the bn.fit function. The default maximum likelihood
estimator was used for parameter estimation.

4. CTGAN: the CTGANSynthesizer module included in the
Python package sdv (version 1.3) was used.
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In all these generation methods, to ensure the absence of
conflicting data regarding the relationship between PFS and
OS, constraints were set to ensure that the values of PFS and
OS were greater than zero and that PFS was less than or equal
to OS. Specific individual patient data in the generated SPD,
which did not meet these constraints, were excluded, and new
individual patient data were regenerated. The SPDs were
generated in a manner that equaled the number of subject-level
data to the record count in the actual data.

To ensure the reproducibility of SPD generation, 1000 random
numbers were generated as seed values using the Mersenne
Twister algorithm. The same seed value set was used for all
generation methods.

Statistical Analysis

Histogram
Histograms were created to visually inspect the distributions of
the MST of the synthetic data (MSTS) for PFS and OS for the
1000 SPD data sets generated by each method. The histograms
also included the MST of the actual data (MSTA) as a vertical
line and the range of its 95% CI as a rectangular background.
For PFS and OS, a higher percentage of MSTS covered by the
95% CI of the MSTA was determined to indicate a greater level
of reliability for the generation method.

Evaluation of Similarity
A hazard ratio (HR) of 1 signifies that the 2 survival functions
are entirely identical. Thus, the closer the HR is to 1, the more
similar the 2 survival functions are. Accordingly, based on the
following calculation formula, the HR distance (HRD) for PFS
and OS from the SPD and the actual data were computed and
evaluated:

HRD=1−abs(HR−1)

Kaplan-Meier Plot
In the evaluation of similarity, the SPD that showed the highest
HRD value was considered the best case, and the SPD with the
lowest HRD value was considered the worst case. Three groups
of Kaplan-Meier (KM) plots were created, including the actual
data, the best case, and the worst case for each SPD generation
method. The best case and worst case for each SPD generation
method in both PFS and OS were compared to actual survival
by using the log rank test. Multiple comparisons were not

performed, nor were P values adjusted because controlling for
the type I error rate does not affect the conclusions of this study.

Since the purpose of this study was to evaluate the method of
generating SPD that closely resemble actual survival data, it
might be unnecessary to calculate a P value that indicates a
significant difference from actual survival, but the P value was
calculated in this study from the viewpoint that if a significant
difference is also observed in the best-case, that method should
not be adopted.

All analyses and data generation were performed using R
(version 4.3.1; The R Foundation) and Python (version 3.10;
Python Software Foundation).

Ethical Considerations
Ethical review was not needed for this simulation study for
methodology comparison. All actual clinical trial data sets
obtained from Project Data Sphere were used in accordance
with relevant guidelines and regulations when the clinical trials
were conducted.

Results

Figure 1 shows a histogram of the MSTS for PFS in the
NCT00703326 trial. Using CART, RF, and BN, most of the
generated MSTS values were within the 95% CI of the MSTA.
In contrast, when CTGAN was used, SPD generation resulted
in a widened variance in the distribution of MSTS. For the
MSTS of PFS in the other 3 trials, RF exhibited a shift in the
distribution of the MSTS, shortening the survival period, while
BN displayed a shift in the distribution and prolonged the
survival period. Similar trends to Figure 1 were observed for
CART and CTGAN (Multimedia Appendices 5-7).

Figure 2 displays a histogram of the MSTS for OS in the
NCT00460265 trial. The divergence from the PFS findings is
that the MSTS of RF was more frequently included within the
95% CI of the MSTA, with similar results observed in other
trials (Multimedia Appendices 8-10). In other aspects, similar
findings were obtained as with the PFS.

Table 2 presents the number and proportion of the generated
MSTS values included within the 95% CI of the MSTA for each
trial and each method. In the case of CART for PFS, a high
percentage ranging from 88.8% to 98.1% was exhibited for all
trials. However, the OS ranged from 60.8% to 96.1%, with some
trials displaying a lower percentage than the PFS.
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Figure 1. Histogram of the median survival time of the synthetic data for progression-free survival in the NCT00703326 trial. The dashed vertical line
represents the median survival time of the actual data, and the light blue background indicates its 95% CI. BN: Bayesian network; CART: classification
and regression tree; CTGAN: conditional tabular generative adversarial network; MST: median survival time; RF: random forest.
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Figure 2. Histogram of the median survival time of the synthetic data of overall survival in the NCT00460265 trial. The dashed vertical line represents
the median survival time of the actual data, and the light blue background indicates its 95% CI. BN: Bayesian network; CART: classification and
regression tree; CTGAN: conditional tabular generative adversarial network; MST: median survival time; RF: random forest.
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Table . The number and proportion of median survival times of the synthetic data (MSTSs) falling within the 95% CI of the median survival time of
the actual data (MSTA).

ClinicalTrials.gov ID

NCT00703326NCT00460265NCT00339183NCT00119613

Progression-free survival

424 (380-504)133 (121-167)155 (121-168)169 (163-183)MSTA (95% CI)

MSTSs, n (%)

918 (91.8)955 (95.5)888 (88.8)981 (98.1)CARTa (n=1000)

919 (91.9)426 (42.6)248 (24.8)693 (69.3)RFb (n=1000)

976 (97.6)37 (3.7)0 (0.0)10 (1.0)BNc (n=1000)

254 (25.5)322 (32.2)378 (37.8)65 (6.5)CTGANd (n=1000)

Overall survival

1452 (1417-1507)286 (255-357)361 (319-393)276 (259-303)MSTA (95% CI)

MSTSs, n (%)

961 (96.1)719 (71.9)608 (60.8)831 (83.1)CART (n=1000)

599 (59.9)980 (98.0)697 (69.7)757 (75.7)RF (n=1000)

622 (62.2)0 (0.0)0 (0.0)0 (0.0)BN (n=1000)

81 (8.5)197 (19.7)155 (15.5)72 (7.2)CTGAN (n=1000)

aCART: classification and regression tree.
bRF: random forest.
cBN: Bayesian network.
dCTGAN: conditional tabular generative adversarial network.

For RF, a high proportion of 91.9% was observed for PFS in
the NCT00703326 trial and 98.0% for OS in the NCT00460265
trial, whereas in other cases, the proportion for RF was not as
high as that for CART.

In the case of BN, proportions of 97.6% and 62.2% were
observed for PFS and OS, respectively, in the NCT00703326
trial, but in the other 3 trials, BN showed an extremely low
percentage ranging from proportion ranging from 0.0% to 3.7%.

CTGAN showed a low proportion ranging from 6.5% to 37.8%
for both PFS and OS in all trials.

Figure 3 shows the KM plot for PFS in the NCT00703326 trial.
The best-case curves of CART and RF were similar to the actual
data curve. In contrast, for BN and CTGAN, even the best-case
curves deviated from the actual data curve. In other trials, some

SPD did not show a similar trend. However, at least for the
best-case scenarios of CART and RF, the generated synthetic
survival curves closely resembled the actual survival curve
(Multimedia Appendices 11-13).

Figure 4 displays the KM plot for OS in the NCT00460265 trial.
Similar to the KM plots for PFS, the best-case curves of CART
and RF resembled the actual data curve, whereas those of BN
and CTGAN deviated from the actual data curve. These trends
were also observed in other trials (Multimedia Appendices
14-16).

Figures 5 and 6 present box plots of the HRD. When using
CART, the HRD values for both PFS and OS in all trials were
concentrated at approximately 0.9. Conversely, for the other
methods, no consistent trend was observed for either PFS or
OS.
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Figure 3. Kaplan-Meier plots for progression-free survival in the NCT00703326 trial. BN: Bayesian network; CART: classification and regression
tree; CTGAN: conditional tabular generative adversarial network; RF: random forest.
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Figure 4. Kaplan-Meier plots for overall survival in the NCT00460265 trial. BN: Bayesian network; CART: classification and regression tree; CTGAN:
conditional tabular generative adversarial network; RF: random forest.
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Figure 5. Box plot of progression-free survival hazard ratio distance (HRD) for each method and clinical trial. BN: Bayesian network; CART:
classification and regression tree; CTGAN: conditional tabular generative adversarial network; RF: random forest.
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Figure 6. Box plot of overall survival hazard ratio distance (HRD) for each method and clinical trial. BN: Bayesian network; CART: classification and
regression tree; CTGAN: conditional tabular generative adversarial network; RF: random forest.

Discussion

Regarding the survival SPD, CART often yielded better results
than the other methods in evaluations using MST, HRD, and
visual analysis via KM plots. Given the crucial importance of
the hazard ratio and MST as end points in oncology trials [26],
demonstrating the utility of both of these evaluation metrics is
essential. Therefore, using CART for generating survival SPD
was suggested as a beneficial approach.

While both CART and RF generally yielded preferable results
across all trials, they share the common characteristic of using
tree models. RF, with its use of the bootstrap method for
resampling and constructing tree models for ensemble learning,

is known to prevent overfitting. In general, in terms of
constructing machine learning models with high generalization
performance, RF performs better than CART. However, CART
is prone to overfitting as the layers of the tree become deeper
[32]. Although RF is considered a superior method for
constructing high–generalization-performance machine learning
models, the results from Table 2 and the KM plots in this study
suggest that CART is a better approach than RF. This
discrepancy might be due to differing views on what is a higher
performance between the machine learning prediction model
and SPD. In the machine learning prediction model, it is
important to prevent overfitting and reduce bias; however, SPD
is expected to match its statistical properties with actual data.
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Thus, in the case of SPD, the overfitting suppression mechanism
possessed by RF might have resulted in inferiority to that of
CART from the perspective of improving similarity.

In the case of using BN, the percentage of MSTSs falling within
the 95% CI of MSTAs was 0% for the PFS of the NCT00339183
trial, and for OS, this phenomenon also occurred in the
NCT00119613, NCT00339183, and NCT0046265 trials. This
implies that the SPD failed to accurately reflect the statistical
properties of the actual data. Conversely, a high value of 97.6%
was observed for the PFS in the NCT00703326 trial. The reason
for this discrepancy could not be determined on the basis of the
results of this study. Tucker et al [24] reported that they could
generate data highly similar to actual data when using BN for
the generation of SPD, which differs from our findings. One
notable difference is that while Tucker et al [24] used a
large-scale actual data set of 27.5 million patients for their study,
this study used only a few hundred patients for training data.
This difference likely had a significant impact on the accuracy
of the SPD generation model, resulting in conflicting results.
However, the SPD generated by BN were not distributed in the
direction of shortening PFS or OS. Thus, this would not be
harmful when the SPD generated by BN is used as a more
conservative control arm in clinical trials.

Using CTGAN, the percentage of the MSTSs falling within the
95% CI of the actual data was low, indicating low performance
associated with the generation of SPD that reflect the statistical
properties of the actual data. However, Krenmayr et al [23]
reported favorable performance results when using the same
generative adversarial network (GAN)–based methods and
RWD. The differences between their study and our study were
as follows: their study did not include SPD on survival time or
generate multiple SPD data sets from the same actual data, and
there was a large amount of individual patient data in their study.
In particular, focusing on the amount of individual patient data,
the number of patients in each trial included in this study was
relatively small, with the NCT00119613 trial having 232
patients, the NCT00339183 trial having 476 patients, the
NCT0046265 trial having 260 patients, and the NCT00703326
trial having 382 patients, while the trial conducted by Krenmayr
et al [23] had 500 or more patients. GAN-based methods using
deep neural networks are known to perform poorly with small
amounts of data [25,33]. In this study, although the
NCT00339183 trial had the largest number of individual patient
data, the best case of CTGAN for NCT00339183 produced a
KM plot similar to the actual data, suggesting that a larger data
set yields better results. Thus, there is no contradiction. Another
characteristic of using CTGAN in this study was the larger
variance in the estimated MSTSs, as indicated in Figures 1 and
2. Goncalves et al [34] showed that using MC-MedGAN, a
GAN-based method, to generate an SPD from small data

resulted in a large SD of the data utility metrics, leading to
results with larger variance, similar to those of this study.
Therefore, it is extremely challenging to generate useful SPD
by applying GAN-based methods to small data sets, such as
clinical trial data.

When generating SPDs for survival data and using them as a
certain arm in a clinical trial, it is important to verify that the
statistical properties closely match those of the actual data with
the MST and the hazard ratio with the actual data being close
to 1. Based on our results, we conclude that CART, which can
concentrate the MSTSs within the range of 95% CI of MSTAs
and approximately 0.9 for HRD, is an efficient method for
generating SPD that meets the abovementioned conditions.
However, even when using CART, slight variations were
observed in the MSTSs, and some cases fell outside the 95%
CI of the MSTAs, as revealed by our results. Therefore, for
practical use, it is necessary to verify that the MSTSs are
included in the 95% CI of the MSTAs and that both are close
in value. It is also necessary to verify whether the HRD of the
actual data and the SPD are close to 1 and then decide whether
to adopt the generated SPD. Hence, the generation process must
be repeated until an acceptable SPD is obtained. There may also
be a need to use statistical methods to match characteristics
between the SPD and the actual treatment arm in clinical trials.

In this study, even the most useful CART method produced
SPDs that did not meet the requirements of MST and HRD. We
expect that this issue will be addressed by incorporating feature
engineering, such as dimension reduction, imputing missing
values, derived variable creation, and other processing.
Additionally, in clinical research, as subgroup analyses are
frequently conducted, it is necessary to improve the generation
method to reflect the statistical properties of the actual data even
when the data are divided into subgroups under certain
conditions. Moreover, from the perspective of data privacy, it
is essential to incorporate approaches to prevent data
reidentification into the generation method [35].

In conclusion, as a method for generating SPD for survival data
from small data sets, such as clinical trial data, CART is the
most effective method for generating SPD that meet the 2
conditions of having an MSTSs close to the MSTAs and an
HRD close to 1. However, as SPD might be generated, which
do not meet these 2 conditions, it is necessary to incorporate
mechanisms to improve a CART-based generation method in
future studies. Overcoming these challenges would make it
possible to reduce the recruitment period and costs of clinical
trial participants to ≥50% in comparative trials of new drug
development against existing therapeutic drugs. This approach
could accelerate clinical development, similar to the use of
RWD.
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Abstract

Background: Clinical decision support systems (CDSSs) embedded in electronic medical records (EMRs), also called electronic
health records, have the potential to improve the adoption of clinical guidelines. The University of Alberta Inflammatory Bowel
Disease (IBD) Group developed a CDSS for patients with IBD who might be experiencing disease flare and deployed it within
a clinical information system in 2 continuous time periods.

Objective: This study aims to evaluate the impact of the IBD CDSS on the adherence of health care providers (ie, physicians
and nurses) to institutionally agreed clinical management protocols.

Methods: A 2-period interrupted time series (ITS) design, comparing adherence to a clinical flare management protocol during
outpatient visits before and after the CDSS implementation, was used. Each interruption was initiated with user training and a
memo with instructions for use. A group of 7 physicians, 1 nurse practitioner, and 4 nurses were invited to use the CDSS. In total,
31,726 flare encounters were extracted from the clinical information system database, and 9217 of them were manually screened
for inclusion. Each data point in the ITS analysis corresponded to 1 month of individual patient encounters, with a total of 18
months of data (9 before and 9 after interruption) for each period. The study was designed in accordance with the Statement on
Reporting of Evaluation Studies in Health Informatics (STARE-HI) guidelines for health informatics evaluations.

Results: Following manual screening, 623 flare encounters were confirmed and designated for ITS analysis. The CDSS was
activated in 198 of 623 encounters, most commonly in cases where the primary visit reason was a suspected IBD flare. In
Implementation Period 1, before-and-after analysis demonstrates an increase in documentation of clinical scores from 3.5% to
24.1% (P<.001), with a statistically significant level change in ITS analysis (P=.03). In Implementation Period 2, the before-and-after
analysis showed further increases in the ordering of acute disease flare lab tests (47.6% to 65.8%; P<.001), including the biomarker
fecal calprotectin (27.9% to 37.3%; P=.03) and stool culture testing (54.6% to 66.9%; P=.005); the latter is a test used to distinguish
a flare from an infectious disease. There were no significant slope or level changes in ITS analyses in Implementation Period 2.
The overall provider adoption rate was moderate at approximately 25%, with greater adoption by nurse providers (used in 30.5%
of flare encounters) compared to physicians (used in 6.7% of flare encounters).

Conclusions: This is one of the first studies to investigate the implementation of a CDSS for IBD, designed with a leading EMR
software (Epic Systems), providing initial evidence of an improvement over routine care. Several areas for future research were
identified, notably the effect of CDSSs on outcomes and how to design a CDSS with greater utility for physicians. CDSSs for
IBD should also be evaluated on a larger scale; this can be facilitated by regional and national centralized EMR systems.

(JMIR Med Inform 2024;12:e55314)   doi:10.2196/55314

KEYWORDS

decision support system; clinical; electronic medical records; electronic health records; health record; medical record; EHR;
EHRs; EMR; EMRs; decision support; CDSS; internal medicine; gastroenterology; gastrointestinal; implementation science;
implementation; time series; interrupted time series analysis; inflammatory bowel disease; IBD; bowel; adherence; flare; flares;
steroid; steroids; standardized care; nurse; clinical practice guidelines; chart; electronic chart; electronic medical chart
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Introduction

Limited or delayed adoption of professional society–developed
clinical care guidelines into practice is a common problem in
medicine [1,2]. In 2007, researchers estimated that it took 17
years on average for only 14% of published evidence in
guidelines to be translated into clinical practice [3,4]. One
purported reason is that clinical guidelines by themselves are
not actionable, as they largely describe what to do but not how
to do it [5,6].

Clinical decision support systems (CDSSs) are tools that can
be used to support provider decision-making. A CDSS uses
clinical, patient, and other health information to supply providers
with recommendations to assist in a variety of aspects of care,
including diagnosis, treatment, and management [7,8]. Recent
systematic reviews suggest that the use of CDSSs in clinical
settings can improve practitioner performance in relation to
adherence to best practice guidelines [7,9].

There are several demonstrated gaps in the adoption of
professional society clinical care guidelines and best practices
for inflammatory bowel disease (IBD). These include practices
in medication management, preventative care, and bone health
[10,11]. The University of Alberta IBD outpatient clinic
(Edmonton, Alberta, Canada) has previously developed and
implemented several clinical care pathways to consolidate best
practices for IBD [10,12]. To further increase adoption, a clinical
decision support (CDS) project was undertaken to integrate the
pathways into the local electronic medical record (EMR). There
are thousands of CDS projects built and deployed within
commercial EMRs [13,14], yet there are few published
evaluations of EMR-based CDSSsfor IBD [15,16].
Consequently, the objective of this pilot study was to evaluate
the effectiveness and provider acceptance of an EMR-integrated
CDSS in the context of IBD.

Methods

Ethical Considerations
This study received approval from the University of Alberta
Health Research Ethics Board (Pro00083538). A waiver of
informed consent was also approved as part of our study by the
Health Research Ethics Board.

Organizational Setting
The study was conducted in the Comprehensive Academic
Outpatient Center at the University of Alberta Hospital, which
provides care for patients with IBD in the Greater Edmonton
region as well as rural and remote communities across Alberta,
Canada. It also serves a small number of patients with IBD from
Saskatchewan, Northwest Territories, and British Columbia.

System Details and System in Use
The clinic’s preexisting system was an enterprise EMR based
on the 2014 version of Epic EMR (Epic Systems), which was
being used for outpatient medical care in Edmonton, Alberta.
This system was customized and branded locally as
eCLINICIAN. Medication lists, allergies, and health problems
are recorded and shared between users as part of clinical
documentation, order entry, and planning. The system was
implemented for gastroenterology outpatient care in March
2014.

As Epic is a general-purpose EMR, it includes built-in CDS
functionality. For example,this includes generic functionality,
such as alerting users when duplicate orders exist. More
specialty-specific CDS features are often customized at the
request and guidance of end users.

Functionality can be administered through a number of tools,
including those referred to by Epic as “Flowsheets”
(documentation tables), “Best Practice Advisories (BPAs)”
(alerts) [17], and “SmartSets” (ie, grouping of orders and clinical
content) [18].

These tools, particularly BPAs and SmartSets, are clinical data
and test result driven; they can be triggered by unique
combinations of provider characteristics, patient demographics,
test results, clinical problems, as well as current and requested
medications.

System Interruption and Intervention
The system interruption and intervention uses BPA appearing
in the clinician’s navigator workflow. The BPA is triggered by
the existence of IBD in the patient problem list or visit diagnosis
fields. The BPA (Figure 1) prompts the clinician to complete
clinical symptom indices—modified Harvey Bradshaw Index
(mHBI) [19] for Crohn disease or partial Mayo (pMayo) score
[20] for ulcerative colitis—for the encounter. If the score is
indicative of a disease flare, the BPA instructs the user to
activate a corresponding SmartSet.
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Figure 1. Snapshot of the inflammatory bowel disease (IBD) flare clinical decision support system, showing the initial Best Practice Advisory. Best
Practice Advisories act as alerts that present targeted patient-specific guidance to users. They can be active (disruptive pop-ups) or passive (navigation
workflow) and can link to actions such as placing orders, order sets, initiating a care plan, or sending a message. This alert appeared passively in the
providers’ workflow navigation whenever IBD was in the patient problem list.

The SmartSet offers ordering and printing of appropriate lab
panels, stool cultures, and other investigations, including
imaging, procedures, and medication prescriptions. All
recommendations were designed to be consistent with
established IBD care guidelines and the flare protocol for the

clinic. For example, during a flare encounter, the IBD flare lab
panel and fecal calprotectin (FCP) tests are automatically
selected for ordering (they can still be deselected by the
provider). A snapshot of the SmartSet portion of the CDSS is
shown in Figure 2.
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Figure 2. Snapshot of the inflammatory bowel disease (IBD) flare clinical decision support system, showing the SmartSet, after activation by Best
Practice Advisory. Not all sections of the SmartSet are shown, including sections for medications, imaging investigations, billing, and follow-up
appointment booking. ALT: alanine transaminase; AST: aspartate aminotransferase; Cl: chloride; CO2: carbon dioxide; ESR: erythrocyte sedimentation
rate; K: potassium; Na: sodium; NO DIFF: no differential.

Study Design
The study used a pre- and postimplementation interrupted time
series (ITS) design, the interruption being the enhanced CDSS
used within the EMR. Each data point represented 1 month of
clinical encounters. For each intervention period, there was a
total of 18 data points, 9 before and 9 after the intervention.
Multimedia Appendix 1 presents an elaboration on the rationale
for using an ITS design.

Physicians at the participating clinic were not guaranteed to
have outpatient clinics on a weekly basis due to their service

rotation; therefore, it was decided to aggregate the data points
by month instead of by week. This avoided the potential
week-to-week variation and ensured an adequate number of
individual patient encounters (IBD flares) for each data point.

The Quality Criteria for ITS Designs checklist was used in the
study design and assessment of appropriateness [21], and the
Statement on Reporting of Evaluation Studies in Health
Informatics (STARE-HI) guidelines were used for health
informatics evaluations [22,23].
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Participants
All IBD care providers at the university-based outpatient clinic
were included in the study and invited to use the CDSS,
including 7 IBD specialist clinicians, 1 IBD nurse practitioner,
and 4 IBD specialist nurses. The term “IBD practitioner” will
be used to collectively refer to IBD specialists and IBD nurse
practitioners.

To be included in the data set, patients had to be under the care
of the IBD providers; aged ≥18 years; and diagnosed with either
Crohn disease or ulcerative colitis confirmed by imaging,
pathology, or endoscopy report. They also had to be
experiencing a flare of the disease during the included encounter,
as defined by clinical scores (mHBI >5; pMayo >2) or noted
symptoms in combination with physician judgment. Only initial
encounters in a flare episode spanning multiple encounters were
included.

Study Flow
The intervention was implemented and evaluated in 2 continuous
periods (Figure 3). First, a pilot version was trialed by IBD
nurses (Implementation Period 1), and then, the polished version
was implemented across all providers in the division (ie,
clinicians, nurse practitioners, and IBD nurses) as
Implementation Period 2. The pilot version was trialed beginning
in September 2017 and included the following 3 SmartSets
available within the BPA, corresponding to different positions
along the care path of a patient with flaring IBD: suspected
flare, 2 to 4 weeks into the flare, and 16 weeks’ postflare
assessments. Feedback was gathered informally from providers
(Multimedia Appendix 2) to inform further improvement to the
CDSS.
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Figure 3. Study design diagram of the 2-period interrupted time series design. First, the clinical decision support system (CDSS) was implemented as
a limited pilot with inflammatory bowel disease (IBD) nurses (intervention 1), and then, it was fully implemented across all providers (intervention 2).
Each data point (abbreviated as D) corresponds to 1 month of clinical encounters by study providers. NP: nurse practitioner.

After collecting feedback from the pilot, further changes were
made to the CDSS. Aside from minor modifications to update
included lab tests, the most significant change was the
consolidation of the 3 separate SmartSets into 1, targeting the
“suspected flare,” the first step in the care pathway. The
activation of the BPA in the initial CDSS was entirely manual
and relied on the provider entering a specific visit diagnosis.
However, in the full version, the BPA was set to automatically
trigger based on the presence of an IBD diagnosis in the patient’s
problem list. This change was expected to improve the adoption
and ease of use of the SmartSet for flare encounters.

The full implementation of the CDSS began on October 10,
2018. An instructional memo with paper-based workflow and
educational material was sent to each provider (Multimedia
Appendix 3). Over the course of 1 month, each participant was
given the opportunity to ask questions about using the system
and access to use the system in the sandbox environment. A
demonstration of the system was also presented at weekly
clinical rounds, with an opportunity to ask questions.

Outcome Measures
Process indicators were used to measure the proportion of
adherent IBD practitioner flare encounters. These indicators
include completion of clinical scores (mHBI or pMayo);
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laboratory testing, such as standard lab panel, FCP, stool
cultures, and Clostridium difficile toxin (only if diarrhea is
present); and of vitamin D or calcium in conjunction with
corticosteroid prescription, patient information given and
documented, and modification of maintenance therapy. A
secondary outcome was the adoption or acceptance of the CDSS
measured by application rate (ratio of CDSS uses to CDSS
available for activation).

Methods for Data Acquisition and Measurement
Potential encounters in the pre- and postintervention periods
were initially identified by querying the eCLINICIAN EMR
database for encounters with the included IBD providers, where
patients had documentation of IBD in their problem list or
diagnosis field (International Classification of Diseases coding).
A sampling method was used to exclude encounters with specific
reasons for visit deemed unlikely to constitute a flare based on
exploratory analysis of the data set. Examples of excluded
reasons for the visit included “medication refill,” “medical
insurance coverage,” and “review results” (a more detailed
description of the sampling method is available in a previous
publication [10]). Encounters were then screened manually for
inclusion and exclusion eligibility by one of the authors (RTS)
and a research assistant.

Data for primary outcome measures were also queried and
extracted from the EMR database, in collaboration with the
eCLINICIAN reporting team in Alberta Health Services (AHS).
The various database codes and IDs as well as the final SQL
queries used to extract data are included in the Multimedia
Appendix 4.

Methods for Data Analysis
Descriptive statistics were calculated to determine patient
characteristics, with data presented as counts and proportions
for categorical variables, mean (SD) values for normally
distributed continuous variables, and median (IQR) values for
nonnormally distributed continuous variables. Proportions were

compared by using the Pearson χ2 test [24].

A segmented regression analysis was performed for each
primary outcome variable to determine the level and slope in
the preintervention period as well as the change in level and

slope in the postintervention period regarding the mean
percentage of adherent encounters [25]. Autocorrelation in the
residuals was tested using the Durbin-Watson test.

Data analysis was performed using IBM SPSS Statistics (version
23; IBM Corp) and R 3.5.1 (RStudio Inc) [26]. A 95% CI was
used in all analyses unless otherwise specified.

Sample Size Determination
The sample size was first calculated for pre- and
postimplementation cohorts based on logistic regression
(Multimedia Appendix 5). With a power of 0.80 and a type I
error set to 5%, the sample size required was approximately
634 for small effects and 145 for medium effects [27]. This
assumes equal sample sizes (N) in the comparison groups and
an initial proportion of adherence to each guideline component
of approximately 70%, chosen based on a recent study by
Jackson et al [11]. The sample size was calculated using
G*Power 3.2.9.2 [28].

There is no standard method for determining power in time
series analyses. However, a simulation-based power calculation
displayed that with N=16 (8 data points in the preintervention
period and 8 data points in the postintervention period), there
is a 70% chance to detect an effect size of 0.5 or more, and over
90% chance to detect an effect size of 1 or more, at an alpha
level of .05 [29]. It is also generally recommended in the
literature to have over 100 observations per data point [25,30].

Results

Initial Data Set and Preprocessing
Figure 4 shows the study’s flow diagram. The complete,
extracted data set includes 31,726 encounters from January 1,
2017, to June 30, 2019. When considering only clinic visits
(7655), orders (16,485), and telephone (5220) encounter types,
the data set totals 29,360 (92.5%) encounters. There was an
average of 998 encounters per month, with a minimum of 735
(December 2018) and a maximum of 1202 (May 2017)
encounters. Of note, there is an overlap between both
implementation periods (Figure 3), and thereby, a number of
flare encounters appear in both analyses.
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Figure 4. Flow data diagram for data extraction, screening, and analyses. CDSS: clinical decision support system.

Demographics of CDSS-Enabled Encounters
From September 2017 to June 2019, the CDSS was activated
a total of 214 times across 214 encounters with 207 patients.
Of these, 16 encounters were excluded from analysis due to,

upon review, not being used appropriately for a flare or
suspected flare encounter with a patient with IBD. This left 198
encounters, which are detailed in Table 1. More detailed
demographics of providers using the system are included in
Multimedia Appendix 6.
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Table . Demographics of users and encounters invoking the inflammatory bowel disease (IBD) flare clinical decision support system.

Study population (n=198)Demographic variables

Provider characteristics

Provider type, n (%)

172 (86.9)IBD nurse

26 (13.1)IBD practitioner

Patient characteristics

Sex, n (%)

113 (57.1)Female

85 (42.9)Male

37.5 (29-49)Age (years), median (IQR)

Current IBD therapy, n (%)

37 (18.7)None

53 (26.8)5-aminosalicylic acid only

18 (9.1)Immunomodulator

59 (29.8)Biologic monotherapy

31 (15.7)Biologic combination therapy

Encounter characteristics

Encounter type, n (%)

139 (70.2)Telephone

32 (16.2)Orders only

27 (13.6)Clinic visit

First encounter diagnosis, n (%)

172 (86.9)None

11 (5.6)Crohn disease

10 (5.1)Ulcerative colitis

2 (1.0)Bloody diarrhea

1 (0.5)IBD

1 (0.5)Abdominal bloating

1 (0.5)Ankylosing spondylitis

Visit reason, n (%)

113 (57.1)Suspected IBD flare

39 (19.7)IBD

15 (7.6)Disease flare-up

9 (4.5)None

9 (4.5)Referral

7 (3.5)Follow-up

3 (1.5)Diarrhea

1 (0.5)Medication change

1 (0.5)Medication problem
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Study Findings and Outcome Data

Exploratory Analysis of Adherence to Clinical Protocols

Symptom Documentation

Of 192 patients with clinical scores (mHBI or pMayo) that were
applicable (excluding those without pouch or short bowel or
those newly diagnosed), 133 (69.3%) had a clinical score
completed and documented in their chart at the index
dispensation. Of all 198 encounters, 196 (99.0%) had symptoms
(ie, pain, number and characteristics of stool, and the presence
of blood) documented in the chart by the provider.

Laboratory Investigations

Full flare lab panels, including complete blood count, ferritin,
electrolytes, creatinine, albumin, alkaline phosphatase, alanine
transaminase, aspartate transaminase, and C-reactive protein
(CRP), were ordered for 109/198 (55.1%) patients exactly at
the encounter. Including orders up to 1 month prior, full panels
were ordered for 183/198 (92.4%) patients. However, 113/198
(57.1%) had at least a partial lab panel, including complete
blood count and CRP, ordered at the encounter, and 193/198
(97.5%) had partial lab panels, including complete blood count
and CRP ordered up to 1 month prior to the encounter.

FCP was ordered at the encounter for 147/198 (74.2%) patients
and within 1 month of the encounter for a further 36/198
(18.2%). This leaves only 15 (7.6%) who had no evaluation of
FCP at all. Furthermore, testing for Clostridium difficile
infection was done in 164/198 (82.8%) patients and for stool
cultures in 160/198 (80.8) patients. In 138 patients with liquid

stool or diarrhea mentioned in the progress note, 127 (92%) had
Clostridium difficile testing ordered and 123 (89.1%) had stool
cultures ordered.

Provision of Steroid-Sparing Therapy and Osteoprotective
Therapy

In this data set, only 12 (6.1%) patients were prescribed steroids
at their encounter. Of these, 6 (50%) had maintenance IBD
therapy adjusted or added. In contrast, 37 (20%) of the 185
patients who were not prescribed steroids had maintenance

therapy adjusted (P=.02 for χ2).

Vitamin D or calcium supplementation was recommended for
8/12 (67%) patients prescribed steroids and 8/10 (80%) when
excluding patients with vitamin D or calcium supplementation
already documented in their medication list.

Implementation Period 1: Pilot CDSS Version With
IBD Nurses
Implementation Period 1 included data from January 2017 to
June 2018 (18 months), where September 2017 and beyond
were labelled as the active intervention months
(postintervention). Of the total 623 confirmed flare encounters,
502 occurred during Implementation Period 1 (Figure 3). Table
2 compares outcome measures before and after the intervention
using chi-square tests. Notably, there was a substantial increase
in the proportion of flare encounters with completed clinical
scores from 3.5% (8/228) to 24.1% (66/274) post intervention.
There was also an increase in the proportion of flare encounters
with FCP ordered, from 16.7% (38/228) to 27% (74/274).

Table . Before-and-after analysis of process measures from Implementation Period 1.

P valueaPostintervention (n=274), n (%)Preintervention (n=228), n (%)Parameter

<.00166 (24.1)0 (0)CDSSb activated

<.00166 (24.1)8 (3.5)Clinical score completed

.33132 (48.2)124 (54.4)Flare labs ordered

.56178 (65.0)156 (68.4)C-reactive protein ordered

.04874 (27.0)38 (16.7)Fecal calprotectin ordered

.63162 (59.1)128 (56.1)Stool cultures ordered

.29172 (62.8)128 (56.1)Clostridium difficile test ordered

aP value of the Pearson chi-square test comparing proportions.
bCDSS: clinical decision support system.

ITS analysis was done for outcomes that were significant in the
before-and-after analyses (Figure 5). For clinical score
completion rates, there was no slope change (estimated β −1.22,
95% CI −4.44 to 2.01; P=.43), but there was a level increase

(estimated β 19.0, 95% CI 2.39-35.60; P=.03). For calprotectin
testing, there was no slope change (estimated β −2.45, 95% CI
−6.21 to 1.32; P=.19) or level change (estimated β 14.77, 95%
CI −4.63 to 34.17; P=.13).
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Figure 5. Segmented regression for Implementation Period 1 (pilot) of the inflammatory bowel disease flare clinical decision support system on rates
of (A) clinical score completion and (B) calprotectin testing.

Implementation Period 2: Full CDSS Implementation
With All Providers
Implementation Period 2 included data from January 2018 to
June 2019 (18 months), where October 2018 and beyond were
postintervention months. Of the total 623 confirmed flare
encounters, 492 occurred during Implementation Period 2

(Figure 3). Table 3 compares outcome measures before and
after the intervention using chi-square tests. There were
increases in the proportion of flare encounters with completed
flare labs (109/229, 47.6% to 173/263, 65.8%), CRP ordered
(147/229, 64.2% to 207/263, 78.7%), calprotectin ordered
(64/229, 27.9% to 98/263, 37.3%), and stool cultures ordered
(125/229, 54.6% to 176/263, 66.9%).
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Table . Before-and-after analysis of process measures from Implementation Period 2.

P valueaPostintervention (n=263), n (%)Preintervention (n=229), n (%)Parameter

.2372 (27.4)52 (22.7)Application of SmartSets

.4375 (28.5)58 (25.3)Clinical score completed

<.001173 (65.8)109 (47.6)Flare labs ordered

<.001207 (78.7)147 (64.2)C-reactive protein ordered

.0398 (37.3)64 (27.9)Fecal calprotectin ordered

.005176 (66.9)125 (54.6)Stool cultures ordered

.70177 (67.3)136 (59.4)Clostridium testing ordered

aP value of the Pearson chi-square test comparing proportions.

The ITS analysis for significant outcomes is shown in Figure
6, and accompanying β values for slope change and level change
with 95% CIs are shown in Table 4. For Period 2, there were

no slope or level increases that reached significance at P=.05,
although CRP testing and stool culture testing would be
significant for a level increase at P=.10.
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Figure 6. Segmented regression for Implementation Period 2 of the inflammatory bowel disease (IBD) flare clinical decision support system on rates
of (A) clinical score completion, (B) flare lab testing, (C) C-reactive protein testing, (D) calprotectin testing, (E) stool culture testing, and (F) Clostridium
difficile testing.
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Table . Parameters for segmented logistic regression analysis of the inflammatory bowel disease (IBD) clinical decision support system (CDSS) in
Implementation Period 2.

P value95% CIßParameter

Application rate

.94−3.757 to 4.0590.151Preintervention slope (secu-
lar trend, per month)

.45−3.508 to 7.5462.019Change in slope (gradual ef-
fect, per month)

.71−33.86 to 23.76−5.048Change in intercept (imme-
diate effect)

Clinical scores completed and documented

.29−1.596 to 4.8931.648Preintervention slope (secu-
lar trend, per month)

.27−7.051 to 2.125−2.463Change in slope (gradual ef-
fect, per month)

.93−24.91 to 22.92−0.992Change in intercept (imme-
diate effect)

IBD flare lab tests ordered

.99−2.693 to 2.662−0.016Preintervention slope (secu-
lar trend, per month)

.29−1.858 to 5.7151.929Change in slope (gradual ef-
fect, per month)

.19−7.137 to 32.3412.60Change in intercept (imme-
diate effect)

C-reactive protein ordered

.52−3.121 to 1.637−0.742Preintervention slope (secu-
lar trend, per month)

.44−2.111 to 4.6181.253Change in slope (gradual ef-
fect, per month)

.09−2.645 to 32.4314.89Change in intercept (imme-
diate effect)

Fecal calprotectin ordered

.44−2.209 to 4.8061.298Preintervention slope (secu-
lar trend, per month)

.94−4.778 to 5.1430.183Change in slope (gradual ef-
fect, per month)

.93−26.89 to 24.82−1.034Change in intercept (imme-
diate effect)

Stool cultures ordered

.40−3.650 to 1.529−1.060Preintervention slope (secu-
lar trend, per month)

.33−1.948 to 5.3761.714Change in slope (gradual ef-
fect, per month)

.11−3.715 to 34.4615.37Change in intercept (imme-
diate effect)

Clostridium difficile ordered

.84−2.613 to 2.158−0.228Preintervention slope (secu-
lar trend, per month)

.27−1.549 to 5.1981.825Change in slope (gradual ef-
fect, per month)

.70−14.33 to 20.843.258Change in intercept (imme-
diate effect)
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Discussion

Answering the Study Question
In this study, we evaluated the effectiveness of a CDSS that
aimed to standardize protocols for patients with IBD
experiencing an acute disease flare. An increase in several
practices was demonstrated following the CDSS implementation,
including increased FCP use. Completion of clinical scores also
increased during Implementation Period 1 (before-and-after
analysis and ITS analysis) and remained increased throughout
Implementation Period 2.

We did not reach significance in slope changes or level changes
in any ITS analysis in Period 2. This could be due to the sample
size, which may also account for the large variance seen in some
data points. There were, however, some encouraging upward
trends in flare lab testing, particularly CRP (P<.10 in the ITS
analysis) and stool cultures.

In characterizing the adoption of this CDSS by the application
rate, an interesting finding was that the CDSS was used more
by IBD nurses compared to nurse practitioners. This could
represent the nurses’ increased experience with the CDSS from
the pilot phase and our CDSS focus on decisions related to
patients experiencing a disease flare. In the University of Alberta
clinic, patients are instructed to call the IBD nurse flare line if
they experience changes in symptoms, and so nurses are often
the first point of contact in the flare clinical pathway. This is
supported by our data showing flare encounters are primarily
telephone encounters. Other research has shown that flares are
unlikely to coincide with scheduled clinic appointments, which
aligns with the current uptake in remote monitoring and rapid
access clinics [31-33].

Our observed CDSS use by specialized IBD nurses is in contrast
to several other studies that have demonstrated that nurses are
less likely to use CDSSs when making decisions about care
they are experienced and confident in delivering, especially in
the case of telephone triage decisions [34-36]. Our results could
be a product of the integration of the nurses’ feedback after the
pilot phase, a strategy that may have increased the utility of the
CDSS for nurses. This highlights recommendations from other
research that emphasize the importance of engaging all
stakeholders but especially end users in the CDSS design
[37,38].

Limitations of the Study
There are several limitations to this research. Although the ITS
design allows for better characterization of temporal changes
compared to before-and-after analyses, it is still possible that
other changes, such as clinic structure and release or
dissemination of guidelines, could have led to the changes
observed. However, apart from the intervention activation and
the released memo and instructions for use that were
disseminated, to our knowledge, there were no other educational
campaigns, institutional changes, or major publications
promoting the specific care guidelines investigated by the study.
There were subtle changes in staff, for example, the joining of
a new IBD physician and the leaving of another. However, there

were no changes in IBD nurse staff, who were the primary users
of the CDSS.

In contrast to the advantage of our 2-phased design regarding
the opportunity for feedback from nurses, the design may have
hindered our ability to demonstrate change. As we used the
same group of IBD nurses in the pilot (Phase 1) and
implementation (Phase 2) periods, our baseline use prior to the
beginning of Phase 2 had already started. This may have
accelerated the observed uptake speed of the CDSS by
practitioners and could have also led to an underestimation of
the changes before and after Implementation Phase 2.

Sample size is another limitation. In an ITS analysis, it is
recommended to have a minimum of 16 data points and 100
observations per data point [25,29,30]. Although we met the
data point requirement, the number of flares per month was
consistently under 50. Future studies should aim to include more
data points, which may require multisite participation.
Unfortunately, at the time of this study, the EMR software was
only deployed at a single site.

We only captured data from orders that were tied to the
encounter. If a decision was made to not order labs for any
reason (eg, they were recently completed), they would not be
captured by our extraction. As a consequence, estimates of
protocol adherence could be deflated.

Finally, it is important to note that for process measures that
depend on manual data entry, such as clinical score completion,
this research method can only determine whether a process was
documented as completed but not necessarily whether it was
actually completed. This may have resulted in underestimates
of protocol adherence.

Future Directions
The currently available CDSS in this study was limited in its
ability to support complex multiprovider pathways and tie
together multiple visits along a pathway. More advanced CDSS
workflows should be investigated in future versions of the CDSS
software and evaluated for effectiveness.

Triggering logic for CDSSs should also be precisely targeted.
For example, a CDSS should determine whether a patient has
had a test done within a certain time span, and if not, prompt
the user to order it. The reverse should also be possible; if a test
has been recently ordered (eg, Clostridium difficile, which can
only be tested once every 2 weeks), the CDSS could
automatically deselect or prompt the user to remove this order
to save downstream resources. This was not possible with the
resources available in our CDSS environment.

In extracting data for analysis, a significant challenge was
identifying flare encounters based on EMR data. The problem
stems from a lack of discrete data identifying patients with
active diseases (clinical scores were not regularly documented
as discrete data). Future research should seek to develop a case
definition for disease flare through administrative provincial
data sets. This could include quantitative metrics, such as CRP
and FCP, that predict the likelihood of flare, but it could also
include the integration of a case-finding algorithm that uses
natural language processing to parse clinical notes. This strategy
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has been explored in several other diseases and has been shown
to significantly improve case detection [39]. Some work has
been done in IBD to identify phenotypic information from clinic
notes using natural language processing [40].

The methodology used in this research should be expanded to
investigate the effects of improved versions of CDSS for IBD
on other community clinics and nonacademic practices
throughout Alberta. Cluster-randomized designs or
stepped-wedge designs could be explored since multiple clinics
could be available for randomization.

This study did not investigate the impact on patient outcomes,
which would require a longer follow-up period (ideally 2 or
more years). Nonetheless, long-term patient outcomes for the
CDSS are of great importance [9] and should be explored in
the future.

Conclusions
Through our study, we designed and implemented, in 2 phases,
a CDSS for IBD disease flare embedded in existing EMR
software and evaluated the impact of the CDSS on provider
adoption of clinical guidelines and local best practices. We have
shown moderate adoption and acceptance of this system by
providers, particularly by IBD nurses, as measured by the system
application rate. Findings from the first phase support the
hypothesis that the CDSS improved the use of FCP and the
documentation of clinical scores. Findings from the second
phase support further improvement in ordering flare lab panels,
CRP, and stool cultures, as shown in before-and-after analysis
and multivariate analysis. In addition, potential improvements
in workflow integration were identified through qualitative
questionnaires and feedback forms; areas for future research
have also been established.
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EMR: electronic medical record
FCP: fecal calprotectin
IBD: inflammatory bowel disease
ITS: interrupted time series
mHBI: modified Harvey Bradshaw Index
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Abstract

Background: Numerous pressure injury prediction models have been developed using electronic health record data, yet
hospital-acquired pressure injuries (HAPIs) are increasing, which demonstrates the critical challenge of implementing these
models in routine care.

Objective: To help bridge the gap between development and implementation, we sought to create a model that was feasible,
broadly applicable, dynamic, actionable, and rigorously validated and then compare its performance to usual care (ie, the Braden
scale).

Methods: We extracted electronic health record data from 197,991 adult hospital admissions with 51 candidate features. For
risk prediction and feature selection, we used logistic regression with a least absolute shrinkage and selection operator (LASSO)
approach. To compare the model with usual care, we used the area under the receiver operating curve (AUC), Brier score, slope,
intercept, and integrated calibration index. The model was validated using a temporally staggered cohort.

Results: A total of 5458 HAPIs were identified between January 2018 and July 2022. We determined 22 features were necessary
to achieve a parsimonious and highly accurate model. The top 5 features included tracheostomy, edema, central line, first albumin
measure, and age. Our model achieved higher discrimination than the Braden scale (AUC 0.897, 95% CI 0.893-0.901 vs AUC
0.798, 95% CI 0.791-0.803).

Conclusions: We developed and validated an accurate prediction model for HAPIs that surpassed the standard-of-care risk
assessment and fulfilled necessary elements for implementation. Future work includes a pragmatic randomized trial to assess
whether our model improves patient outcomes.

(JMIR Med Inform 2024;12:e51842)   doi:10.2196/51842

KEYWORDS

patient safety; electronic health record; EHR; implementation; predictive analytics; prediction; injury; pressure injury;
hospitalization; adult; development; routine care; prediction model; pressure sore

Introduction

Pressure injuries comprise damage to skin and underlying tissue
that usually occurs over a bony prominence but can be related
to placement of medical devices [1]. The injury occurs because
of intense or prolonged pressure that is combined with shear
forces. Pressure injuries are a widespread and costly problem.
A recent study found the prevalence of pressure injuries may
be close to 30% for patients in intensive care units, which is
10% higher than previous estimates [2,3]. Patients with pressure
injuries experience pain and the potential for infection and
debilitation, which prolongs hospital stays and impacts recovery.
Furthermore, increasing evidence supports the association

between severity of pressure injuries and patient mortality [2].
In the United States, health care systems absorb on average US
$10,000 per hospital-acquired pressure injury (HAPI), which
contributes to a cost burden that will soon exceed US $30 billion
[4,5].

Prevention of pressure injuries requires an accurate risk
assessment and an interdisciplinary approach with routine
repositioning, maintaining dry skin, and padding pressure points
to reduce injury [6-8]. Currently, health care systems are striving
to accurately measure and prevent HAPIs, since they can be
common and negatively impact patient care [9]. Patient factors
such as age, vasopressor support, mechanical ventilation, low
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albumin, and renal failure can increase the risk for pressure
injuries [10,11]. Multiple standardized risk assessment tools
have been developed to systematically assess patient factors
and assist clinicians in identifying at-risk patients [12,13]. Of
these tools, the Braden scale has remained the standard of care
across health systems for decades. The Braden scale incorporates
components of sensory perception, activity, mobility, and
nutrition, as well as skin moisture, friction, and shear force, to
produce a score that indicates the risk of developing a pressure
injury [14]. Although use of the Braden scale is widespread, its
accuracy and reliability in diverse settings and patients is in
question; thus, researchers have turned to more advanced risk
prediction models that incorporate additional patient factors
[12,13,15,16].

Recent literature reviews of advanced risk prediction models
have highlighted excellent performance in predicting pressure
injuries [17-21]. Zhou and colleagues [20] found that 74% of
studies achieved an area under the receiver operating curve
(AUC) between 0.68 and 0.99. Although these models were
exceptionally accurate at predicting pressure injuries, no studies

to our knowledge have implemented such models to reduce the
number of pressure injuries. Numerous prediction models have
been developed across clinical domains, but few have improved
patient outcomes, leading researchers to identify a variety of
required elements that may be necessary to implement prediction
models in practice [22-24]. For instance, Randall Moorman [23]
proposed properties, such as change of risk over time (eg,
dynamic risk), for predictive analytics in neonatal intensive care
units. Keim-Malpass and colleagues [24] found that potential
users want prediction tools to be integrated with the electronic
health record (EHR; eg, feasibility). We reviewed and agreed
upon 5 elements that applied to HAPI prediction (ie, it should
be feasible, broadly applicable, include dynamic risk and
actionable criteria, and be rigorously validated) and then applied
these elements to 22 recent models from 2020 to 2022 (Figure
1) [17,20,21]. We found no models fulfilled all the necessary
elements to impact patient care. To help bridge the gap from
model development to implementation, the objective of this
study was, therefore, to develop and validate a model that
fulfilled these elements and then compare its performance to
usual care (ie, the Braden scale).
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Figure 1. Comparison of current pressure injury prediction models according to elements of implementable models [25-45].

Methods

Study Population
We used retrospective data from the EHR at Vanderbilt
University Medical Center between January 1, 2018, and July
1, 2022. All hospital admissions were included if the length of
stay was longer than 24 hours and patient age was greater than
18 years on admission. HAPIs were identified using nurse
flowsheet documentation. Nurses use flowsheets to document
a variety of assessments, with our institution using a dedicated
section for pressure injuries. The presence or absence of a
pressure injury is assessed on admission and daily for each
patient in the hospital. If a pressure injury is identified, the nurse
documents whether it was present on admission and additional

characteristics of the pressure injury, including the stage and
location. We considered pressure injuries documented with a
“no” in the column “present on admission” as HAPIs. For
patients who had more than one HAPI, we used the first
documented. The cohort included 197,911 hospitalizations,
129,100 patients, and 5458 HAPIs.

Feature Selection and Cohort Development
We first identified relevant features associated with pressure
injuries from the literature. The list of relevant features was
supplemented and pruned by clinical domain experts and
informaticians at Vanderbilt University Medical Center. In total,
51 features were extracted as candidate features for predicting
HAPIs. Importantly, features were only extracted if they were

JMIR Med Inform 2024 | vol. 12 | e51842 | p.1137https://medinform.jmir.org/2024/1/e51842
(page number not for citation purposes)

Reese et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


available at the time of hospitalization and could be used to
update the risk prediction during the encounter (ie, no claims
data were used). Table 1 provides a summary of the extracted
features. Missing values were imputed with the cohort median
[46,47]. Multimedia Appendix 1 provides the full cohort
characteristics, including missing values and a full list of
measures. We split the full cohort temporally into model
development and validation cohorts based on the number of

events, with the development and validation cohorts including
80% and 20% of HAPIs, respectively. The development cohort
included 161,816 hospitalizations and 4362 HAPIs from January
1, 2018, to August 26, 2021, and the validation cohort included
36,095 hospitalizations and 1096 HAPIs from August 27, 2021,
to June 29, 2022 (Figure 2). Outcomes and features were
identified and extracted in the same manner for the development
and validation cohorts.

Table . Overview of extracted features.

FeatureSource

Age; gender; race; ethnicity; smoking statusPatient demographics and social history

Hospital admission through emergency department; intensive care unit
admission; length of stay

Administration

Hospital-acquired pressure injury (primary outcome); temperature; respi-
ratory rate; heart rate; BMI; oxygen saturation; blood pressure; Braden
scale (items and composite score); consciousness; gait transfer; Glasgow
Coma Scale; malnutrition score; spinal cord injury; dialysis during hospi-
talization; tracheostomy; gastric tube; central line; chest tube; ostomy;
drain; extracorporeal membrane oxygenation

Flowsheets

Hemoglobin; hemoglobin A1C; hematocrit; mean corpuscular hemoglobin
concentration; red cell distribution width; platelet count; chloride; blood
urea nitrogen; creatinine; lactate; albumin; glucose

Laboratory results
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Figure 2. Model development and validation cohorts.

Model Development
We developed 3 models for comparison using logistic
regression. The present model (Vanderbilt) used a broad set of
candidate features (Table 1). The second model used the sum
of the individual item measures from the Braden scale (ie,
continuous Braden) [14]. Finally, since the Braden scale is
typically operationalized using a single composite score (ie,
less than 18=high risk; greater than or equal to 18=low risk),
we included the dichotomous Braden for comparison as well.
Logistic regression is the most frequently used model in clinical
care [20,48]. The primary advantages of using logistic regression
are that feature importance is easily interpretable and that the
mathematical equation used to extract features and calculate a

risk prediction is readily available in most commercial EHRs.
Currently, the output from many machine learning models is
not operationalizable for patient care in the EHR. To account
for nonlinearity of the numeric features, we tested 3
knot-restricted cubic splines but found the discrimination failed
to improve by using the nonlinear model [49]. Since the purpose
was to develop a model that could be easily implemented in the
EHR and compare it to standard care, we focused on use of
logistic regression for the Vanderbilt and continuous Braden
models.

We first included all 51 candidate features in the present
(Vanderbilt) model to examine complexity versus accuracy as
measured by cross-validation AUC. Again, included features
were derived from the literature and refined by clinical domain
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experts and informaticians. We tested for multicollinearity by
examining the proportion of variance in each candidate feature
that could be explained by other candidate features and removed
hemoglobin. Included features had to be structured and readily
available for automated processing in the EHR without
additional input by the user. Using the conservative 15:1 rule,
we were able to include 290.8 degrees of freedom in the model.
To ensure the model was broadly applicable across settings and
patients, we used a least absolute shrinkage and selection
operator (LASSO) approach to identify important candidate
features. Candidate features were standardized (scaled and
centered) prior to running the LASSO regression. LASSO
introduces a penalty term to the standard regression model,
which forces some of the regression coefficients to shrink toward
zero, effectively performing feature selection [50]. Variables
with nonzero coefficients were included in the final model. The
model was designed to calculate a risk prediction on admission
and daily while the patient was in the hospital. Missing numeric
measures were to be imputed with the cohort median until
measures became available.

Model Evaluation
The final model was assessed in an external cohort that was
temporally separated from the model development cohort. We
evaluated the model using traditional and novel performance
measures, which included the AUC, Brier score, slope, intercept,
integrated calibration index, and calibration curve. AUC is a
performance measure for the discrimination of HAPI versus no
HAPI. It combines the true and false positive rates, with an
AUC of 0.5 indicating no meaningful discrimination. The Brier
score accounts for the predicted HAPI outcome as well as the
estimate and is calculated by the squared difference between
the prediction (0 to 1) and outcome (0=no HAPI and 1=HAPI)
[51]. For example, if a patient had a 90% probability of
developing a HAPI and did develop a HAPI during that

encounter, the Brier score would be 0.01. A Brier score of 0
indicates perfect accuracy and a score of 1 indicates perfect
inaccuracy. The integrated calibration index is a numeric
summary of model calibration across the predicted probabilities
[52]. It is the weighted average of the absolute difference
between the observed and predicted probabilities; therefore, a
lower integrated calibration index indicates better calibration.
A slope equal to 1 indicates agreement between the observed
response and the predicted probability, while a slope greater
than 1 indicates potential underfitting, and a slope lower than
1 indicates potential overfitting [52]. Similarly, an intercept of
zero is ideal. As with prior models, no adjustments were made
for multiple comparisons [47,53,54]. We used the TRIPOD
(Transparent Reporting of a Multivariable Prediction Model for
Individual Prognosis or Diagnosis) reporting guidelines
(Checklist 1) and performed all analyses in R (version 4.2.3; R
Foundation for Statistical Computing) with relevant extension
packages [55].

Ethical Considerations
This study was approved by the Vanderbilt University Medical
Center Institutional Review Board (220644), and data were
deidentified.

Results

Cohort Characteristics
The full cohort of patient encounters was split temporally, based
on the number of HAPIs, into model development and validation
cohorts. The characteristics for each cohort are provided in
Table 2. Among the model development cohort, those who
developed HAPIs were older and male. Table 3 provides the
model development cohort characteristics divided by whether
a HAPI occurred.
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Table . Characteristics for model development and validation cohorts. Measures were first taken during the hospital stay unless specified otherwise.
Race and ethnicity were not included as candidate features.

Validation cohort (n=36,095
encounters)

Development cohort
(n=161,816 encounters)

56 (37-69)56 (37-69)Age (years), median (IQR)

17,060 (47.3)84,727 (52.4)Female, n (%)

Race, n (%)

27,649 (76.6)125,322 (77.4)White

5659 (15.7)26,299 (16.3)African American

480 (1.3)2325 (1.4)Asian

66 (0.2)289 (0.2)American Indian or Alaska Native

25 (0.1)104 (0.1)Pacific Islander

231 (0.6)1185 (0.7)Multiple

2074 (5.7)7406 (4.6)Hispanic, n (%)

Physiological and clinical features

36.7 (36.5-36.9)36.7 (36.5-36.9)Temperature (°C), median (IQR)

18 (16-20)18 (16-19)Respiratory rate (breaths per minute), median (IQR)

87 (75-101)87 (74-100)Heart rate (beats per minute), median (IQR)

28.3 (24.2-33.5)28.2 (24.1-33.4)BMI (kg/m2), median (IQR)

98 (96-99)98 (96-99)Oxygen saturation (%), median (IQR)

130 (117-146)131 (117-147)Systolic blood pressure (mm Hg), median (IQR)

77 (67-87)77 (68-88)Diastolic blood pressure (mm Hg), median (IQR)

20,972 (58.1)91,363 (56.5)Emergency department admissions, n (%)

7831 (21.7)34,190 (21.1)Intensive care admissions, n (%)

4 (2-7)4 (2-6)Length of stay (days), median (IQR)

12,561 (34.8)56,750 (35.1)Smokers, n (%)

19,846 (55)86,582 (53.5)Edema, n (%)

1428 (4)5908 (3.7)Spinal cord injury, n (%)

74 (0.2)92 (0.1)Dialysis, n (%)

520 (1.4)2122 (1.3)Tracheostomy, n (%)

5 (0)35 (0)Gastric tube, n (%)

4803 (13.3)20,648 (12.8)Central line, n (%)

1278 (3.5)5186 (3.2)Chest tube, n (%)

459 (1.3)2059 (1.3)Ostomy, n (%)

4005 (11.1)17,800 (11)Drain, n (%)

71 (0.2)414 (0.3)ECMOa, n (%)

Laboratory results, median (IQR)

6.1 (5.6-7.5)6.1 (5.5-7.5)Hemoglobin A1C (%)

11.9 (10.2-13.5)12.0 (10.3-13.6)Hemoglobin (g/dL)

36.0 (32.0-40.0)36.0 (32.0-41.0)Hematocrit (%)

32.9 (31.9-33.9)33.0 (32.0-34.0)MCHCb (g/dL)

14.0 (13.0-15.6)13.9 (13.0-15.5)Red cell distribution width (%)

234 (179-298)228 (174-291)Platelet count (×109/L)

104 (101-107)105 (101-108)Chloride (mEq/L)
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Validation cohort (n=36,095
encounters)

Development cohort
(n=161,816 encounters)

1.2 (0.8-2.0)1.1 (0.8-1.9)Lactate (mmol/L)

3.5 (3.0-3.9)3.6 (3.1-4.0)Albumin (g/dL)

415 (275-609)412 (260-603)Urine blood urea nitrogen

0.9 (0.8-1.3)0.9 (0.9-1.3)Creatinine (mg/dL)

114 (96-145)114 (96-146)Glucose (mmol/L)

Nursing assessment features

20 (17-21)20 (18-22)Braden scale score, median (IQR)

5043 (14)21,357 (13.2)Level of consciousness=2, n (%)

2190 (6.1)10,673 (6.6)Gait transfer=20, n (%)

961 (2.7)4872 (3)Glasgow Coma Scale=3, n (%)

345 (1)1241 (0.8)Malnutrition score=5, n (%)

Outcomes, n (%)

2143 (5.9)9259 (5.7)Any pressure injury

1096 (3)4362 (2.7)Hospital-acquired pressure injury

aECMO: extracorporeal membrane oxygenation.
bMCHC: mean corpuscular hemoglobin concentration.
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Table . Model development cohort characteristics with and without hospital acquired pressure injury. Measures were the first taken during the hospital
stay unless specified otherwise. Race and ethnicity were not included as candidate features.

Hospital-acquired pressure injury
(n=4362 encounters)

No hospital-acquired pressure injury
(n=157,454 encounters)

64 (52-74)56 (37-68)Age (years), median (IQR)

1728 (39.6)82,999 (52.7)Female, n (%)

Race, n (%)

3536 (81.1)121,786 (77.3)White

645 (14.8)25,654 (16.3)African American

35 (0.8)2290 (1.5)Asian

4 (0.1)285 (0.2)American Indian or Alaska Native

2 (0)102 (0.1)Pacific Islander

31 (0.7)1154 (0.7)Multiple

100 (2.3)7306 (4.6)Hispanic, n (%)

Physiologic and clinical features

36.7 (36.4-37.0)36.7 (36.5-36.9)Temperature (°C), median (IQR)

18.0 (16.0-22.0)18.0 (16.0-19.0)Respiratory rate (breaths per
minute), median (IQR)

91.0 (77.0-106.0)87.0 (74.0-100.0)Heart rate (beats per minute), medi-
an (IQR)

26.8 (22.6-32.2)28.2 (24.1-33.5)BMI (kg/m2), median (IQR)

97.0 (95.0-99.0)98.0 (96.0-99.0)Oxygen saturation (%), median
(IQR)

124.0 (107.0-142.0)131.0 (117.0-147.0)Systolic blood pressure (mm Hg),
median (IQR)

72.0 (61.0-84.0)78.0 (68.0-88.0)Diastolic blood pressure (mm Hg),
median (IQR)

2811 (64.4)88,552 (56.2)Emergency department admissions,
n (%)

2395 (54.9)31,795 (20.2)Intensive care admissions, n (%)

15 (8-26)3 (2-6)Length of stay (days), median (IQR)

1472 (33.7)55,278 (35.1)Smokers, n (%)

3942 (90.4)82,640 (52.5)Edema, n (%)

510 (11.7)5398 (3.4)Spinal cord injury, n (%)

11 (0.3)81 (0.1)Dialysis, n (%)

631 (14.5)1491 (0.9)Tracheostomy, n (%)

11 (0.3)24 (0)Gastric tube, n (%)

2298 (52.7)18,350 (11.7)Central line, n (%)

588 (13.5)4598 (2.9)Chest tube, n (%)

178 (4.1)1881 (1.2)Ostomy, n (%)

912 (20.9)16,888 (10.7)Drain, n (%)

172 (3.9)242 (0.2)ECMOa, n (%)

Laboratory results, median (IQR)

6.0 (5.4-7.1)6.1 (5.5-7.5)Hemoglobin A1C (%)

12.0 (10.3-13.6)12.0 (10.3-13.6)Hemoglobin (g/dL)

34.0 (29.0-40.0)37.0 (32.0-41.0)Hematocrit (%)
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Hospital-acquired pressure injury
(n=4362 encounters)

No hospital-acquired pressure injury
(n=157,454 encounters)

32.6 (31.5-33.7)33.0 (32.0-34.0)MCHCb (g/dL)

14.9 (13.5-16.8)13.9 (13.0-15.5)Red cell distribution width (%)

215.0 (151.0-298.0)228.0 (175.0-291.0)Platelet count (×109/L)

104.0 (99.0-108.0)105.0 (101.0-108.0)Chloride (mEq/L)

1.4 (0.9-2.5)1.1 (0.8-1.3)Lactate (mmol/L)

3.1 (2.6-3.5)3.6 (3.1-4.0)Albumin (g/dL)

410.0 (244.0-605.5)412.0 (263.0-603.0)Urine blood urea nitrogen

1.2 (0.8-1.9)0.9 (0.8-1.3)Creatinine (mg/dL)

125.0 (101.0-168.0)114.0 (96.0-145.0)Glucose (mmol/L)

Nursing assessment features

15.0 (13.0-18.0)20.0 (18.0-22.0)Braden scale score, median (IQR)

645 (14.8)20,712 (13.2)Level of consciousness=2, n (%)

618 (14.2)10,055 (6.4)Gait transfer=20, n (%)

466 (10.7)4406 (2.8)Glasgow Coma Scale=3, n (%)

75 (1.7)1166 (0.7)Malnutrition score=5, n (%)

aECMO: extracorporeal membrane oxygenation.
bMCHC: mean corpuscular hemoglobin concentration.

Model Description
We determined 22 features were necessary to achieve a
parsimonious yet highly accurate model. Again, features were
selected using a LASSO approach. We fit the final model with
4362 HAPI encounters and 291 degrees of freedom, which
indicated the model was unlikely to overfit the data. Of the 40
features that exhibited association with developing a HAPI, the
top 5 features included tracheostomy (odds ratio [OR] 4.5, 95%
CI 4.0-5.1), peripheral edema (OR 2.9, 95% CI 2.6-3.2), central
line (OR 2.1, 95% CI 1.9-2.3), first albumin measure (OR 0.6,

95% CI 0.6-0.6), and age (OR 1.2, 95% CI 1.2-1.2) (Figure 3).
Although the directionality for each feature may vary, the
relative importance in Figure 3 was ranked on a single scale.
Additional significant features included whether the patient was
on sympathomimetic medications, had a spinal cord injury or
chest tube, and individual Braden score component measures.
The final Vanderbilt model with 22 features provided excellent
discriminatory ability with an AUC of 0.897 (95% CI
0.893-0.901). Multimedia Appendix 2 depicts the probability
density plot for the development and validation cohorts.
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Figure 3. Relative importance of features used in the final Vanderbilt model. Gray subfeatures represent item comparisons used to generate features.

P values for variable significance were derived using the Wald χ2 test. BUN: blood urea nitrogen; ECMO: extracorporeal membrane oxygenation; ICU:
intensive care unit; RDW: red cell distribution width.

Comparison With the Braden Scale
Using the model development cohort, the Vanderbilt model
achieved an AUC of 0.897 (95% CI 0.893-0.901), compared to

0.798 (95% CI 0.791-0.803) and 0.733 (95% CI 0.725-0.740)
for the continuous and dichotomous Braden, respectively (Figure
4).
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Figure 4. Area under the receiver operating characteristic curve comparing the Vanderbilt (gold), continuous Braden (blue), and dichotomous Braden
(gray) models.

Model Validation
The validation cohort consisted of 34,999 hospitalizations
without a HAPI and 1096 hospitalizations with at least one
HAPI. Model development and validation cohorts were
compared to confirm that each had similar characteristics.
Overall, characteristics were similar between the 2 cohorts
(Table 3). We applied the same model from the development
cohort to the validation cohort without adjusting coefficients,
which provided a concordance statistic of 0.893 (95% CI
0.885-0.899; Table 4). Model calibration was consistent between
the development and validation cohorts. The calibration curve
indicated the model most accurately predicted risk for patients
in the range of 0%-25% predicted risk (Figure 5); above this,

the model could overpredict a HAPI. Since the model was
intended to bring nurse attention and interventions to patients
who would otherwise be overlooked, we believe the
miscalibration at higher percentages was less clinically relevant.
There was no evidence of collinearity. We are confident that
this model performs well for most patients across the intensive
care and general hospital settings, as 98.2% of the cohort had
a predicted risk of less than 25%.

Since the model was designed to be used broadly in the general
adult hospital, we performed a post hoc analysis among
subpopulations for age (older than 65 years), gender, race,
ethnicity, intensive care unit admission, and Braden score
(greater than 18). The subpopulation analysis revealed only
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slight changes in discrimination performance (Multimedia
Appendix 3).

To operationalize the Vanderbilt model in the EHR (Epic), we
generated the equation below. The output from the equation is
a numeric probability from 0 to 1. Z is the sum of –4.1812002
and the product of the coefficient and measured value (eg, first
albumin) for each feature. In Multimedia Appendix 4, we
provide the coefficients for the equation. The model has been
deployed as a population management tool to generate risk

prediction data at Vanderbilt University Medical Center, but
the output is only available for the research team until a trial
period has been completed and governance has approved it for
patient care. Within a report for multiple patients, output from
the model is available as a column among other relevant factors
to prioritize pressure injury interventions. As part of the
implementation plan, we have created an application for
potential users to test the model [56].

Probability of hospital−acquired pressure injury=1(1+exp(−Z))

Table . Prediction model performance for hospital-acquired pressure injury.

SlopeInterceptIntegrated calibration
index

Brier scoreArea under the curve
(95% CI)

Model

0.977−0.0410.0060.0260.893 (0.885-0.899)Vanderbilt (logistic re-
gression)

1.0340.1780.0060.0280.799 (0.789-0.811)Continuous Braden
(logistic regression)

1.00.0Too few levels to com-
pute

0.0250.733 (0.725-0.740)Dichotomous Braden
(score<18)
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Figure 5. Calibration curves for model development (left) and validation (right). Logistic calibration (solid line) represents parameter-based calibration
(logistic regression model fit between predicted and observed values). Nonparametric calibration (dotted line) represents locally estimated scatterplot
smoothing trend between predicted and observed values.

Discussion

Principal Findings
We developed and validated a risk prediction model for HAPIs
that can be used in the general adult population. The model
achieved excellent discrimination and adequate calibration
(Table 4). Although several recent models have achieved similar
performance, our model may have the greatest likelihood of
reducing HAPIs because it was built with the foresight of
overcoming known barriers to implementation of risk-prediction
clinical decision support (Figure 1). According to the scoring
criteria in Figure 1, the present model would have achieved 8

of a possible 10, compared to the current highest score of 6. It
lost points for being limited to adults from a single institution
(broadly applicable) and partially specified intervention
(actionable criteria). Limiting development of the model to a
single institution could limit the generalizability due to
documentation patterns and data availability. Although we
specified how to deploy the model in the EHR, the intervention
components and implementation strategies were underspecified
for implementation and evaluation. The next step is to test the
effectiveness of the model in a pragmatic randomized clinical
trial in which the intervention will be fully specified [57].
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Although our model achieved similar performance and used the
same regression approach as the top 3 models in Figure 1
(Ladios-Martin et al [25], Levy et al [27], and Song et al [26]),
many of the most important features among the models varied.
Among the most important features in the Ladios-Martin et al
[25] model (eg, medical service, days of antidiabetic therapy,
ability to eat, number of red blood cell units transfused, and
hemoglobin range), only medical service was similar to our
model. Relatedly, 2 important features in the Levy et al [27]
model overlapped (friction and mobility). However, several
important features from the Song et al [26] model (albumin,
gait/transferring, activity, blood urea nitrogen, chloride, and
spinal cord injury) overlapped with our model. We anticipate
the similarity in features between our model and the Song et al
[26] model was due to use of the same EHR and the models
being developed at academic medical centers in the United
States.

Limited implementation of risk prediction models in the EHR
presents a critical challenge in health care today; the barrier is
now less about the performance of risk prediction models and
more the sociotechnical obstacles to uptake in patient care
[58-60]. Despite the growing availability and sophistication of
these models, their integration into routine clinical practice
remains inadequate. Of the 22 models identified, we were unable
to find one that decreased HAPIs. Even when prespecified
elements for an implementable model are fulfilled, concerted
efforts are needed from various stakeholders. Collaboration
between health care organizations, technology developers, and
regulatory bodies is essential to establish standards and
guidelines for incorporating risk prediction models into EHR
systems [61]. Enhancing data infrastructure, promoting data
standardization, and developing robust privacy and security
frameworks are crucial steps toward facilitating the
implementation of these models [62]. Additionally, targeted
education and training initiatives can help build trust and
confidence among health care providers, encouraging their
acceptance and use of risk prediction models in clinical practice,
along with actionable steps to take for patients at highest risk
[63,64]. Furthermore, there are significant socio-organizational
barriers that impede the implementation of risk prediction
models in EHRs. Resistance to change, lack of awareness or
understanding among health care providers, and concerns
regarding liability and accountability are common challenges
faced by health care institutions. Clinicians may be skeptical
of relying on risk prediction models, fearing that their judgment
and decision-making autonomy may be compromised. The
integration of risk prediction models also requires extensive
training and education for health care providers, which may be
resource-intensive and time-consuming [65,66]. Only when
these barriers are addressed in a pragmatic manner can
risk-prediction clinical decision support models improve patient
outcomes.

Pragmatic trials are crucial in testing the real-world effectiveness
and utility of interventions in health care settings [57,67,68].
These trials provide valuable insights into how interventions
perform when integrated into routine clinical practice,
considering factors such as patient outcomes, workflow
integration, and usability. Institutions are beginning to develop

the infrastructure and stakeholder engagement to support
pragmatic trials. At our institution, Semler and colleagues [69]
tested the effectiveness of balanced crystalloids and saline for
fluids in critically ill adults. This pragmatic trial was
cluster-randomized with 5 intensive care units. The authors
found that use of balanced crystalloids resulted in a lower rate
of death. A key aspect that makes pragmatic trials feasible is
the use of existing infrastructure and real-world practice, which
typically includes an inclusive patient population, minimal staff
training, flexible protocols, minimally disruptive interventions,
and outcomes captured as part of care. For pressure injuries
specifically, the intervention infrastructure and guidance already
exist as part of routine care; however, risk prediction will help
identify and prioritize the most at-risk patients for targeted
intervention. Preliminarily, we envision a clinician will use a
list of patients ranked highest to lowest risk for HAPI.

Strengths and Limitations
Pressure injury prediction models have shown promise in
identifying individuals at risk of developing pressure injuries.
However, there are several limitations with these models,
including ours, that should be considered. First, documentation
of pressure injuries varies by institution and can lead to
misclassification. We found that documentation of some
pressure injuries carried over from previous encounters. On
further testing, we found that missing measures (eg, albumin)
can lead to inaccurate prediction. Thus, we chose to use a
replicable imputation method with the median. Although our
prediction model was developed and validated using incident
HAPIs, documentation errors should be carefully considered.
To increase the generalizability of our model, we chose not to
include text from notes, despite evidence that use of clinical
notes may have predictive power. Although we had a relatively
large sample size that was sufficient to include all important
features, the patient cohort was from a single institution and
may not generalize to institutions in different geographical areas
or using different EHRs. Finally, we chose to use an
interpretable model that could be operationalized in current
EHRs; however, other models may provide slightly higher
performance. We anticipate certain EHR vendors will continue
to develop capabilities for implementing complex machine
learning models for more complicated prediction tasks. In
anticipation of this, we performed a preliminary analysis of
random forest, generalized additive model, and XGBoost. Of
these models, we found that XGBoost had higher discrimination
than ours in the model development cohort (AUC 0.960, 95%
CI 0.957-0.962 vs AUC 0.893, 95% CI 0.885-0.899). In the
model validation cohort, however, performance was not superior
to logistic regression (AUC 0.869, 95% CI 0.861-0.877 vs AUC
0.893, 95% CI 0.885-0.899). Future work is needed to fully
optimize the machine learning models and explore the tradeoff
between interpretability and performance.

Conclusion
Despite numerous models developed to predict pressure injuries,
studies demonstrating improved patient outcomes are missing.
This is because implementing risk prediction models for routine
patient care is complex and requires model developers,
clinicians, and researchers to address challenges early in the
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process. Therefore, we developed and validated an accurate
prediction model for HAPIs that fulfilled necessary elements
for implementation. The next step is to overcome
socio-organizational barriers to rigorously evaluate the model
through a pragmatic randomized clinical trial that includes

targeted intervention for patients at highest risk. Our approach
to developing an implementable risk prediction model, with
feasible plans to evaluate its effectiveness, is generalizable to
risk prediction and may be necessary to unlock the potential of
this technology and improve decision-making.
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Abstract

Background: Despite restrictive opioid management guidelines, opioid use disorder (OUD) remains a major public health
concern. Machine learning (ML) offers a promising avenue for identifying and alerting clinicians about OUD, thus supporting
better clinical decision-making regarding treatment.

Objective: This study aimed to assess the clinical validity of an ML application designed to identify and alert clinicians of
different levels of OUD risk by comparing it to a structured review of medical records by clinicians.

Methods: The ML application generated OUD risk alerts on outpatient data for 649,504 patients from 2 medical centers between
2010 and 2013. A random sample of 60 patients was selected from 3 OUD risk level categories (n=180). An OUD risk classification
scheme and standardized data extraction tool were developed to evaluate the validity of the alerts. Clinicians independently
conducted a systematic and structured review of medical records and reached a consensus on a patient’s OUD risk level, which
was then compared to the ML application’s risk assignments.

Results: A total of 78,587 patients without cancer with at least 1 opioid prescription were identified as follows: not high risk
(n=50,405, 64.1%), high risk (n=16,636, 21.2%), and suspected OUD or OUD (n=11,546, 14.7%). The sample of 180 patients
was representative of the total population in terms of age, sex, and race. The interrater reliability between the ML application and
clinicians had a weighted kappa coefficient of 0.62 (95% CI 0.53-0.71), indicating good agreement. Combining the high risk and
suspected OUD or OUD categories and using the review of medical records as a gold standard, the ML application had a corrected
sensitivity of 56.6% (95% CI 48.7%-64.5%) and a corrected specificity of 94.2% (95% CI 90.3%-98.1%). The positive and
negative predictive values were 93.3% (95% CI 88.2%-96.3%) and 60.0% (95% CI 50.4%-68.9%), respectively. Key themes for
disagreements between the ML application and clinician reviews were identified.

Conclusions: A systematic comparison was conducted between an ML application and clinicians for identifying OUD risk.
The ML application generated clinically valid and useful alerts about patients’ different OUD risk levels. ML applications hold
promise for identifying patients at differing levels of OUD risk and will likely complement traditional rule-based approaches to
generating alerts about opioid safety issues.

(JMIR Med Inform 2024;12:e53625)   doi:10.2196/53625
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Introduction

In the past few decades, the “opioid epidemic” has become a
public health crisis. According to a 2020 US survey, 2.7 million
people aged 12 years or older had an opioid use disorder (OUD),
and only 1 in 9 (11.2%) received medication-assisted therapy
[1]. OUD is a frequently underdiagnosed condition, and it is
estimated that for every patient with an OUD diagnosis, there
are at least 2 who remain undiagnosed [2]. In 2021, nearly
92,000 drug overdose deaths were reported in the United States
[3]. Furthermore, 54% and 46% of the US $1.02 trillion
aggregate annual societal costs in 2020 in the United States
were attributed to overdose deaths and OUD, respectively [4].

There is an immediate urgency to identify patients at high risk
of OUD and those with OUD. Clinicians have reported major
barriers to adequately assessing patients’ risk, including time
pressure, incomplete or restricted medical records, and a lack
of robust clinical decision support systems (CDSSs) [5,6]. The
current rule-based approaches, such as Medicare Part D’s
Overutilization Monitoring System or statewide Prescription
Drug Monitoring Programs, fail to incorporate clinical data and
are often underused [7]. Moreover, unless CDSSs use individual
patient-specific clinical data in generating alerts, many false
positive alerts may be presented to clinicians contributing to
alert fatigue [8].

Artificial intelligence and machine learning (ML) algorithms
have recently demonstrated their usefulness in CDSSs; however,
compared with conventional statistical methods, their black-box
nature and a lack of studies assessing the clinical validity of
these interventions have created uneasiness in the medical
community [9-12]. MedAware is a commercial software
application that uses various statistical and ML methods to
identify and prevent medication safety issues, including the risk
of OUD [13]. It uses an iterative development process and has
conducted pilot testing to optimize its OUD risk prediction
algorithm to increase its accuracy in patient risk identification.

The goals of this study were to assess the clinical validity of
the ML application by (1) determining the agreement between
the ML algorithm’s output and the outcomes of structured
clinicians’ review of medical records in classifying patients into
distinct categories of OUD risk, including not high risk, high
risk, or suspected OUD or OUD; (2) determining the potential
utility of using the ML application as an alerting tool by
evaluating its test characteristics against the gold standard; and
(3) identifying major factors contributing to discrepancies
between the ML application and clinician risk assignments to
provide a knowledge base for future system improvement.

Methods

Ethical Considerations
This study was approved by the Mass General Brigham
Institutional Review Boards (#2014P002167) that granted a
patient waiver of consent for this study. Patients did not receive
any compensation.

Evaluation of the ML Application
MedAware (Ra’anana, Israel) has developed an ML software
application to identify prescription errors and adverse drug
events [13]. This application identifies medication issues based
on ML methods including random forest algorithms—a widely
used ML method in medical applications [14]. Multiple studies
using ML models for disease prediction have achieved robust
performance [15,16].

Based on clinical data in the electronic health record (EHR),
the ML application’s algorithms generate patient-specific alerts
on medication orders that deviate from predominant prescribing
patterns in similar patient situations. Previously, it was found
that the ML application generates medication error alerts that
might otherwise be missed with existing applications with a
high degree of alert usefulness, and it has the potential to reduce
costs [17,18].

The ML application has been enhanced to generate alerts in real
time to identify patients at risk of OUD and overdose based on
clinical, psychosocial, and medication data. The input features
used in the model were age, gender, opioid and nonopioid
medication history (for each prescription: drug name, route of
administration, duration, and dosage), and diagnosis history
found in ICD-9 (International Classification of Diseases)
diagnoses codes and problem lists. The application can also
produce aggregate alert data about the risk of OUD or overdose,
which may be used for population health management.

The model outcome was defined by MedAware by combining
OUD diagnosis codes, medication use, and experts’ annotation.
The test cohort was independent from the training set to avoid
overfitting. Random data splitting was conducted to separate
training (50%) and test (50%) sets. MedAware used a
scikit-learn (1.2.0) implementation of the random forest
algorithm. It was used in a cross-fold manner and some of its
hyperparameters (mainly: n_estimators, max_depth,
class_weight) were tuned for optimization while leaving others
at their default values. Additional details of the ML algorithm
were not available to the research team because of intellectual
property protections and were not the focus of this study; our
study aimed to clinically validate OUD alerts generated by the
algorithm against clinician judgement.

Study Setting and Patient Population
The patient population of this study comprised patients who
had at least 1 outpatient encounter between January 1, 2012,

JMIR Med Inform 2024 | vol. 12 | e53625 | p.1156https://medinform.jmir.org/2024/1/e53625
(page number not for citation purposes)

Eguale et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


and December 31, 2013, and were prescribed at least 1 opioid
medication between January 1, 2010, and December 31, 2013,
in an outpatient setting at 2 large academic medical centers in
the United States. Patients diagnosed with cancer and those with
incomplete data were excluded. Once a patient had a
documented OUD diagnosis or started receiving opioid
rehabilitation drugs (eg, suboxone, naltrexone, methadone, and
bezitramide), any subsequent patient data were excluded from
the analysis as the patient’s status was known.

The evaluated application classified patients into 3 levels of
OUD risk: not high risk, high risk, and suspected OUD or OUD.
Alerts to clinicians are generated for only the high risk and
suspected OUD or OUD categories. The risk alerts are generated
when a clinician initiates an opioid medication prescription. A
short textual description is created by the application for each
alert generated to explain why the alert fired, for example, the
patient has a long opioid sequence, concurrent benzodiazepines
use. This explanation enables clinicians to understand the
general reasoning underlying the alert. To improve study
efficiency, the validation study comprised a random sample of
60 patients from each risk category for a total of 180 cases for
which a retrospective review was performed by clinicians [19].

Data Collection and Transfer
Clinical and encounter data on the patient population from 2010
to 2013 were extracted and sent to MedAware, including
demographics, diagnoses, problem lists, outpatient and inpatient
encounters, encounter clinicians, clinician specialties,
procedures, medications, allergies, vital signs, and selected
blood test outcomes. Patient and clinician names and medical
record numbers were removed from the data set, and a random
study ID was assigned to each patient and clinician before the
limited data set was sent through a secure transfer application
(password-protected and encrypted) for analysis.

Development of a Risk Classification Scheme and Pilot
Testing
Evaluation criteria for risk assignment by clinicians using the
clinical data were developed with an extensive review of
established guidelines, such as those of the Centers for Disease
Control and Prevention and DSM-5 (Diagnostic and Statistical
Manual of Mental Disorders, Fifth Edition), and risk factors
for OUD through an iterative process in consultation with
experts in the field of pain and opioid management [20-24].
The research clinicians and team reviewed the Centers for
Disease Control and Prevention’s and DSM-5 guidelines and
created draft criteria based on these guidelines to reflect 3 levels

of risk, and then these criteria were reviewed by 2 pain
management experts (a physician and a pharmacist). After
modifications, this risk classification scheme was piloted to
evaluate its effectiveness and compatibility with the ML
application. We conducted the pilot review of medical records
with 25 randomly selected medical records. One research
assistant (CD) extracted data from the medical records using a
standardized data collection tool as described below and 2
physician reviewers (FB and TE) individually reviewed the
data. The reviewers reached a consensus on their risk
determinations, and revisions were made to criteria, as needed,
to standardize assessments and support a more transparent,
generalizable validation process. MedAware sent a list of those
patients for whom a risk assessment was conducted to be used
for selecting the random sample for review of medical records.

Structured Clinicians’ Review of Medical Records
Using a Standardized Data Collection Tool
In total, 180 patients with a history of opioid use were randomly
selected from those patients classified by the ML application
into 3 risk categories (60 in each group), and structured reviews
of medical records were conducted to evaluate patients’ OUD
risk. Clinicians were blinded to the patients’ risk assignment
by the application. A data abstraction tool was developed to
organize relevant patients’ clinical data from an EHR and
facilitate the process for the review of medical records (Figure
1). This tool contains important demographic, patient, and family
medical history including psychiatric and psychosocial
information, patient complaints as documented in relevant
clinical notes, relevant laboratory findings and drug history with
graphical representation of opioid drug start and stop dates (ie,
medication timeline; Figure 2), clinical events relevant to pain
management such as surgeries or dates of major accidents,
admission and emergency room visits, and curated clinical notes
related to relevant clinical events. Collected data included both
structured and free-text data that were extracted by research
staff and organized into the abstraction tool. Data collection
was focused on relevant information during the 2010-2013 time
period; however, as the complete medical record was available
for review, relevant information available prior to 2010 may
have been considered. After training, 5 research assistants (CD,
AA, SG, AR, and MM) individually extracted clinical data.
Information from medical records was reviewed by extractors
and clinicians up to the ML application’s first alert date (index
date). For patients determined to be not high risk by the ML
application, a random date was assigned up to which medical
record data were extracted and reviewed.
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Figure 1. Tool used to extract data from patients’ medical records. Template used to organize patient information extracted during the review of
electronic health records (EHRs). A patient’s demographics and relevant past medical, psychosocial, family, and medication histories were captured.
Provider notes and encounters relevant to opioid use and pain management were described and recorded by date. Any patient’s laboratory findings
relevant to opioid use or other medications of interest were also recorded. Clinician reviewers recorded their risk categorization and rationalization after
reviewing the information captured on the data extraction tool and reviewing the EHR, as needed. OUD: opioid use disorder; PRN: pro re nata; SUD:
substance use disorder.
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Figure 2. Example medication timeline from the tool used to extract data from the review of medical records. This timeline was created after medication
history was recorded and morphine milligram equivalent (MME) conversion for opioid medications was included. Relevant encounters were recorded
by date to provide context for the medication timeline (eg, surgery). Medications of interest included opioids, benzodiazepines, antidepressants,
anticonvulsants, and other nonopioid medications contributing to risk. BID: twice a day; Q6H: every 6 hours; Q8H: every 8 hours; QD: every day, daily;
SR: sustained release.

Four clinician reviewers (FB, TE, DM, and YE) individually
examined data extracted by the research assistants and reviewed
the EHRs directly, as needed, to holistically understand the
clinical context of opiate prescription for the patients. The
reviewers comprised 2 general internal medicine physicians, a
hospitalist with extensive daily opioid prescribing experience,
one with a PhD focusing on pharmacoepidemiology and drug
safety, a recent medical student, and a pharmacist. All medical
records were reviewed by 2 independent clinicians. After the
primary review of medical records, a second reviewer blinded
to the risk assignment of the first reviewer determined the risk

level for OUD. The 2 clinicians discussed the case to reach
consensus when their risk assignments differed. This consensus
determination was then compared to the ML application’s alert.
Statistical analyses were conducted to evaluate the level of
agreement between the clinician reviewers and the ML
application’s risk classifications.

Evaluation of Reasons for Disagreement Between Risk
Assignments
To evaluate and identify the main reasons for disagreement
between the clinician reviewers and the ML application’s risk
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classifications, a qualitative analysis was also conducted. For
cases where there was disagreement, additional information
contributing to the system risk assessment was requested from
MedAware. Using a thematic analysis approach, 3 members of
the research team (AR, LAV, and MM) independently conducted
a qualitative analysis of the alert information. They reviewed
the ML application’s reasoning for assigning a particular risk
category, information from the data extraction sheet, and
information from the clinician reviewer’s final risk assignment
consensus. Then, this information was systematically coded to
identify, categorize, and sort key concepts for the disagreements.
Codes were then grouped into emergent themes and relationships
after iterative review and discussion. In cases where there was
disagreement, all 3 researchers reviewed and discussed the case
together to reach consensus.

Statistical Analysis
We used descriptive statistics to summarize demographic
characteristics of the study population, patients in each of the
3 risk categories identified by the ML application, and the 180
patients sampled for the validation study. We assessed the
validity of the application by comparing them to the structured
clinicians’ review of medical records. The agreements between
the 2 methods were evaluated with the following parameters:

1. Overall percent agreements were calculated, including
percent agreements for the 3 risk categories. Disagreements
were reported for the overall validated sample and the 3
opioid risk categories.

2. Weighted kappa and 95% CIs were reported because of the
ordered nature of the risk categories to measure the
agreement between the 2 methods.

3. Naïve sensitivity and naïve specificity were calculated along
with positive and negative predictive values for the ML
application using the structured clinicians’ review of
medical records as a gold standard and combining the 2
opioid risk categories, namely high risk and suspected OUD
or OUD.

4. Corrected sensitivity and corrected specificity were
calculated to account for verification bias, that is,
overestimation of sensitivity and underestimation of
specificity [19,25,26]. Verification bias occurs when disease
status (eg, the presence or absence of OUD) is not
ascertained in all participants by the gold-standard method

(review of medical records) and proportionately more high
risk and suspected OUD or OUD patients identified by the
test methodology (eg, the ML algorithm) were selected for
verification. This verification-biased sampling increases
sensitivity and decreases specificity, and these parameters
are mathematically corrected to adjust for the biased
sampling method.

5. Descriptive statistics were calculated for evaluating risk
assignments to determine the most frequently occurring
themes for disagreement between the 2 methods.

Results

Patient Risk Categories and Demographics
Of the 649,504 eligible patients with at least 1 prescription in
the source data, 78,587 (12.1%) were classified by the ML
application into the 3 risk categories after excluding patients
with no opioid prescription, patients without sufficient data to
evaluate opioid risk, or patients with a diagnosis of cancer
(Figure 3). Patients were excluded due to insufficient data if
they did not have 1 day before and 1 year of data after their first
opioid prescription, or if they were identified as having OUD
(based on a diagnosis or rehabilitation drug) and did not have
a first opioid prescription before identification of OUD. Patients
with opioids prescribed within 2 years of a cancer diagnosis
based on ICD-9 (International Classification of Diseases, Ninth
Revision) codes were excluded. Accordingly, 50,405 (64.1%)
patients were classified by the ML application as being in the
not high risk category, 16,636 (21.2%) as being in the high risk
category, and 11,546 (14.7%) as being in the suspected OUD
or OUD category. We excluded patients who do not have 1 day
before and 1 year of data after the first opioid Rx or, if identified
as having OUD (based on diagnosis or rehabilitation drug) and
do not have a first opioid Rx before identification.

Table 1 details the distribution of eligible patients by
demographic characteristics across the different ML application
risk assignment categories and sampled patients. Female sex
and age 30-64 years were overrepresented in the groups with
opioid prescriptions and validation samples for medical records
review compared to the eligible patient pool. The sample
randomly selected for validation with the structured review of
medical records was representative of the patients on opioid
treatment with regard to age, sex, and race.

JMIR Med Inform 2024 | vol. 12 | e53625 | p.1160https://medinform.jmir.org/2024/1/e53625
(page number not for citation purposes)

Eguale et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Patient flow diagram with the final verification sample. Patients were excluded from the overall population if they did not have any opioid
prescriptions since 2010, were diagnosed with cancer, or had insufficient data to predict opioid risk. The remaining patients were evaluated for opioid
risk and stratified by risk classification category. A total of 60 patients were randomly sampled from each risk classification category to be used for the
review of medical records and clinician evaluation.
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Table . Demographic characteristics of the study populations, including the overall patient population, patients who met the criteria for opioid risk
evaluation, patients stratified by the machine learning (ML) application’s risk categories “not high risk,” “high risk,” or “suspected OUD or OUD,” and
for the validation sample for total review of medical records.

Sampled patients
(n=180), n (%)

Suspected OUD
or OUD
(n=11,546), n
(%)

High risk
(n=16,636), n
(%)

Not high risk
(n=50,405), n
(%)

Patients meeting
criteria for opi-
oid risk evalua-
tion (n=78,587),
n (%)

Patients with at
least 1 prescrip-
tion
(n=649,504), n
(%)

Patient characteristics

Sex

116 (64.4)7020 (60.8)11,860 (71.3)31,184 (61.9)50,064 (63.7)385,959 (59.4)Female

64 (35.6)4525 (39.2)4775 (28.7)19,221 (38.1)28,521 (36.3)263,535 (40.6)Male

0 (0.0)1 (0.0)1 (0.0)0 (0.0)2 (0.0)10 (0.0)Unknown

Age (years)

4 (2.2)25 (0.2)77 (0.5)635 (1.3)737 (0.9)76,024 (11.7)0‐17

22 (12.2)869 (7.5)1645 (9.9)5953 (11.8)8467 (10.8)83,216 (12.8)18‐29

64 (35.6)4055 (35.1)5834 (35.1)17,777 (35.3)27,666 (35.2)180,603 (27.8)30‐49

51 (28.3)4323 (37.4)5564 (33.4)14,442 (28.7)24,329 (31.0)164,188 (25.3)50‐64

39 (21.7)2274 (19.7)3516 (21.1)11,598 (23.0)17,388 (22.1)145,473 (22.4)≥65

Race a

0 (0)13 (0.1)16 (0.1)60 (0.1)89 (0.1)719 (0.1)American Indian
or Native
Alaskan

3 (1.7)151 (1.3)297 (1.8)1763 (3.5)2211 (2.8)28,328 (4.4)Asian

11 (6.1)825 (7.1)1245 (7.5)4119 (8.2)6189 (7.9)41,794 (6.4)Black or African
American

0 (0)1 (0.0)5 (0.0)20 (0.0)26 (0.0)286 (0.0)Native Hawaiian
or Pacific Is-
lander

135 (75.0)9272 (80.3)12,373 (74.4)36,972 (73.3)58,617 (74.6)475,939 (73.3)White

31 (17.2)1284 (11.1)2700 (16.2)7471 (14.8)11,455 (14.6)102,438 (15.8)Other (unknown,
declined, or bi-
or multiracial)

Ethnicity a

17 (9.4)175 (1.5)420 (2.5)1279 (2.5)1874 (2.4)43,119 (6.6)Hispanic or Lati-
no

163 (90.6)11,371 (98.5)16,216 (97.5)49,126 (97.5)76,713 (97.6)606,385 (93.4)Otherb

aRace and ethnicity data are based on coded fields in the electronic health record.
bOther refers to non-Hispanic or non-Latino, declined to respond, and unknown.

Percent Agreement and Kappa Statistics
Prior to conducting final consensus assessments, the independent
clinician reviewers’ assessment of the levels of risk matched
exactly for 70% (126/180) of the patients. When comparing
assessments of the not high risk group and those of the high
risk and suspected OUD or OUD groups, the clinician reviewer
assessments matched 88% of the time.

The overall percent agreement between the ML application and
clinician reviewers in stratifying patients into 3 risk categories
was 70% (126/180 patients; Table 2). Of the 30% disagreements,
22.8% (n=41) and 7.2% (n=13) indicated underestimation and

overestimation of risk by the ML application, respectively,
compared to the clinicians’structured review of medical records.
Among different risk categories, percent agreement was the
highest (90%) for the suspected OUD or OUD category than
for the not high risk and high risk categories (60% each). Of
the patients classified to the suspected OUD or OUD category
by the ML application, 8.3% and 1.7% of them were classified
to the high risk and not high risk categories, respectively, by
the clinicians’ review of medical records. Of the patients
classified to the not high risk category by the ML application,
clinician reviews classified 40% of patients to the 2 higher risk
categories: 30% of patients to the high risk category and 10%
of patients to the suspected OUD or OUD category.
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Table . Distribution in opioid risk assignment between the machine learning (ML) application and clinicians’ structured review of medical records of
180 randomly sampled patients (percent agreement 70%, 95% CI 63.3%-76.7%; weighted kappa coefficient 0.62, 95% CI 0.52-0.71).

Clinician reviewer risk assignment, nML system risk assignment

TotalSuspected OUD/OUDHigh riskNot high risk

6061836Not high risk

6017367High risk

605451Suspected OUDa or OUD

aOUD: opioid use disorder.

The interrater reliability, as expressed using the weighted kappa
coefficient for the 2 methods, was 0.62 (95% CI 0.53-0.71),
indicating good or substantial agreement [27].

Corrected Sensitivity, Corrected Specificity, and
Positive and Negative Predictive Values
Table 3 presents a revised version of Table 2, where the 2
higher-level opioid risk categories (high risk and suspected
OUD or OUD) were combined to investigate the potential utility
of the ML application in generating signals or alerts to
prescribing clinicians, that is, how complete and accurate the

ML application is in identifying patients who are at the risk of
developing or who may already have OUD. The naïve sensitivity
of the ML application was 82.4% (95% CI 75.9%-88.9%), and
its naïve specificity was 81.8% (95% CI 70.2%-93.4%). After
accounting for verification-biased sampling, the corrected
sensitivity of the ML application was 56.6% (95% CI
48.7%-64.5%) and its corrected specificity was 94.2% (95% CI
90.3%-98.1%). The positive and negative predictive values of
the ML application were 93.3% (95% CI 88.2%-96.3%) and
60.0% (95% CI 50.4%-68.9%), respectively.

Table . Distribution in opioid use disorder (OUD) risk assignment between the machine learning (ML) application and clinicians’ structured review
of medical records when the 2 higher-risk categories were combined to investigate the utility of an OUD risk alert at the time of prescribing.

Clinician reviewer risk assignment, nML system risk assignment

TotalNot high riskHigh risk and suspected OUD or
OUD

1208112High risk and suspected OUD or
OUD

603624Not high risk

18044136Total

Key Reasons for Disagreements in OUD Risk
Categories Between the ML Application and Clinician
Reviewers
Table 4 contains the 6 themes that emerged as reasons for
disagreements between the ML application and the clinicians’
structured review of medical records after conducting a
qualitative analysis. Disagreement between the 2 methods was

noted for 54 patients, among whom the ML application
underestimated the OUD risk in 41 patients and overestimated
it in 13 patients. Two or more themes were identified as reasons
for most of the disagreements (74.9%). Of the 6 themes, the
theme “differences in risk assessment of medication
information,” accounted for most of the disagreements (72%),
followed by the theme “information in clinical notes not
available to the ML application” (55.6%).
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Table . Key reasons for disagreements in opioid use disorder (OUD) risk assignments between the machine learning (ML) application and clinician
reviewers. The reasons for discrepancies were categorized into 6 major themes. More than 1 reason might be identified for a given patient. Results are
displayed by whether the assigned risk category was underestimated or overestimated by the ML application in comparison with the clinician reviewers.

Patients with at least 1 reason coded in a given theme category, n (%)Description of the themesThemes of reasons for dis-
agreements in OUD risk as-
signment

Total discrepant cases
(n=54)

Cases overestimated by

MedAwareb (n=13)

Cases underestimated by

MedAwarea (n=41)

39 (72.2)9 (69.2)30 (73.2)Medication information
available to both the clini-

I. Differences in risk assess-
ment of medication informa-
tion cian reviewers and the

MedAware system contribut-
ed to differing risk assess-
ments (eg, medication dura-
tion, dose, indication, and
gaps in medication time-
lines).

30 (55.6)3 (23.1)27 (65.9)Information in patients’
clinical notes was available

II. Information in clinical
notes not available to
MedAware system to the clinician reviewers but

not to the MedAware system
(eg, psychosocial informa-
tion, experience with opioids
and other medications, pa-
tient participation in pain
management and substance
abuse services, and medica-
tion information not on the
medication list).

19 (35.2)2 (15.4)17 (41.5)Psychosocial or psychiatric
information available to

III. Differences in risk as-
sessment of psychosocial is-
sues both the clinician reviewers

and the MedAware system
contributed to differing risk
assessments (eg, patient his-
tory of substance abuse,
family members with a histo-
ry of psychosocial or psychi-
atric issues, and the presence
of patients’ individual psy-
chiatric conditions contribut-
ed to differing risk assess-
ments).

12 (22.2)2 (15.4)10 (24.4)Information on nonopioid
medications available to

IV. Differences in risk as-
sessment of nonopioid med-
ications both research reviewers and

the MedAware system,
which reflects an increased
complexity of the patient’s
medical situation (eg, pain
level) or a higher risk when
combined with opioids,
contributed to differences in
risk assessments (eg, zolpi-
dem and gabapentinoids).

10 (18.5)5 (38.5)5 (12.2)Bugs in the MedAware sys-
tem included inaccurate

V. Bugs identified in the
MedAware system

mapping of data elements
(eg, dosage units and incor-
rect medication), missing
medication in drug class,
and incorrectly constructed
alert messages.
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Patients with at least 1 reason coded in a given theme category, n (%)Description of the themesThemes of reasons for dis-
agreements in OUD risk as-
signment

Total discrepant cases
(n=54)

Cases overestimated by

MedAwareb (n=13)

Cases underestimated by

MedAwarea (n=41)

6 (11.1)0 (0.0)6 (14.6)Clinical information that
may indicate the risk of
OUD not considered by the
clinician reviewers or the
MedAware system, but not
both, such as hepatitis C di-
agnosis, urine toxicity tests,
and MedAware system ac-

cess to ICD-9c diagnostic
information that clinician
reviewers did not see.

VI. Presence of other clini-
cal information not consid-
ered by the MedAware sys-
tem or the clinician review-
ers

aThe ML application’s risk assignment was lower in severity compared to the clinician reviewers’ risk assignment.
bThe ML application’s risk assignment was higher in severity compared to the clinician reviewers’ risk assignment.
cICD-9: International Classification of Diseases, Ninth Revision.

Discussion

Principal Results
ML algorithms can leverage large-scale EHR and medical claims
data and potentially identify patients at risk of OUD [28-32].
However, very few studies have assessed the clinical validity
and potential utility of ML algorithms designed to differentiate
among levels of patients’ OUD risk. In this study, we examined
the agreement between an ML application and clinicians’
structured review of medical records in classifying patients on
opioid drug treatment into 3 distinct categories of OUD risk (ie,
not high risk, high risk, or suspected OUD or OUD). We also
assessed the application’s utility in identifying clinically valid
alerts and identified and quantified reasons that could lead to
disagreements between clinicians’ judgment and outputs of ML
applications. The ML application was validated in an outpatient
database, and it appeared to have value.

There was substantial agreement between the application and
the clinician reviewers’ structured review of medical records.
The agreement between the 2 methods was the highest for the
suspected OUD or OUD category. The ML application correctly
identified this most vulnerable group of patients to increase
clinician awareness and responsiveness to improve patient
management, including modifications to their medication
regimen or referral to a specialized treatment service to mitigate
the complications of opioid use. Moreover, if the ML application
is used to generate alerts on patients at high risk of OUD or
those who already have OUD, it will identify approximately
60% of these patients with a 93.3% precision (positive predictive
value). Thus, the results of this study show that this ML
application was able to generate clinically valid and useful alerts
to screen for patients at risk of OUD. It is important to recognize
that alerting clinicians regarding patients at risk of OUD should
be coupled with clinician education on appropriate treatment
guidelines and practices to avoid undertreatment of pain and
patient stigma [33,34].

Comparison With Prior Work
Previous studies have shown that artificial intelligence tools
using ML algorithms can improve treatment, enhance quality
of care and patient safety, reduce burden on providers, and
generally increase the efficiency with which resources are used,
resulting in potential cost savings or health gains [7,32,35-38].
In addition, our findings align with those of previous studies
that highlight the potential of ML applications to predict
individual patients’ risk of specific medical conditions and
associated complications to offer specialized care programs to
high-risk patients [39,40]. Our study also confirms and extends
the findings of a few studies that examined other ML
applications and highlighted the potential to identify patients
at risk for substance misuse and abuse, including OUD and
opioid overdose [31,38,41]. Nevertheless, these comparable
ML applications were plagued with very low positive predictive
values due, in part, to low OUD prevalence as a result of
suboptimal definitions of OUD by relying solely on ICD
(International Classification of Diseases) codes [42]. A few
previous studies identified additional limitations and challenges
related to comparable ML applications. For example, Afshar et
al [43] described the use of an algorithm to identify patients at
risk for any substance misuse at the time of admission, based
on clinical notes from the first 24 hours after hospital admission.
In this study, we found that the positive predictive value of this
tool was 61%-72%, which was lower than that of the ML
application. The tool that Afshar et al [43] studied does not
identify patients outside of the hospital setting and depends on
physicians’ notes. As a result, this tool is not suited for more
general screening using structured clinical EHR data and
medical claims data. Another recent study by Lo-Ciganic et al
[41] described an algorithm to predict the occurrence of
overdose episodes, but does not identify patients who are most
at risk of OUD in the future.

We believe that the substantial agreement, high specificity, and
high positive predictive value of the ML application was
achieved because we pilot-tested the ML models in comparison
with clinician assessments and then used an iterative process
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with continuous calibration of model parameters to optimize
the accurate identification of OUD risk categories. In addition,
we used a composite definition of OUD not restricted to ICD
codes resulting in a higher prevalence of OUD identified in the
patient population. The ML application classified 1 in 7 and
about one-fifth of the eligible population with prescribed opioids
in the suspected OUD or OUD and high risk categories,
respectively, compared to other studies that reported a
prevalence of OUD in the range of 1%-5% [44,45]. Furthermore,
the full accessibility of the EHR at the time of case evaluation,
coupled with standardized data extraction and a medication
timeline visualization tool, allowed seamless analysis of cases
contributing to the high accuracy rates.

Our study also identified the main reasons for disagreements
between the clinician reviewers and the ML application’s risk
assignments. These reasons included information available in
the clinical notes not being accessible to the ML application
(eg, psychosocial issues and patients’participation in substance
abuse services), and different interpretation of available
information such as differences in the impact of antidepressant
treatments. Clinicians considered stable and sufficiently treated
depression as not being a risk factor for OUD [46]. In analyzing
the reasons for discrepancies, we observed factors related to
model training processes, data quality, and outcome definitions.
The knowledge gained through our analytic process could be
useful to further optimize their ML algorithm development
pipeline. As of today, it is critical to standardize the ML
development process and make it more understandable to
clinical end users. However, to our knowledge, few efforts have
been made to systematically analyze each component of the
model development process from the clinician’s point of view
and further evaluate its impact on the model’s clinical
implementation. We believe that our work can facilitate a better
bridging of the gap between ML model builders and clinicians.

Limitations
Our study has some limitations. We used retrospective data to
evaluate an algorithm primarily designed to be used in real time.

Although many of the findings from our retrospective analysis
should be applicable to real-time alerting, it is difficult to predict
whether some alerts would perform differently or how clinicians
would respond to real-time alerts. Second, although our clinician
reviewers were carefully trained and a coding manual was
developed with clear operational definitions, each risk
assessment required a degree of judgment on the part of the
reviewers; human factors could impact the final risk assignment.
Finally, our study was limited to outpatients at 2 large academic
medical centers in the United States, which limits the
generalizability of our results. Additional biases may have been
introduced into the ML application in ways that the research
team were not able to assess [7,47]. Although the total
population of patients receiving outpatient care within an
academic medical center was included, there may have been
biases in patients who were able to access care, those receiving
opioid prescriptions, and in the clinical documentation of
concerns regarding opioid use and substance abuse. Validation
across different sites and populations (eg, veterans’ facilities)
may reveal site-specific differences and may require unique
models or warrant the identification and capture of new
descriptive features.

Conclusions
We tested an ML application that assessed OUD risk in an
extensive outpatient EHR database and found that it appeared
to classify patients into differing levels of OUD risk, and that
there was substantial agreement with clinicians’ review of
medical records. We identified key themes for disagreements
between the commercial application and clinician review, which
can be used to further enhance ML applications. ML algorithms
applied to available EHR clinical data hold promise for
identifying patients at differing levels of OUD risk and
supporting better clinical decision-making regarding treatment.
Such tools will likely complement traditional, rule-based
approaches to provide alerts about potential opioid prescribing
safety issues.
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Abstract

Background: Timely and comprehensive collection of a patient’s medication history in the emergency department (ED) is
crucial for optimizing health care delivery. The implementation of a medication history sharing program, titled “Patient’s In-home
Medications at a Glance,” in a tertiary teaching hospital aimed to efficiently collect and display nationwide medication histories
for patients’ initial hospital visits.

Objective: As an evaluation was necessary to provide a balanced picture of the program, we aimed to evaluate both care process
outcomes and humanistic outcomes encompassing end-user experience of physicians and pharmacists.

Methods: We conducted a cohort study and a cross-sectional study to evaluate both outcomes. To evaluate the care process,
we measured the time from the first ED assessment to urgent percutaneous coronary intervention (PCI) initiation from electronic
health records. To assess end-user experience, we developed a 22-item questionnaire using a 5-point Likert scale, including 5
domains: information quality, system quality, service quality, user satisfaction, and intention to reuse. This questionnaire was
validated and distributed to physicians and pharmacists. The Mann-Whiteny U test was used to analyze the PCI initiation time,
and structural equation modeling was used to assess factors affecting end-user experience.

Results: The time from the first ED assessment to urgent PCI initiation at the ED was significantly decreased using the patient
medication history program (mean rank 42.14 min vs 28.72 min; Mann-Whitney U=346; P=.03). A total of 112 physicians and
pharmacists participated in the survey. Among the 5 domains, “intention to reuse” received the highest score (mean 4.77, SD
0.37), followed by “user satisfaction” (mean 4.56, SD 0.49), while “service quality” received the lowest score (mean 3.87, SD
0.79). “User satisfaction” was significantly associated with “information quality” and “intention to reuse.”

Conclusions: Timely and complete retrieval using a medication history-sharing program led to an improved care process by
expediting critical decision-making in the ED, thereby contributing to value-based health care delivery in a real-world setting.
The experiences of end users, including physicians and pharmacists, indicated satisfaction with the program regarding information
quality and their intention to reuse.

(JMIR Med Inform 2024;12:e53079)   doi:10.2196/53079

KEYWORDS

health information system; HIS; medication history; history; histories; patients’own medication; satisfaction; DeLone and McLean
Model of information systems success; value-based health care; emergency department; information system; information systems;
emergency; urgent; drug; drugs; pharmacy; pharmacies; pharmacology; pharmacotherapy; pharmaceutic; pharmaceutics;
pharmaceuticals; pharmaceutical; medication; medications; sharing; user experience; survey; surveys; intention; intent; experience;
experiences; attitude; attitudes; opinion; perception; perceptions; perspective; perspectives; acceptance; adoption

Introduction

Health information systems (HISs) play a vital role in the
delivery of health care services, as they provide access to the
patient’s medical records, help track treatment progress, and

support health care providers in making care decisions [1-3].
Although the development of HISs has revolutionized the
provision of patient care and handling of patients’ health
information, in the transitional period toward the era of the
fourth industrial revolution, studies that evaluate humanistic
outcomes as well as clinical or economic outcomes caused by
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HIS, are needed [4]. As leaders in health care settings have
made various investments, such as time, money, and manpower,
in managing HIS [5], the multifaceted evaluation of whether
end users can use the HIS skillfully and achieve satisfaction in
functionality and usability would be increasingly important in
the future [4,6].

Health care organizations can ensure effective HIS use and
improve the quality of patient care by conducting evaluations
of HISs. These evaluations could allow health care organizations
to proactively address issues related to system performance,
integration, and data accuracy. However, evaluating the diversity
and complexity of HISs in real-world clinical settings is a
significant challenge [5,7]. Hospitals use different HISs
depending on their work process, and the program related to
direct patient care, including documentation and retrieval of
medical records, or clinical decision support systems varies
[8-10]. In addition, health care environments are constantly
evolving with the emergence of innovative technologies [11].
Newly developed information systems or programs tend to be
integrated into homegrown HISs after establishing a fully
electronic medical record system. Thus, although HIS
evaluations reporting economic, clinical, and humanistic
outcomes could provide a balanced picture of the comprehensive
impact of the health care interventions implemented,
comprehensive evaluations of HISs are rarely conducted [12].

Acquisition of patients’ complete medication use history could
greatly enhance medication management and support physicians
in making informed decisions. Accurate and efficient
compilation of information can be more important when
time-sensitive clinical decisions and subsequent interventions
are made [13], especially in the emergency department (ED).
However, previous studies have demonstrated that accurate and
timely collection of patients’medication histories is challenging
especially in the ED for various reasons, including patients with
altered mental status due to confusion or intoxication, patients
taking multiple outpatient prescriptions, and first-time patients
to the hospital [14-16]. Since the treatment plan would change
depending on the medication history, the prompt and complete
evaluation of the medication history is vital. The process of

collecting medication history was also described as a
labor-intensive process, often requiring manual retrieval of
information from outside the hospital [17,18]. Thus, a
medication history sharing program called “Patient’s In-home
Medications at a Glance” was developed and successfully
launched within a homegrown HIS known as BESTCare in
Seoul National University Bundang Hospital (SNUBH) on
January 11, 2021. The program enabled health professionals to
access the patients’ nationwide medication history swiftly and
accurately from the Healthcare Insurance Review and
Assessment Service database in South Korea with added features
about the patient instructions and the identification guide for
each medication. The rate of identification of patients’
medication history within 24 hours was significantly improved
at the ED after the implementation of the program [19].
However, comprehensive evaluations of querying patient
medication history were necessary to provide a balanced picture
of the medication history program, as an HIS intervention could
have had an impact not only on the care process but also on
humanistic outcomes, such as end-user experience about its
functionality and usability, which may evolve over time.

Therefore, this study aimed to evaluate the impact of an HIS
intervention on health care delivery, namely medication history
retrieval, using the “Patient’s In-home Medications at a Glance”
program. Specifically, we evaluated the care process outcome,
that is, the time from the first ED assessment to urgent
percutaneous coronary intervention (PCI) initiation, and the
humanistic outcome, that is, the end-user experience among
physicians and pharmacists.

Methods

Study Design
We conducted a cohort study and a cross-sectional study to
evaluate both outcomes. We evaluated the impact of medication
history retrieval using the “Patient’s In-home Medications at a
Glance” program on two aspects: (1) the care process outcome
and (2) the end-user experience among physicians and
pharmacists. Figure 1 shows the ED process and medication
history check to describe the 2 outcomes of this study.
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Figure 1. Emergency department (ED) process and medication history check depicting two outcomes: (1) time from the first ED assessment to urgent
percutaneous coronary intervention (PCI) initiation as the care process outcome and (2) the end-user experience among physicians and pharmacists
using the program as a humanistic outcome. Delayed medication history checks could increase the time of PCI initiation at the ED, especially in urgent
clinical situations. The “Patient’s In-home Medications at a Glance” program linking to the nationwide personal medication records provides more rapid
and complete collections of medication history compared to manual retrievals that often require interviews with patients or caregivers at the ED (icons
are made by Freepik).

First, we analyzed the care process to determine whether
physicians’ use of the program could expedite the time from
the first ED assessment to urgent PCI initiation. Second, to
assess end-user experience, we developed a questionnaire
consisting of 22 survey items that were validated. We then
conducted a website-based survey among physicians and
pharmacists who served as end users of the program.

Care Process Outcome

Data Collection
For the care process, patients who were admitted to the ED for
the first time from January 1, 2021, to December 31, 2022, were
included to estimate the impact of the program on the collection
of patients’ drug therapy. The outcome was defined as the time
of initiating urgent PCI after the first assessment by ED
physicians from January 1, 2021, to December 31, 2022. Urgent
PCI was defined as PCI performed within an hour of admission
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to the ED. As the identification of the patient’s medication use
history was required to further improve the care plan, the time
from the first ED assessment to urgent PCI initiation was
analyzed.

Data Analysis
To analyze the impact of the program on the care process, data
were extracted from the SNUBH electronic database. We
performed a Mann-Whitney U test to evaluate the difference in
the time from the first ED assessment to urgent PCI initiation
between patients who were queried about their medication use
history by physicians via the program and those who were not.

All analyses were performed using IBM SPSS Statistics (version
22.0; IBM Corp) and R (version 4.0.2; R Foundation for
Statistical Computing).

Survey and Assessing Factors Affecting End-User
Experience on the Program

Survey Development With a Conceptual Framework
To assess end-user experience and whether end users are
satisfied with HIS and their intention to reuse it, we adopted

the updated DeLone and McLean Model of Information Systems
Success (DMISM) [20] for survey development. The updated
DMISM provides a conceptual framework to suggest the factors
necessary for the provision of use and benefits from the HIS.
Based on the updated DMISM, we proposed that the quality of
the information system consists of 3 quality domains:
information quality, system quality, and service quality. These
domains are necessary for user satisfaction and are instrumental
in driving users’ intentions to reuse the system. In this study,
we narrowed the scope to physicians and pharmacists who were
already using the program. Therefore, we adjusted the factor of
“intention to use” and “use” in the updated DMISM to “intention
to reuse.” Due to the nature of the HIS, “intention to reuse” of
the program by end users is considered the ultimate and crucial
goal. By setting it as the final outcome variable, “intention to
reuse” is influenced by preceding user satisfaction. Therefore,
we established the research model with the relationship that
“user satisfaction” affects “intention to reuse.” These domains
were used to develop the survey (Figure 2).
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Figure 2. A research model for the survey development. The updated DeLone and McLean Model of Information Systems Success [20] provides
domain variables consisting of 3 quality domains (ie, information, system, and service quality) as well as outcome domains.

We collected 32 survey questionnaires that assessed each quality
domain regarding previous studies [3,21-24]. Through face
validation with 6 pharmacists, a physician, and a medical
informatics professor every 2 weeks for 3 months, the survey
questionnaires were classified according to each domain. The
questionnaires were eliminated or revised to reflect the
contextual significance of the program. The draft survey finally
consisted of 22 questionnaires, and a pilot study was conducted
with 10 pharmacists and 2 physicians at SNUBH.

The survey was conducted from December 15, 2022, to
December 28, 2022, at SNUBH. We used a web-based survey
to collect data on the end-user experience efficiently and rapidly.
The survey link was distributed to all physicians and pharmacists

at the hospital via email. Survey completion was expected to
take approximately 5 minutes. The items in the survey were
rated on a 5-point Likert scale (1=not at all; 5=very much). Only
those who provided consent after receiving an explanation of
the background and purpose of the survey were included.

Data Analysis
An exploratory factor analysis of the results was then performed
to determine how the items were classified into components.
We used the Kaiser-Meyer-Olkin measure to assess sampling
adequacy and obtained a specific value of 0.858, surpassing the
recommended threshold of 0.5. The suitability of the data for
factor analysis was further confirmed through the Bartlett test
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of sphericity, yielding a statistically significant result

(χ2
105=723.6; P<.001). The analysis of communality, indicating

the explanatory power between measurement variables and
extracted factors, was performed. Considering the general
criterion that variables with communality below 0.4 are deemed
low and should be excluded from factor analysis, 8 questions
were excluded. Consequently, 14 questionnaires were retained
(Table S1 in Multimedia Appendix 1).

Subsequently, we conducted a reliability analysis of the survey
items and calculated Cronbach α. We analyzed the convergent
and discriminant validity of the constructs. We used SPSS to
conduct statistical analyses, including factor and reliability
analyses. Finally, structural equation modeling (SEM) was used
to evaluate the structural correlations among the domains using
the AMOS 25 software (version 25.0; IBM Corp). SEM was
chosen to provide a comprehensive understanding of the
relationships among survey variables and to help validate the
theoretical models with a visual representation.

Ethical Considerations
This study was approved by the Institutional Review Board of
SNUBH (B-2203-746-001; April 21, 2022), and the requirement
of obtaining written consent was waived, as this study did not
contain sensitive personally identifiable information.

Results

Care Process Outcome
Of the 162 patients who were admitted to the ED and visited
the hospital for the first time over a 2-year period, 77 who
underwent urgent PCIs within an hour from the first ED
assessment to urgent PCI initiation were included. Patients who
were regularly visiting hospitals with chronic diseases were
excluded. Table 1 describes the demographic characteristics of
patients, including gender, age, department, tests, and diagnosis,
between the patient group (n=59), for which the doctor did not
use the program, and the patient group (n=18), whose
medications were accessed through the program.

Table . Demographics of patients receiving urgent percutaneous coronary intervention by use of the medication history program during the study period

at an emergency department (n=77a).

Yes (with the program; n=18)No (without the program; n=59)Characteristics

11 (61.1)50 (84.7)Sex (male), n (%)

68.9 (12.4)64.3 (12.1)Age (years), mean (SD)

Department at discharge, n (%)

16 (88.9)54 (91.5)Cardiology

2 (11.1)5 (8.5)Others

3 (16.7)12 (20.3)Had CTb scan, n (%)

Diagnosis, n (%)

16 (88.9)53 (89.8)ST elevation myocardial infarction

4 (22.2)10 (16.9)Others

aPatients receiving percutaneous coronary intervention within an hour at an emergency department from January 12, 2021, to December 31, 2022.
bCT: computed tomography.

Changes in time from the first ED assessment to urgent PCI
initiation significantly decreased in patients who used the
program (n=18; mean rank 28.72 min) versus patients who did
not use the program (n=59; mean rank 42.14 min;
Mann-Whitney U=346; P=.03).

Survey and Assessing Factors Affecting End-User
Experience on the Program

Survey Participants’ Characteristics
During the 2-week survey period, we received survey responses
from 112 participants in the hospital. Among them, we removed

the responses of 10 participants who never used the “Patient’s
In-home Medication at a Glance” based on their answers to the
first question. In addition, the responses of 5 participants who
gave the same rating to the negative and positive questions were
removed, as they were considered either not meaningful or not
sincere to the survey, leaving 97 responses for analysis. Table
2 presents the characteristics. Participants included 62 (63.9%)
physicians and 35 (36.1%) pharmacists, and the mean use count
during the week was approximately 10.8 (SD 13.9).
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Table . Participants’ characteristics (N=97).

Values, n (%)Characteristics

Occupation

Physician (n=62, 63.9%)

Position

35 (56.5)Professor

27 (43.5)Resident

Department

50 (80.6)Internal medicine

12 (19.3)Surgery

Workplace

24 (38.7)Ambulatory clinic

21 (33.9)General ward

11 (17.7)Emergency room

6 (9.7)Intensive care unit

35 (36.1)Pharmacist

EHR a experience (years)

5 (5.2)1

20 (20.6)3

22 (22.7)5

20 (20.6)10

30 (30.9)>10

Sex

32 (33.0)Male

65 (67.0)Female

Age (years)

14 (14.4)≤30

58 (59.8)31-40

20 (20.6)41-50

5 (5.2)>50

Weekly frequency of using the program

10.7 (13.9)Mean (SD)

6 (4-10)Median (IQR)

aEHR: electronic health record.

Evaluation of the Survey Results
Of the 22 survey questions, the updated DMISM comprised 14
questions in 5 domains. After performing exploratory factor
analysis, we calculated the mean score of each domain and
Cronbach α to confirm the consistency of the items. This
reliability analysis revealed that Cronbach α for all variables
exceeded 0.80 (information quality: 0.808; system quality:
0.834; and service quality: 0.800), except for user satisfaction
(Cronbach α=0.788) and intention to use (Cronbach α=0.795).

On a 5-point scale, the mean scores values for the information,
system, and service quality of the program were 4.11 (SD 0.76),

4.24 (SD 0.75), and 3.87 (SD 0.79), respectively. User
satisfaction (4.56, SD 0.49) and intention to reuse (4.77, SD
0.37) were measured. Among the 5 domains of the survey
questionnaire, intention to reuse obtained the highest score. The
estimates and weights of all 5 domains were analyzed, and no
issues were observed in the convergent validity of the constructs
(Table S2 in Multimedia Appendix 1). In addition, the
subsequent analysis revealed the absence of discriminant validity
(Table S3 in Multimedia Appendix 1).
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Structural Correlations Between Domains
The SEM images are shown in Figure 3. The model fit indices

were calculated as follows: χ2
70=103.413 (P<.001);

goodness-of-fit index=0.868 (recommended: 0-1.0); root mean
square residual=0.039 (recommended: 0-0.05); and root mean
square error of approximation=0.071 (recommended: 0.05-0.08).

The comparative fit index and the Tucker-Lewis index for the
model exceeded 0.9. The normed fit index and adjusted
goodness-of-fit index values were lower than the recommended
values of 0.859 and 0.802, respectively. Thus, this model was
confirmed to be appropriate for assessing the factors affecting
the “intention to reuse” program as an end-user experience.

Figure 3. Results of the research model using the structural equation modeling analysis. Significant paths are indicated with solid lines, while
nonsignificant paths are shown with dotted lines. Two significant paths are shown: information quality toward user satisfaction and user satisfaction
toward intention to reuse. The standardized beta values are presented. *P=.01; ***P<.001. CFI: Comparative Fit Index; RMSEA: root mean square
error of approximation; TLI: Tucker-Lewis Index.

The associations between the latent variables were positive,
supporting our hypotheses. Among the 3 quality domains,
“information quality” had a significantly positive influence on
“user satisfaction.” Consequently, the influence of “information

quality” in “user satisfaction” and the influence of “user
satisfaction” in “intent to reuse” were significantly associated.
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Discussion

Principal Results
This study aimed to evaluate the impact of medication history
retrieval using the “Patient’s In-home Medications at a Glance”
program in homegrown HISs during the 2-year maintenance
phase after program implementation. The significance of our
findings was twofold. First, we conducted a comprehensive
evaluation of the impact of the nationwide medication
history-sharing program, consisting of care process outcomes
and end-user experiences as humanistic outcomes. We
elaborately planned both the care process and humanistic
outcomes of 2-year use, which allowed the program to stabilize,
after its implementation in the HIS [23]. The care process,
focusing on the time required for urgent PCI initiation, was
improved in the patient group, whose physicians used the
program and experienced expedited urgent PCI initiation. Thus,
the use of the program could help identify whether patients are
taking an antiplatelet or anticoagulant agent when they are
unconscious or are unable to identify their medications.
Regarding humanistic outcomes, the survey showed high scores
overall, especially for “user satisfaction” and “intention to
reuse.” The increasing trend in the use of the “Patient’s In-home
Medications at a Glance” program by physicians and
pharmacists indicates the successful integration of the newly
developed program into the HIS, as evidenced by a positive
end-user experience.

Second, we assessed factors affecting end-user experience using
SEM; “information quality” significantly influenced “user
satisfaction,” and “user satisfaction,” in turn, positively
enhanced “intention to reuse.” Since the survey was developed
with the updated DMISM, which is a conceptual framework to
suggest factors necessary for the “intention to reuse” the
program, we could examine whether and how the 3 quality
domains, including information, system, and service, affect
“user satisfaction” and how “user satisfaction” affects “intention
to reuse.” These findings highlight the potential of the HIS in
supporting clinical decision-making and contributing to
value-based health care through the provision of a
comprehensive medication use history.

Implications
Value-based health care is an approach to health care delivery
in which providers are paid based on the patient’s health
outcomes [25], while reducing costs [26]. The benefits of a
value-based health care system include reduced treatment costs,
increased care efficiency, and reduced risks [27]. Measuring a
patient’s clinical outcomes is a major aim of value-based health
care. In our study, we measured both care process outcomes
and end-user experiences, which help present humanistic
outcomes. Hence, a comprehensive evaluation was conducted
by selecting both outcomes to determine the impact of the
interventions using the HIS. Health service providers should
provide patient-centered team care, share patients’ medical
information, and measure the care process using the HIS. The
physicians were able to collect the patients’complete medication
use histories in a friendly manner, even if the patients were
unable to identify the exact medications they were taking. As

access to a complete medication use history could help
physicians make clinical decisions and collaborate care within
the hospital [28], the HIS could help improve the patient’s
outcomes. Thus, HISs can play a vital role in value-based health
care by delivering comprehensive and up-to-date information,
including medication use history, laboratory results, and other
medical records.

In terms of the association between the survey domains, the
updated DMISM was applied to identify the quality factors that
contribute to “user satisfaction,” which affects end users’
“intention to reuse.” According to Alzahrani et al [29], 3 quality
domains are significantly related to “user satisfaction” and
“intention to reuse” and consequently affect actual usage. By
conducting an SEM analysis of the survey results, our model
revealed a significant effect of “information quality” on “user
satisfaction,” as well as “user satisfaction” on “intention to
reuse.” These results indicate that providing complete, accurate,
and regent information is important for “user satisfaction,”
ultimately driving the “intention to reuse.” A previous study
stated that studies assessing the acceptance of HISs have been
conducted from the physicians’ perspective, not the clinical
pharmacists’ [30]. Since the program has been used by
physicians and pharmacists, we could assess the factors affecting
end-user experience in both professional groups. If the quality
of information in an HIS is not guaranteed, health care
professionals will not use specific programs in the HIS.

Limitations
This study had some limitations. First, we developed and
implemented the “Patient’s In-home Medications at a Glance”
program in a single hospital. Thus, outcomes, such as care
processes or factors affecting end-user experience, cannot be
generalized to other hospitals in South Korea. However, as the
Healthcare Insurance Review and Assessment Service has
established guidelines for program development, further studies
that use similar HISs could be conducted in other hospitals.
Second, the pretest and posttest studies had the inherent
limitations of nonrandomized, uncontrolled study designs.
Although we showed the impact of the program on the time to
PCI as the care process, we could not capture the long-term
effects on clinical outcomes, such as survival rates or extended
hospital stays. Nevertheless, our findings regarding the care
process, specifically the reduction in time from the first ED
assessment to urgent PCI initiation, could be meaningful not
only in expediting clinical decisions but also in the evaluation
of HISs in a real-world health care setting. Third, a notable
limitation of our study is the imbalanced distribution of
participants between the patient groups with or without the
program (18 vs 59 participants) and the small number of patients
in the group using the program. This uneven and small sample
size raises concerns about the statistical robustness of our
findings. Future research endeavors should prioritize achieving
a more equitable number and distribution of patients to enhance
the reliability and generalizability of our conclusions. Although
our study offers valuable insights, the limitation of uneven and
small sample sizes underscores the importance of cautious
interpretation and highlights a potential area for improvement
in subsequent research. Fourth, in the results of the SEM
analysis, “information quality” was a standalone significant
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factor among 3 quality domains influencing “user satisfaction.”
It is possible that the developed survey item may not adequately
address the measurement of the quality domain. Lastly, our
focus in this study was on system acceptability rather than the
direct improvement in the health of the patients. We plan to
focus more on the clinical outcome of the program, which
includes not only medication information but also ensuring
comprehensive disease management. This approach should be
followed up for future measurements in subsequent studies.

Conclusions
Our findings highlight the impact of the rapid and complete
medication history retrieval using the “Patient’s In-home
Medications at a Glance” program on the care process and
end-user experience. A significantly positive effect was found
on the care process by expediting urgent PCI initiation time at
the ED, thereby contributing to value-based healthcare delivery
in a real-world setting. Moreover, the HIS intervention provided
high-quality information to physicians and pharmacists, resulting
in high satisfaction. Long-term assessments can provide valuable
insights into the sustained impact of the program, further
optimizing patient outcomes.
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Abstract

Background: Although evidence-based medicine proposes personalized care that considers the best evidence, it still fails to
address personal treatment in many real clinical scenarios where the complexity of the situation makes none of the available
evidence applicable. “Medicine-based evidence” (MBE), in which big data and machine learning techniques are embraced to
derive treatment responses from appropriately matched patients in real-world clinical practice, was proposed. However, many
challenges remain in translating this conceptual framework into practice.

Objective: This study aimed to technically translate the MBE conceptual framework into practice and evaluate its performance
in providing general decision support services for outcomes after congenital heart disease (CHD) surgery.

Methods: Data from 4774 CHD surgeries were collected. A total of 66 indicators and all diagnoses were extracted from each
echocardiographic report using natural language processing technology. Combined with some basic clinical and surgical information,
the distances between each patient were measured by a series of calculation formulas. Inspired by structure-mapping theory, the
fusion of distances between different dimensions can be modulated by clinical experts. In addition to supporting direct analogical
reasoning, a machine learning model can be constructed based on similar patients to provide personalized prediction. A user-operable
patient similarity network (PSN) of CHD called CHDmap was proposed and developed to provide general decision support
services based on the MBE approach.

Results: Using 256 CHD cases, CHDmap was evaluated on 2 different types of postoperative prognostic prediction tasks: a
binary classification task to predict postoperative complications and a multiple classification task to predict mechanical ventilation
duration. A simple poll of the k-most similar patients provided by the PSN can achieve better prediction results than the average
performance of 3 clinicians. Constructing logistic regression models for prediction using similar patients obtained from the PSN
can further improve the performance of the 2 tasks (best area under the receiver operating characteristic curve=0.810 and 0.926,
respectively). With the support of CHDmap, clinicians substantially improved their predictive capabilities.

Conclusions: Without individual optimization, CHDmap demonstrates competitive performance compared to clinical experts.
In addition, CHDmap has the advantage of enabling clinicians to use their superior cognitive abilities in conjunction with it to
make decisions that are sometimes even superior to those made using artificial intelligence models. The MBE approach can be
embraced in clinical practice, and its full potential can be realized.

(JMIR Med Inform 2024;12:e49138)   doi:10.2196/49138

KEYWORDS

medicine-based evidence; general prediction model; patient similarity; congenital heart disease; echocardiography; postoperative
complication; similarity network; heart; cardiology; NLP; natural language processing; predict; predictive; prediction; complications;
complication; surgery; surgical; postoperative
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Introduction

Congenital heart disease (CHD) is the most common type of
birth defect, with birth prevalence reported to be 1% of live
births worldwide [1]. Despite remarkable success in the surgical
and medical management that has increased the survival of
children with CHD [2], the quality of treatment and prognosis
after congenital heart surgery remains unsatisfactory and varies
across centers [3,4]. The reason for this is that the complexity
of the disease, clinical heterogeneity within lesions, and small
number of patients with specific forms of CHD severely degrade
the precision and value of estimates of average treatment effects
provided by randomized controlled trials on the average patient.
Some visionary researchers have proposed a new paradigm
called “medicine-based evidence” (MBE), in which big data
and machine learning techniques are embraced to interrogate
treatment responses among appropriately matched patients in
real-world clinical practice [5,6].

Postoperative complications in congenital heart surgery have
been inconsistently reported but have important contributions
to mortality, hospital stay, cost, and quality of life [7-9]. Heart
centers with the best outcomes might not report fewer
complications but rather have systems in place to recognize and
correct complications before deleterious outcomes ensue [8].
The early detection of deterioration after congenital heart
surgery enables prompt initiation of therapy, which may result
in reduced impairment and earlier rehabilitation. Several risk
scoring systems, such as the Risk Adjustment for Congenital
Heart Surgery 1 (RACHS-1) method, Aristotle score, and
Society of Thoracic Surgeons–European Association for
Cardiothoracic Surgery (STS-EACTS) score, have been
developed and used to adjust the risk of in-hospital morbidity
and mortality [10-13]. However, most of these consensus-based
risk models only focus on the procedures themselves and ignore
the differences between centers and patients. Specific patient
characteristics, such as lower weight [14] and longer
cardiopulmonary bypass time [15], especially the quantitative
echocardiographic indicators used by clinicians to understand
CHD conditions, were not incorporated into these models nor
can they be adjusted for. Based on the increasing number of
CHD databases being built, some machine learning–based
predictive models have recently been used to identify
independent risk factors and predict complications after
congenital heart surgery [16-18]. These predictive models
achieved outstanding performance compared to traditional risk
scores, but these models are usually only capable of performing
a single task. In addition, such models often contain hundreds
of features, so for clinicians, understanding how to interpret the
prediction from a complicated machine learning model is still
a challenge [19]. Based on our previous studies [16-18], as the
model becomes more complex and more variables are included,
the results are better, but it is more difficult to understand and
accept clinically. Although some explainable artificial
intelligence (AI) techniques continue to evolve [20,21], machine
learning prediction models are still a black box for clinicians.
Due to the lack of understanding and manipulation of the model,
clinicians often lack confidence in the predicted outcomes,

which severely hampers the entry of these machine learning
models into routine care.

Patient similarity networks (PSNs) are an emerging paradigm
for precision medicine, in which patients are clustered or
classified based on their similarities in various features [22,23].
PSNs address many challenges in data analytics and is naturally
interpretable. In a PSN, each node is an individual patient, and
the distance (or edge) between 2 nodes corresponds to pairwise
patient similarity for given features. PSNs naturally handle
heterogeneous data, as any data type can be converted into a
similarity network by defining similarity measures [24,25]. A
PSN generated based on a large cohort of patients will show
several subgroups of patients who are tightly connected. If a
new patient is located on the PSN, neighbors that have similar
features with known risk or prognosis will inform clinicians of
the potential risk and prognosis of the patient. This mimics the
clinical reasoning of many experienced clinical experts, who
often relate a patient to similar patients they have seen.
Moreover, representing patients by similarity is conceptually
intuitive and explainable because it can convert the data into
network views, where the decision boundary can be visually
evident [26]. PSNs can also provide a feasible engineering
solution for the MBE framework, which, based on a library of
“approximate matches” consisting of a group of patients who
share the greatest similarity with the index case, can be
examined to estimate the effects of various treatments within
the context of the individual patient’s specific characteristics
[6].

PSNs have been reported in many studies. Although early PSN
studies have focused on using omics data in precision medicine
[27-29], with the development of electronic health record (EHR)
systems, abundant, complex, high-dimensional, and
heterogeneous data are being captured during daily care, and
some EHR-based patient similarity frameworks have been
proposed for diagnosis [30], subgroup patients [31,32], outcome
prediction [33], drug recommendation [34,35], and disease
screening [36]. However, studies of PSNs that predict the
outcome after CHD surgery have not been reported. A
perspective article proposed an MBE conceptual framework for
CHD [6], in which similarity analysis is used to generate a
library of “approximate matches.” However, they did not
provide any technical solution for this framework. The challenge
in applying PSNs in a real clinical setting is, first of all, to assess
the distance between patients with complex conditions such as
CHD in a computable way. However, mimicking clinical
analogy reasoning is not a simple math formula based on various
patients’ attributes. The structure-mapping theory in cognitive
science argues that advanced cognitive functions are involved
in the analysis of relationship similarity above attribute
similarity [37]. Analogy inference requires advanced cognitive
activity, which current AI technology lacks but clinical experts
are good at. However, all established models ignore this
important feature of patient similarity analysis, in that it should
not only measure patients’ distance but also put clinicians back
behind the wheel to generate MBE for clinical decision-making.
In this study, we aimed to develop and evaluate a
clinician-operable PSN of CHD to try to mitigate the above
problems.
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Methods

Study Design and Population
As shown in Figure 1, using data available at different stages,

4 PSNs were generated and named as screening map, echo map,
patient map, and surgery map. These data were obtained from
the ultrasound reporting system and EHR system of the
Children’s Hospital, Zhejiang University School of Medicine,
Hangzhou, China.

Figure 1. CHDmap contains 4 patient similarity networks generated from 4 different clinical phases, with different data obtained at each phase. CHD:
congenital heart disease; ICU: intensive care unit; LOS: length of stay.

A schematic of the data processing and workflow for the
construction of the PSN is shown in Figure 2 and described
below.
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Figure 2. Schematic of data processing and workflow of the construction of the congenital heart disease (CHD) patient similarity network. NLP: natural
language processing; t-SNE: t-distributed stochastic neighbor embedding.

Ethical Considerations
This retrospective study was performed according to relevant
guidelines and approved by the institutional review board of
the Children’s Hospital of Zhejiang University School of
Medicine with a waiver of informed consent (2018_IRB_078).
All cases included in this study were anonymized. Intensive
care unit (ICU) clinicians who participated in the trial received
cash compensation (RMB ¥100 [US $14.06] per day), which
complied with local regulatory requirements for scientific labor.

Data Collection and Preprocessing
In addition to preoperative echocardiography reports that
described the CHD conditions, the following patient and surgical

characteristics were also collected: age, sex, height, weight,
preoperative oxygen saturation of the right-upper limb, surgery
time, cardiopulmonary bypass time, aortic cross-clamping time,
mechanical ventilation time, duration of postoperative hospital
stay, duration of ICU stay, and postoperative complications (the
detailed definitions of postoperative complications are shown
in Table S1 in Multimedia Appendix 1 [38-40]).

The most challenging part of patient similarity analysis was
defining all the semantic concepts in the domain. An ontology
of CHD was developed based on reviewing a large number of
clinical guidelines for CHD to cover 436 CHD conditions and
87 related echocardiographic indicators. The OWL format
ontology file is available on the CHDmap website [41]. The
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ontology was used to normalize all concepts and measure
semantic similarity among them. It was also used to identify
quantitative indicators from the unstructured text of
echocardiography reports. In addition to recording some routine
cardiac structure indicators, the echocardiography report also
provided quantitative indicators regarding various
malformations, such as the size of various defects, shunt flow
velocity, and pressure difference at the defect, depending on
the specific CHD structural malformation. Natural language
processing (NLP) technology [38] was used to extract 66
commonly used quantitative indicators. A range of processing
and computational methods were used to assess similarity
between patients (details information are shown in the
supplemental methods and Tables S2 Table S3 in Multimedia
Appendix 1). The various automatically extracted measurement
values were subject to quality control, and any abnormal data
(outside the reasonable range of the corresponding values) were
modified or removed after manual verification. The diagnosis
in the report was also extracted and mapped to the normalized
terms defined in the CHD ontology.

Measuring Patient Similarity
In this study, the similarity of patients with CHD was measured
using 4 groups of features: the quantitative echocardiographic
indicators, the specific CHD diagnosis, preoperative clinical
features, and surgical features. Different distance measurement
methods were adopted for different groups of features, as
described in the supplemental methods in Multimedia Appendix
1. We provided 3 types of methods to handle the
echocardiographic indicators: the origin value, the z score, and
the indicator combination ratio. The similarity between 2
diagnoses was calculated using the depth of the corresponding
nodes in the CHD ontology, which organizes hundreds of CHD
diagnoses in a hierarchical structure. Two approaches were used

to measure the distance between diagnosis lists: one treats all
diagnoses equally, referred to in the result section as “ungrade,”
whereas the other distinguishes between basic and other
diagnoses, referred to as “grade.” Finally, the patient distance
was measured as the weighted sum of the 4 distances as shown
in equation (1), and the final distances were also normalized to
[0,1].

(1)

The weights in equation (1) and the different methods used to
measure distance can also be modified by users depending on
their experience in different tasks to fully exploit the advanced
cognitive ability of clinical professionals. The distance matrix
among historical patients can be calculated based on the
aforementioned methods. We used t-distributed stochastic
neighbor embedding [42] to convert the distance matrix into
2D points, which can be visualized as a map. The user-operable
CHDmap was developed based on ECharts [43] using React
(Meta) and Node.js (OpenJS Foundation). The patient similarity
analysis engine, which measures the distances between a new
patient and patients in CHDmap, was developed using Python
(Python Software Foundation).

CHDmap
A user-operable CHD PSN called CHDmap was developed and
published on the web [44]. The introduction video of this tool
is also available in Multimedia Appendix 2. Based on the
different available data for each clinical phase, as shown in
Figure 1, CHDmap provides 4 different PSNs: the screening
map, echo map, patient map, and surgery map. The workspace
of CHDmap comprises 3 major modules: (1) map view, (2)
cockpit view, and (3) outcome view (as shown in Figure 3).
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Figure 3. Screenshot of CHDmap. The map view, cockpit view, and outcome view of the workspace are marked separately. CHDmap was published
on the web [44]. CHD: congenital heart disease.

The map view presents the PSN as a zoomable electronic map,
in which a node presents a patient and the distance between
nodes shows their similarity. The map can be enhanced by using
different colors to show the diagnostic labels as well as relevant
prognostic indicators (eg, length of stay and complications).
Different methods to handle the echocardiographic indicators,
such as normal, z score, or combination ratio value, can be
selected on the web. The similar patient group is also highlighted
on the map view during similarity analysis.

The cockpit view provides a navigation function that helps
clinicians locate cases based on specified query conditions, such
as age, gender, and CHD subtypes. In practice, clinicians were
allowed to create a new case, in which an NLP-based

information extraction tool will assist users in filling in most
of the echocardiographic indicators based on Chinese
echocardiography reports. The top k value, or threshold of
patient similarity, is used to customize the similar group. For
advanced users, a customized map can be generated by adjusting
the weights for the patient similarity measurement defined in
the Methods section.

The outcome view provides an overview of outcomes, including
the length of hospital stay, mechanical ventilation time, length
of ICU stay, complications, and hospital survival of the selected
similar patient group. Multiple charts are used to show the
difference between the selected patient group and others. The

Mann-Whitney U test and the χ2 test are used to determine the
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significance of differences between groups. When there are
significant differences between the selected patient group and
other patients, the color of the check box at the top of the
outcome view will turn red; otherwise, it will stay gray.
Checking the box will show detailed charts and tables of the
outcome. This real-time feedback will help clinicians adjust the
parameters in the cockpit view based on the requirements of
the scenario for clinical decision-making. Based on a selected
group of similar patients, CHDmap provides machine learning
models to personalize the prediction of relevant outcome metrics
for the current patient. Therefore, for each case, different
parameters can be applied and compared to ultimately assess
the credibility of the relevant decision support information.

Evaluation Method
The closer 2 patients are located on the CHDmap, the more
similar their conditions and postoperative outcomes are
considered to be. When a new patient is admitted to the hospital,
historical patients can be divided into similar and nonsimilar
groups based on some criteria. There are 2 criteria to define
patient similarity groups: one is to use the most similar k
patients, also known as k-nearest neighbor (KNN), to form a
patient similarity group, and the other is to define a threshold
above which patients form a similarity group. The statistical
characteristics or regression value of postoperative outcomes
in the similarity group are used to predict the outcomes of the
current patient.

In this paper, we evaluated the performance of the surgery map
of CHDmap on 2 tasks: predicting postoperative complications
as a binary classification task, in which more than 50% of
patients in the similarity group with complications were assigned
‘True” for the target patient, and predicting mechanical
ventilation duration as a multiple-label classification task (I:
0-12 h, II: 12-24 h, III: 24-48 h, and IV: >48 h), in which the
category with the highest proportion in the similarity group was
assigned to the target patient.

As the optimum k of KNN to form a similarity group for a
specific case is always different, the unified population-level
optimized k on the training data set was used to evaluate
CHDmap on the test data set without individual customization.
Different data preprocessing methods (original, z score, and
combination ratio) and whether to distinguish primary diagnoses
(grade and ungrade) were tested and compared.

Making decisions may not be straightforward if the outcome of
a similar patient group is extremely heterogeneous, whereby a
machine learning model based on a similar patient population
can provide a more personalized prediction of the relevant
prognostic indicators. Although there are numerous machine
learning models to choose from, the focus of this study was to
demonstrate the advantages of basing the model on similar
patient populations, so we chose to use the most conventional
and easily understood logistic regression (LR) model. Clinical
users obtained a population of similar patients after various
parameter adjustments and threshold settings on CHDmap, and
the data from this population were used to train an LR model
(KNN+LR), which can be accomplished on the web in real time
because this population of similar patients is usually not very
large. To demonstrate the effect of similar patient populations,

we trained another LR model (k-Random+LR) based on
randomly collected cases of the same size in parallel in the
evaluation. We evaluated such approaches and compared the
LR models based on k similar patients and k random patients.

The accuracy, recall, F1-score, and area under the receiver
operating characteristic curve (AUC), which are defined below,
were adopted to evaluate the performance of the classification.
Accuracy is defined as the total correctly classified example
including true positive (TP) and true negative (TN) divided by
the total number of classified examples. Recall quantifies the
number of correct positive predictions made out of all positive
predictions that could have been made. F1-score is a weighted
average of precision and recall. As we know, in precision and
recall, there are false positive (FP) and false negative (FN), so
F1-score also considers both of them. AUC provides an
aggregate measure of the performance across all possible
classification thresholds. The higher the accuracy, recall,
F1-score, and AUC, the better the model’s performance is at
distinguishing between the positive and negative classes.

(2)

(3)

(4)

(5)

The performance was evaluated on an independent test set,
which included 256 patients with CHD. These test cases were
also available on CHDmap when users created a new case. Three
clinicians working in the cardiac ICU with extensive experience
were also asked to make relevant judgments for these test cases
based on their clinical experience. After half a year following
the initial trial, we conducted an experiment where the 3
clinicians were asked to make further predictions based on the
output of CHDmap, and this prediction was compared with the
previous results based on clinical experience alone to validate
the benefits of CHDmap in supporting clinical decision-making.

Results

Population Characteristics
A total of 4774 patients who underwent congenital heart surgery
between June 2016 and June 2021 at the Children’s Hospital
of Zhejiang University School of Medicine were used to
generate the CHD PSN. The performance of the PSN in
predicting complications and mechanical ventilation duration
was evaluated on an independent test data set, which included
256 pediatric patients who underwent congenital heart surgery
between July 2021 and November 2021 at the Children’s
Hospital of Zhejiang University School of Medicine. The
characteristics of patients used to generate the PSN and for
evaluation are described in Table 1. Since the test data and the
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data used by the PSN were generated and collected in different
time periods, as shown in Table 1, they are somewhat
statistically different. The test data were older; therefore, the
patients were significantly larger in terms of height and weight
(P<.001), and there were also relatively large differences in the
distribution of outcomes, lower complication rates, and shorter
duration of mechanical ventilation. It should be noted that the
diagnostic label is not the complete diagnostic information; we
just use a few of the most common CHD subtypes to facilitate

statistics and visualization, and this cohort contains a complete
range of epidemiological characteristics as well as a variety of
complex CHD subtypes such as transposition of the great
arteries, tetralogy of Fallot, etc, which may appear in various
diagnostic labels that they are combined with. When the case
has 2 common CHD subtypes, such as ventricular septal defect
and patent ductus arteriosus, only the more common subtype,
ventricular septal defect, is labeled.

Table . Characteristics of patients with CHDa used to generate CHDmap and in the test data set.

P valuePatients of the test data set
(n=256)

Patients of CHDmap
(n=4774)

Characteristic

.09111 (43.4)2336 (48.9)Gender (male), n (%)

<.00122.1 (7.8-50.9)12.0 (4.0-32.0)Age (mo), median (IQR)

<.00185.5 (67.0-106.3)75.0 (63.0-94.0)Height (cm), median (IQR)

<.00110.8 (6.8-16.5)9.2 (6.0-13.4)Weight (kg), median (IQR)

.00798.0 (97.0-99.0)98.0 (97.0-99.0)Preoperative oxygen saturation (%), median (IQR)

.25120.0 (100.0-147.0)119.0 (96.0-147.0)Surgery time (min), median (IQR)

.5561.5 (49.3-80.0)60.0 (48.0-82.0)Cardiopulmonary bypass time (min), median (IQR)

.5538.5 (27.0-52.0)40.0 (28.0-54.0)Aortic cross-clamping time (min), median (IQR)

.0037.0 (6.0-11.0)9.0 (7.0-13.0)Duration of hospital stay (d), median (IQR)

.493.0 (1.0-4.0)3.0 (1.0-4.0)Duration of ICUb stay (d), median (IQR)

.46Diagnostic label, n (%)

78 (30.5)1659 (34.8)ASDc and VSDd

94 (36.7)1522 (31.9)VSD

65 (25.4)1228 (25.7)ASD

5 (2)134 (2.8)PFOe

9 (3.5)123 (2.6)PDAf

5 (2)108 (2.3)Others

.001Mechanical ventilation time (%), n (%)

180 (70.3)3009 (63.0)I (<12 h)

54 (21.1)918 (19.2)II (12-24 h)

7 (2.7)433 (9.1)III (24-48 h)

15 (5.9)414 (8.7)IV (≥48 h)

.0248 (18.8)1229 (25.7)Complication, n (%)

aCHD: congenital heart disease.
bICU: intensive care unit.
cASD: atrial septal defect.
dVSD: ventricular septal defect.
ePFO: patent foramen ovale.
fPDA: patent ductus arteriosus.

Performance of CHDmap
Three methods for preprocessing the echocardiographic
indicators (origin, z score, combination) and 2 distinguishing

primary diagnoses (grade and ungrade) were used to compare
their effect on CHDmap performance. The performance of the
CHDmap and 3 clinicians is shown in Table 2 and Figure 4.
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Table . Evaluation results in the 2 tasks.

Prediction of mechanical ventilation durationPrediction of postoperative complicationsMethods

AUCF1-scoreRecallAccuracyAUCaF1-scoreRecallAccuracy

KNNb

0.8620.4590.4440.8130.7570.4940.4380.832Origin+un-
grade

0.8600.4670.4370.7970.7730.4890.4170.836Ori-
gin+grade

0.9020.5740.5540.8360.7380.5000.4580.828z score+un-
grade

0.8950.5730.5640.8550.7470.5300.4580.848z
score+grade

0.9000.4880.4680.8280.7670.5330.5000.836Combina-
tion+un-
grade

0.8730.5450.5210.8550.7680.5500.4580.859Combina-
tion+grade

KNN+LRc

0.9210.6020.5580.8480.810d0.5470.6040.813Origin+un-
grade

0.9200.6320.5890.8630.7990.5710.6670.813Ori-
gin+grade

0.8880.5610.5370.8400.8090.5420.6040.809z score+un-
grade

0.8860.5620.5490.8550.8050.5640.6460.813z
score+grade

0.9000.5550.5370.8400.8010.5280.5830.805Combina-
tion+un-
grade

0.9260.5220.5000.8240.7980.5370.6040.805Combina-
tion+grade

0.8950.4880.4840.8090.7740.4950.5000.809k-Random+LR

Clinicianse

N/A0.6180.6140.844N/Af0.5430.3960.875C1

N/A0.4960.5350.734N/A0.5000.6460.758C2

N/A0.5360.4980.797N/A0.3280.2080.840C3

N/A0.5500.5490.792N/A0.4570.4170.824Clinician av-
erage

N/A0.6470.6120.943N/A0.5800.4260.883C1+CHDmap

N/A0.5420.5870.874N/A0.5340.56250.816C2+CHDmap

N/A0.5460.5110.916N/A0.4410.3130.852C3+CHDmap

N/A0.5780.5700.911N/A0.5180.4340.850Clini-
cian+CHDmap
average

aAUC: area under the receiver operating characteristic curve.
bKNN: k-nearest neighbor.
cLR: logistic regression.
dIn each column, the maximum value is italicized.
eThe performance of the 3 clinicians are labeled as C1, C2, and C3.
fN/A: not applicable.
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Figure 4. Evaluation result based on receiver operating characteristic curves. (A) Binary postoperative complication prediction using KNN; (B) to (E)
multilabel mechanical ventilation duration prediction (I: 0-12 h, II: 12-24 h, III: 24-48 h, and IV: >48 h) using KNN, respectively; (F) binary postoperative
complication prediction using KNN+LR; (G) to (J) multilabel mechanical ventilation duration prediction (I: 0-12 h, II: 12-24 h, III: 24-48 h, and IV:
>48 h) using KNN+LR, respectively. The performance of 3 clinicians are labeled as black stars in different tasks as C1, C2, and C3. The performance
of 3 clinicians enhanced by CHDmap are labeled as red stars. CHD: congenital heart disease; KNN: k-nearest neighbor; LR: logistic regression.

In the postoperative complication prediction task, the F1-score
of methods using KNN exceeded the average of the 3 clinicians,
although 1 clinician achieved the best accuracy when dropping
a high recall value. In all 6 KNN methods, introducing the
indicator combination ratio and distinguishing the primary
diagnosis in the similarity measurement can truly improve the
overall performance of the F1-score. LR models constructed
using the KNN-obtained patient groups were able to generally
achieve better predictions compared to simple voting of similar
patients and the LR model based on k random patients.

Interestingly, both the model with the best F1-score performance
and the model with the best AUC used the original values. This
may be because original values are more reflective of
individualized patient differences in a similar patient population.
The main improvement of CHDmap on this task is reflected in
the general improvement in recall values, with the best recall
method being 0.250 higher than the clinician average.

In another multiclassification task that predicts mechanical
ventilation duration, the differences among these different KNN
methods in overall performance were not consistent. The
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KNN+LR approaches also achieved better composite
performance (F1-score and AUC), although 1 of the human
experts got the best recall value.

From the test result, clinicians do not have the same performance
for such predictive judgments. Some raise the standard and thus
miss some events; on the other hand, some lower the judgment
threshold, and thus the accuracy of the judgment decreases. At
the same time, the performance of clinical experts on different
tasks is inconsistent. A simple poll of the k-most similar patients
provided by the CHDmap can achieve better results than the
clinician average. When 3 clinicians were allowed to use the
results of CHDmap (KNN+LR) as a reference to give predictions
again, all 3 clinicians achieved a substantial improvement in
their prediction ability. The averages of accuracy, recall, and
F1-score in the first task improved by 0.026, 0.017, and 0.061,
respectively. The averages of accuracy, recall, and F1-score in
the second task improved by 0.119, 0.021, and 0.028,
respectively. One of the enhanced clinicians also surpassed the
KNN+LR CHDmap.

It is important to note that the evaluation is performed with
population-optimized parameters, whereas in practice, clinicians
can adjust the relevant parameters such as k or similarity
threshold for each case in a personalized manner, which
theoretically leads to better results. The use of the obtained
similar patient population to construct modern deep learning
models for prediction can further improve the performance of
each prediction task. Especially important is that the experience
and cognitive ability of the clinical expert combined with
CHDmap can further enhance the accuracy of the prediction.

Discussion

Principal Findings
Medicine remains both an art and a science, which are congruent
to the extent that the individual patient resembles the average
subject in randomized controlled trials. Although the
evidence-based medicine approach proposes personalized care,
it still fails to address the physician’s most important
question—“How to treat the unique patient in front of me?”—in
many real clinical scenarios where the complexity of the
situation makes none of the available evidence applicable [45].
The proposal of MBE represents a fundamental change in
clinical decision-making [5,6]. Although how to construct an
MBE clinical decision support tool still faces many challenges,
the CHDmap seems to be a very promising first step in realizing
what has been coined MBE.

AI is poised to reshape health care. Many AI applications,
especially modern deep learning models, have been developed
in recent years to improve clinical prediction abilities. In
addition to supervised and unsupervised machine learning,
PSNs, another form of data-driven AI, have shown many unique
properties in the clinical field, especially in complex clinical
settings such as surgery for CHD. Moreover, their potential to
construct a “library of clinical experience” will gradually be
recognized, discovered, and used in the context of the continuous
accumulation of medical big data.

In many other popular AI paradigms, such as supervised or
unsupervised machine learning, models are usually trained
toward a specific task, and thus, the models are only capable of
performing that single task. This, coupled with the black-box
nature of many machine learning models, especially deep
learning models, makes it difficult to widely apply these
techniques in practice. In contrast, patient similarity analysis
exhibits many natural advantages. First, PSNs usually do not
serve a single task; all characteristics exhibited by the patient
similarity group, such as disease risk, various prognostic
outcomes, and cost of care, can be used as MBE for decision
support. Second, instead of a model that simply gives black-box
predictions, CHDmap allows users to see how the patient
similarity group is segmented and bounded across the patient
population and then adjust the size of the patient similarity group
or set custom quantitative thresholds based on their knowledge
and experience. On CHDmap, the results after parameter
adjustments during user manipulation are reflected in the
visualized map in real time, and the statistical characteristics
of multiple predictors that distinguish the current patient’s
similar group from other patients are also highlighted by the
color of the title of the outcome view. The process of
continuously adjusting and optimizing parameters through
visualized feedback combines the computational advantages of
computers and the advanced cognitive abilities of the human
brain and truly puts the clinician, who is responsible for the
decision, in control of the decision-making. Third, many
machine learning models tend to require that the test and training
data have consistent statistical distribution characteristics, but
as shown in this evaluation, similarity analyses are still very
compatible with test data with different characteristics. Finally,
this PSN framework does not exclude any type of machine
learning models, and all models constructed based on similar
patient populations are expected to be more adaptable to
individualized decision-making needs than models trained on
heterogeneous populations.

Because the goal of patient similarity analysis is to be able to
mimic clinical analogy reasoning, the major challenge is
constructing computational patient similarity measurements
that are consistent with sophisticated clinical reasoning. This
is especially true when faced with complex scenarios containing
a large number of dynamic features with different dimensions.
Some deep learning models have been introduced to address
this challenge [46-49], but they do not exhibit the interpretability
and tractability of PSNs. Another way to address this challenge
is to open up the computational process to clinicians, allowing
them to determine and adjust the weights of different dimensions
and thresholds for the similarity group themselves, thus better
simulating their clinical reasoning process, as shown in Figure
5. We believe that clinical users will be able to learn how to
better optimize these parameters as they continue to gain
experience and understanding of this “large history data set” in
the process of using CHDmap. Using a data-driven approach
on how to customize the parameters of PSNs to be able to
self-optimize and adapt to different tasks is also a good research
direction for the future. In this study, CHDmap serves as a
personalized decision aid for clinicians, using the computer’s
power in data storage and processing while giving clinicians
more control over the decision-making process. We believe
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CHDmap can perform better with the full involvement of clinicians.

Figure 5. Collaborative decision-making based on the congenital heart disease patient similarity network (PSN). The right half shows the storage and
computational capacity of the PSN for a large number of cases; the left half shows the role of the clinical user who, by receiving a variety of feedback
and his or her own experience, can autonomously adjust the parameters of the similarity group and reconstruct the similarity network so that the strengths
of both can be used to make collaborative decisions. ASD: atrial septal defect; PDA: patent ductus arteriosus; PFO: patent foramen ovale; VSD:
ventricular septal defect.

CHDmap can be used in several scenarios: for the intensivists
in cardiac ICUs, CHDmap can be used to predict postoperative
complications after cardiac surgery, as evaluated in this paper;
for surgeons, CHDmap can also be used to assess the prognosis
of surgical procedures; and for departmental managers,
CHDmap can be used to assess the lengths of stay and costs.
By far, CHDmap is still in the early stages of a research project.
Transforming this tool into routine care is dependent on the
availability of funding and the willingness of users to change

their existing working patterns. The publication of this paper
will also facilitate the advancement of our subsequent
translational work.

It is important to note that associations between treatments and
outcomes obtained by observation in similar patient populations
may not be causal. The real causal effects often rely on a
matching process to control for the bias introduced by the
treatment itself in the selection of patients [50]. An initial demo
feature is available on CHDmap to estimate treatment outcome
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effects based on matched patient groups. CHDmap can match
1 or k patients for each patient receiving the treatment using a
PSN and then allow for a more visual and unbiased assessment
of treatment outcomes by showing the difference in prognosis
between these 2 groups of patients. It is important to note that
this causal assessment assumes that there are no other factors
outside the variables covered by the patient’s similarity analysis
that may influence treatment choice or prognosis. Thus, the
reliability of this real world–generated evidence usually relies
on clinical experts to judge it as well. In future versions, we
hope to incorporate more modern frameworks for causal
inference (such as DoWhy [51]) to automatically quantitatively
assess causal effects as well as their reliability.

There are several limitations to this study. First, limited clinical
features were used to measure the similarity of patients with
CHD. In addition to the information presented by the
echocardiography, there is a wealth of other clinical information
that can be used to assess the patient’s status. Second, the use
of NLP to automatically extract measurement information can
also be subject to errors or mismatches, and although manual
quality control is carried out, it is still not possible to ensure
that all of the measurements are 100% accurate. Third, just as
clinicians gain clinical experience by continuously treating
different patients, PSNs need to expand their ability to
dynamically accumulate cases. A PSN with a web-based
automatic update mechanism will be the next key research step.

Fourth, data from only a single center were used to evaluate
this tool, and the introduction of data from multiple centers
during PSN construction may pose unknown risks that require
attention in future studies. Finally, different clinicians may have
different decision-making philosophies, and different weights
can be assigned to different indicators for different tasks.
CHDmap offers only a limited number of customizations that
may be difficult to adapt to all scenarios. A way to attribute
weights to each of the indicators and dimensions by AI for
specific tasks may potentially improve the performance of
CHDmap in the future.

Conclusions
A clinician-operable PSN for CHD was proposed and developed
to help clinicians make decisions based on thousands of previous
surgery cases. Without individual optimization, CHDmap can
obtain competitive performance compared to clinical experts.
Statistical analysis of data based on patient similarity groups is
intuitive and clear to clinicians, whereas the operable, visual
user interface puts clinicians in real control of decision-making.
Clinicians supported by CHDmap can make better decisions
than both pure experience-based decisions and AI model output
results. Such a PSN-based framework can become a routine
method of CHD case management and use. The MBE can be
embraced in clinical practice, and its full potential can be
realized.
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Abstract

Background: The early prediction of antibiotic resistance in patients with a urinary tract infection (UTI) is important to guide
appropriate antibiotic therapy selection.

Objective: In this study, we aimed to predict antibiotic resistance in patients with a UTI. Additionally, we aimed to interpret
the machine learning models we developed.

Methods: The electronic medical records of patients who were admitted to Yongin Severance Hospital, South Korea were used.
A total of 71 features extracted from patients’ admission, diagnosis, prescription, and microbiology records were used for
classification. UTI pathogens were classified as either sensitive or resistant to cephalosporin, piperacillin-tazobactam (TZP),
carbapenem, trimethoprim-sulfamethoxazole (TMP-SMX), and fluoroquinolone. To analyze how each variable contributed to
the machine learning model’s predictions of antibiotic resistance, we used the Shapley Additive Explanations method. Finally,
a prototype machine learning–based clinical decision support system was proposed to provide clinicians the resistance probabilities
for each antibiotic.

Results: The data set included 3535, 737, 708, 1582, and 1365 samples for cephalosporin, TZP, TMP-SMX, fluoroquinolone,
and carbapenem resistance prediction models, respectively. The area under the receiver operating characteristic curve values of
the random forest models were 0.777 (95% CI 0.775-0.779), 0.864 (95% CI 0.862-0.867), 0.877 (95% CI 0.874-0.880), 0.881
(95% CI 0.879-0.882), and 0.884 (95% CI 0.884-0.885) in the training set and 0.638 (95% CI 0.635-0.642), 0.630 (95% CI
0.626-0.634), 0.665 (95% CI 0.659-0.671), 0.670 (95% CI 0.666-0.673), and 0.721 (95% CI 0.718-0.724) in the test set for
predicting resistance to cephalosporin, TZP, carbapenem, TMP-SMX, and fluoroquinolone, respectively. The number of previous
visits, first culture after admission, chronic lower respiratory diseases, administration of drugs before infection, and exposure
time to these drugs were found to be important variables for predicting antibiotic resistance.

Conclusions: The study results demonstrated the potential of machine learning to predict antibiotic resistance in patients with
a UTI. Machine learning can assist clinicians in making decisions regarding the selection of appropriate antibiotic therapy in
patients with a UTI.

(JMIR Med Inform 2024;12:e51326)   doi:10.2196/51326
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Introduction

Urinary tract infection (UTI) refers to an infection that occurs
in any part of the urinary system, including the kidneys, ureters,
urinary bladder, urethra, and other auxiliary structures [1,2].
Globally, UTIs are the most prevalent type of infectious disease,
with around 150-250 million cases occurring each year [3].
Considerable morbidity and mortality result from these
infections [4]. Typically, the most effective treatment for UTIs
is the administration of antibiotics [3]. However, inappropriate
use of antibiotics can permanently affect the normal microbiota
of the urinary tract system and lead to antibiotic resistance [5].

The antibiotic susceptibility test is commonly used to identify
antibiotic resistance, but it takes 24-48 hours to obtain test
results [6,7]. However, in the clinical workflow, clinicians need
to identify antibiotic resistance quickly to provide effective
treatment for patients with UTIs. For this reason, early prediction
of antibiotic resistance in patients with UTIs is important to
guide the selection of appropriate antibiotic therapy. Machine
learning can be used to develop prediction models and clinical
decision support systems (CDSSs) to identify antibiotic
resistance and support the selection of appropriate antibiotic
therapy for patients with a UTI.

Several efforts have been made to predict antibiotic resistance
in patients with UTIs using data from patients’ electronic
medical records (EMRs), including demographics, prescriptions,
comorbidities, procedures, and laboratory tests. These
investigations have yielded promising results. Some of these
studies were limited to specific patient groups, including patients
with uncomplicated UTIs [8] and patients treated in the
emergency department [9]. In other studies, researchers worked
with heterogeneous data that were not limited to a specific
patient group [10-12]. However, prior studies that analyzed
heterogeneous data did not address the interpretation of machine

learning models. The black-box nature of machine learning is
a limiting factor not only in its use for antibiotic resistance
prediction but also in its wider clinical use [13,14]. Thus,
interpreting the results obtained by the machine learning model
is crucial in increasing users’ trust in the machine learning model
[15,16]. Furthermore, these studies did not address the
development of the CDSS with the prediction models they built.

In this study, we aimed to predict antibiotic resistance in patients
with a UTI. Heterogeneous data that were not limited to a
specific patient group were used. UTI pathogens were classified
as either sensitive or resistant to 5 commonly used antibiotics
in UTI treatment: cephalosporin, piperacillin-tazobactam (TZP),
carbapenem, trimethoprim-sulfamethoxazole (TMP-SMX), and
fluoroquinolone. In addition, our objective was to understand
and explain the inner workings of the machine learning models
we developed. Eventually, a prototype CDSS was developed
to provide clinicians the resistance probabilities for each
antibiotic.

Methods

Ethical Considerations
Ethics approval for the study was obtained from the institutional
review board of Yonsei University Severance Hospital on June
6, 2022 (approval 9-2023-0095). The informed consent was not
required due to the retrospective nature of the study.

Data Set Description and Study Design
In this study, we used the EMRs of patients who were admitted
to Yongin Severance Hospital, South Korea, between October
2012 and October 2022. To build the prediction models,
admission, diagnosis, prescription, and microbiology records
were extracted. The summary of the research process is
presented in Figure 1.
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Figure 1. Summary of the research process. AST: antibiotic susceptibility test; AUROC: area under the receiver operating characteristic curve; EMR:
electronic medical record; KNN: k-nearest neighbor; PRAUC: precision-recall area under the curve; SHAP: Shapley Additive Explanations; TMP-SMX:
trimethoprim-sulfamethoxazole; TZP: piperacillin-tazobactam; XGBoost: Extreme Gradient Boosting.

Data Preprocessing
The microbiology table contained 143,114 urine cultures
collected from 6011 patients during 7719 admissions. Since
positive samples typically indicate the presence of bacteriuria,
and urine culture samples were typically collected from patients
with UTI symptoms, we considered these to be indicative of a
UTI [10]. The resistance profiles were evaluated based on the

Clinical and Laboratory Standards Institute guidelines, where
intermediate-level resistance was considered sensitive. To assess
the resistance of UTI pathogens to antibiotic classes, antibiotics
were grouped as cephalosporin, TZP, carbapenem, TMP-SMX,
and fluoroquinolone. The antibiotics included in each antibiotic
class are presented in Multimedia Appendix 1. The patients’
demographic information was extracted from the admission
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table, their comorbidities were extracted from the diagnosis
table, and their drug use information was extracted from the
prescription table. For all input variables, the time of the first
culture test was considered as the end point, and only data
collected before the first culture test were used. After
preprocessing and variable extraction from the raw data, the
tables were combined using the admission number as the
primary key. Missing data were excluded from the study.
Patients aged 19 years and older and 100 years and younger at
admission were included in the study, and numerical variables
were standardized. A total of 71 features were used to classify
UTI pathogens as either sensitive or resistant to each antibiotic.
The predictors for the prediction models were selected by
considering related works and using clinical judgment.
Additionally, the threshold values for binarization were selected
according to the literature [17] and the expert assessment of a
specialist in infectious diseases. Detailed information about the
predictors can be found in Multimedia Appendix 2.

Machine Learning Model Development
We used a repeated train test split approach for modeling. The
data sets were split into training and test sets using an 80:20
ratio, and the training sets were used for the development of the
machine learning models. When splitting the data into training
and test sets, data points from the same patient and admission
were exclusively included in either the training or test data set
to prevent potential data leakage and ensure the models were
evaluated on previously unseen data. At each iteration, we
created different training and test data sets by changing the
random seed. Decision tree, k-nearest neighbor, logistic
regression, Extreme Gradient Boosting, and random forest were
used for modeling. The hyperparameters of the machine learning
models were optimized by using the random search
hyperparameter optimization method with 10-fold
cross-validation on the training data set. We stored the
performance of the prediction models at each iteration, and the
mean of performance metrics was calculated. The procedure of
splitting the data, optimizing hyperparameters, modeling, and
evaluation was iteratively repeated 1000 times to classify UTI
pathogens as either sensitive or resistant to cephalosporin, TZP,
carbapenem, TMP-SMX, and fluoroquinolone. The machine
learning models were built using Python (version 3.10.4; Python
Software Foundation).

Machine Learning Model Interpretation
To analyze the contribution of the variables to the machine
learning models in predicting antibiotic resistance, we used the
Shapley Additive Explanations (SHAP) method. The SHAP
values of the random forest models that showed superior
performance compared to other machine learning methods were
evaluated. The random forest model with the highest area under
the receiver operating characteristic curve (AUROC) on the test

set across all iterations for each antibiotic was used for SHAP
analysis. Python (version 3.10.4; Python Software Foundation)
was used for SHAP analysis.

CDSS Development
To develop the CDSS prototype, the random forest model with
the highest AUROC on the test set across all iterations for each
antibiotic was used. The CDSS prototype was developed using
the tkinter package in Python (version 3.10.4; Python Software
Foundation).

Evaluation
The performance of the machine learning model for predicting
antibiotic resistance was evaluated on the training and test sets
using the AUROC with 95% CIs, precision-recall area under
the curve (PRAUC), accuracy, and F1-score performance
metrics. Herein, the AUROC value was considered the main
evaluation metric. The definitions of the performance metrics
we used are provided below.

• AUROC: The AUROC is a widely used metric that
represents a classifier’s ability to discriminate between
positive instances and negative instances [18].

• PRAUC: PRAUC refers to the area under the
precision-recall curve that plots precision as a function of
recall for all the possible decision thresholds [19].

• Accuracy: Accuracy is the ratio of correctly classified
samples to all samples.

• F1-score: F1-score is the harmonic mean of precision and
recall metrics.

Python (version 3.10.4; Python Software Foundation) was used
to evaluate the prediction models.

Results

Data Set Characteristics
The general characteristics of the data set used in this study are
presented in Table 1. The data set included 3535, 737, 708,
1582, and 1365 samples for cephalosporin, TZP, TMP-SMX,
fluoroquinolone, and carbapenem resistance prediction models,
respectively. Escherichia coli was the most frequently isolated
bacterial specimen across all antibiotics.
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Table 1. General characteristics of the data set.

CarbapenemFluoroquinoloneTMP-SMXbTZPaCephalosporin

136515827087373535Samples, n

392571374366396Admissions, n

386557368360390Patients, n

142 (10.4)1014 (64.1)281 (39.7)169 (22.9)1492 (42.2)Resistance, n (%)

71.7 (14.3)71.9 (14.4)71.4 (14.4)71.4 (14.4)71.5 (14.4)Age (years), mean (SD)

994 (72.8)1013 (64)507 (71.6)523 (71)2597 (73.5)Female, n (%)

624 (45.7)349 (22)331 (46.7)312 (42.3)1650 (46.7)Most common bacteria
(Escherichia coli), n
(%)

220 (16.1)305 (19.3)c111 (15.7)109 (14.8)556 (15.7)Second-most common
bacteria (Klebsiella
pneumoniae), n (%)

83 (6.1)180 (11.4)e21 (3)d69 (9.4)168 (4.7)Third-most common
bacteria (Pseudomonas
aeruginosa), n (%)

aTZP: piperacillin-tazobactam.
bTMP-SMX: trimethoprim-sulfamethoxazole.
cThe isolated bacterial specimen is Enterococcus faecium.
dThe isolated bacterial specimen is Citrobacter freundii.
eThe isolated bacterial specimen is Enterococcus faecalis.

Model Performance
The performance analysis of the random forest models is
presented in Table 2. The AUROC values were 0.777 (95% CI
0.775-0.779), 0.864 (95% CI 0.862-0.867), 0.877 (95% CI
0.874-0.880), 0.881 (95% CI 0.879-0.882), and 0.884 (95% CI
0.884-0.885) in the training set and 0.638 (95% CI 0.635-0.642),

0.630 (95% CI 0.626-0.634), 0.665 (95% CI 0.659-0.671), 0.670
(95% CI 0.666-0.673), and 0.721 (95% CI 0.718-0.724) in the
test set for predicting resistance to cephalosporin, TZP,
carbapenem, TMP-SMX, and fluoroquinolone, respectively.
The performance analysis of the other machine learning models
is presented in Multimedia Appendices 3-6.

Table 2. Classification performances of the random forest models.

Test setTraining set

F1-scoreAccuracyPRAUCAUROC (95% CI)F1-scoreAccuracyPRAUCbAUROCa (95% CI)

0.5560.6030.5470.638 (0.635-0.642)0.6760.7150.7250.777 (0.775-0.779)Cephalosporin

0.3130.6410.3320.630 (0.626-0.634)0.6520.8080.6880.864 (0.862-0.867)TZPc

0.2200.7250.2220.665 (0.659-0.671)0.4930.8220.5390.877 (0.874-0.880)Carbapenem

0.5600.6380.5680.670 (0.666-0.673)0.7810.8220.8290.881 (0.879-0.882)TMP-SMXd

0.7060.6570.8130.721 (0.718-0.724)0.8320.8020.9380.884 (0.884-0.885)Fluoroquinolone

aAUROC: area under the receiver operating characteristic curve.
bPRAUC: precision-recall area under the curve.
cTZP: piperacillin-tazobactam.
dTMP-SMX: trimethoprim-sulfamethoxazole.

Important Features
The SHAP values of the 15 most important features in the
random forest models are presented in Figure 2.

The SHAP feature importance bar plot (Figure 3A) and SHAP
summary plot (Figure 3B) of the fluoroquinolone resistance
prediction model are presented in Figure 3. The SHAP feature
importance plot and SHAP summary plot of the other antibiotic
prediction models are presented in Multimedia Appendices
7-10.
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Figure 2. SHAP values of the 15 most important features in the prediction models. SHAP: Shapley Additive Explanations; TMP-SMX:
trimethoprim-sulfamethoxazole; TZP: piperacillin-tazobactam.

Figure 3. SHAP analysis results of fluoroquinolone resistance prediction model. (A) The feature importance bar plot. (B) The SHAP summary dot
plot. SHAP: Shapley Additive Explanations.

Clinical Decision Support System
The user interface of the CDSS is shown in Figure 4. The CDSS
prototype obtains data from the user and produces antibiotic
resistance probabilities for each antibiotic.

We presented the CDSS prototype on a scenario. In this case,
a female aged 55 years was admitted to the hospital’s outpatient
department. The patient previously visited the hospital 3 times
and was readmitted to the hospital within 30 days of her last
3-day stay. The duration between the patient’s admission to the
hospital and the first culture was 1 day. The patient was

previously diagnosed with diabetes and chronic lower respiratory
disease. Additionally, the patient had a history of cefazolin use
in the last 30 days and resistance in urine culture.

The system output for the given scenario is shown in Figure 5.
The system produced resistance probabilities for each antibiotic.
For the given scenario, the system produced a 71% probability
of fluoroquinolone resistance, a 41% probability of
cephalosporin resistance, a 39% probability of TMP-SMX
resistance, a 19% probability of TZP resistance, and a 13%
probability of carbapenem resistance.
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Figure 4. The user interface of the clinical decision support system.

Figure 5. The screenshot of system output for the given data.
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Discussion

Principal Findings
In this study, our main objective was to predict cephalosporin,
TZP, carbapenem, TMP-SMX, and fluoroquinolone resistance
in patients with UTI and develop a CDSS with the machine
learning models we built. Moreover, we identified the most
important features for predicting antibiotic resistance in patients
with UTI using SHAP analysis.

Our prediction models achieved AUROCs of 0.777 (95% CI
0.775-0.779), 0.864 (95% CI 0.862-0.867), 0.877 (95% CI
0.874-0.880), 0.881 (95% CI 0.879-0.882), and 0.884 (95% CI
0.884-0.885) in the training set and 0.638 (95% CI 0.635-0.642),
0.630 (95% CI 0.626-0.634), 0.665 (95% CI 0.659-0.671), 0.670
(95% CI 0.666-0.673), and 0.721 (95% CI 0.718-0.724) in the
test set for predicting resistance to cephalosporin, TZP,
carbapenem, TMP-SMX, and fluoroquinolone, respectively.
The fluoroquinolone resistance prediction model showed
superior performance, as confirmed by its high AUROC values
in both the training and test sets. On the other hand, the
cephalosporin resistance prediction model showed poor
performance, as confirmed by the low AUROC values in both
training and test sets.

According to SHAP analysis, the contribution of the variables
varied for each antibiotic; however, we found that the number
of previous visits, first culture after admission, chronic lower
respiratory diseases, administration of drugs before infection,
and exposure time to these drugs were important predictors
across all antibiotics. Factors such as the first culture after
admission, exposure time, and the number of previous visits
were found to affect resistance, which can be explained by the
impact of health care–associated infections. Chronic lower
respiratory and kidney diseases are also likely to be associated
with frequent visits to health care facilities, although it is
difficult to confirm the actual number of visits. However, this
suggests that the characteristics of health care–seeking behavior
in patients with specific underlying diseases may influence
resistance [20]. Interestingly, the use of cefazolin had a negative
impact on the development of resistance for all antibiotics. This
is because cefazolin is one of the narrow-spectrum antibiotics
used in less severe patients. Further research is needed to
examine these results.

Comparison to Prior Work
Past efforts to predict antibiotic resistance in patients with UTIs
have had promising results, with the lowest AUROC being 0.58
for predicting TMP-SMX resistance [12] and the highest
AUROC being 0.83 for predicting ciprofloxacin resistance [9].
In comparison, our prediction models demonstrated comparable
performance to these prior works. Some previous studies on
predicting antibiotic resistance in patients with UTIs were
limited to specific patient groups, including patients with
uncomplicated UTIs [8] and patients treated in the emergency

department [9]. We analyzed heterogeneous data that were not
limited to a specific patient group or bacteria. This approach
provides a more comprehensive insight into the prediction of
antibiotic resistance in patients with UTIs. Similarly,
Lewin-Epstein et al [21] analyzed heterogeneous data and were
able to achieve AUROC values ranging from 0.73 to 0.79 for
the prediction of ceftazidime, gentamicin, imipenem, ofloxacin,
and TMP-SMX resistance. Their data contained multiple culture
tests, which provided a more comprehensive approach to
predicting antibiotic resistance. Although urine cultures can be
used to infer colonized resistance in patients, further research
is needed to extend culture results beyond urine.

Limitations
While this study provides insights into predicting antibiotic
resistance in patients with UTIs, it has some limitations. First,
this study is the lack of multidrug resistance classification. The
data set we used in this study did not contain a sufficient amount
of multidrug resistance outcomes to build a classification model
for the prediction of multidrug resistance. Furthermore, our
prediction models were developed using prescription records
within the hospital setting. However, patients may have used
antibiotics outside of the hospital setting during visits to other
hospitals. The lack of information about past drug use could
have negatively impacted the performance of our prediction
models. To overcome this limitation, we intend to conduct
further studies using data from the National Health Insurance
Service of South Korea, which contain all past drug use
information of the patients. Thus, we will have a more
comprehensive data set. By using this approach, we may be
able to develop more accurate machine learning models to
predict antibiotic resistance and improve our ability to guide
appropriate antibiotic therapy selection. Additionally, further
development is required to address the limitations of prototype
CDSS, including the integration of real-time patient data and
validation in larger patient cohorts. Moreover, the prototype
CDSS only gives the resistance risk probability to the user.
However, a more comprehensive system that can provide
decision support on the selection of appropriate therapy, dosage,
and duration of treatment can be developed in further studies.
Such a system has the potential to reduce the duration of
treatment, number of antibiotics used, cost, mortality, and
morbidity [22,23].

Conclusions
In conclusion, our study results demonstrated that prediction
models to predict antibiotic resistance in patients with UTIs can
be constructed using routinely collected EMR data alone,
without requiring additional laboratory tests or specialized tests.
Machine learning techniques can be used to develop systems
that can guide clinicians in selecting appropriate antibiotic
therapy. This has the potential to prevent the risk of
inappropriate antibiotic administration, thereby reducing
patients’ risk of developing antibiotic resistance.
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Abstract

Background: Predicting the bed occupancy rate (BOR) is essential for efficient hospital resource management, long-term budget
planning, and patient care planning. Although macro-level BOR prediction for the entire hospital is crucial, predicting occupancy
at a detailed level, such as specific wards and rooms, is more practical and useful for hospital scheduling.

Objective: The aim of this study was to develop a web-based support tool that allows hospital administrators to grasp the BOR
for each ward and room according to different time periods.

Methods: We trained time-series models based on long short-term memory (LSTM) using individual bed data aggregated hourly
each day to predict the BOR for each ward and room in the hospital. Ward training involved 2 models with 7- and 30-day time
windows, and room training involved models with 3- and 7-day time windows for shorter-term planning. To further improve
prediction performance, we added 2 models trained by concatenating dynamic data with static data representing room-specific
details.

Results: We confirmed the results of a total of 12 models using bidirectional long short-term memory (Bi-LSTM) and LSTM,
and the model based on Bi-LSTM showed better performance. The ward-level prediction model had a mean absolute error (MAE)

of 0.067, mean square error (MSE) of 0.009, root mean square error (RMSE) of 0.094, and R2 score of 0.544. Among the room-level
prediction models, the model that combined static data exhibited superior performance, with a MAE of 0.129, MSE of 0.050,

RMSE of 0.227, and R2 score of 0.600. Model results can be displayed on an electronic dashboard for easy access via the web.

Conclusions: We have proposed predictive BOR models for individual wards and rooms that demonstrate high performance.
The results can be visualized through a web-based dashboard, aiding hospital administrators in bed operation planning. This
contributes to resource optimization and the reduction of hospital resource use.
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Introduction

Background
The global health care market continues to grow, but the burden
of health care costs on governments and individuals is reaching
its limits. Consequently, there is increasing interest in the
efficient use of limited resources in health care systems, and
hospitals must develop approaches to maximize medical
effectiveness within budgetary constraints [1,2]. One approach
to this is optimizing the use of medical resources. Medical
resources can be broadly categorized into 3 categories: human
resources, physical capital, and consumables. The appropriate
and optimized use of these resources is critical for improving
health care quality and providing care to a larger number of
patients [3,4].

Among the 3 medical resources, hospital beds are considered
one of the physical capitals provided by hospitals to patients.
These beds are allocated for various purposes, such as rest,
hospitalization, postsurgical recovery, etc. They constitute one
of the factors that can directly influence the patient’s internal
satisfaction within the hospital. However, owing to limited
space, hospitals often have a restricted number of beds.
Moreover, the number and functionality of beds are often fixed
owing to budgetary or environmental constraints, making it
difficult to make changes. Nonetheless, if hospital administrators
can evaluate bed occupancy rates (BORs) according to different
time periods, they can predict the need for health care
professionals and resources. On the basis of this information,
hospitals can plan resources efficiently, reduce operational costs,
and achieve economic objectives [5]. In addition, excessive
BORs can exert a negative effect on the health of staff members
and increase the possibility of exposure to infection risks. Hence,
emphasizing only maintaining a high BOR may not necessarily
lead to favorable outcomes for the hospital [6,7]. Considering
these reasons, BOR prediction plays a vital role in hospitals and
is recognized as a broadly understood necessity for resource
optimization in the competitive medical field.

In the medical field, optimizing resources is crucial in the face
of limited bed capacity and intense competition. Therefore, bed
planning is a vital consideration aimed at minimizing hospital
costs [8]. To achieve this, hospitals need to plan staffing and
vacations weeks or months in advance [9]. The use of machine
learning (ML) technology for BOR prediction is necessary to
address fluctuations in patient numbers due to seasonal
variations or infectious diseases, ensuring continuous hospital
operations. In the Netherlands, hospitals have already
implemented ML-based BOR prediction [10], and Johns
Hopkins Hospital uses various metrics to effectively manage
bed capacity for optimization. Predicting BORs based on
quantitative data contributes to validating the clinical quality
and cost-effectiveness of treatments. This, in turn, enhances

overall accountability throughout the wards and contributes to
improving hospital efficiency [11].

Prior Work
Hospital BOR prediction has been investigated using various
approaches recently. From studies predicting bed demand using
mathematical statistics or regression equation models based on
given data [12-15], the focus has shifted toward modeling
approaches using time-series analysis. This approach observes
recorded data over time to predict future values.

A previous study has taken an innovative approach using
time-series analysis alongside the commonly used regression
analysis for bed demand prediction, and the study demonstrated
that using time-series prediction for bed occupancy yielded
higher performance results than using a simple trend fitting
approach [16]. Another study used the autoregressive integrated
moving average (ARIMA) model for univariate data and a
time-series model for multivariate data to predict BORs [17].
With the advancement of deep learning (DL) models that possess
strong long-term memory capabilities, such as recurrent neural
network (RNN) and long short-term memory (LSTM), there
has been an increase in studies applying these models to
time-series data for prediction purposes. For instance, in the
study by Kutafina et al [9], hospital BORs were predicted based
on dates and public holiday data from government agencies and
schools, without involving the personal information of patients.
The study used a nonlinear autoregressive exogenous model to
predict a short-term period of 60 days, with an aim to contribute
to the planning of hospital staff. The model demonstrated good
performance, with an average mean absolute percentage error
of 6.24%. In emergency situations, such as the recent global
COVID-19 pandemic, the sudden influx of infected patients
can disrupt the hospitalization plans for patients with
pre-existing conditions [18]. Studies have been conducted using
DL architectures to design models for predicting the BOR of
patients with COVID-19 on a country-by-country basis. Some
studies incorporated additional inputs, such as vaccination rate
and median age, to train the models [19]. Studies have also been
conducted to focus on the short-term prediction of BORs during
the COVID-19 period [20,21]. Prior studies are summarized in
Table 1.

Although previous research has contributed to BOR prediction
and operational planning at the hospital level, more detailed
and systematic predictions are necessary for practical application
in real-world operations. To address this issue, studies have
developed their own computer simulation hospital systems to
not only predict bed occupancy but also execute scheduling for
admissions and surgeries to enhance resource utilization [22-24].
Nevertheless, existing studies have the limitation of focusing
solely on the overall BOR of the hospital. As an advancement
to these studies, we aim to propose a strategy for predicting the
BOR at the level of each ward and room using various variables
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in a time-series manner. Interestingly, to our knowledge, this
is the first study to apply DL to predict ward- and room-specific

occupancy rates using time-series analysis.
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Table 1. Summary of prior studies.

Prediction targetMethodData setYearStudy

Entire hospital bed occupancy
(annual average)

Comparison of 2 compartment models
through cross-validation

Deidentified data, the date and time
of patient admission and discharge
between 1998 and 2000

2007Mackay and Lee
[12]

Entire hospital short-term occu-
pancy (24 h or 72 h) based on

LOSc

Computerized model of MLRa and

LRb

Historical and real-time data ware-
house and hospital information sys-
tems (emergency department, finan-
cial, surgical scheduling, and inpatient
tracking systems)

2007Littig and Isken [13]

The 3 prediction targets are: (1)
Estimation of bed occupancy and
optimal bed requirements in each
class; (2) Bed occupancy levels
for every class for the following
week; and (3) Weekly average
number of occupied beds

The 3 methods are: (1) Poisson bed
occupancy model; (2) Simulation
model; and (3) Regression model

Bed management between June 1,
2006, and June 1, 2007; Information:
(1) In each class based on length of
stay and admission data; (2) Histori-
cal previous year’s same week admis-
sion data; (3) Relationship between
identified variables to aid bed man-
agers

2010Kumar and Mo [14]

The 3 targets are: (1) Number of
hospital stays; (2) Hospital inpa-
tient days; and (3) Beds for
medical stay

Three models of hypothesis-based
statistical forecasting of future trends

Inpatient stay data in 2010 (acute so-
matic care inpatients and outpatients)

2015Seematter-Bagnoud
et al [15]

Entire hospital short-term daily
bed requirements

The 2 methods are: (1) Forecasting
from a structural model and (2) The
time-series or Box-Jenkins method

Inpatient stay data for general surgery
in the age group of 15-44 years be-
tween 1969 and 1982

1990Farmer and Emami
[16]

Entire hospital bed occupancy (1
day and 1 week)

The 2 methods are: (1) The ARIMAd

model for univariate data and (2) The
time-series model for multivariate
data

Data warehouse between January
2009 and June 2012

2014Kim et al [17]

Entire hospital mid-term bed oc-
cupancy (60 days, bed pool in
units of 30 beds)

NARXe model, a type of RNNfInpatient stay data between October
14, 2002, and December 31, 2015
(patient identifier, time of admission,
discharge, and name of the clinic the
patient was admitted to; no personal
information on the patients or staff
was provided)

2019Kutafina et al [9]

Entire hospital bed occupancyThe 3 models are: LSTMg, GRUh,

and SRNNi. Incorporate vaccination
percentage and median age of the
population to improve performance

COVID-19 hospital occupancy data
in 15 countries between December
2021 and early January 2022

2022Bouhamed et al [19]

The 2 targets are: (1) Patient ad-
mission and (2) Entire hospital
short-term bed occupancy

The 2 methods are: (1) Using linear
programming to predict admissions
and (2) Fitting the remaining LOS
and using results from the queuing
theory to predict occupancy

Historical data publicly available until
mid-October 2020

2021Bekker et al [20]

Entire hospital short-term inten-
sive care bed occupancy

The 2 methods are: (1) Generalized
linear mixed regression model and (2)
Area-specific nonstationary integer
autoregressive methodology

Patients admitted to the intensive care
unit between January and June 2020

2021Farcomeni et al [21]

aMLR: multinomial logistic regression.
bLR: linear regression.
cLOS: length of stay.
dARIMA: autoregressive integrated moving average.
eNARX: nonlinear autoregressive exogenous.
fRNN: recurrent neural network.
gLSTM: long short-term memory.
hGRU: grid recurrent unit.
iSRNN: simple recurrent neural network.
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Goal of This Study
The aim of this study was to predict the BORs of hospital wards
and rooms using time-series data from individual beds. Although
overall bed occupancy prediction is useful for macro-level
resource management in hospitals, resource allocation based
on the prediction of occupancy rates for each ward and room is
required for specific hospital scheduling and practicality.
Through this approach, we aim to contribute to the efficient
operational cost optimization of the hospital and ensure the
availability of resources required for patient care.

We have developed time-series prediction models based on
deep neural network (DNN), among which 1 model combines
data representing room-specific features (static data) with
dynamic data to enhance the prediction performance for room
bed occupancy rates (RBORs). Based on bidirectional long
short-term memory (Bi-LSTM), the RBOR prediction model
demonstrates a lower mean absolute error (MAE) of 0.049, a
mean square error (MSE) of 0.042, a root mean square error

(RMSE) of 0.007, and a higher R2 score of 0.291, indicating
the highest performance among all RBOR models.

We developed 6 types of BOR prediction models, of which 2
types were used for predicting ward bed occupancy rates
(WBORs), and the other 4 types focused on predicting RBORs.
These models use LSTM and Bi-LSTM architectures with strong
long-term memory capabilities as their basic structure. We

created 6 models for each architecture, resulting in a total of 12
models. The WBOR models were used for predicting weekly
and monthly occupancy rates, serving long-term hospital
administrative planning purposes. Conversely, the RBOR
models were designed for immediate and rapid occupancy
planning and were trained with 3- and 7-day intervals. Each
RBOR model was enhanced by combining static data, which
represent room-specific features, to generate more sophisticated
prediction models.

Figure 1 shows the potential application of our model as a form
of web software in a hospital setting. Through an online
dashboard, it can provide timely information regarding bed
availability, enabling intelligent management of patient
movements related to admission and discharge. It facilitates
shared responsibilities within the hospital and simplifies future
resource planning [25].

In the Introduction section, we explored the importance of this
research and investigated relevant previous studies, providing
a general overview of the direction of our research. In the
Methods section, we provide descriptions of the data set used
and the structure of the DNN algorithm used, and explain the
model architecture and performance. In the Results section, we
present the performance and outcomes of this study. Finally, in
the Discussion section, we discuss the contributions, limitations,
and potential avenues for improvement of the research.
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Figure 1. Virtual dashboard of the status and forecast of the ward bed occupancy rate (WBOR) and room bed occupancy rate (RBOR). The first screen
presents the overall bed occupancy rate of the hospital, along with the number of beds in use and available. Moreover, a predictive graph displays the
anticipated WBOR for selected dates. The second screen presents the WBOR for individual beds, indicating their statuses, such as “in use,” “reserved,”
“empty,” and “cleaning.” Detailed information about each room is also displayed.

Methods

Overview
We intended to predict the BORs of individual hospital wards
and rooms based on the information accumulated in individual
bed–level data on an hourly basis, aggregated on a daily basis.
For this purpose, we developed 12 time-series models. As the
base models, we applied LSTM and Bi-LSTM, which are
suitable for sequence data. These models address the limitation
of long-term memory loss in traditional RNNs and were chosen
because of their suitability for training bed data represented as
sequence data.

Based on the model architecture, there were 2 WBOR prediction
model types, which were trained at 7- and 30-day intervals to
predict the occupancy rate for the next day. Moreover, there
were 2 RBOR prediction model types, similar to the ward
models, which were trained at 3- and 7-day intervals.
Furthermore, as another approach, each RBOR prediction model
was augmented with static data, and 2 DL algorithms were
proposed for the final comparison of their performances in
predicting RBORs.
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Ethical Considerations
The study was approved by the Asan Medical Center (AMC)
Institutional Review Board (IRB 2021-0321) and was conducted
in accordance with the 2008 Declaration of Helsinki.

Materials

Study Setting
This was a retrospective single-center cohort study. Data were
collected from AMC, with information on the occupancy status
of each bed recorded at hourly intervals between May 27, 2020,
and November 21, 2022. The data set comprised a total of
54,632,684 records. This study used ethically preapproved data.
Deidentified data used in the study were extracted from ABLE,
the AMC clinical research data warehouse.

A total of 57 wards, encompassing specialized wards; 1411
rooms, including private and shared rooms; and 4990 beds were
included in this study. Wards and rooms with specific
characteristics, such as intensive care unit, newborn room, and
nuclear medicine treatment room, were excluded from the
analysis as their occupancy prediction using simple and general
variables did not align with the direction of this study.

Supporting Data
Supporting data for public holidays were added in our data set.
We considered that holidays have both a recurring pattern with
specific dates each year and a distinctive characteristic of being
nonworking days, which could affect occupancy rates. Based
on Korean public holidays, which include Chuseok, Hangeul
Proclamation Day, Children’s Day, National Liberation Day,
Memorial Day, Buddha’s Birthday, Independence Movement
Day, and Constitution Day, there were 27 days that corresponded
to public holidays during the period covered by the data set.
We denoted these dates with a value of “1” if they were public
holidays and “0” if they were not, based on the reference date.

Preprocessing and Description of Variables
Among the variables representing individual beds, the reference
date, ward and room information, patient occupancy status, bed
cleanliness status, and detailed room information were available.

Based on the recorded date of bed status, we derived additional
variables, such as the reference year, reference month, reference
week (week of the year), reference day, and reference day of
the week.

Room data were derived from the input information representing
the cleanliness status of beds. This variable had 2 possible states,
namely, “admittable” and “discharge.” If neither of these states
was indicated, it implied that a patient was currently hospitalized
in the bed. As the status of hospitalized patients was indicated
by missing values, we replaced them with the number “1” to
indicate the presence of a patient in the bed and “0” otherwise.
The sum of all “1” values represented the current number of
hospitalized patients. The count of beds in each room indicated
the capacity of each room. The target variable BOR was
calculated by dividing the number of patients in the room by
the room capacity, resulting in a room-specific patient
occupancy rate variable. The ward data were subjected to a
similar process as that of the room data, with the difference
being that we generated ward-specific variables, such as ward
capacity and WBOR, using the same approach. The static room
data consisted of 14 variables, including the title of the room
and the detailed information specific to each room.

For the variables in the ward and room data, we disregarded the
units of the features and converted them into numerical values
for easy comparison, after which we performed normalization.
Regarding the variables representing detailed room information,
we converted them to numerical values where “yes” was
represented as “1” and “no” was represented as “0.”

The final set of variables used in this study was categorized into
date, ward, room, and detailed room information. Table 2
provides the detailed descriptions of the variables used in our
training, including all the administrative data related to beds
that are readily available in the hospital.

The explanation of the classification for generating the data sets
for training each model is provided in Table 3. The static
features of the detailed room information were combined with
the room data set, which has sequence characteristics, to
generate a separate data set termed Room+Static.
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Table 2. Description of variables by category.

DescriptionTypeVariable

Date

Reference year for bed status3 categoriesYear

Reference month for bed status12 categoriesMonth

Reference week for bed status53 categoriesWeek

Reference day for bed status31 categoriesDay

Reference day of the week for bed status7 categoriesWeekday

Holiday status2 categoriesHoliday

Ward

Abbreviations for entire ward names57 categoriesWard abbreviation

Number of available ward bedsNumericWard capacity

Number of patients currently admitted to the wardNumericWard bed capacity

Ward bed capacity divided by ward capacityNumericWard occupancy rate

Room

Abbreviations for entire room names1411 categoriesRoom abbreviation

Number of available room bedsNumericRoom capacity

Number of patients currently admitted to the roomNumericRoom bed capacity

Room bed capacity divided by room capacityNumericRoom occupancy rate

Room static feature

Room grade code34 categoriesRoom code

Nuclear medicine room availability2 categories (Na/Yb)Nuclear

Sterile room availability2 categories (N/Y)Sterile

Isolation room availability2 categories (N/Y)Isolation

EEG testing room availability2 categories (N/Y)EEGc testing

Observation room availability2 categories (N/Y)Observation

Kidney transplant room availability2 categories (N/Y)Kidney

Liver transplant room availability2 categories (N/Y)Liver

Sub-ICU room availability2 categories (N/Y)Sub-ICUd

Special room availability2 categories (N/Y)Special

Small single room availability2 categories (N/Y)Small single

Short-term room availability2 categories (N/Y)Short-term

Psychiatry department double room availability2 categories (N/Y)Psy-double

Psychiatry department open room availability2 categories (N/Y)Psy-open

aN: No.
bY: Yes.
cEEG: electroencephalogram.
dICU: intensive care unit.
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Table 3. Data set classification and included variables.

VariablesData set

Ward abbreviation, year, month, week, day, weekday, holiday, ward capacity, ward bed capacity, and ward occupancy
rate

Ward data set

Room abbreviation, year, month, week, day, weekday, holiday, room capacity, room bed capacity, and room occupancy
rate

Room data set

14 static variables related to detailed room informationStatic data set

Room abbreviation, year, month, week, day, weekday, holiday, room capacity, room bed capacity, 14 static variables
related to detailed room information, and room occupancy rate

Room+Static

data set

Separation
Each data set was split into training, validation, and test sets for
training and evaluation of the model. The training set consisted
of 32,153 rows (67.8%), with data from May 27, 2020, to
December 2021. The validation set, used for parameter tuning,
included 7085 rows (15.0%), with data from January to June
2022. Finally, the test set comprised 8208 rows (17.2%), with
data from July 2022 to November 21, 2022.

DL Algorithms
We used various DL algorithms for in-depth learning. In the
following subsections, we will provide explanations for each
model algorithm used in our research.

LSTM Network
RNN [26] is a simple algorithm that passes information from
previous steps to the current step, allowing it to iterate and
process sequential data. However, it encounters difficulties in
handling long-term dependencies, such as those found in
time-series data, owing to the vanishing gradient problem. To
address this issue, LSTM [27] was developed. LSTM excels in
handling sequence data and is commonly used in natural
language processing, machine translation, and time-series data
analysis. LSTM consists of an input gate, output gate, and forget
gate. The “cell state,” is carefully controlled by each gate to
determine whether the memory should be retained or forgotten
for the next time step.

Bi-LSTM Network
Although RNN and LSTM possess the ability to remember
previous data, they have a limitation in that their results are
primarily based on immediate past patterns because the input
is processed in a sequential order. This limitation can be
overcome through a network architecture known as Bi-LSTM
[28]. Bi-LSTM allows end-to-end learning, minimizing the loss
on the output and simultaneously training all parameters. It also
has the advantage of performing well even with long data
sequences. Because of its suitability for models that require
knowledge of dependencies from both the past and future, such
as LSTM-based time-series prediction, we additionally selected
Bi-LSTM as the base model.

Attention Mechanism
Attention mechanism [29,30] refers to the process of
incorporating the encoder’s outputs into the decoder at each
time step of predicting the output sequence. Rather than
considering the entire input sequence, it focuses more on the

relevant components that are related to the predicted output,
allowing the model to focus on important areas. This mechanism
helps minimize information loss in data sets with long
sequences, enabling better learning and improving the model’s
performance. It has been widely used in areas such as text
translation and speech recognition. Nevertheless, as it is still
based on RNN models, it has the drawbacks of slower speed
and not being completely free from information loss issues.

Combining Static and Dynamic Features
Data can exhibit different characteristics even at the same time.
For instance, in data collected at 1-hour intervals for each
hospital bed, we can distinguish between “dynamic data,” which
include features that change over time, such as the bed condition,
date, and patient occupancy, and “static data,” which consist of
information that remains constant, such as the ward and room
number.

DL allows us to use all the available information for prediction.
Therefore, for predicting the RBOR, we investigated an
approach that combines dynamic and static data using an
LSTM-based method [31]. This approach demonstrated better
performance than LSTM alone [32]. Our approach involves
adding a layer that incorporates static data as an input to the
existing room occupancy prediction model.

Model Architecture

Base Model
Our objective was to predict the intermediate-term occupancy
rates of wards and rooms within the hospital to contribute to
hospital operation planning. Bi-LSTM was chosen as the base
model owing to its improved predictive performance compared
with the traditional LSTM model. However, to quantitatively
compare these models, we conducted a comparison of the results
for each model (6 for each, with a total of 12 models).

A typical LSTM model processes data sequentially, considering
only the information from the past up to the current time step.
However, Bi-LSTM, by simultaneously processing data in both
forward and backward directions, has a unique feature that
allows it to leverage both current and future information for
predictions. This bidirectionality helps the model effectively
learn temporal dependencies and intricate patterns. However,
despite these advantages, Bi-LSTM comes with the trade-off
of doubling the number of model parameters, resulting in
increased computational costs for training and prediction. While
a more complex model can better adapt to the training data,
there is an increased risk of overfitting, especially with small
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data sets. Nevertheless, the reason for choosing Bi-LSTM for
tasks like predicting BORs in hospitals, involving time-series
data, lies in its ability to harness the power of bidirectional
information. Bi-LSTM processes input data from both past and
future directions simultaneously, enabling it to effectively
incorporate future information into current predictions. This
proves beneficial for handling complex patterns in long
time-series data [28].

Moreover, we have enhanced the performance of our models
by adding an attention layer to Bi-LSTM. The attention layer
assigns higher weights to features that exert a significant impact
on the prediction, allowing the model to focus on relevant
information and gather necessary input features. This helps
improve the accuracy of the prediction. Furthermore, the
attention layer reduces the amount of information processed,
resulting in improved computational efficiency. Ultimately, this
contributes toward enhancing the overall performance of the
model.

The window length of the input sequence was divided into 3
different intervals, namely, 3, 7, and 30 days. The WBOR model
was trained on sequences with a window length of 7 and 30
days, whereas the RBOR model was trained on sequences with
a window length of 3 and 7 days. The first layer of our model
consisted of Bi-LSTM, which was followed by the leaky
rectified linear unit (LeakyReLU) activation function.
LeakyReLU is a linear function that has a small gradient for
negative input values, similar to ReLU. It helps the model
converge faster. After applying this process once again, the
AttentionWithContext layer was applied, which focuses on
important components of input sequence data and transforms
outputs obtained from the previous layer. After applying the
activation function again, a dense layer with 1 neuron was added
for generating the final output. The sigmoid function was used
to limit the output values between 0 and 1. Finally, our model
was compiled using the MSE loss function, Adam optimizer,
and MAE metric. The parameters for each layer were selected
based on accumulated experience through research. Figure 2
visually represents the above-described structure.

Figure 2. Base bidirectional long short-term memory (Bi-LSTM) model architecture. LeakyReLU: leaky rectified linear unit; LSTM: long short-term
memory.

Combining Dynamic and Static Data Using the DL
Model
The accumulated bed data, which were collected on a time basis,
were divided into dynamic and static data of the rooms, which
were then inputted separately. To improve the performance of
the BOR prediction model, we designed different DL
architectures for the characteristics of these 2 types of data.

We first used a base model based on LSTM and Bi-LSTM to
learn the time-series data and then focused the model’s attention

using the dense layer to process fixed-size inputs. To prevent
overfitting, we applied the dropout function to randomly
deactivate neurons in 2 dense layers. The hidden states of the
2 networks were combined, and the resulting output was passed
to a single layer, combining the time dynamic and static data.

Finally, the hidden states of the 2 networks were combined, and
the combined result was passed to a single layer to effectively
integrate the dynamic and static data. This allowed us to use
the information from both the dynamic and static data for BOR
prediction. This architecture is illustrated in Figure 3.
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Figure 3. Bidirectional long short-term memory (Bi-LSTM) model architecture combining static and dynamic variables. LeakyReLU: leaky rectified
linear unit; LSTM: long short-term memory.

Hyperparameter Tuning
One of the fundamental methods to enhance the performance
of artificial intelligence (AI) learning models is the use of
hyperparameter tuning. Hyperparameters are parameters passed
to the model to modify or adjust the learning process. While
hyperparameter tuning may rely on the experience of
researchers, there are also functionalities that automatically
search for hyperparameters, taking into account the diversity
of model structures.

Various methods for search optimization have been proposed
[33,34], but we implemented our models using the Keras library.
By leveraging Keras Tuner, we automatically searched for the
optimal combinations of units and learning rates for each model,
contributing to the improvement of their performance.

Time Series Cross-Validation
Time-series data exhibit temporal dependencies between data
points, making it crucial to consider these characteristics when
validating a model. Commonly used K-fold cross-validation is
effective for evaluating models on general data sets [35],
providing effectiveness in preventing overfitting and enhancing
generalizability by dividing the data into multiple subsets
[36,37]. However, for time-series data, shuffling the data
randomly is not appropriate owing to the inherent sequential
dependency of the observations.

Time series cross-validation is a method that preserves this
temporal dependence while dividing the data [38]. It involves
splitting the entire hospital bed data set into 5 periods,
conducting training and validation for each period, and repeating
this process as the periods shift. This approach is particularly
effective when observations in the dynamic data set, such as
hospital bed data recorded at 1-hour intervals, play a crucial
role in predicting future values based on past observations.

Shuffling data randomly using K-fold may disrupt the temporal
continuity, leading to inadequate reflection of past and future
observations. Therefore, time series cross-validation sequentially
partitions the data, ensuring the temporal flow is maintained,

and proves to be more effective in evaluating the model’s
performance. This method enables the model to make more
accurate predictions of future occupancy based on past trends.

Evaluation
We selected various metrics to evaluate the performance of
time-series data predictions. Among them, MAE represents the
absolute difference between the model’s predicted values and
the actual BOR. We also considered MSE, which is sensitive
to outliers. Moreover, to address the limitations of MSE and
provide a penalty for large errors, we opted for RMSE. We also

used the R2 score to measure the correlation between the
predicted and actual values.

MAE is a commonly used metric to evaluate the performance
of time-series prediction models. MAE is intuitive and easy to
calculate, making it widely used in practice. Because MAE uses
absolute values, it is less sensitive to outliers in the occupancy
rate values for specific dates. MAE is calculated using the
following formula:

MSE is a metric that evaluates the magnitude of errors by
squaring the differences between the predicted and actual values
and then taking the average. It is calculated using the following
formula:

RMSE is used to address the limitations of MSE where the error
scales as a square, providing a more intuitive understanding of
the error magnitude between the predicted and actual values. It
penalizes large errors, making it less sensitive to outliers. RMSE
is calculated using the following formula:
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The R2 score is used to measure the explanatory potential of
the prediction model, and it is calculated using the following
formula: Here, SSR represents the sum of squared differences between

the predicted and actual values, and SST represents the sum of
squared differences between the actual values and the mean
value of actual values. Figure 4 shows the prediction method
and overall flow in this study.

Figure 4. Overall flow in this study. Bi-LSTM: bidirectional long short-term memory; LSTM: long short-term memory; MAE: mean absolute error;
MSE: mean square error; RMSE: root mean square error.

Results

We used 2 DL models, LSTM and Bi-LSTM, and compared
the performance of 12 different prediction models. These models
have been denoted as ward 7 days (W7D), ward 30 days
(W30D), room 3 days (R3D), room 7 days (R7D), room static
3 days (RS3D), and room static 7 days (RS7D). Using Keras
Tuner, we adjusted the hyperparameters of the models and
subsequently validated the models through a 5-fold time series
cross-validation.

The prediction performances of the models for WBOR and
RBOR were compared, which showed that they were more
accurate at predicting WBOR, with MAE values of 0.06 to 0.07.
The W7D model based on Bi-LSTM, which used 7 days of ward
data to predict the next day’s ward occupancy, had a MAE value
of 0.067, MSE value of 0.009, and RMSE value of 0.094,

showing high accuracy. The R2 score was also 0.544, which

was approximately 0.240 higher than that of the W30D model
(0.304), indicating that the variables in that model explained
occupancy reasonably well.

We next compared the performances of the 8 models for RBOR
prediction, and among them, the RS7D model based on
Bi-LSTM, which was trained on a 7-day time step by integrating
static and dynamic data, showed the best performance. It
achieved a MAE value of 0.129, MSE value of 0.050, RMSE

value of 0.227, and R2 score of 0.260. In particular, the R2 score
outperformed that of the R3D model by 0.014. These data are
summarized in Table 4. Regarding the WBOR prediction model,
the model with a shorter training unit, W7D, demonstrated better
performance. However, regarding the RBOR prediction model,
the model with a longer training unit of 7 days, which
incorporated detailed room-specific information, exhibited
slightly higher performance than the model with a shorter
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training unit of 3 days. The model with the added room-specific
information still demonstrated superior performance overall.

We visualized the predicted and actual occupancy for Bi-LSTM
models and investigated the occupancy trends since July 2022
on our test data set. First, we selected a specific ward in W7D
to demonstrate the change in the WBOR over 2 months. The
right panel of Figure 5 shows the WBOR change over 5 months
from July 2022 in W30D. The blue line represents the actual
occupancy value, and the red line represents the predicted
occupancy value by the model. This provides an at-a-glance
view of the overall predicted occupancy level for each month

and allows hospital staff to observe trends to obtain a rough
understanding of the WBOR.

Figure 6 shows graphs of occupancy rate values for a
randomized specific room, displaying the predicted and actual
values for the 4 RBOR prediction models, with 2 graphs for
each model. The left graph shows the occupancy rate change
over 5 months from July to November 2022, and the right graph
shows the occupancy rate for the months of July and August,
providing a detailed view of the RBOR. By examining the trends
of the predicted and actual values for the 4 models in this period
for a specific room, we can observe that the models maintain a
similar trend to the actual occupancy rate.
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Table 4. Performances of the occupancy prediction models.

R2 scoreRMSEcMSEbMAEaModel and fold

Bi-LSTMLSTMBi-LSTMLSTMBi-LSTMLSTMBi-LSTMeLSTMd

Ward

W30Df

−0.0810.0400.1210.1170.0150.0140.0970.0811

0.4300.1060.0850.1070.0070.0110.0640.0742

0.086−0.1300.1610.1750.0250.0310.1090.1183

0.399−0.5720.1130.1820.0130.0330.0870.1504

0.6780.2120.0890.1390.0080.0190.0610.0875

0.304−0.0680.1140.1440.0140.0210.0840.102Mean

W7Dg

0.4790.2630.0860.1030.0070.0110.0630.0711

0.6060.3020.0710.0940.0050.0090.0540.0672

0.408−0.2410.1260.1830.0160.0330.0910.1193

0.537−0.0090.0980.1450.0090.0210.0680.1164

0.6900.3800.0870.1230.0070.0150.0600.0835

0.5440.1390.0940.1300.0090.0180.0670.091Mean

Room

R7Dh

0.2260.0260.2120.2380.0450.0570.1110.1201

0.2220.0540.2160.2380.0470.0570.1080.1272

0.3360.0180.2690.3270.0720.1670.1480.1903

0.125−0.0890.2340.2610.0550.0680.1620.2094

0.3700.1020.2200.2630.0480.0690.1240.1585

0.2560.0220.2300.2650.0530.0710.1310.161Mean

R3Di

0.2290.0010.2120.2420.0450.0580.1150.1341

0.1950.0060.2200.2450.0480.0600.0970.1302

0.266−0.0840.2830.3440.0800.1180.1470.1783

−0.201−0.2470.2750.2800.0750.0780.2040.2104

0.3770.1680.2200.2540.0480.0640.1200.1615

0.173−0.0310.2420.2730.0590.0760.1670.163Mean

RS7Dj

0.2280.0270.2120.2380.0450.0570.1140.1471

0.2270.0420.2150.2400.0460.0570.0990.1512

0.2600.0480.2670.3220.0630.1040.1600.2163

0.198−0.0160.2240.2520.0500.0640.1520.1944

0.3850.1120.2170.2610.0470.0680.1200.1815

0.2600.0430.2270.2620.0500.0700.1290.178Mean

RS3Dk

0.2130.0390.2150.2370.0460.0560.1160.1091
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R2 scoreRMSEcMSEbMAEaModel and fold

Bi-LSTMLSTMBi-LSTMLSTMBi-LSTMLSTMBi-LSTMeLSTMd

0.203−0.0090.2190.2460.0480.0610.0920.1182

0.172−0.0620.3000.3400.0900.1160.1600.1823

−0.039−1.4100.2550.3890.0650.1520.1910.2784

0.3870.0430.2180.2720.0470.0740.1160.1595

0.187−0.0280.2410.2970.0590.0920.1350.169Mean

aMAE: mean absolute error.
bMSE: mean square error.
cRMSE: root mean square error.
dLSTM: long short-term memory.
eBi-LSTM: bidirectional long short-term memory.
fW30D: ward 30 days.
gW7D: ward 7 days.
hR7D: room 7 days.
iR3D: room 3 days.
jRS7D: room static 7 days.
kRS3D: room static 3 days.

Figure 5. Examples of the predicted and actual bed occupancy rates for the 2-month period from July to August 2022 for ward 7 days and the 5-month
period from July to November 2022 for ward 30 days.
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Figure 6. Examples of the predicted and actual bed occupancy rates for the 2-month period from July to August 2022 and the 5-month period from
July to November 2022.

Discussion

Principal Findings
The entire data set of this study consisted of administrative data
collected at AMC at an hourly interval for each ward from May
27, 2020, to November 21, 2022. To improve the hospital’s
challenges, we developed a model to predict the occupancy rate
of wards and rooms. Our aim was to contribute toward

administrative and financial planning for bed management
within the hospital.

During the specified period, we compared the results of using
DL models to predict the overall BOR for each ward and
individual rooms. In the case of WBOR prediction, the MAE
of the 7-day window model based on Bi-LSTM was
approximately 0.067, demonstrating a remarkably close
prediction to the occupancy compared with that of the 30-day
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window model based on LSTM, with a difference of
approximately 0.035. Furthermore, the MSE and RMSE were
0.009 and 0.094, respectively, indicating high accuracy in the

predictions. Moreover, the R2 score of 0.544 indicated that the
model had better explanatory potential than the average. For
the individual RBOR prediction, among the 8 models, the RS7D
model based on Bi-LSTM performed the best, exhibiting a MAE
of approximately 0.129, which was remarkably lower than that
of the other models. Moreover, the MSE and RMSE were
significantly lower than those of the RBOR models, with

differences of 0.042 and 0.07, respectively. The R2 score of
0.260 indicated that it had higher explanatory potential than the
RS3D models based on LSTM, with the value being higher by
0.291.

Finally, we visualized the predicted and actual values on a graph
for a specific period and observed that each model captured the
trend of the actual BOR quite well. Although the models were
less accurate in predicting low occupancy periods, they followed
the general trend closely. Overall, these findings demonstrate
that our DL models effectively predicted BORs for both wards
and individual rooms, with certain models demonstrating
superior performance in different scenarios.

Strengths and Limitations
Although the models in this study demonstrated good
performance in following the trends of BORs and achieved
good results, there were several limitations in this research.
First, there were limitations in the data. Although we used
administrative data and detailed room information available
from the hospital to enable the models to capture occupancy
trends, the relationship between the variables and the model’s
explanatory potential showed room for improvement, as

indicated by the R2 score. To achieve higher prediction accuracy,
it would be beneficial to incorporate diverse data sources and
real-time updated information.

Second, there was variability in external factors. Hospital BORs
are heavily influenced by external environmental factors. Sudden
events, such as environmental factors and outbreaks of infectious
diseases like COVID-19, can render accurate prediction of bed

occupancy challenging [18,32]. Furthermore, seasonal effects
and accidents can increase the number of patients. Sufficient
collection of long-term data on these external factors would be
necessary, but such uncertainties can reduce the accuracy of
predictions.

Despite these limitations, our study demonstrated a significant
level of adherence to trends in the prediction of individual ward
and room occupancy. More detailed variables and a longer
period of data accumulation would be required to predict the
specific number of beds.

Conclusion
We presented models that can predict the occupancy rates of
wards and individual hospital rooms using artificial neural
networks based on time-series data. The predicted results of
these models demonstrated a high level of accuracy in capturing
the future trends of the BOR. In particular, we presented 8
RBOR models with structure and window changes to compare
their performance and found that the RS7D model showed the
best performance. Our results can be implemented as a web
application on hospital online dashboards, as depicted in Figure
1 [25]. In fact, Johns Hopkins University has been applying
these methods in their command center to monitor hospital
capacity and achieve effectiveness in patient management
planning [39].

Furthermore, predicting BORs supports patient admission and
discharge planning, helping to alleviate overcrowding in
emergency departments and reduce patient waiting times. Staff
members can effectively schedule patient admission and
discharge, and minimize waiting times by understanding the
BOR, providing urgent treatment to emergency patients.
Moreover, providing appropriate information to patients waiting
in the emergency department can increase patient satisfaction
and facilitate efficient transition to hospital admission [40,41].
By applying AI models that combine BOR prediction, which
contributes toward reducing emergency department waiting
times with individual patient admission and discharge prediction,
hospitals can achieve resource optimization and cost savings,
resulting in improved patient satisfaction.
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Abstract

Background: Tinnitus diagnosis poses a challenge in otolaryngology owing to an extremely complex pathogenesis, lack of
effective objectification methods, and factor-affected diagnosis. There is currently a lack of explainable auxiliary diagnostic tools
for tinnitus in clinical practice.

Objective: This study aims to develop a diagnostic model using an explainable artificial intelligence (AI) method to address
the issue of low accuracy in tinnitus diagnosis.

Methods: In this study, a knowledge graph–based tinnitus diagnostic method was developed by combining clinical medical
knowledge with electronic medical records. Electronic medical record data from 1267 patients were integrated with traditional
Chinese clinical medical knowledge to construct a tinnitus knowledge graph. Subsequently, weights were introduced, which
measured patient similarity in the knowledge graph based on mutual information values. Finally, a collaborative neighbor algorithm
was proposed, which scored patient similarity to obtain the recommended diagnosis. We conducted 2 group experiments and 1
case derivation to explore the effectiveness of our models and compared the models with state-of-the-art graph algorithms and
other explainable machine learning models.

Results: The experimental results indicate that the method achieved 99.4% accuracy, 98.5% sensitivity, 99.6% specificity,
98.7% precision, 98.6% F1-score, and 99% area under the receiver operating characteristic curve for the inference of 5 tinnitus
subtypes among 253 test patients. Additionally, it demonstrated good interpretability. The topological structure of knowledge
graphs provides transparency that can explain the reasons for the similarity between patients.

Conclusions: This method provides doctors with a reliable and explainable diagnostic tool that is expected to improve tinnitus
diagnosis accuracy.

(JMIR Med Inform 2024;12:e57678)   doi:10.2196/57678

KEYWORDS

knowledge graph; syndrome differentiation; tinnitus; traditional Chinese medicine; explainable; ear; audiology; TCM; algorithm;
diagnosis; AI; artificial intelligence
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Introduction

Tinnitus is a common refractory disease in the field of
otolaryngology, and its diagnosis has always been a cutting-edge
research topic in audiology. With changes in the social
environment and an accelerated pace of life, an increasing
number of patients, particularly among the younger generation,
have sought medical assistance for tinnitus as their primary
complaint in the last decade. Globally, approximately 14% (95%
CI 0.8%-1.6%) of adults are affected by tinnitus [1,2], which
can cause stress, anxiety, and depression [3]. Distress and
hearing impairment brought on by the disease can affect
cognitive abilities and lead to suicidal tendencies in severe cases,
greatly affecting the work and daily lives of patients [4].

The pathogenesis of tinnitus is extremely complex and not fully
understood. Currently, no effective objectification methods are
available. Traditional Chinese medicine (TCM) classifies
tinnitus into 5 different syndrome patterns: wind fire attacking
internally (WFAI), liver fire bearing upward (LFBU), phlegm
fire stagnation internally (PFSI), Qi deficiency of the spleen
and stomach (QDSS), and kidney essence deficiency (KED).
The diagnosis of tinnitus remains a challenge in medical science
because it is influenced by several complex factors [5,6],
including individual differences among patients and atypical
symptom presentations. Clinical diagnosis relies heavily on the
personal knowledge and clinical experience of doctors, thereby
introducing subjectivity, uncertainty, and ambiguity.
Consequently, achieving a high tinnitus diagnostic accuracy
becomes difficult. Therefore, tinnitus diagnosis remains an
urgent issue requiring further exploration and resolution by
medical researchers.

Previous studies have focused on the use of artificial intelligence
(AI) to assist doctors in diagnosing tinnitus and improving
diagnostic accuracy. Liu et al [7] proposed a meta-learning
method based on lateral perception for cross–data set tinnitus
diagnosis. Sun et al [8] used a support vector machine classifier
to distinguish between patients with tinnitus and healthy
individuals. Shoushtarian et al [9] used a naive Bayes algorithm
to classify patients with tinnitus and control groups. Sanders et
al [10] used a spiking neural network model to classify patients
with tinnitus into 2 groups based on different classification
criteria. Manta et al [11] used clinical data and patient features
to build a machine learning (ML) model for classifying the
degree of tinnitus-related distress in individuals and their ears.
Allgaier et al [12] used a gradient-boosting engine to classify
transient tinnitus. Rodrigo et al [13] used a decision tree model
to identify variables related to the success of internet-based
cognitive behavioral therapy for tinnitus. Liu et al [14] used a
support vector machine model to explore cortical or subcortical
morphological neuroimaging biomarkers that effectively
distinguished patients with tinnitus from healthy individuals.
Niemann et al [15] proposed a LASSO model to predict the
severity of depression in patients with tinnitus. Although
previous studies have achieved success using their respective
data sets, the developed ML- or deep learning–based methods
are entirely data-driven modeling approaches that do not make
full use of existing medical knowledge. Models built using such
methods are equivalent to “black boxes” for doctors, lack

interpretability, and are not conducive to clinical promotion and
application.

In this study, the aim is to incorporate clinical medical
knowledge into a diagnostic model, enabling the integration of
knowledge and data for interpretable results. Knowledge
graph–based modeling methods offer solutions to such issues
by using a novel knowledge representation format that connects
entities and concepts in an objective world using semantic
relationships. Such methods offer reasoning and interpretability
that are highly sought after by both medical practitioners and
academia. Li et al [16] used a knowledge graph to predict
diabetic macular edema, overcoming the limitations of
traditional ML and data-mining techniques that deal with
missing feature values. Zhou et al [17] used 124 medical records
to construct a knowledge graph for recommending hypertension
medication. Lyu et al [18] created a knowledge graph for
diabetic nephropathy diagnosis using patient data. Lin et al [19]
extracted knowledge from medical texts and historical
prescription data to construct a medical knowledge graph and
accurately detect clinical prescription risks. Recently, knowledge
graph applications have expanded to TCM; for instance, Yang
et al [20] built a knowledge graph to extract medical information
from TCM case records. Xie et al [21] constructed a knowledge
graph using ancient Chinese medical books to infer symptoms
and syndromes. Yang et al [22] used electronic medical records
(EMRs) to build a knowledge graph, transforming TCM
diagnostic issues into multilabel classification problems. Lan
et al [23] integrated knowledge graphs with graph neural
networks to introduce graph-based supervised contrastive
learning, effectively enabling the classification of TCM texts.
However, no previous studies have used knowledge graphs in
the complex medical field of tinnitus diagnosis. Therefore, this
study focuses on knowledge graph technology to assist doctors
in tinnitus diagnosis and improve diagnostic accuracy.

This paper aims to establish a comprehensive knowledge graph
in TCM specifically tailored for tinnitus. Leveraging this
knowledge graph, we propose a novel method for calculating
patient similarity. This method takes into account the weighting
of symptom-syndrome type relationships, thereby facilitating
the inference of syndrome types in patients with tinnitus
according to TCM principles. By implementing this approach,
clinicians can increase the accuracy of tinnitus diagnosis within
the realm of TCM.

In general, we make several noteworthy contributions as follows:

• We propose a method for tinnitus knowledge graph
construction based on heterogeneous patient EMRs and
TCM clinical knowledge.

• We introduce weights to measure patient similarity into the
tinnitus knowledge graph using a method based on prior
probabilities and mutual information values.

• A collaborative neighbor algorithm that uses patient
similarity scores to obtain recommended diagnostic results
is proposed to assist doctors in understanding the
model-generated conclusions, thereby improving the
accuracy of tinnitus diagnosis.
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Methods

Patients
For this study, we collected the EMRs of 1267 patients with
tinnitus who visited the ear, nose, and throat departments of 11
medical institutions in Shanghai, China, from November 2019
to July 2023. The inclusion criteria included (1) tinnitus as the
primary complaint and (2) the ability to communicate normally.
The exclusion criteria included (1) objective tinnitus, (2)
nonotogenic tinnitus caused by factors such as endocrine and
blood disorders, (3) tinnitus caused by head or ear trauma, and

(4) difficulties in communication or severe psychiatric history
that could hinder follow-up compliance. After screening the
data for quality, 1265 cases were included for further analysis.

The clinical EMR data set recorded medical data of real patients
including the relationship between patient symptoms and
disease, which was crucial for disease diagnosis. The data set
contained patient information such as age, sex, inducement,
medical history, tinnitus sound, accompanying symptoms,
tongue coating, pulse condition, TCM syndrome differentiation,
and sleep status. Each patient had a clear diagnosis that could
be classified into 1 of 5 categories: WFAI, LFBU, PFSI, QDSS,
and KED. Statistical data are presented in Figures 1-4 .

Figure 1. Age distribution of different syndromes by sex. KED: kidney essence deficiency; LFBU: liver fire bearing upward; PFSI: phlegm fire
stagnation internally; QDSS: Qi deficiency of the spleen and stomach; WFAI: wind fire attacking internally.

Figure 2. The tongue body distribution of different syndrome types. KED: kidney essence deficiency; LFBU: liver fire bearing upward; PFSI: phlegm
fire stagnation internally; QDSS: Qi deficiency of the spleen and stomach; WFAI: wind fire attacking internally.
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Figure 3. The tongue fur distribution of different syndrome types. KED: kidney essence deficiency; LFBU: liver fire bearing upward; PFSI: phlegm
fire stagnation internally; QDSS: Qi deficiency of the spleen and stomach; WFAI: wind fire attacking internally.

Figure 4. The pulse condition distribution of different syndrome types. KED: kidney essence deficiency; LFBU: liver fire bearing upward; PFSI:
phlegm fire stagnation internally; QDSS: Qi deficiency of the spleen and stomach; WFAI: wind fire attacking internally.

Ethical Considerations
This study’s protocol was approved by the ethics committee of
the Shanghai Municipal Hospital of Traditional Chinese
Medicine, Shanghai, China (2021SHL-KY-70).

The data was anonymized in order to protect patient privacy.
Patients could receive free examinations and treatments
throughout the entire process, so no compensation was provided.

Clinical Decision Support for Tinnitus

Overview
To integrate patient EMRs with diagnostic knowledge from
TCM textbooks, we constructed a knowledge graph using a

combined “top-down” and “bottom-up” approach [24]. First, a
patient-centered knowledge graph was developed using EMRs.
Then, the knowledge graph was enriched with tinnitus diagnostic
knowledge from TCM textbooks. Finally, we used a mutual
information–based weight calculation method to enhance the
knowledge graph by fusing patient case data with diagnostic
knowledge. The resulting knowledge graph simulated the
diagnostic reasoning processes of experienced physicians. The
entire method consisted of three steps: (1) building a weighted
tinnitus knowledge graph, (2) finding and scoring common
neighbors, and (3) predicting syndrome patterns based on patient
similarity. The overall framework is illustrated in Figure 5.
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Figure 5. Overall framework of the proposed method.

Knowledge Graph of Tinnitus Based on Heterogeneous
Sources
In response to the diagnostic needs of tinnitus in TCM, the
ontology structure of a tinnitus medical knowledge graph should
revolve around symptoms, syndrome patterns, diseases, drugs,
and treatment methods. For this study, we extracted such
common concepts from expert-reviewed EMRs and classic
medical textbooks, constructed a conceptual knowledge system,

and built a top-level ontology structure. Natural language
processing techniques [25] were used to extract entities and
relationships from the patient EMRs based on a defined
conceptual knowledge system for tinnitus. By applying certain
rules and conducting string matching within the text, we
extracted 15 and 10 categories of entities and relationships from
the 1265 EMR records, respectively. Once the entity types and
hierarchy were determined, we embedded the data into the
conceptual knowledge system and established a patient-centric
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tinnitus knowledge graph in the form of a triple, which
maximized the retention of both explicit and implicit diagnostic
information.

Furthermore, we enhanced the constructed tinnitus knowledge
graph using knowledge extracted from authoritative medical
textbooks to supplement tinnitus knowledge information that
was not fully expressed in EMRs. Together with the EMR
knowledge graph, a complete tinnitus knowledge graph was
developed. The knowledge we selected came from 2 classic
Chinese medicine textbooks [26,27], from which we extracted
basic concepts related to tinnitus including TCM syndromes,
prescriptions, Chinese medicinal herbs, and treatment methods
to construct the TCM knowledge graph.

Heterogeneous Knowledge Fusion
Redundancy in the entities and relationships extracted from
heterogeneous sources was observed owing to the different
sources of data and knowledge. Therefore, knowledge fusion
was required. First, data normalization and entity alignment

were performed to standardize the named entities extracted from
multiple data sources. The entities were associated using
string-matching and similarity-calculation methods. As entity
and attribute texts were relatively short, a lower similarity
threshold was more appropriate; therefore, the similarity
judgment threshold was set as 0.6 to prevent errors and
omissions. The entity similarity calculation results are listed in
Table 1. As the knowledge graph was established in Chinese,
we calculated the similarity of the Chinese strings.

Then, a matching path was built from the tinnitus
ontology–based knowledge graph entity to the EMR-based
knowledge graph entity. Patient data were linked to diagnostic
knowledge through an ontology. The 2 knowledge graphs were
linked by unifying entities with duplicate meanings in the 2
graphs. Manual verification was performed to ensure the
accuracy of the knowledge graph. The specific method is
illustrated in Figure 6. Finally, the tinnitus knowledge graph
consisted of 1247 entities and 9234 relationships.

Table 1. Entity similarity calculation results.

SimilarityStandardized and ambiguous entities (Chinese)

WFAIa

0.8风热外侵证 (wind-heat invasion syndrome)

0.6风热外犯证 (wind-heat exterior syndrome)

0.8风热外侵证 (wind-heat exterior assault syndrome)

LFBUb

0.8肝火上炎证 (liver fire flaming upward syndrome)

0.8肝热上扰证 (liver heat disturbing upward syndrome)

0.83肝火上扰清窍证 (liver fire disturbing upward and disturbing clearing orifices syndrome)

QDSSc

0.89脾胃虚证 (spleen and stomach deficiency syndrome)

0.8脾胃虚弱证 (spleen and stomach weakness syndrome)

PFSId

0.8痰火壅结证 (phlegm-fire concretions syndrome)

KEDe

0.6肾精不足证 (kidney essence insufficiency syndrome)

0.8肾精亏虚证 (kidney essence deficiency syndrome)

0.99肾虚精亏证 (kidney deficiency and essence deficiency syndrome)

0.8肾精亏耗证 (kidney essence consumption syndrome)

aWFAI: wind fire attacking internally.
bLFBU: liver fire bearing upward.
cQDSS: Qi deficiency of the spleen and stomach.
dPFSI: phlegm fire stagnation internally.
eKED: kidney essence deficiency.
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Figure 6. Tinnitus knowledge graph fusion flowchart. EMR: electronic medical record.

Calculation of Knowledge Graph Relationship Weights
Based on Mutual Information
Considering the varying importance of different entities for
different syndrome patterns, the imbalance in data categories,
and the varying amount of information carried by symptoms,
the calculation of weights required consideration of entities’
importance for diagnostic pattern identification and information
content carried by the entities themselves. The data used for
weight calculation were derived from real clinical case data
used for constructing the knowledge graph. First, the mutual
information value (wif) possessed by each entity was obtained
using the mutual information method. The obtained value
represented the extent to which a variable could acquire
diagnostic pattern information.

For a given set of entities X = {x1, x2, ..., xn} with corresponding
probabilities P = {p1, p2, ..., pn}, the target variable to be
measured was the diagnostic pattern Y. By calculating the overall
entropy H(), conditional entropy H(Y|X), and mutual information
value Gain(S,x), the degree to which the diagnostic pattern was
determined based on the entity values or the weight value wif

of the entity was calculated. The calculations were performed
using equations 1-3.

(1)

(2)

wif = Gain(Y,X) = H(Y) – H(Y|X) (3)

Further, the feature weights were calculated based on the
syndrome patterns under the prior conditions. The probability
of each symptom appearing under different syndrome patterns
was obtained using statistical methods such as:

wsd = p(symi|sdj) (4)

where sym = {sym1, sym2, ..., symn} represents the symptom set
and sd = {sd1, sd2, ..., sdm} represents the diagnostic pattern set.
Finally, the edge weight from node u to node v was defined
using equation 5.

Weight(u,v) = wif + wsd (5)

The weights of various symptoms under different syndrome
patterns are presented in Table 2.
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Table 2. Partial weight value of symptom-syndrome type.

WeightSymptom

KEDa

1.435Spermatorrhea

1.4213Soreness of loins

1.4104Dreaminess

1.3868Wake up early in the morning

1.3856Deficiency and insomnia

1.167Aggravation at night

1.1559Cicadas chirp

1.1448Fine pulse

0.7142Scanty fur

0.6991Duration

LFBUb

1.2376Irritable

1.1196Restlessness and insomnia

1.0271Wind sound

1.0056String-like pulse

1.0030Tide sound

0.9118Yellow fur

0.8992Reddish tongue

0.7036Duration

0.6855Dry mouth

0.6558Bitter taste in mouth

PFSIc

1.1953Tastelessness

1.1488Dizziness and heaviness

1.1216Aural fullness

1.0899Ear distension

0.9121Slippery pulse

0.8342Slimy fur

0.7113Duration

0.6895Yellow fur

0.6495Hearing loss

0.6440Reddish tongue

WFAId

1.2089Cold or rhinitis

1.1398Tinnitus onset within a month

1.1398Low voice

1.0286Thin fur

0.9563Floating pulse

0.6903Duration

0.6664Light color of tongue
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WeightSymptom

0.5082Yellow fur

0.5032Hearing loss

0.4993Dreaminess

QDSSe

1.2615Feeling emptiness in ear

1.1813Aggravation after work

1.1562Aggravation when standing up

1.0782Fine pulse

0.7370Duration

0.7022Thin fur

0.6745Light color of tongue

0.6596Anxiety

0.6444Hearing loss

0.4865Dreaminess

aKED: kidney essence deficiency.
bLFBU: liver fire bearing upward.
cPFSI: phlegm fire stagnation internally.
dWFAI: wind fire attacking internally.
eODSS: Qi deficiency of the spleen and stomach.

Patient Similarity Scoring Based on Weighted Common
Neighbor Algorithm
By transforming the TCM syndrome diagnostic problem into a
prediction problem of linked patient nodes to TCM syndrome
nodes, the similarity between 2 patients was calculated to obtain
TCM syndrome similarity. For 2 patients, the higher the
similarity, the greater the likelihood of having the same
diagnostic result. This study measured the similarity using
common features. In the knowledge graph, the higher the
number of common neighbors to 2 patient nodes, the greater
the likelihood of them belonging to the same community (linked
to the same TCM syndrome node). The common neighbor graph
of patients with different TCM syndromes is shown in Figure
7, where fewer common neighbors were observed. The common
neighbor graph of patient 1 and patient 2 with the same TCM
syndrome is shown in Figure 8, where more common neighbors
were observed; however, different nodes had different
importance. In TCM, the importance of pulse condition is greater
than that of tinnitus duration while diagnosing tinnitus. The
edge weight values of continuous tinnitus and thin
pulse-to-kidney deficiency syndrome were 0.6991 and 1.1448,
respectively, as shown in Figure 7; however, even for the same
pulse condition, the importance varied for different TCM
syndromes. In Figure 8, the edge weight values of thin pulse to
QDSS and KED syndromes were 1.078 and 1.1447, respectively.
Therefore, considering the edge weights of common neighbors
to the patient nodes and calculating the score of common

neighbors based on the edge weight values were essential when
counting the number of common neighbors between patient
nodes.

The similarity scoring function between patients x and y was
defined by equation 6.

(6)

where X = {u1, u2, ..., um} and Y = {v1, v2, ..., vn} represent the
sets of neighboring nodes for patients x and y, respectively;
Pathu,h,v = (u, h, v) denotes the 2-hop path from node u to node
v, where h represents the common neighbor of nodes u and v;
Pathu,h = (u, h) represents the path from node u to the common
neighbor h; and weight(pathu,h) indicates the weight of the path.

When 2 paths with a hop count of 2 between the patient nodes
existed, the weights of the paths were calculated to obtain a
similarity score list for the patients. The list was then sorted in
descending order, and the top 20 patient node syndromes with
the highest scores were counted, which represented the most
frequently occurring syndrome. Finally, the recommended
syndrome was obtained.

Sn = G(f20(score(X,Y))) (7)

where G denotes a frequency-counting method in which X and
Y represent sets of patient nodes. f20() was used to obtain the
top 20 patient syndromes based on the scores.
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Figure 7. Sketch map of common neighbors between different syndromes.

Figure 8. Sketch map of common neighbors between same syndromes.

Experimental Design
In total, 2 experiments were conducted to verify the
effectiveness of the proposed method. The first experiment was
performed to compare the proposed method with similar graph
algorithms, while the second experiment was performed to
compare the proposed method with other common explainable
ML methods. The evaluation metrics of the algorithm are
accuracy, precision, sensitivity, specificity, F1-score, area under
receiver operating characteristic curve (AUC), etc. To
demonstrate the interpretability of our method, we selected a

tinnitus case for result interpretation to showcase the inference
process and interpretability of our method.

Results

Performance Verification
For a given knowledge graph, we extracted the patient nodes
and their neighboring nodes to form a knowledge network. The
node and edge sets in the knowledge network were divided into
training and testing sets. The testing set did not contain
syndrome entities. To reasonably divide the training and testing
sets, we used a stratified sampling cross-validation method of
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randomly dividing the network node and edge sets into 5
subsets: 1 subset as the testing set, and the other 4 subsets as
the training set. The training set served as a known network,
whereas the testing set was used to verify the syndrome
prediction results and evaluate the accuracy of the syndrome
prediction algorithm.

Evaluation Outcomes

Comparison With Similar Graph Algorithms
The proposed method was compared with similar graph
algorithms such as CommonNeighbors and Adamic-Adar.
CommonNeighbors is a common graph algorithm used to infer

the potential relationships and proximity between 2 nodes [28];
however, the differences between common neighbors are not
considered. Adamic-Adar is a typical algorithm for determining
the closeness of 2 points by measuring the outdegree of common
neighbors [29]. ResourceAllocation calculates the closeness
between 2 nodes using a set of neighboring nodes near the target
node [30]. We added common neighbor edge weights based on
CommonNeighbors. Unlike Adamic-Adar and
ResourceAllocation, our weight calculation method considered
each syndrome, which had a higher adaptability to TCM
diagnosis by the doctors. The experimental results are listed in
Table 3; our method outperformed similar graph algorithms in
diagnosing each syndrome.
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Table 3. Experimental results of graph algorithm comparison.

Value,
mean (SD)

WFAIe

(n=155)
QDSSd

(n=270)
PFSIc

(n=194)
LFBUb

(n=307)
KEDa

(n=339)

Evaluation indicators and models

Average accuracy

0.982
(0.004)

0.9880.9830.9820.9780.978Common neighbors

0.982
(0.004)

0.9890.9830.9780.9790.979Adamic-Adar

0.947
(0.019)

0.9740.9360.9610.9440.918Resource allocation

0.994
(0.003)

0.9980.9920.9950.9940.990WeightedCommonNeighbors

Average precision

0.957
(0.017)

0.9710.9820.9520.9410.939Common neighbors

0.955
(0.019)

0.9710.9810.9320.9490.940Adamic-Adar

0.885
(0.055)

0.9480.8600.9300.8930.794Resource allocation

0.987
(0.010)

1.0000.9860.9930.9870.970WeightedCommonNeighbors

Average sensitivity

0.949
(0.023)

0.9290.9430.9220.9710.981Common neighbors

0.949
(0.023)

0.9350.9420.9170.9650.984Adamic-Adar

0.857
(0.045)

0.8370.8400.8010.8770.933Resource allocation

0.985
(0.006)

0.9870.9790.9760.9900.990WeightedCommonNeighbors

Average F1-score

0.952
(0.009)

0.9490.9610.9360.9560.959Common neighbors

0.951
(0.014)

0.9520.9610.9240.9570.961Adamic-Adar

0.866
(0.015)

0.8850.8490.8590.8840.856Resource allocation

0.986
(0.005)

0.9940.9820.9840.9890.980WeightedCommonNeighbors

Average specificity

0.988
(0.008)

0.9960.9950.9930.9800.978Common neighbors

0.988
(0.007)

0.9960.9950.9890.9830.978Adamic-Adar

0.965
(0.029)

0.9940.9630.9900.9660.914Resource allocation

0.996
(0.004)

1.0000.9960.9990.9960.989WeightedCommonNeighbors

Average AUCf

0.969
(0.008)

0.9630.9690.9580.9760.979Common neighbors
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Value,
mean (SD)

WFAIe

(n=155)
QDSSd

(n=270)
PFSIc

(n=194)
LFBUb

(n=307)
KEDa

(n=339)

Evaluation indicators and models

0.968
(0.009)

0.9660.9690.9530.9740.981Adamic-Adar

0.911
(0.011)

0.9150.9010.8950.9220.923Resource allocation

0.990
(0.003)

0.9940.9880.9870.9930.990WeightedCommonNeighbors

aKED: kidney essence deficiency.
bLFBU: liver fire bearing upward.
cPFSI: phlegm fire stagnation internally.
dQDSS: Qi deficiency of the spleen and stomach.
eWFAI: wind fire attacking internally.
fAUC: area under receiver operating characteristic curve.

Comparison With Other Interpretable ML Methods
The proposed method was compared with common ML
classification algorithms including decision tree, random forest,
naive Bayes, logistic regression, and k-nearest neighbors
algorithms. The results are presented in Table 4. The graph
algorithm based on WightedCommonNeighbor outperformed
other models in the comprehensive diagnosis of each syndrome
on the same data set but was lower than the random forest model

in terms of the AUC metric. Although the random forest model
had a certain degree of interpretability, the overall complexity
of model interpretation increased when a large number of
decision trees were included. The higher the number of decision
trees in the random forest model, the greater the difficulty of
interpreting the relationships and decision processes within the
model. Compared to the random forest model, our proposed
method had higher interpretability and was more readily
accepted by doctors.
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Table 4. Experimental results of machine learning classification algorithm comparison.

Value, mean (SD)WFAIeQDSSdPFSIcLFBUbKEDaEvaluation indicators and models

Average accuracy

0.994 (0.003)0.9980.9920.9950.9940.990WeightedCommonNeighbors

0.976 (0.005)0.9840.9700.9780.9750.975Decision tree

0.987 (0.004)0.9940.9870.9850.9820.987Random forest

0.981 (0.005)0.9910.9810.9790.9760.979Naive Bayes

0.986 (0.004)0.9940.9840.9830.9830.986Logistic regression

0.985 (0.005)0.9940.9860.9820.9800.986KNNf

Average precision

0.987 (0.010)1.0000.9860.9930.9870.970WeightedCommonNeighbors

0.939 (0.012)0.9370.9430.9170.9510.950Decision tree

0.968 (0.011)0.9630.9820.9700.9500.974Random forest

0.957 (0.019)0.9800.9560.9530.9230.971Naive Bayes

0.965 (0.010)0.9810.9640.9500.9610.971Logistic regression

0.966 (0.016)0.9800.9780.9580.9380.974KNN

Average sensitivity

0.985 (0.006)0.9870.9790.9760.9900.990WeightedCommonNeighbors

0.939 (0.014)0.9360.9150.9430.9450.959Decision tree

0.966 (0.019)0.9870.9560.9330.9770.976Random forest

0.950 (0.022)0.9480.9560.9120.9810.953Naive Bayes

0.963 (0.013)0.9680.9630.9380.9670.976Logistic regression

0.961 (0.021)0.9680.9560.9230.9840.973KNN

Average F1-score

0.986 (0.005)0.9940.9820.9840.9890.980WeightedCommonNeighbors

0.939 (0.010)0.9360.9280.9290.9480.953Decision tree

0.966 (0.009)0.9750.9680.9500.9630.975Random forest

0.953 (0.011)0.9640.9550.9320.9510.961Naive Bayes

0.964 (0.011)0.9740.9630.9430.9640.974Logistic regression

0.963 (0.012)0.9740.9660.9400.9600.973KNN

Average specificity

0.996 (0.004)1.0000.9960.9990.9960.989WeightedCommonNeighbors

0.985 (0.003)0.9910.9850.9840.9840.981Decision tree

0.992 (0.005)0.9950.9950.9940.9830.990Random forest

0.988 (0.008)0.9970.9880.9920.9740.989Naive Bayes

0.991 (0.003)0.9970.9900.9910.9880.989Logistic regression

0.991 (0.006)0.9970.9940.9930.9790.990KNN

Average AUCg

0.990 (0.003)0.9940.9880.9870.9930.990WeightedCommonNeighbors

0.962 (0.007)0.9630.9500.9640.9640.970Decision tree

0.997 (0.002)1.0000.9970.9960.9980.995Random forest

0.995 (0.001)0.9970.9950.9930.9960.996Naive Bayes

0.996 (0.001)0.9970.9950.9940.9970.997Logistic regression
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Value, mean (SD)WFAIeQDSSdPFSIcLFBUbKEDaEvaluation indicators and models

0.989 (0.006)0.9930.9880.9770.9930.993KNN

aKED: kidney essence deficiency.
bLFBU: liver fire bearing upward.
cPFSI: phlegm fire stagnation internally.
dQDSS: Qi deficiency of the spleen and stomach.
eWFAI: wind fire attacking internally.
fKNN: k-nearest neighbor.
gAUC: area under receiver operating characteristic curve.

Discussion

Principal Findings
The experimental results show that the accuracy, sensitivity,
specificity, precision, F1-score, and AUC of our proposed
method all exceed 98% for 5 tinnitus subtypes. Compared to
the traditional graph algorithm, our method comprehensively
considers the number of neighboring nodes and the weight of
edges for patient nodes. This method of calculating the strength
of node connections and feature importance can more
comprehensively measure the similarity between patient nodes.
Further, by calculating the common neighbor score, the
similarity between patient nodes can be quantitatively measured,
providing a reliable quantitative indicator for the prediction
problem of patient-to-syndrome node links. In addition, in the
field of TCM, the impact of different features on diagnostic
results may vary. This method considers the importance of
features through edge weight values, making similarity
calculations more realistic. By considering the edge weight
values, the reasons for the formation of similarity between
patient nodes and the importance of features can be explained,

enhancing the interpretability of the model results. This method
is not only applicable to the diagnosis of syndrome types in the
field of TCM but can also be applied in other fields, especially
in the similarity calculation problem that needs to consider
feature importance and node correlation strength, which has
universality.

In terms of interpretability, the proposed method integrated the
knowledge of TCM differential diagnosis and clinical experience
into a knowledge graph, which made the method more
interpretable. To illustrate the explainability of our method, we
randomly selected a patient from the patient records and used
their medical information as input to the syndrome diagnosis
algorithm, as shown in Figure 9. The patient information was
input to the knowledge graph, where we searched for other
patients who shared common neighbors with the selected patient.
We calculated the common neighbor scores and returned the
top k (k=20) patients with the highest scores. The results are
summarized in Table 5. Based on the syndromes of the top k
patients that were most similar to the target patient, we deduced
that the predicted syndrome of the target patient was KED,
which was consistent with the actual syndrome of the patient.

Figure 9. The inference process of patient syndrome patterns. KED: kidney essence deficiency.
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Table 5. Inference results of patient syndrome patterns.

Neighbors scoreNeighborsPatient ID

14.6619411

14.2316382

14.2317404

14.0417830

14.0416856

13.9716395

13.9316365

13.9315372

13.9315386

13.9315390

13.9316396

13.9316400

13.9316403

13.9315407

13.9316410

13.9315413

13.9117375

13.9117389

13.7816381

13.7816383

Limitations
The proposed method considered the weight of common
neighbors and the importance of different symptoms for different
syndrome types, but this makes similarity calculation more
complex, requiring more computing resources and time.
Meanwhile, the calculation of edge weight values requires
relatively rich and accurate feature data. If the data quality is
not high or features are missing, it will affect the accuracy of
similarity calculation. However, compared to large-scale
knowledge graphs, our research has a smaller sample size and
requires continuous data collection to enrich the knowledge
base.

From the experimental results, our method achieved good results
in the diagnosis of WFAI, LFBU, PFSI, and QDSS. However,
some deficiencies existed in the differential diagnosis of QDSS
and KED syndrome types, which could create confusion between
the two. The analysis of 3 patients who were misclassified with
KED instead of QDSS revealed common entities between them
and the top 5 most similar patients among their neighbors
(Textbox 1). The common entities between patient 1 (ID 415)
and the top 5 most similar patients among their neighbors, who

were all patients with QDSS but were misclassified with KED,
are listed in Textbox 1. The common entities included worsening
conditions when standing up, empty feeling in the ears, left side,
worsening condition after physical exertion, hypertension, red
tongue, anxiety, thin pulse, hearing loss, continuous symptoms,
female sex, and dizziness. Similarly, patient 2 (ID 601) and the
top 5 most similar patients among their neighbors shared
common entities including worsening condition when standing
up, empty feeling in the ears, left side, worsening condition
after physical exertion, thin and white coating on the tongue,
red tongue, anxiety, thin pulse, and continuous symptoms.
Patient 3 (ID 423) and the top 5 most similar patients among
their neighbors shared common entities including worsening
condition after physical exertion, worsening condition at night,
left side, use of headphones, exercise, pale tongue, thin coating
on the tongue, tinnitus, middle to low frequency, and intermittent
symptoms. By comparing the common entities between the
patients and their top 5 most similar neighbors, we found that
entities such as worsening condition after physical exertion and
left side had higher scores in the differential diagnosis of the 2
syndrome types. However, ML algorithms were prone to
confusion in the differential diagnosis because both QDSS and
KED could be present in patients with these symptoms.
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Textbox 1. Misclassified patient entity.

Patient 1 (ID 415)

• Aggravation when standing up, ear emptiness, left side, aggravation after work, hypertension, tongue redness, anxiety, fine vein, hearing loss,
duration, male, and dizziness.

Patient 2 (ID 601)

• Aggravation when standing up, ear emptiness, left side, aggravation after work, thin fur, white fur, tongue redness, anxiety, fine vein, and duration.

Patient 3 (ID 423)

• Aggravation after work, nighttime aggravation, left side, use headphones, exercise, tongue dullness, thin fur, cicada chirping, and interval.

Conclusions
Tinnitus is a complex ear disease that poses challenging issues
in clinical diagnosis due to the lack of specific indicators and
the reliance on patient complaints. In this study, we constructed
a medical knowledge graph based on EMRs and authoritative
knowledge of patients with tinnitus and proposed an explainable
tinnitus-assisted diagnosis model. The experimental results

showed that our proposed method not only performed better in
diagnostic performance with a diagnostic accuracy of over 98%
for all syndromes but also offered better interpretability
compared to general ML algorithms owing to the natural
interpretability of the knowledge graph. Thus, the effectiveness
of the proposed method was demonstrated to assist Chinese
medicine doctors in diagnosing tinnitus during clinical practice.
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QDSS: Qi deficiency of the spleen and stomach
TCM: traditional Chinese medicine
WFAI: wind fire attacking internally
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Abstract

Background: Diagnostic errors pose significant health risks and contribute to patient mortality. With the growing accessibility
of electronic health records, machine learning models offer a promising avenue for enhancing diagnosis quality. Current research
has primarily focused on a limited set of diseases with ample training data, neglecting diagnostic scenarios with limited data
availability.

Objective: This study aims to develop an information retrieval (IR)–based framework that accommodates data sparsity to
facilitate broader diagnostic decision support.

Methods: We introduced an IR-based diagnostic decision support framework called CliniqIR. It uses clinical text records, the
Unified Medical Language System Metathesaurus, and 33 million PubMed abstracts to classify a broad spectrum of diagnoses
independent of training data availability. CliniqIR is designed to be compatible with any IR framework. Therefore, we implemented
it using both dense and sparse retrieval approaches. We compared CliniqIR’s performance to that of pretrained clinical transformer
models such as Clinical Bidirectional Encoder Representations from Transformers (ClinicalBERT) in supervised and zero-shot
settings. Subsequently, we combined the strength of supervised fine-tuned ClinicalBERT and CliniqIR to build an ensemble
framework that delivers state-of-the-art diagnostic predictions.

Results: On a complex diagnosis data set (DC3) without any training data, CliniqIR models returned the correct diagnosis within
their top 3 predictions. On the Medical Information Mart for Intensive Care III data set, CliniqIR models surpassed ClinicalBERT
in predicting diagnoses with <5 training samples by an average difference in mean reciprocal rank of 0.10. In a zero-shot setting
where models received no disease-specific training, CliniqIR still outperformed the pretrained transformer models with a greater
mean reciprocal rank of at least 0.10. Furthermore, in most conditions, our ensemble framework surpassed the performance of
its individual components, demonstrating its enhanced ability to make precise diagnostic predictions.

Conclusions: Our experiments highlight the importance of IR in leveraging unstructured knowledge resources to identify
infrequently encountered diagnoses. In addition, our ensemble framework benefits from combining the complementary strengths
of the supervised and retrieval-based models to diagnose a broad spectrum of diseases.

(JMIR Med Inform 2024;12:e50209)   doi:10.2196/50209
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clinical decision support; rare diseases; ensemble learning; retrieval-augmented learning; machine learning; electronic health
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Introduction

Background
Identifying an accurate and timely cause for a patient’s health
problem represents a challenging and complex cognitive task.
A clinician must consider a complex range of composite
information sources, including the patient’s medical history,
current state, imaging, laboratory test results, and other clinical
observations, to formulate an accurate diagnosis. Diagnostic
errors are a leading cause of delayed treatment, potentially
affecting millions of patients each year. Research suggests that
these errors contribute to 6% to 17% of adverse events [1].

Studies [2,3] have shown that, rather than relying on a single
physician for a final diagnosis, obtaining recommendations
from multiple physicians increases diagnostic accuracy. To
improve the diagnostic process while maintaining economic
feasibility, different variants of automated assistants, also known
as diagnostic decision support systems (DDSSs) and symptom
checkers, have been introduced [4]. Early DDSSs [1,5] were
driven by structured databases that maintain information about
diseases and other medical information in a structured form.
Although promising, these systems have yet to be highly
successful for several reasons, including limited accessibility,
poor flexibility, and scalability issues [6,7]. Hence, the
traditional DDSS is gradually being replaced by machine
learning and deep learning models.

Recent studies [8-13] highlight the importance of electronic
health records for supervised machine learning algorithms in
health care. These algorithms use the electronic health record
of a patient as input to predict their diagnosis. However,
supervised model development has been limited to a select
number of diseases with higher prevalence and extensive
documentation due to the availability of large amounts of labeled
data. As a result, infrequently occurring diagnoses remain poorly
studied. In real-world diagnostic scenarios, physicians are faced
with the challenge of identifying the correct diagnosis from a
plethora of possibilities. Therefore, a system that considers a
broad range of diagnoses, including rare conditions, is desirable
for improved diagnostic accuracy. However, recent studies
[14,15] demonstrate that traditional supervised learning models
are challenging to use in such scenarios due to their reliance on
large, labeled data sets with many examples per diagnosis.
However, most clinical cohorts exhibit imbalanced class
distributions, characterized by a long-tailed pattern [15,16] in
which certain diagnostic classes represent most training samples
whereas others exhibit few or even 0 data points. In such
scenarios, most traditional supervised models overfit the
majority class, resulting in poor performance for the minority
classes. As such, large labeled data sets may not be a
straightforward solution for achieving an efficient supervised
classifier that supports diverse diagnoses.

In response, researchers have leveraged a technique called
transfer learning, which is a widely used method for building
classifiers that enables generalization to classes with limited
labeled data. A common transfer learning technique involves
fine-tuning pretrained models—models trained on large and
diverse data sets—on a smaller, domain-specific corpus to

enhance model performance. However, the effectiveness of this
approach still relies on the size of the data set available for
fine-tuning. Zero-shot learning and few-shot learning [17,18]
represent promising alternatives for fine-tuning large models
with limited labeled data. In zero-shot learning, the model can
classify samples from classes without labeled training data.
Few-shot learning requires at least one labeled example per
class to enable the model to make accurate predictions. Although
some studies [19,20] have shown that pretrained language
models have zero-shot and few-shot learning capabilities, their
performance remains inferior to that of models trained on
extensive labeled data. While zero-shot and few-shot approaches
have demonstrated success in the vision domain [21,22], their
application to language models remains an ongoing area of
research.

Leveraging external knowledge resources can improve
predictive performance, especially with a limited training sample
size, as shown in previous work by Prakash et al [7] and Müller
et al [6]. Classical information retrieval (IR) systems can use a
vast collection of resources for various applications with low
computational complexity and no need for labeled data. In the
medical setting, studies [23-25] and competitions such as the
text retrieval conference (TREC) clinical decision support track
[26] have focused on developing and evaluating IR systems to
support clinician decision-making. Typically, these IR systems
have been applied to biomedical literature retrieval to aid in
clinical decision support. However, these systems can also be
adapted for other downstream clinical tasks. For example, Naik
et al [27] trained a model to predict patient admission outcomes
(ventilation need, mortality, and length of stay) by integrating
relevant medical literature with patient notes, leaving an open
question of how IR systems would fare in directly predicting
the underlying diagnosis. Therefore, our study applied IR
techniques to perform literature-guided diagnostic prediction.

Objectives
We introduce “CliniqIR,” a novel clinical decision support
algorithm that uses an IR system to match a patient’s medical
record to a specific diagnosis from a large pool of possible
diagnoses. Our study aimed to improve the current state of
predictive modeling and diagnostic decision support for a broad
range of diagnoses regardless of their training data availability.
By using clinical text records and external knowledge sources,
including the Unified Medical Language System (UMLS)
Metathesaurus [28] and PubMed abstracts [29], we demonstrated
that “CliniqIR” successfully generalizes to less common
diagnostic categories with heavily skewed data distributions.
Our work also shows CliniqIR to be highly adaptable, allowing
for easy integration with any IR system. This flexibility ensures
the model’s ability to adapt to available resources and work
across various retrieval methods.

To assess CliniqIR’s ability to predict diagnoses with no
available training samples, we evaluated its performance on the
DC3 data set [30]. We compared its performance to that of
pretrained clinical models in a zero-shot setting, and our results
showed that CliniqIR has the capability to recognize a broad
spectrum of rare and complex diseases without relying on
labeled training data. We also compared the performance of
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CliniqIR with that of supervised fine-tuned pretrained
biomedical large language models and found that supervised
models have limitations when used on highly imbalanced data,
especially for diagnoses with limited training samples. Then,
we leveraged an ensemble strategy combining CliniqIR and a
fine-tuned Clinical Bidirectional Encoder Representations from
Transformers (ClinicalBERT) to make predictions for a wide
range of diagnoses that include frequent and infrequent
conditions, summarized in Figure 1.

Our study highlights the valuable synergy between
retrieval-based systems and supervised learning models,
showcasing how their combination can achieve state-of-the-art
performance, particularly in data sets characterized by a
long-tailed distribution. This finding holds significant promise
and offers new avenues to address the challenges of imbalanced
data in various domains.

Figure 1. CliniqIR and Clinical Bidirectional Encoder Representations from Transformers (ClinicalBERT), classify patient notes and generate ranked
lists of potential diagnoses. The reciprocal rank fusion (RRF) ensemble reranks the lists from both models to provide clinicians with a more accurate
final ranking of differential diagnoses to aid the diagnostic process. MIMIC-III: Medical Information Mart for Intensive Care III; PMID: PubMed ID.

Methods

CliniqIR: The Retrieval-Based Model

Overview
We present CliniqIR, a novel literature-guided system that maps
a patient’s note to a specific diagnosis. By leveraging unlabeled
external knowledge sources, CliniqIR uses an IR system to
classify a wide range of diagnoses without relying on the
availability of notes for each individual diagnosis (labeled
training data). As a result, CliniqIR represents a valuable disease
classification tool when labeled training data are limited or
unavailable.

An overview of our method is shown in Figure 2. The backbone
of CliniqIR is its knowledge base. Once the knowledge base is
built, we can query the system to provide a list of probable
diagnoses. In this study, a clinical narrative with a patient’s

medical history or summary was preprocessed and treated as a
query. To make inferences given a patient’s clinical note, as a
preprocessing step, we first used QuickUMLS (Soldani and
Goharian [31]) explained in the Knowledge Extraction Using
QuickUMLS section, to extract medical keywords from the note
to obtain a query. Next, we fed the query (preprocessed note)
to the retrieval system, which returned a list of matching relevant
PubMed abstracts alongside the medical conditions mentioned
in each abstract. Afterward, we selected the top 100 items from
the list and then computed the frequency of each concept across
the list of abstracts. Finally, the model returned a list of concepts
ranked according to their term frequency–inverse document
frequency (TF-IDF) defined in equation 1. The list returned was
similar to a medical differential diagnosis (a ranked list of
possible diagnoses that could cause a patient’s illness). The
medical condition with the highest TF-IDF score was predicted
as the most likely diagnosis. We provide a detailed description
of the individual processing steps in the following sections.
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Figure 2. Overview of CliniqIR, the retrieval-based clinical decision support system. PMID: PubMed ID.

Concept Extraction and Indexing
We extracted unique medical concepts (conditions) from each
PubMed abstract using QuickUMLS, described in the
Knowledge Extraction Using QuickUMLS section. Medical
concepts included diseases, symptoms, or any information about
a medical procedure. Subsequently, we built the knowledge
base of the retrieval system by indexing each abstract and its
corresponding article title, article ID, and a concept dictionary
that contained all the unique concepts mentioned in that abstract.
Indexing involves storing and organizing data to enable efficient
IR at search time. Using the index of PubMed abstracts, the
model inputs a patient’s notes as a query and returns relevant
information from the indexed abstracts as an output. Figure 2
provides visual details.

Querying and Retrieval
Once the index was built, we submitted queries to the retrieval
system. The Retrieval System Implementation section provides
more details. After we submitted a query, the system returned
a list of abstracts and their corresponding attributes (dictionary
of concepts, article title, and article ID number) ranked
according to query relevance. For each query, we selected the
top 100 abstracts because the top few documents are most likely
to contain relevant query information.

Label Generation
After the querying operation, we focused on the extracted
concepts of the top 100 abstracts. The previous retrieval phase

can potentially return multiple abstracts that contain similar
information in response to a given query, resulting in concept
dictionaries of ≥2 abstracts containing similar concepts. Multiple
occurrences could indicate the relevance of a concept across
abstracts. To account for such duplication, we calculated each
unique concept’s recurrence, or term frequency (TF), across the
list. The TF of a concept across a list of abstracts would be 1 if
it appeared in only 1 abstract. If it appeared in 2 abstracts, its
TF would become 2, and so on. Calculating the recurrence of
concepts across the top-100 list resulted in a new list that
contained medical concepts and their TFs. These medical
concepts were regarded as labels and used for classification
purposes. Thus, each unique concept became a potential
diagnosis, and the TF of each concept is subsequently used for
ranking purposes in equation 1. Textbox 1 describes the concepts
the model returned (in no order of importance) after the retrieval
stage given a set of queries processed using QuickUMLS. The
list was filtered for a simple illustration. As mentioned
previously, concepts are biomedical terms that include
symptoms, signs, and diseases, among other things. On the other
hand, a diagnosis could represent a disease, an injury, a
neoplastic process, or a medical term describing a condition a
patient is experiencing. Therefore, to account for a wide range
of possible diagnoses, we kept all concepts in the label
generation phase, and we considered a concept as a diagnosis
when it matched the ground truth. Therefore, in this paper, we
use concepts and diagnoses interchangeably.
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Textbox 1. The output returned by the retrieval-based model (CliniqIR) given a query.

Query and concepts retrieved (labels)

• Abdominal pain, bloating, rectal bleeding, weight loss, anxiety, disruptive thoughts, and suicidality: “generalized anxiety disorder,” “panniculitis,”
“chronic abdominal pain,” “Burkitt’s lymphoma,” and “Whipple’s disease”

• Chest pain, radiation to neck, dyslipidemia, lung crackles, bradycardia, and ST elevation: “acute myocardial infarction,” “acute coronary syndrome,”
“coronary artery disease,” “myocardial ischemia,” “myopericarditis,” and “myocardial infarctions”

• Night sweats, abdominal pain (pleuritic), nausea, loose stools, lymphadenopathy (inguinal), plaques, leucopenia, neutrophilia, and elevated
(Angiotensin converting enzyme) ACE: “sarcoidosis,” “lymphomas,” “lymph node,” “tuberculosis,” “lupus erythematosus,” “Rosai-Dorfman
disease,” and “Kikuchi-Fujimoto disease”

Ranking and Predictions
It is important to note that our model differs from traditional
classification schemes. In our case, the observed mappings
between patients’ notes and ground-truth diagnoses are not
provided for learning purposes. Therefore, a list of relevant
diagnoses (a subset of the retrieved concepts) must be generated
independently for each query. However, as the diagnosis list is
not generated based on ground truth, it may contain information
that is not relevant to the data set to be evaluated. For example,
given a data set with 3 possible ground-truth
diagnoses—lymphoma, coronary artery disease, and
gastroenteritis—the model might return concepts such as
coronary artery disease, myocardial infarction, and chest pain
in the label retrieval phase for a query whose ground truth is
coronary artery disease. To address this and ensure a fair
comparison with other classification models, we filtered the
retrieved concepts during the evaluation and only kept diagnoses
that were part of the ground truth. Therefore, in the
aforementioned example, we filtered out myocardial infarction
and chest pain. Then, we assigned ranks to the remainder of the
diagnoses in the list using the TF-IDF function shown in
equation 1:

TFIDF(c,a,d) = TF(c,a).IDF(c,d) (1)

Knowledge Resources: PubMed Abstracts
Over the years, research in predictive modeling for diagnostic
decision support has witnessed enormous success in transfer
learning, particularly where a model leverages an auxiliary data
source (often a knowledge base) to perform several predictive
tasks. Some studies [7,22,32] have used resources such as
Wikipedia and PubMed [29] to create systems that perform
classification tasks or retrieve useful articles with specific
information. In contrast, most early DDSSs [1,33] were built

on structured knowledge bases; however, most computable
knowledge bases are not freely accessible.

Inspired by previous research, we used abstracts from PubMed
articles as an unstructured collection of knowledge resources
to guide the prediction of diagnoses for all our experiments. An
abstract may contain information about a specific condition, its
signs, or its symptoms. Some abstracts include medical case
reports, whereas others may contain information about a medical
device. To build a retrieval system grounded in reliable
information, we leveraged the vast collection of abstracts in the
PubMed database. PubMed, maintained by the National Library
of Medicine, houses >33 million citations for biomedical
literature, encompassing life science journals and books dating
back to 1946. However, the number of abstracts available per
condition varies considerably. Therefore, for our core
experiments, we implemented a 100-abstract inclusion threshold
for diagnoses (Multimedia Appendix 1).

Knowledge Extraction Using QuickUMLS

Overview

QuickUMLS [31] is an unsupervised medical concept extraction
tool that detects mentions of medical entities such as diseases,
symptoms, and other medical concepts from unstructured text.
Given a document, QuickUMLS matches each possible token
in the document against concepts in the UMLS [28]. In this
study, we used QuickUMLS for 2 different purposes.

Extraction

We used QuickUMLS to extract unique biomedical concepts
from each PubMed abstract. A concept can be any medical term,
including a diagnosis or symptom. As shown in Figure 3, each
biomedical term in a text is a concept with a corresponding
unique alphanumeric identifier (concept ID) in the UMLS
vocabulary. We kept all the concepts associated with each
abstract in a dictionary.
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Figure 3. Outputs from the QuickUMLS tool developed by Soldani and Goharian [33] showing: (A) a graph of extracted concepts and their concept
unique identifier (CUI) for a specific input text; the underlined texts are considered important words, and their corresponding Unified Medical Language
System terms and CUIs are returned, (B) a query processing pipeline. Each text marked with a strike-through is filtered out to obtain a query.

Filtering

We also used QuickUMLS as a data preprocessor to filter out
noisy, uninformative, and nonclinical terms, such as stop words,
from a patient’s clinical note, resulting in a query that contained
only medical terms. Citing the input text example in Figure 3,
the outcome of the filtering operation was “rashes fever hand
skin Kikuchi-Fujimoto disease symptoms.” This filtering step
is equivalent to keeping only the QuickUMLS-recognized
medical terms and concepts.

Retrieval System Implementation

Overview
CliniqIR is designed to be highly adaptable to arbitrary IR
systems. This flexibility ensures the model’s ability to work
across various retrieval methods, adapting to the resources
available. In this study, we performed experiments on a sparse
and a dense retriever.

Sparse Retriever
We built our knowledge base by indexing PubMed abstracts
and their concepts using Apache Lucene (Apache Software
Foundation [34]), which enables users to search this index with
queries ranging from single words to sentences. The relevance
of an abstract to a query is determined by a similarity score,
with Lucene’s default “BM25” [35] function estimating the
best-matching abstract.

Dense Retriever
Unlike sparse retrievers, which represent queries as word
frequencies, dense retrievers capture the semantic meaning and
relationships within the text using dense embedding vectors.
This allows for retrieval based on similarity, usually calculated
through maximum inner-product search. To implement this
a p p r o a c h ,  w e  l e v e r a g e d  t h e
Medical Contrastive Pre-trained Transformers (MedCPT) [36],
a state-of-the-art biomedical retrieval system in a zero-shot
setting using its default parameters. Section S1 and Figure S1
in the Multimedia Appendix 1 provides details on the parameter
settings for both retrieval systems.

Pretrained Transformer Models
In this study, we used 2 well-known methods, namely,
supervised fine-tuning and zero-shot learning, to harness the
benefits of transfer learning from 6 pretrained clinical and
biomedical language models. The models we used are
ClinicalBERT, PubMed Bidirectional Encoder Representations
from Transformers (PubMedBERT), Scientific Bidirectional
Encoder Representations from Transformers (SciBERT),
Self-alignment Pretrained Bidirectional Encoder Representations
from Transformers (SapBERT), cross-lingual knowledge-infused
medical term embedding (CODER) and MedCPT. We describe
them briefly in the follows:

ClinicalBERT Model
The ClinicalBERT [37] is an extension of Biomedical
Bidirectional Encoder Representations from Transformers [38]
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trained further on discharge summary notes from the Medical
Information Mart for Intensive Care III (MIMIC-III) database
[39]. It was designed to handle the complexity and nuances of
clinical text.

PubMedBERT Model
PubMedBERT [40] was specifically designed to capture
domain-specific knowledge present in biomedical literature. It
was initialized from Bidirectional Encoder Representations
From Transformers (BERT) and trained further on the collection
of PubMed abstracts.

SciBERT Model
SciBERT [41] is a BERT-based language model pretrained on
1.14 million full-text papers from Semantic Scholar. The corpus
domain cuts across the field of computer science and the
biomedical space.

SapBERT Model
SapBERT [42] is also a BERT-based model initialized from
PubMedBERT. SapBERT was further pretrained on UMLS
[28], which consists of a wide range of biomedical ontologies
for >4 million concepts.

CODER Model
CODER [43] is another BERT-based model formulated to
generate biomedical embeddings. It was also initialized from
PubMedBERT. CODER was further pretrained using the
concepts from the UMLS [28] and optimized to increase the
embedding similarities between terms with the same concept
unique identifier.

MedCPT Model
MedCPT [36] is a contrastive pretrained PubMedBERT-based
model also formulated to generate biomedical text embeddings
for multiple tasks.

Supervised Fine-Tuning
Given a set of patients’ notes (hereinafter also referred to as
notes) as inputs and their corresponding diagnoses as outputs,
we fine-tuned the pretrained models in a supervised fashion to
classify diagnoses by feeding in a series of notes and their
corresponding ground-truth diagnoses. Each note was a textual
document describing a patient’s health condition and medical
history. The ground-truth diagnosis of a note was the
corresponding health condition of the patient. Multimedia
Appendix 1 provides details of the models’ parameter settings.
After fine-tuning, given a test set of notes, a model assigned
probabilities to each ground-truth diagnosis for each note. The
diagnosis with the highest probability corresponded to the
model’s most confident prediction. We assigned ranks to each
diagnosis in the order of their decreasing probability score for
all our predictions. These ranks were further used to compute
the mean reciprocal rank (MRR) for model evaluation (refer to
the Evaluation Metrics section for details). We justify the use
of ranking output probabilities across classes to compute the
MRR because the probabilities generated by the classifier
represent the classifier’s confidence in predicting each incidence.
Supervised fine-tuning requires diagnosis-specific training data
(availability of historic patient notes for each diagnosis) to

deliver state-of-the-art performance. Unfortunately, labeled data
are expensive to generate. This requirement makes it impractical
to use a supervised fine-tuned model to diagnose those diseases
without (many) notes for training. Hence, we used this method
to make predictions only when training data were available.

Zero-Shot Learning
Given our focus on predicting diagnoses with few or 0 training
samples, we included zero-shot learning methods as baselines.
Leveraging the high quality of the aforementioned pretrained
transformer embeddings, we adopted a zero-shot strategy by
classifying patients’ notes based on their semantic similarity to
potential diagnoses. This can be achieved by using pretrained
models as biencoders [18,44]. Using this approach, we
accounted for the diagnosis classes (classes without training
samples) that the supervised fine-tuned models could not handle.

Given a patient’s note (our query) and the list of candidate
diagnoses as labels, we used different variants of BERT as
biencoders to encode queries and the full names of all
ground-truth diagnoses to produce their respective representation
vectors separately. Next, we computed their cosine similarity
score and ranked each diagnosis for each query according to
this score. The diagnosis with the highest cosine similarity
became the model’s most confident diagnostic prediction (refer
to Multimedia Appendix 1 for more details).

Model Ensemble: Reciprocal Rank Fusion
The label retrieval process allowed the CliniqIR (retrieval-based
model) to diagnose unseen conditions regardless of training
data availability. This property is beneficial for diagnoses with
little or no training data. On the other hand, a supervised
fine-tuned model can draw much deeper insights from available
historical case data. We adopted an ensemble strategy to
combine the advantages of both paradigms.

In IR and general machine learning, ensemble strategies combine
results from multiple models to produce a single joint output.
Ideally, the ensemble model should produce a new output whose
performance is superior to that of the individual constituent
models. Several studies [32,45,46] have shown that
high-performance gains can be achieved through model
ensembling. One of the simplest ways to build such a model is
to focus on applying a reranking heuristic to the ranks of each
item in a model’s output list. Hence, we collected the ranked
list of diagnoses from a CliniqIR model and that of the
best-performing supervised fine-tuned model, ClinicalBERT,
and combined the 2 lists. We then applied a modified version
of the reciprocal rank fusion (RRF) [45] algorithm using
equation 2 to merge their results and produce a single, final
output list. Given a set Cof concepts(diagnoses) to be ranked
and a set of rankings Rfor all concepts obtained from each
ensemble member (CliniqIR and ClinicalBERT), we computed
the RRF score for each concept (c∈ C) as follows:

(2)

In the aforementioned equation, “r ∈ R” is the rank of concept
caccording to an ensemble member. We summed up the
individual ranks of a concept from each ensemble member “r(c)”
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with k and computed the inverse. Previous work by Cormack
et al [45] reported that setting kto 60 was the near-optimal choice
for most of their experiments. Hence, we set k to 60 for all
experiments. When concepts (diagnoses) had more than one
training sample, we selected their individual ranks rfrom each
ensemble member to compute the RRF score; otherwise, we
selected ranks from the CliniqIR model. We used the RRF
algorithm due to some key advantages: (1) it is a simple
unsupervised method that eliminates the need for training
samples, and (2) it effectively combines the results from various
models without reliance on a weighting or voting mechanism.

Experimental Setup

Data Sources

DC3 Data Set

The DC3 data set [30] was designed specifically for the
evaluation of diagnostic support systems. The data set comprises
30 rare and difficult-to-diagnose cases compiled and solved by
clinical experts in the New England Journal of Medicine Case
Challenges. This data set lacks large, labeled training data, but
it covers a wide range of diagnostic cases for various specialties.
Therefore, we used this data set to determine the applicability
of CliniqIR for diagnostic inference when the underlying patient
condition is rare. Each case is a patient’s note and its
corresponding true diagnosis written as free text. We mapped
the true diagnoses to their UMLS concept IDs to produce test
labels for evaluation consistency. When we did not find an exact
matching term for a diagnosis, we considered the closest match
returned by the UMLS browser. During the preprocessing step,
we found that some cases in the DC3 data set had multiple terms
representing a ground-truth diagnosis, making it difficult to find
a single UMLS concept ID for such cases. To ensure an accurate
mapping with the UMLS concept IDs, we split such cases into
separate terms. For example, the case “Acute and chronic
cholecystitis and extensive cholelithiasis with transmural
gallbladder inflammation” was split into 2 separate terms:
“Acute and chronic cholecystitis” and “Extensive cholelithiasis
with transmural gallbladder inflammation.” Then, we mapped
each case to its corresponding UMLS concept ID. Next, we
computed the document frequency of all the true diagnoses
(now represented as concepts) across all PubMed abstracts. In
these cases, either of the concepts could be considered as the
ground truth. As the data did not contain sufficient notes to train
a model, we formulated this task as a zero-shot
multiclassification problem. Specifically, we expected a model
to predict the underlying condition given a patient’s note without
labeled training data.

MIMIC-III Data Set

The MIMIC-III [39] is a freely accessible medical database that
contains information on >50,000 intensive care unit patients.
The data include laboratory events, vital sign measurements,
clinical observations, notes, and diagnoses structured as
ICD-9-CM (International Classification of Diseases, Ninth

Revision, Clinical Modification), codes. We worked with the
discharge notes for all experiments because they document a
free-text synopsis of a patient’s hospital stay from admission
to discharge. In MIMIC-III, each discharge note is mapped to
multiple diagnoses ranked according to priority. We considered
the highest-priority diagnosis to be the admission’s ground-truth
diagnosis (and prediction target). We excluded admissions
primarily for birth and pregnancy as they did not represent a
primary pathological diagnosis. After preprocessing, the
discharge notes contained 2634 unique ICD-9-CM diagnoses.
We mapped these ICD-9-CM diagnoses to their corresponding
UMLS concept IDs to calculate their TF across the knowledge
resource (PubMed abstracts). The resulting unique diagnoses
were associated with notes ranging from thousands of
occurrences of frequent conditions, such as coronary
atherosclerosis and aortic valve disorders, to rare ones, such as
Evans syndrome and ehrlichiosis, with just a single instance
forming a long-tailed distribution. A total of 902 diagnoses fell
into the singleton category. One discharge note representing a
specific diagnosis is insufficient to train and test a model. Thus,
we reserved all diagnoses with only 1 available note for model
testing. For diagnoses with <5 note samples, we reserved 1
sample for testing, and the rest were included in model training.
We split the remainder of the data set (instances of diagnoses
with ≥5 associated notes) into training, validation, and testing
sets in the ratio 70:15:15; this split resulted in the training set
containing notes representing 1732 unique diagnoses and the
test set containing notes representing a total of 2634 unique
diagnoses (refer to Multimedia Appendix 1 for more details).
For models that did not require training (eg, the retrieval model),
we used the validation and training sets for hyperparameter
tuning purposes and the test set for final model evaluations.

Baselines
Previous studies and competitions, such as the TREC clinical
decision support track, have emphasized the development and
evaluation of IR systems to aid clinical decision-making. While
these systems are commonly used for evidence-based literature
searches, our study explored their adaptation for direct
literature-guided diagnosis prediction. Although a direct
comparison to the systems in the TREC clinical decision support
track was not possible, insights gained from these competitions
informed the engineering of our retrieval system. To evaluate
our model, we used 2 transfer learning techniques—supervised
fine-tuning and zero-shot classification methods (refer to the
Pretrained Transformer Models section)—because of their
performance in scenarios where labeled data are limited or
unavailable. In addition, some studies [47-49] have shown
pretrained language models to attain superior performance to
that of count vector–based models and traditional supervised
methods in various medical tasks. We used “Z” to identify when
models were used in a zero-shot classification setting, an “S”
for supervised fine-tuning, and “CliniqIR” when models were
used in a retrieval setting. Table 1 provides details.
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Table 1. Overview of the experiments conducted using the different models and their task description.

Task descriptionModels usedExperiment

Models retrieved relevant abstracts to inform diagnostic
predictions.

BM25a and MedCPTbRetrieval-based experiments
(CliniqIR)

Models classified diseases in a zero-shot setting without
previous task-specific training.

ClinicalBERTc, PubMedBERTd, CODERe, SapBERTf,
and MedCPT

Zero-shot experiments (Z)

Models were fine-tuned using labeled data for enhanced
disease prediction accuracy.

ClinicalBERTSupervised experiments (S)

aBM25: Best Match 25.
bMedCPT: Medical Contrastive Pretrained Transformers.
cClinicalBERT: Clinical Bidirectional Encoder Representations from Transformers.
dPubMedBERT: PubMed Bidirectional Encoder Representations from Transformers.
eCODER: cross-lingual knowledge-infused medical term embedding.
fSapBERT: Self-alignment Pretrained Bidirectional Encoder Representations from Transformers.

Evaluation Metrics
In our experiments, each model returned a ranked list of
diagnoses analogous to a ranked list of differential diagnoses
formulated by a medical expert. Given a query and a list of
ranked items produced by a model, a simple classification
accuracy metric tracks whether the model made the correct
prediction at the top of the list. Instead, we used the MRR [50]
because it told us where the true diagnosis was placed in the
list in equation 3. If a model returned the reference diagnosis
at rank 1 (ie, at the top of the list), the reciprocal rank (RR) was
1; if the most appropriate item was at rank 2, then the RR was
0.5. The RR decreases as the relevant item moves farther down
the list. We calculated the MRR by computing the average RR
across admissions. An MRR of 1 meant that the model returned
the correct diagnosis at the top of its list for every patient, and
an MRR of 0 implied that the model never produced a correct
diagnosis. Mathematically, the MRR can be represented as
follows:

(3)

where |Q| denotes the total number of queries and denotes the
rank of the correct diagnosis. We also calculated the mean
average precision (MAP) to evaluate the balance between
precision and recall of the retrieval systems (for details, refer
to Multimedia Appendix 1).

Ethical Considerations
No ethics approval was pursued for this research, given that the
data were publicly accessible and deidentified.This aligns with
the guidelines outlined by the US Department of Health and
Human Services, Office for Human Research Protections,
§46.101 (b)(4) [51].

Results

CliniqIR Models Retrieved Useful Literature and
Meaningful Concepts
Table 2 showcases qualitative results for 3 selected queries,
displaying the top 3 documents retrieved by the CliniqIR model.
Notably, the retrieved articles and their corresponding concepts
demonstrated clear relevance to the ground-truth diagnoses of
the respective queries.
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Table 2. Qualitative overview of the top documents and concepts retrieved for 3 selected queries along with their respective correct concepts. This
table illustrates the types of results our system generates for each query, showing the alignment with the ground-truth concepts.

Retrieved conceptsGround-truth diagnosis, and top 3 documents

1. Viral pneumonia

{“C1956415”: [“paroxysmal nocturnal dyspnea”], “C0239295”: [“esophageal candidi-
asis”], “C0236053”: [“mucosal ulcers”], “C1535939”: [“Pneumocystis”], “C0031256”:
[“petechiae”], “C0006849”: [“thrush”], “C0011168”: [“dysphagia”]}

Relevant article 1—PMIDa 15336585: Cases from the
Osler Medical Service at Johns Hopkins University. Di-
agnosis: P. carinii pneumonia and primary pulmonary
sporotrichosis

{“C0746102”: [“chronic lung disease”], “C0004096”: [“asthma”], “C0009443”:
[“cold”], “C0206750”: [“Coronavirus”], “C0018609”: [“h disease”]}

Relevant article 2—PMID 32788269: A 16-Year-Old
Boy with Cough and Fever in the Era of COVID-19

{“C3714636”: [“pneumonias”], C1535950”: [“GI inflammation”]}Relevant article 3—PMID 30225154: Meningococcal
Pneumonia in a Young Healthy Male

2. Hypoparathyroidism

{“C0220983”: [“metabolic alkalosis”], “C0151723”: [“hypomagnesemia”],
“C0020599”: [“hypocalciuria”], “C0014335”: [“enteritis”], “C0012634”: [“Diagnosis”],
“C0235394”: [“wasting”], “C0271728”: [“Hyperreninemic hyperaldosteronism”],
“C0268450”: [“gitelman syndrome”], “C3552462”: [“Tubulopathy”]}

Relevant article 1—PMID 34765380: A Challenging Case
of Persisting Hypokalemia Secondary to Gitelman Syn-
drome

{“C0151723”: [“hypomagnesemia”], “C0030554”: [“paresthesias”], “C0020598”:
[“hypocalcemias”], “C0020626”: [“Low parathyroid hormone”], “C0030517”:
[“Parathyroid”], “C0033806”: [“pseudo hypoparathyroidism”]}

Relevant article 2—PMID 27190662: Suppression of
Parathyroid Hormone in a Patient with Severe Magnesium
Depletion

{“C0020626”: [“Hypoparathyroidism”], “C0012236”: [“DiGeorge syndrome”],
“C0863106”: [“afebrile seizures”], “C0030353”: [“papilledema”], “C0020598”:
[“Hypocalcemias”], “C0012634”: [“Diagnosis”], “C0042870”: [“Vitamin D deficien-
cy”]}

Relevant article 3—PMID 28163524: Afebrile Seizures
as Initial Symptom of Hypocalcemia Secondary to Hy-
poparathyroidism

3. Intracerebral hemorrhage

{“C0020564”: [“enlargement”], “C0019080”: [“hemorrhage”]}Relevant article 1—PMID 9125737: A 36-year-old
woman with acute onset left hemiplegia and anosognosia

{“C2937358”: [“Intracerebral hemorrhage”], “C0151699”: [“intracranial hemorrhage”],
“C0019080”: [“hemorrhages”], “C0020564”: [“enlargement”], “C0021308”: [“infarct”],
“C0022116”: [“ischemia”]}

Relevant article 2—PMID 25830084: Multiple extra-is-
chemic hemorrhages following intravenous thrombolysis
in a patient with Trousseau syndrome: case study.

{“C0472376”: [“thalamic hemorrhage”], “C2937358”: [“cerebral hemorrhage”],
“C0019080”: [“bleeding”], “C0023182”: [“cerebrospinal fluid leak”]}

Relevant article 3—PMID 1434057: A case of recurrent
cerebral hemorrhage considered to be cerebral amyloid
angiopathy by cerebrospinal fluid examination.

aPMID: PubMed ID.

CliniqIR Models Yielded State-of-the-Art Performance
for Rare and Complex Diagnoses
We examined the retrieval-based models’ (CliniqIR)
performance on the DC3 data set to show their applicability for
rare and complex diagnostic cases. The absence of training data
for this data set implied that supervised learning would not be
applicable and the models could only make predictions in an
unsupervised or zero-shot setting. Hence, on this data set, we
compared the CliniqIR models’performance to that of pretrained
transformers in a zero-shot setting. In contrast to the CliniqIR
model, which creates its own set of labels, we supplied the
pretrained transformers with a range of potential diagnoses for
each query to enable zero-shot predictions. This gave the models
a significant advantage over their use in a real-world setting,
where such information would not be readily available. Table

3 shows the MRR of the chosen models on the DC3 data set.
Even with the supporting assumption that the range of possible
diagnoses was known to the pretrained models, the CliniqIR
models outperformed them with an MRR of 0.35 and 0.32 for
CliniqIR_BM25 and CliniqIR_MedCPT, respectively. This
means that, on average, CliniqIR_BM25 and CliniqIR_MedCPT
were more likely to return the correct diagnosis within the top
3 predictions for a case.

The MRR scores of the pretrained zero-shot methods were
similar to one another but markedly lower; the scores were 0.15,
0.22, 0.25, 0.25, 0.24, and 0.18 for ClinicalBERT,
PubMedBERT, SciBERT, CODER, SapBERT, and MedCPT,
respectively. Our results show that the CliniqIR models are
capable of making useful predictions in the case of rare and
complex diagnoses with limited or no training data availability.
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Table 3. Performance evaluation of the models on the DC3 data sets across all case. The retrieval-based models, denoted using “CliniqIR” gave the
best overall performance compared to the zero-shot models, denoted using “Z.”

Mean reciprocal rankModel used

0.15ClinicalBERTa (Z)

0.22PubMedMERTb (Z)

0.25SciBERTc (Z)

0.25CODERd (Z)

0.24SapBERTe (Z)

0.35 fCliniqIR_BM25

0.18MedCPTg (Z)

0.32CliniqIR_MedCPT

aClinicalBERT: Clinical Bidirectional Encoder Representations from Transformers.
bPubMedBERT: PubMed Bidirectional Encoder Representations from Transformers.
cSciBERT: Scientific Bidirectional Encoder Representations from Transformers.
dCODER: cross-lingual knowledge-infused medical term embedding.
eSapBERT: Self-alignment Pretrained Bidirectional Encoder Representations from Transformers.
fHighest mean reciprocal rank is italicized.
gMedCPT: Medical Contrastive Pre-trained Transformers.

Performance on MIMIC-III

Supervised Prediction Models Failed at Making Rare
Diagnoses
When training data are available, supervised models are
preferred. Thus, we investigated the effectiveness of a
supervised learning approach for a highly imbalanced data set
such as MIMIC-III. We fine-tuned the pretrained models to
predict diagnoses using available clinical notes. Diagnoses were
categorized based on the frequency of associated notes to show
how training data availability affects a supervised model’s
predictive capacity. A total of 902 diagnoses had no training
data (only 1 note representative in MIMIC-III), whereas 1732
had at least one training sample (≥2 note representatives in
MIMIC-III). Predictions were made only for the 1732 diagnoses,
excluding those without training data. We introduced sample
weights in the loss function to handle the enormous data
imbalance. This approach weighs the loss computed for samples
differently depending on their class training size. Our results in
Figure S2 in Multimedia Appendix 1 show that ClinicalBERT
performed best among all pretrained models. Hence, we used

ClinicalBERT as our supervised baseline for the remainder of
our experiments.

After training ClincalBERT, we tested it on different clinical
note frequency–based categories (Table 4). In Table 4, we
observed that the MRR score of the ClinicalBERT model was
higher for diagnosis categories with many training examples
(>10 notes). In addition, in the data set category with 1 to 10
notes available per diagnosis (1<notes≤10), ClinicalBERT
obtained a low MRR score of 0.07. An MRR of 0.08 indicates
that, on average, ClinicalBERT returned the correct diagnosis
for a case among its top 13 predictions for these diagnoses.
While the model could not perform predictions for 902
diagnoses due to the lack of training data, the drastic decline in
ClinicalBERT’s performance also indicates that the model is
not suitable for making predictions for diagnoses with <10
clinical notes available for training. We also noticed a decline
in performance for diagnoses with training samples between
500 and 750. This was likely due to many diagnoses having
similar symptoms and manifestations. Therefore, the supervised
learning approaches struggle to find a fine delineation of
boundaries between similar classes without sufficient training
data.
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Table 4. Performance of the best-performing fine-tuned supervised model, Clinical Bidirectional Encoder Representations from Transformers on the
Medical Information Mart for Intensive Care III data set. We categorized the results by the frequency of training note representation per diagnosis.

Mean reciprocal rankData set category

—a0 note

0.081≤Notes≤10

0.3310<Notes≤50

0.4950<Notes≤100

0.52100<Notes≤250

0.57250<Notes≤500

0.44500<Notes≤750

0.41750<Notes

0.370<Notes

aNot applicable.

CliniqIR Models Outperformed ClinicalBERT for Rare
Diagnoses
The objective of this experiment was to determine to what extent
the CliniqIR models can be used in place of a supervised model
when the training sample size is small. Results in Figure 4 show
that CliniqIR-based models performed better than ClinicalBERT
for diagnoses with up to 3 training samples. In addition,
CliniqIR_BM25 and ClinicalBERT had similar MRR scores
for diagnoses with 5 training samples. The average MRR score
for the CliniqIR-based models was approximately 0.1 across

most categories except for diagnoses with at least 7 training
samples. This result indicates that, on average, their correct
prediction for a query was ranked 10th on the list. The disease
count bars in Figure 4 (in gray) also show that the number of
diseases with <5 training samples was more than twice the
number of diseases with >5 training samples. Thus, CliniqIR
allows for more disease coverage and also generalizes well for
cases with low note availability. This result confirms that, while
supervised models may perform well with sufficient labeled
training data, CliniqIR-based models’ performance stands out
as remarkable for diagnoses in the low-data regime.

Figure 4. Mean reciprocal rank (MRR) results for CliniqIR-based models and Clinical Bidirectional Encoder Representations from Transformers
(ClinicalBERT) when predicting diagnoses with training sample sizes of 0, 1, 2, 3, 5, 6, and 7. Results indicate that the CliniqIR-based models perform
best when the training sample size is between 0 and 5. However, ClinicalBERT performs best as training data size increases. “S” denotes that the
ClinicalBERT model was used in a supervised setting.
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CliniqIR Models Outperformed Zero-Shot Baselines for
Rare Diagnoses
To further demonstrate the utility of CliniqIR models for
diagnoses with little or no training samples, we compared its
performance to that of the pretrained models in a zero-shot
setting. As mentioned previously, the MIMIC-III data set
comprises >2634 diagnoses, but the supervised fine-tuned
models were effective only for a subset of diagnoses with

training data; 902 diagnoses had no training samples at all. In
zero-shot settings, pretrained models can make predictions
without reliance on training data. In Figure 5, we observe that
CliniqIR models outperformed the zero-shot pretrained models
across most data set categories, especially when diagnoses had
a low number of associated training notes. The highest and
lowest MRR scores obtained by CliniqIR_BM25 were 0.44 and
0.12, respectively, whereas CliniqIR_MedCPT’s highest and
lowest scores were 0.35 and 0.11.

Figure 5. Performance evaluation of CliniqIR models and each pretrained zero-shot baseline on the Medical Information Mart for Intensive Care III
data set. We categorized the results by the frequency of note representative per diagnosis. “Z” represents models used in a zero-shot setting. The CliniqIR
models performed best across data set categories in the low-resource regime. ClinicalBERT: Clinical Bidirectional Encoder Representations from
Transformers; CODER: cross-lingual knowledge-infused medical term embeddin; MedCPT: Medical Contrastive Pre-trained Transformers; MRR:
mean reciprocal rank; PubMedBERT: PubMed Bidirectional Encoder Representations from Transformers; SapBERT: Self-alignment Pretrained
Bidirectional Encoder Representations from Transformers; SciBERT: Scientific Bidirectional Encoder Representations from Transformers.

Among the zero-shot baseline, CODER and SapBERT’s
performances were better across most data set categories.
However, in the category in which all diagnoses were considered
(diagnoses with >0 notes), CODER outperformed SapBERT,
obtaining a maximum and minimum MRR score of 0.16 and
0.02, respectively. These MRR scores indicate that, on average,
both CliniqIR models returned the correct diagnosis for a case
among their top 5 predictions. In contrast, the best-performing
pretrained zero-shot baselines, CODER and SapBERT, returned
an accurate diagnosis for a query among their top 15 and 12
predictions, respectively.

Ensemble Models Yielded State-of-the-Art
Performance
We have shown that CliniqIR models deliver valuable diagnostic
decision support in the setting of limited or unavailable training
data. On the other hand, a supervised pretrained model such as
ClinicalBERT is an efficient alternative when training data are

abundant. To combine the strengths of both models, we used
the RRF algorithm as an ensemble strategy. The RRF algorithm
combines the ranks of all the ensemble members (a CliniqIR
model and a supervised model) to produce a new ranked list of
diagnoses for a given patient’s clinical note. We hypothesized
that creating an ensemble with both models would boost
predictive performance across various diagnoses regardless of
the availability of associated clinical notes.

To implement the RRF algorithm introduced in the Model
Ensemble: Reciprocal Rank Fusion section, we used
ClinicalBERT and a CliniqIR model to obtain separate ranked
lists for each diagnosis and concept across queries. We
compared the predictive performance of each individual model
to that of the ensemble in terms of MRR for each note
availability category. Figure 6 shows the output of the
experiments before and after fusing the predicted ranks from
both models.
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Figure 6. Performance evaluation of the models on the Medical Information Mart for Intensive Care III data set before and after the ensemble. Adopting
the reciprocal rank fusion (RRF) algorithm as an ensemble strategy boosted predictive performance across the data set. The Clinical Bidirectional
Encoder Representations from Transformer (ClinicalBERT) model cannot directly make predictions for diagnoses with no training samples. Hence, we
used “*” to mark such data set categories. The letter “S” denotes that ClinicalBERT was used as a supervised model. MedCPT: Medical Contrastive
Pre-trained Transformers; MRR: mean reciprocal rank.

Interestingly, for either of the CliniqIR models used, the
ensemble model improved the overall average performance for
predicting a wide range of diagnoses (>0 notes) in the
MIMIC-III data set. We also found that the RRF ensemble
successfully boosted performance across diagnosis categories
with both high and low note availability. On average, the RRF
ensemble model performed better than either of its constituent
models. Notable exceptions include the categories in which the
individual mean average precision of both CliniqIR_BM25 and
CliniqIR_MedCPT was <0.50 (refer to Multimedia Appendix
1 for details) and in the 100 to 250 training example range, in
which the ensemble was slightly worse than the supervised
model. In all other conditions, the interaction between both
models (the ensemble) led to better performance.

Discussion

Principal Findings
With thousands of known diseases potentially causing a patient’s
condition, it is often difficult—even for experienced
clinicians—to accurately diagnose every disease. Unlike the
pretrained models that require user input of possible diagnoses
before predictions can be made, CliniqIR represents a potential
decision support tool that takes advantage of the wealth of
medical literature in PubMed to generate a differential diagnosis.
Our study evaluated CliniqIR’s ability to formulate differentials
and predict uncommon diagnoses with few or no training
examples, reflecting conditions easily missed in real-life
practice. Results comparing CliniqIR’s performance to those
of pretrained biomedical transformers in supervised and
zero-shot settings highlight CliniqIR’s ability to operate
successfully as an unsupervised model. Therefore, our model’s
strength is not limited to rare and infrequent diagnosis
prediction, and our model is also a useful tool for generating a
first-stage differential diagnosis list. As such, a diagnostic

decision support tool such as CliniqIR can enhance physician
differential diagnoses and facilitate more efficient diagnoses by
providing literature-guided suggestions. Beyond disease
prediction, CliniqIR also demonstrates relevance in medical
education as a patient-centric literature search tool. Our study
demonstrated its ability to accurately cultivate a list of PubMed
literature relevant to a patient’s clinical narrative. This
functionality could greatly improve physician researcher
efficiency in performing dedicated literature reviews on behalf
of their patients.

In the era of large complex neural models, it is critically
important that diagnostic support tools remain simple and
interpretable. In health care, where decision-making is critical
and patient outcomes are at stake, clinicians’ ability to
understand and trust the inner workings of a diagnostic tool is
paramount. In response, CliniqIR is built on retrieval systems
that use simple and transparent weighting schemes to retrieve
and rank important terms in a collection of documents. This
transparency fosters trust in the tool’s accuracy and facilitates
collaboration between the tool and the health care professionals,
leading to ongoing model refinement as well as enhanced
clinical decision-making.

Limitations
The medical field is witnessing a growing trend in applications
built on generative large language models [52]. While our work
used a simpler approach, it remains valuable in scenarios with
limited access to significant computing resources. In addition,
it serves as a proof of concept for a retrieval-augmented medical
model, potentially leading to enhanced explainability and
accuracy for large language models in the health care domain.

Our study has 3 potential limitations. First, CliniqIR’s
knowledge source is limited to abstracts in PubMed, which has
well-known publication biases toward certain diagnoses [53,54].
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Therefore, the use of a single knowledge resource limits
CliniqIR’s generalizability to diseases and conditions not
represented in the PubMed corpus. For instance, conditions
such as COVID-19 and Alzheimer disease or rare diseases such
as sarcoidosis and cholangitis are covered in thousands of
published literature entries, whereas other conditions such as
“cellulitis and abscess of the leg” or “closed fracture of the
sternum” may receive less attention. Future studies will involve
a review of seemingly unrepresented diagnostic codes by linking
them back to their parent diagnostic codes to ensure appropriate
mapping between diagnosis codes and PubMed.

Second, our main experimental results were restricted to
diagnoses with at least 100 PubMed abstract representatives.
We identified a significant number of ICD-9-CM codes in
MIMIC-III with no associated medical literature among the 33
million PubMed abstracts (an overview of MIMIC-III diagnosis
distribution classes can be found in Multimedia Appendix 1).
We also found that CliniqIR’s predictive performance improved
with increasing PubMed coverage of the diagnosis, guiding our
decision to establish the 100-abstract inclusion criterion for
diagnoses (Multimedia Appendix 1). Future work will combine
information from biomedical journals, medical textbooks, and
Wikipedia for wider disease coverage.

Third, our MIMIC-III experiments limited the input to patient
discharge summaries containing a succinct synopsis of a
patient’s hospital stay, including symptoms, diagnostic

evaluation, clinical progression, and treatment information. In
real-world clinical situations, such complete retrospective
information would not be available during the initial diagnostic
process. Therefore, the results presented in this paper represent
a first feasibility study of CliniqIR and highlight some of the
difficulties involved in developing diagnostic support tools.

Conclusions
In this study, we presented CliniqIR, an unsupervised
retrieval-based model that leverages unstructured knowledge
resources to aid in the diagnostic process. We showed that the
CliniqIR models outperformed a supervised fine-tuned
pretrained clinical transformer model in predicting diagnoses
with <5 training samples. We also demonstrated that CliniqIR
outperformed pretrained clinical transformers in making
predictions for rare and complex conditions in a zero-shot
setting. While many existing research studies on diagnostic
prediction have focused on one disease at a time or only on
highly prevalent conditions, we combined the strengths of
CliniqIR and supervised learning to build a single ensemble
model that aids in diagnosing a broad spectrum of conditions
regardless of training data availability. Overall, our study reveals
the potential of IR-based models in aiding diagnostic
decision-making in an efficient, transparent, and educational
manner. This work will direct future studies to facilitate
successful application of machine learning and IR to building
robust and accurate clinical diagnostic decision support tools.
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Abstract

Background: Childhood tumors in the central nervous system (CNS) have longer diagnostic delays than other pediatric tumors.
Vague presenting symptoms pose a challenge in the diagnostic process; it has been indicated that patients and parents may be
hesitant to seek help, and health care professionals (HCPs) may lack awareness and knowledge about clinical presentation. To
raise awareness among HCPs, the Danish CNS tumor awareness initiative hjernetegn.dk was launched.

Objective: This study aims to present the learnings from designing and implementing a decision support tool for HCPs to reduce
diagnostic delay in childhood CNS tumors. The aims also include decisions regarding strategies for dissemination and use of
social media, and an evaluation of the digital impact 6 months after launch.

Methods: The phases of developing and implementing the tool include participatory co-creation workshops, designing the
website and digital platforms, and implementing a press and media strategy. The digital impact of hjernetegn.dk was evaluated
through website analytics and social media engagement.

Implementation (Results): hjernetegn.dk was launched in August 2023. The results after 6 months exceeded key performance
indicators. The analysis showed a high number of website visitors and engagement, with a plateau reached 3 months after the
initial launch. The LinkedIn campaign and Google Search strategy also generated a high number of impressions and clicks.

Conclusions: The findings suggest that the initiative has been successfully integrated, raising awareness and providing a valuable
tool for HCPs in diagnosing childhood CNS tumors. The study highlights the importance of interdisciplinary collaboration,
co-creation, and ongoing community management, as well as broad dissemination strategies when introducing a digital support
tool.

(JMIR Med Inform 2024;12:e58886)   doi:10.2196/58886

KEYWORDS

digital health initiative; digital health initiatives; clinical decision support; decision support; decision support system; decision
support systems; decision support tool; decision support tools; diagnostic delay; awareness initiative; pediatric neurology; pediatric
neurology; pediatric CNS tumors; CNS tumor; CNS tumour; CNS tumours; co-creation; health systems and services;
communication; central nervous system
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Introduction

Aim and Context
Primary tumors of the central nervous system (CNS) are the
second most prevalent childhood cancer, constituting
approximately 20% of all cases [1,2]. The 5-year survival has
risen to 75% [3], but survivors face severe late effects [4]. In
Denmark, approximately 50 patients younger than 18 years are
diagnosed every year [3]. Early diagnosis is crucial for the
quality of life of survivors, and early detection and diagnostic
delay have been in focus for decades [5-7]. The presenting
symptoms at the time of onset can be vague, adding difficulty
to diagnostics [8]. Time from first symptom to diagnosis can
be divided into intervals, with the potential to identify inequities
in the diagnostic process [9]. The total diagnostic interval (TDI)
is the sum of the patient interval (PI) and the diagnostic interval
[DI] PI: the time from symptom onset to first contact to a health
care professional (HCP). DI: time from first contact to an HCP
to diagnosis. Intervals are shown in Figure 1).

Over the past decade, research has reported TDI ranging from
28 to 123 days [10-26]. Recent studies indicate a knowledge
gap in HCPs, causing a delay in the DI, and advocate for
interventions specifically aimed toward HCPs to reduce the DI
[27-29]. To map the trajectory for Danish patients, a
questionnaire study was undertaken in 2022. The results showed
an elongated median TDI of 106 days, with DI providing the
larger part of the delay, thus displaying that challenging
diagnostic processes are present in Denmark too. The results in
detail have been reported separately [30].

In 2017, The Danish Collaborative Comprehensive Childhood
CNS Tumor Consortium (5C) was established, providing a
long-term strategic research platform, to accelerate diagnostics
and reduce late effects specifically in patients with CNS tumors
[31]. The decision was made to create a Danish childhood CNS
tumor awareness initiative, with the aim of reducing diagnostic
delay. hjernetegn.dk was launched after 4 years of preparation.
Figure 2 shows the phases of progression from 2020 onward.

Figure 1. The diagnostic route: visualization of diagnostic intervals. HCP: health care professional.

Figure 2. Workflow creating hjernetegn.dk. The initiative was launched on August 21, 2023. The evaluation of the digital impact was initiated in
February 2024, 6 months after launch. SoMe: social media.
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Similar Interventions
Efforts to accelerate timely diagnosis to enhance survival and
the quality of life after cancer are advocated for worldwide.
Childhood cancer has been a World Health Organization priority
since 2018 [32]. In the United Kingdom, the HeadSmart
campaign was initiated in 2011; actively reducing the time from
symptom onset to diagnosis by several weeks, with a reduction
in the time from onset until families approached a HCP, as well
as an accelerated referral within the primary and secondary
sector [18,33,34]. The HeadSmart initiative was set up as a
nationwide public campaign, creating awareness in the public
and among HCPs on alarm symptoms of CNS tumors in
children.

Different organization of, and access to, the health care system
may influence the differences in delay between countries. For
hjernetegn.dk, we found inspiration in the methods of the
HeadSmart campaign, but the Danish medical culture and health
care organization, as well as being in an era of digitization,
required designing a novel approach for the Danish initiative
including constricting our target audience to HCPs.

The implementation is reported in accordance with iCHECK-DH
(Guidelines for the Reporting on Digital Health Implementation)
[35].

Methods

We report the approach and implementation of the Danish CNS
tumor initiative hjernetegn.dk, a tool to support the diagnostic
process of childhood CNS tumors in the interface between
primary and secondary care.

Target
HCPs targeted for the initiative and tool were determined based
on their involvement in clinical diagnostics, thus covering all
HCPs who would first assess a child presenting with complaints
that might be caused by a CNS tumor. Primary targets were
general practitioners (GPs), ophthalmologists, and pediatricians.
Secondary targets were nurse practitioners; neurologists;
psychiatrists; ear, nose, and throat doctors; optometrists; child
physiotherapists; and chiropractors.

We approached all specialists with a vested interest in
contributing to the content and guidelines provided. We also
included associations from specialties identified as recipients,
involving them in the early process. National health authorities
were informed prior to launch, timely enough for them to be
able to respond but not with the intent to consult. Patient
associations and advocacy groups were informed as well.

Participating Entities
Setting up hjernetegn.dk required interdisciplinary experts,
covering academic and clinical knowledge, communication
strategy skills, and digital know-how. A qualified team of
pediatric oncologists formulated the idea, nested within the 5C,
and then included the Danish Cancer Society and the Danish

Childhood Cancer Foundation in the collaboration to support
the commercial and communications strategical part of the
initiative.

Hjernetegn.dk: Web Use, Website, and Social Media
We invited specialists from the primary target groups to
participate in a co-creation workshop, encouraging “a
collaborative approach of creative problem solving between
stakeholders” [36]. The approach was set up to create a user
journey map to identify the workflow in general practice and
pediatric clinics, and to define what would be required in content
and design to make the decision support tool feasible and
successful.

The established key points were carried into the process of
defining which platforms to make our tool accessible. In a
postpandemic online era, printed material is obsolete in a Danish
setting. To enable timely updated content, online platforms were
used: a website as a nest for the tool and social media (SoMe)
platforms to nest the outreach and network. We chose LinkedIn
as the platform for SoME outreach based on its profile as a
professional community for audience augmentation, with an
algorithm that enables outreach by profession, favoring
peer-to-peer communication [37]. Furthermore, funds were
allocated to develop a LinkedIn campaign and ads on Google
Search.

Blueprint Summary: Hjernetegn.dk
The hjernetegn.dk website offers a list of alarm symptoms that
require assessment to rule out a CNS tumor; a checklist for
examination, listing what to include in the primary assessment;
and finally, a decision support tool, offering a hands-on
algorithm to decide whether to approach with watchful waiting,
reevaluate within a certain timeframe, or refer directly for further
evaluation including neuroimaging.

Content was provided by pediatric oncologists in collaboration
with stakeholders from relevant specialties. Using national
Danish guidelines and the National Institute of Health and Care
Excellence–accredited Brain Pathways guideline [38] from the
HeadSmart initiative as a backbone, website material applicable
to a Danish setting was developed for the digital era, framing
dissemination in a primarily digital strategy.

An example of the assessment tool is shown in Figures 3-5.
Figure 3 displays alarm symptoms, Figure 4 displays points for
examination and assessment, and Figure 5 displays the decision
support tool.

A communications bureau provided design and graphical
solutions.

The design accommodated the reported timeframe from the
co-creation, allowing only 1 minute to unravel the algorithm.
The aim was to facilitate an overview and to promote awareness
of other symptoms to consider while using the tool for a specific
assessment.
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Figure 3. Alarm symptoms on hjernetegn.dk. CNS: central nervous system.

Figure 4. Examination and assessment on hjernetegn.dk. CNS: central nervous system.
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Figure 5. Support tool on hjernetegn.dk. CNS: central nervous system.

Press/Media and Digital Strategy
The press/media strategy aimed to create awareness as well as
drive users to the website when launched. Interviews were set
up with major Danish health news outlets to be released on the
day of launch. Within the first 3 months after release, 8 written
articles were published in trade journals.

A written press release carrying information on the initiative
and a graphical package was provided to all stakeholders,
thereby inviting them to share the launch on their platforms and
with their networks.

In the digital strategy, sponsored LinkedIn ads were planned
for 3 iterations of advertising, each 3 weeks long (August 21,
2023, and 12 weeks after), and a Google Search strategy and
ads first ran for 2 months, with plans to restrategize later.
Furthermore, a plan for the organic content for the LinkedIn
profile was designed. To embrace the algorithm, weekly posts
were planned.

Goals for Digital Performance the First 6 Months After
Launch
We expected high activity at launch and in the following months,
aligning with press releases and published articles. We presumed
we would reach a more indicative plateau after 2 months.

Key performance indicators (KPIs), measurable variables for
the evaluation of an initiative, were defined covering the number
of visitors to the website, number of impressions on LinkedIn
(impressions are defined as the number of exposures to posts
or ads of individual feeds on the platform; organic impressions
are defined as tailored content managed by hand), and number
of searches on Google Search.

Defining the KPIs for using the website, we set a standard
estimate of the possible number of assessments of children who
visit their general practice, suggesting the number of cases where

using the guideline and tool provided in hjernetegn.dk would
be relevant. In consensus with experts from general practice, it
was estimated that less than 20% of children’s visits with their
GP require active use of guidelines, and by the same consensus,
most likely <1 patient per week would require the GP to use
hjernetegn.dk. With 3500 practicing doctors in Denmark, the
KPI for visitors to the website was set to 500 visits per month.
On LinkedIn, the KPI was set to 180,000 impressions, estimated
from the number of possible recipients by the stated occupation
on the platform. In Google Search, the KPI was set to 500 clicks
per month, estimated from GP usage and searches. For the web
page bounce rate KPI, the percentage of users departing from
the entry page without further interaction was targeted as <55%.

Data
Data analysis to monitor digital use and traffic was conducted
utilizing Piwik PRO Analytics (version 16.26; Piwik Pro) [39].
Details on LinkedIn activity were extracted directly from the
platform.

Budget and Resources
The initiative was managed as part of a PhD study at Aarhus
University Hospital, endorsed by the pediatric neuro-oncology
network.

In the 4-year period, the allocation of work hours varied, with
workload increasing and peaking at the time of launch. The
project manager and a communications officer from the Danish
Cancer Society had 20% of a full-time equivalent (FTE)
workload from 2020 to 2022. Starting in 2023, the workload
increased to 100% FTE for the project manager and 70% FTE
for the communications officer.

Brand and graphic design, technical support, and digital
solutions were provided by an external communications bureau.
Collaboration and joint strategy were initiated 18 months before
launch. The budget for the external bureau was approximately
€100,000 (US $108,000), covering all external costs for building
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and implementing the initiative, as well as running the project
6 months after launch. Funding of approximately €65,000 (US
$70,000) was allocated to refine, recommunicate, and manage
the web page and SoMe platforms the second year after launch.

Sustainability
The initiative is intended to become a part of a clinician’s
toolbox, implying sustained use.

Implementation to stay is highly dependent on ongoing advocacy
and a well-planned strategy for communication and up-to-date
management of the community and web pages. Dissemination,
through advertising, participating in relevant events, and
reaching out on digital and real-life platforms are continuously
required. Consequently, continuous funding is crucial.

Managing the community day to day requires active surveillance
on SoMe channels to enable fast and sufficient responses,
totaling 5 hours of work per week, inevitably spread out and
not only as office hours.

Ethical Considerations and Potential Barriers
It was important to balance the need to identify patients
presenting strong indications for neuroimaging without
instigating high numbers of unnecessary referrals and contacts
to specialty units in both the primary and secondary sectors.

We acknowledged the risk and barrier that GPs might be
reluctant to support the initiative due to worries of added
workload in the primary sector.

Introducing an initiative as the one described, does not require
ethical approval in the state of Denmark, when initiated by
specialist networks as the 5C. Furthermore, when conducting
the mentioned baseline studies [31], ethical approval was
obtained from the Danish Data Protection Agency (file number:
1-16-02-300-19).

Implementation (Results)

Digital Results and Engagement
hjernetegn.dk had 13,705 visitors from August 21, 2023, to
February 25, 2024. Each visit had a mean of 6 engaging actions
(click, scrolling, or other interactions). Figure 6 shows the
number of visitors and returning visitors to the website in the
first 6 months after launch. Access from smartphones and
desktops covered 78% and 19%, respectively. The remaining
3% was accessed from other smart devices.

From August 21 to February 25 the overall bounce rate was
63%. On the page level, the bounce rate was <10%, indicating
the use of the tool within the site. For desktop users, the bounce
rate was 46%. The average time spent on the page was 1 minute
and 45 seconds, and the average number of page views was 2.3.

By November, a plateau was met, showing an average of 300
visits per week, with a return rate of 10%. The bounce rate was
reduced to 54% accordingly. The average time spent on a web
page was 2 minutes, and the average number of web page views
was 2.5 web pages.

On the website, 33,075 pages were viewed, with 60% (n=19,713
views, bounce rate 60%) of visits being the home page.

Half of all visitors accessed the web pages through Google
Search, and 24% accessed them by URL. SoMe outlets
constituted 21% of the visitors, particularly LinkedIn and
Facebook. Less than 5% of visitors were directed by referral
from other platforms, such as guidelines, health authority outlets,
health care–related media, and collaborators’ websites.

The sponsored LinkedIn ad campaign constituted the most
impressions, covering 201,888 impressions and reaching the
set KPI. Organic impressions formed 14,133 impressions in the
same period. Figure 7 shows sponsored and organic impressions
in the first 6 months.
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Figure 6. Website engagement 6 months after launch. Visitors on hjernetegn.dk from launch August 2023 to February 2024. The lower graph shows
the number of visitors after the plateau was reached from November 2023 to February 2024.

Figure 7. Impressions of active content on LinkedIn 6 months after launch. Impressions indicate number of exposures to individual user feeds. Sponsored
impressions: impressions by ads. Organic impressions: tailored content managed directly from the hjernetegn.dk LinkedIn-page.

Implementation to Sustain
hjernetegn.dk is nested within the 5C and the four pediatric
oncology centers nationwide. Efforts to maintain and update
the website as well as strategizing to reach even more HCPs are

ongoing. We are planning to solicit feedback from site users to
better target HCPs and enhance the site and tool.

The hjernetegn.dk approach and guidelines are now taught in
medical programs and among pediatric fellows as part of the
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curriculum, and the tool is continuously being introduced to
GPs.

Discussion

This study reports the development and implementation of
hjernetegn.dk and the digital impact in the first 6 months after
launch. The initiative covered the development of the digital
diagnostic decision support tool and dissemination.

Impact of the Digital Dissemination Strategy
Contemplating results from the digital strategy, as anticipated,
we saw a very high interest following the main events around
the launch, and from August 21 to October 22, the number of
visitors peaked in alignment with publications in health media.
From November, a plateau was reached, showing a stable
number of visitors and returning visitors. When introducing
new eHealth innovations, it is proposed in other works that the
Gartner Hype Cycle can be applied [40,41]. It shows that
reaching a plateau of productivity is natural but will be preceded
by a so-called peak of inflated expectations and a trough of
inflated expectations; although there was no true trough, the
suggested phases in implementation matched our digital results,
and the plateau was met with approximately 50 users daily, of
whom 10% were returning visitors.

The results met our set KPIs. In fact, the number of visitors to
the website far exceeded our expectations. At the plateau, the
monthly number of visitors reached 1500, while the KPI was
originally set to 500 within the first 6 months. This might have
been a low target, but it was estimated based on expert notions
of the number of contacts and that new guidelines take time to
implement. Our results indicate that the communications strategy
in our initiative has some effect. Using a so-called push-pull
strategy, SoMe and ads endorsed and directed users to the
website, introducing potential users to the tool, and the website
as the actual tool had the effect of pulling in viewers. The
bounce rate dropping over time indicates the tool is in actual
use for supporting diagnostics and not only for visitors viewing
the website.

For the LinkedIn campaign, the main focus was to create
awareness and curiosity. A recent review on SoMe in public
health campaigning presents the modified hierarchy of effect
model, suggesting that health outcomes can be improved simply
by SoMe exposure changing individuals’ behaviors [42].
Engagement leads to further impressions in secondary networks,
raising awareness, directing traffic to the website, and supporting
the push-pull strategy setup. Access from users via Facebook
may be the result of user engagement on LinkedIn.

Moving forward, we will adjust set KPIs to encompass the
results from the first 6 months of the initiative. Furthermore, it
is being discussed whether to include more SoMe platforms.

Lessons Learned
Inviting key stakeholders and primary targets to identify drivers
and solutions and to point out barriers in the process is essential
to design for sustainability. Finding a common understanding
of the problem of diagnostic delay, especially when approaching
GPs, was a time-consuming and delicate process. GPs were

hesitant and implied that the motivation for the initiative was a
criticism of their efforts in clinical practice, whereas the actual
motivation was to provide support in a challenging process. The
same issue was raised with the external communications
consultants. A clear objective and common vocabulary is
imperative for effective communication and collaboration
between clinicians in different fields and the design producers.
Barnes et al [43] advocate for interdisciplinary team approaches,
bringing together specialists across the fields of health sciences,
IT, and communications when producing initiatives in a
computational health science era. We support this structural
mindset as well as stress the importance of co-creation for
content, setting the scene for successful health care
interventions.

Through our efforts, we have strived to but not succeeded in
reaching all GPs. In the interface between the analog and digital
eras, substantial funds and resources are required to reach all
areas. We realize some individuals will not be reached unless
contacted directly.

The multiphase setup allowed stakeholders to participate
continuously, which strengthened the implementation and is
strongly advised. The design and platforms ensure flexible
editing, allowing add ons easily. This enables future changes
or revisions, or even more tools, to be embedded when needed.

When initiating a similar initiative, we would recommend the
following:

• Establish a multidisciplinary team by involving
communication experts, graphic designers, and technical
designers from an early stage. Common ground and
understanding of the aim during production is of utmost
importance.

• Invite and engage stakeholders to define drivers for success
and possible positive or negative attitudes toward the effort.

• Willingness to “kill your darlings.” As senders and clinical
experts, be receptive to feedback from stakeholders if they
do not see eye to eye.

• Have sufficient time and funding. Time is money, and
fundraising takes time. In our case, it took 4 years from the
formation of the project group to the launch of
hjernetegn.dk. We had initially planned for 5 to 8 months.

• Develop realistic plans for follow-up and monitoring.
Initiatives should be dynamic and easy to edit; create
ongoing revision plans. If possible, conduct a baseline study
so that both digital impact and impact in the clinic, as well
as on the primary goal, namely the patients, can be
measured and evaluated, and the initiative improved
accordingly.

Perspectives
We believe our study design is applicable to many rare diseases.
Initiatives such as the website presented in this study create a
hub for all applications necessary to recognize and interpret
cardinal symptoms, followed by guidelines to support relevant
and timely referrals. In this first edition, the initiative was
targeted toward HCPs. In time, we will revisit the strategy and
may plan to broaden the format to raise public awareness, thus
covering the entire trajectory for patients with a CNS tumor.
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Abstract

Background: In response to the high patient admission rates during the COVID-19 pandemic, provisional intensive care units
(ICUs) were set up, equipped with temporary monitoring and alarm systems. We sought to find out whether the provisional ICU
setting led to a higher alarm burden and more staff with alarm fatigue.

Objective: We aimed to compare alarm situations between provisional COVID-19 ICUs and non–COVID-19 ICUs during the
second COVID-19 wave in Berlin, Germany. The study focused on measuring alarms per bed per day, identifying medical devices
with higher alarm frequencies in COVID-19 settings, evaluating the median duration of alarms in both types of ICUs, and assessing
the level of alarm fatigue experienced by health care staff.

Methods: Our approach involved a comparative analysis of alarm data from 2 provisional COVID-19 ICUs and 2 standard
non–COVID-19 ICUs. Through interviews with medical experts, we formulated hypotheses about potential differences in alarm
load, alarm duration, alarm types, and staff alarm fatigue between the 2 ICU types. We analyzed alarm log data from the patient
monitoring systems of all 4 ICUs to inferentially assess the differences. In addition, we assessed staff alarm fatigue with a
questionnaire, aiming to comprehensively understand the impact of the alarm situation on health care personnel.

Results: COVID-19 ICUs had significantly more alarms per bed per day than non–COVID-19 ICUs (P<.001), and the majority
of the staff lacked experience with the alarm system. The overall median alarm duration was similar in both ICU types. We found
no COVID-19–specific alarm patterns. The alarm fatigue questionnaire results suggest that staff in both types of ICUs experienced
alarm fatigue. However, physicians and nurses who were working in COVID-19 ICUs reported a significantly higher level of
alarm fatigue (P=.04).

Conclusions: Staff in COVID-19 ICUs were exposed to a higher alarm load, and the majority lacked experience with alarm
management and the alarm system. We recommend training and educating ICU staff in alarm management, emphasizing the
importance of alarm management training as part of the preparations for future pandemics. However, the limitations of our study
design and the specific pandemic conditions warrant further studies to confirm these findings and to explore effective alarm
management strategies in different ICU settings.

(JMIR Med Inform 2024;12:e58347)   doi:10.2196/58347
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Introduction

Background
Patients critically ill with COVID-19 frequently experience
multiple organ failure and need life-sustaining measures such
as continuous renal replacement therapy, mechanical ventilation,
or even extracorporeal membrane oxygenation [1]. Therefore,
during major COVID-19 outbreaks (eg, in 2019 and 2020),
intensive care units (ICUs) worldwide saw an increase in
admission rates of up to 300% [2]. Intensive care capacities
became stretched; in some regions, treatment facilities were
fully occupied [3]. Hospitals thus had to increase their intensive
care capacities to cope with the proliferating number of patients
with COVID-19 [4]. As a consequence, in many countries,
provisional ICUs were set up [5-9].

In provisional COVID-19 ICUs, as in standard ICU settings,
patients require continuous monitoring of their vital signs, which
include heart rate, cardiac rhythm, and peripheral oxygen
saturation (SpO2) via pulse oximetry. If an abnormal situation
occurs (eg, a vital sign exceeds a predetermined threshold), an
alarm is issued to alert clinicians [10]. However, ICU staff today
often experience alarm fatigue [11] because of high rates of
false positive or nonactionable alarms [12]. Alarm fatigue can
be hazardous for patient safety, especially when critical alarms
are missed [13,14]. The constant noise can cause high levels of
stress among staff and disrupt patients’ sleep-wake cycles,
increasing the risk of delirium and potentially poorer recovery
outcomes [15,16].

In COVID-19 ICUs, the alarm situation might have been even
worse: ICU staff, likely overworked due to an overwhelming
patient load and a massive workload, had to cope with the
psychological burden of the fear of infection and the distressing
reality of witnessing numerous patient deaths. ICU staff
experienced poor mental health during the COVID-19 pandemic
[17-19], and more errors in clinical settings occurred [20].

Moreover, the makeshift nature of the ICUs, which were set up
in haste to handle the surge in patients, likely exacerbated these
problems. The often improvised and provisional nature of these
ICUs likely introduced additional operational complexities and
stressors, such as limited space and insufficient technical
equipment, further taxing the already strained staff. All these
issues may have been compounded by a loud and potentially
unreliable alarm system.

Objectives
This study systematically assesses the alarm situations in 2
provisional COVID-19 ICUs and 2 non–COVID-19 ICUs,
focusing on both the actual alarm rates and the extent of alarm
fatigue experienced by ICU staff. By incorporating expert
interviews with medical professionals who have worked in
COVID-19 ICUs, alongside quantitative analyses of alarm log
data from the bedside monitors [21-23] and results from the

alarm fatigue questionnaire [24], this investigation follows a
multimodal approach.

Methods

Study Design
In this study, the alarm situations in 2 provisional COVID-19
ICUs were compared with those in 2 non–COVID-19 ICUs; all
4 ICUs were situated on the same campus at a tertiary care
university hospital in Berlin, Germany. A retrospective
observational analytical study design was used, with the
comparison being approached from three perspectives: (1)
hypotheses were derived and tested based on interviews with
medical experts, exploring potential differences in alarm
situations between COVID-19 and non–COVID-19 ICUs; (2)
alarm log data from both types of ICUs were analyzed; and (3)
the results from an alarm fatigue questionnaire, which was
administered as part of another study [24] during the same
period, were collected and analyzed.

The non–COVID-19 ICUs consist of an interdisciplinary ICU
with patients who have recently undergone surgery or are in the
perioperative stage (hereinafter surgical ICU); and an ICU with
a focus on internal medicine (hereinafter medical ICU) where
patients with severe infection, cardiac diseases, kidney failure,
or other single- or multiple-organ failures are treated.

The medical and surgical ICUs have single and multiple
bedrooms and contain 20 and 21 beds, respectively. The
COVID-19 ICU was divided into 2 separate units: COVID-19
ICU-A had single bedrooms with 16 beds, and COVID-19
ICU-B had single and multiple bedrooms with 24 beds.

Expert Interviews for Hypothesis Design
To derive hypotheses regarding how alarm situations might
differ between COVID-19 and non–COVID-19 ICUs, 5 medical
experts (physicians: n=2, 40%; nurses: n=3, 60%) were
interviewed from July to December 2021. The interviews were
semistructured [25,26]. The foundational questions were
grounded in our overarching research question: “What
distinguishes the alarm situations in COVID-19 ICUs from
those in non–COVID-19 ICUs?” A detailed list of these
questions can be found in Table S1 in Multimedia Appendix 1.

In addition, 2 job shadowing sessions were conducted (one on
October 1, 2021, in the medical ICU; and another on November
12, 2021, in COVID-19 ICU-B). During the second session, an
interview was conducted in COVID-19 ICU-B. The remaining
4 interviews were held online via Microsoft Teams [27]. An
integral aspect of the interviews was that beyond the structured
questions, the medical experts were proactively asked about
potential hypotheses regarding the differences in alarm situations
between the ICU types.

Subsequent to the interviews, the collected data, including
transcripts and notes, were meticulously examined. The

JMIR Med Inform 2024 | vol. 12 | e58347 | p.1278https://medinform.jmir.org/2024/1/e58347
(page number not for citation purposes)

Wunderlich et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


hypotheses were derived through an in-depth examination and
collective discussion within an interdisciplinary team.

Statistical Analysis

Data Analysis
The alarm logs were processed and analyzed as previously
described [22], using R (R Foundation for Statistical Computing)
[28] with RStudio (Posit Software, PBC) [29] in combination
with the following packages: lubridate [30], ggplot2 [31], and
dplyr [32]. The logs were extracted from the Philips IntelliVue
patient monitoring systems (in the surgical and medical ICUs:
MX800, software version m; in the COVID-19 ICUs: MX750,
software version p) as CSV files from the non–COVID-19 ICUs
and as XML files from the COVID-19 ICUs (structure of the
cleaned alarm log data frames is listed in Table S2 Multimedia
Appendix 1). Alarm signals from mechanical ventilation devices
were not correctly stored in the alarm log data due to
transmission errors and were therefore excluded from the
analysis. The included alarm signals and the assignment to their
medical device are listed in Table S3 in Multimedia Appendix
1. The logs range across 113 days (from November 19, 2020,
to March 11, 2021).

Hypothesis Testing
To test for statistical differences between COVID-19 and
non–COVID-19 ICUs, the units were grouped accordingly. All
tests were 1-tailed, with a significance level of α=.05. P values
were adjusted using the Bonferroni correction. The first
hypothesis (H1) proposed that the alarm load is higher in
COVID-19 ICUs than in non–COVID-19 ICUs. This hypothesis
was further subdivided into total alarm load, clinical red alarms,
clinical yellow alarms, and technical alarms.

The second hypothesis (H2) posited that more alarms are issued
from specific medical devices, namely electrocardiogram (ECG)
and invasive blood pressure (IBP) devices, in COVID-19 ICUs
than in non–COVID-19 ICUs. The alarms from these devices
were further categorized based on the alarm color (red:
potentially life-threatening events; yellow: vital signs exceed
predetermined thresholds).

The third hypothesis (H3) proposed that the alarm duration is
longer in COVID-19 ICUs than in non–COVID-19 ICUs. For
this hypothesis, the alarm durations from clinical alarms were
subdivided into medical devices (non-IBP [NIBP], temperature,
SpO2, ECG, and IBP devices) and alarm colors (red and yellow).

For H1 and H2, the alarm load was quantified in alarms per bed
per day. Given that the distributions were skewed to the right
and approximately gamma distributed, a dummy-coded
no-intercept generalized linear model with a log link function
was used. Cohen d was used as the effect size measure and was
calculated using the package effsize developed by Torchiano
[33].

For H3, testing was conducted with median alarm durations.
The distributions of alarm durations were highly skewed to the
right and approximately exponentially distributed; therefore,
nonparametric bootstrapping with the boot package developed
by Canty et al [34] was used with an a priori estimation of the
difference in alarm duration with equation 1.

H0: μ1 – μ2 ≤ 3 (1)

HA: μ1 – μ2 > 3

Differences of 3 seconds were considered significant, while
smaller effects that could already be significant due to the large
sample were considered not significant. A median-based
estimator for Cohen d–type effect size (equation 2) with an
estimation of variance (equation 3) was used, where k is the
number of units and l is the number of alarms.

To test the differences in alarm fatigue experienced by ICU
staff between COVID-19 and non–COVID-19 ICUs (H4), an
unpaired 1-tailed t test using Cohen d as the effect size measure
was conducted.

Exploratory Data Analysis
Metrics defined in our previous study [22] were used for the
evaluation of alarm situations in the ICUs: alarms per bed per
day, critical alarms, alarms per device, alarm flood conditions
(≥10 alarms within 10 minutes), use of the alarm pause function
per bed per day, proper pause-to-pause ratio, and concurrent
alarm duration per bed per day. The last metric was first
introduced by Varisco et al [12] and is calculated by summing
the number of active parallel alarms. Specifically, if 2 alarms
sound simultaneously within a second, this is counted as 1
second of concurrent alarm duration, and if 3 alarms sound
simultaneously within a second, 2 seconds are counted.

The metrics were related to bed occupancy and time period to
compare the results between the different ICUs. Due to the
absence of information regarding the cause of termination in
the data, it was not possible to determine the alarm response
time. Therefore, alarm duration was used instead.

In the calculations of alarm flood conditions and concurrent
alarm duration, only alarms with an auditory modality,
specifically yellow and red alarms, were included. For the alarm
duration used in calculating concurrent alarm duration, a cutoff
was set at 1800 seconds. Alarm durations exceeding this limit
were considered outliers and were therefore excluded from the
analysis.

Alarm Fatigue Questionnaire
The questionnaire data were taken from a separate study [24]
that coincided with our data collection phase. The questionnaire,
distributed as a web-based survey via REDCap (Research
Electronic Data Capture; Vanderbilt University) [35] to ICU
staff at the same German hospital between April and June 2021,
provided responses from COVID-19 ICU-A, COVID-19 ICU-B,
a third COVID-19 ICU (COVID-19 ICU-C), and the 2
non–COVID-19 ICUs (medical and surgical ICUs). The original
questionnaire consisted of 27 items; however, only those
aligning with the 9-item questionnaire developed by Wunderlich
et al [36] were included in this analysis. Each item was measured
on a 5-point Likert scale, ranging from I strongly agree to I
strongly disagree.
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Demographic questions about work experience, place of work,
and position (nurses and physicians, as well as support staff, ie,
students or nurses from general wards) were also part of the
questionnaire. Only responses from participants who consented
to data analysis were included in the study. Submissions with
1 or 2 missing items were imputed at random based on the
predictive mean matching algorithm using 1 imputation with
the mice package [37]. To calculate an alarm fatigue score, the
items were scored from –2 (I strongly disagree) to 2 (I strongly
agree). I partly agree was scored with 0. Four items were scored
reversely. The sum of all Likert items results in the alarm fatigue
score, which ranges from –18 to 18. A score of –18 would
indicate that the staff members are not experiencing alarm
fatigue at all, while a score of 18 would mean that the staff
members are experiencing extreme alarm fatigue; the midpoint
is 0. We report the alarm fatigue in percentage as recommended
by Wunderlich et al [24] with equation 4.

Ethical Considerations
Ethics approval for this study was granted by the ethics
commission of Charité–Universitätsmedizin Berlin
(EA4/218/20). All participants provided consent before the
study. Data confidentiality was ensured through anonymization
in compliance with General Data Protection Regulation. No
compensation was provided to participants.

Results

Beginning with insights from expert interviews to formulate
our hypotheses, we proceeded to test them empirically using
alarm log data and an alarm fatigue questionnaire, concluding
with insights from our exploratory data analysis.

Expert Interviews for Hypothesis Design
Of the 5 expert interviewees, 2 (40%) reported that only
approximately one-third of the staff in COVID-19 ICUs had
experience in intensive care, while the remaining two-thirds
consisted of nurses, who until then had only worked on general
wards; or individuals without specific experience, such as
medical students; and even untrained personnel. The staff were
assigned different tasks depending on their qualifications. Of
the 2 physicians, 1 (50%) suggested that staff were not trained
on how to properly apply sensors, such as ECG electrodes,
potentially leading to additional (medically irrelevant) alarms.
Of the 3 nurses, 1 (33%) suggested that alongside the alarm
burden, the high fatality rate among patients imposes
psychological strains on the staff. According to the interviewees,
the patient cohort in the COVID-19 ICUs presented a more or
less homogeneous clinical picture with varying COVID-19
severity. Many patients needed mechanical ventilation and
underwent continuous renal replacement therapy with dialysis
devices that produce very loud and unpleasant alarms. However,
these alarms were not recorded in the alarm logs.

Of the 2 physicians, 1 (50%) reported that patients with
COVID-19 infection often have multiple organ failure and a
high length of stay; therefore, they are often equipped with ≥7
perfusors for medications (eg, antibiotics, catecholamines,

sedatives, and parenteral nutrition), all of which trigger
additional alarms that are also not recorded in the alarm logs.
All 3 nurses reported a higher alarm burden compared with
those working in non–COVID-19 ICUs. All interviewees
described the removal and reattachment of all patient sensors
during transition from prone to supine position or vice versa as
a possible cause of false alarms if the alarm pause function was
not used. On the basis of this information, we hypothesized as
follows: (H1) The alarm load is higher in COVID-19 ICUs than
in non–COVID-19 ICUs.

Of the 3 nurses, 2 (67%) reported that they perceived many
patients to be multimorbid, overweight, and of older age, with
many having a cardiac or pulmonary history and tachycardia.
All interviewees reported that the blood circulation of patients
with COVID-19 was extremely unstable, which led us to
hypothesize that medical devices related to blood circulation
(ie, the ECG, NIBP, or IBP devices) issue more alarms in
COVID-19 ICUs: (H2) More alarms are issued from ECG,
NIBP, and IBP devices in COVID-19 ICUs than in
non–COVID-19 ICUs.

Both COVID-19 ICUs featured long corridors with
inward-opening doors, which were usually closed to isolate
patients who were infectious. The interviewees reported that
the corridors, the dispensary room, and the physician’s room
were not equipped with central monitoring; thus, the health care
providers had no overview of the patients, which made it
difficult to locate the origin of the auditory alarms. Only the
nurses’ room was equipped with central monitoring, but alarms
could not be turned off remotely. According to the interviewees,
temporary arrangements were made by the staff to address this
problem, such as leaving the doors to patients’ rooms slightly
open or placing speakers linked to the monitors in the hallway.
However, to respond to or turn off an alarm, staff had to enter
the patient’s room. This required them to don personal protective
equipment (ie, gloves, a protective hood, a polypropylene
protective gown, and a face shield or goggles), which took
approximately 30 seconds and hindered quick movement
between rooms. All 3 nurses reported that the protective
equipment did not interfere with turning off the alarms, the
usability of the monitor displays, or the adjustment of monitor
settings. However, they all described it as strenuous and time
consuming. Accordingly, we derived the third hypothesis: (H3)
The alarm duration is higher in COVID-19 ICUs than in
non–COVID-19 ICUs.

Patients in COVID-19 ICUs often present with severe, complex
medical conditions that require close monitoring and
interventions. Of the 3 nurses, 1 (33%) suggested that next to
the alarm burden and heavy workload, the high fatality rate
among patients could strain and distress staff psychologically.
This mental and emotional strain could potentially affect staff
performance and cognitive abilities, potentially hindering their
response to alarms. Combining this information with our
reasoning for the previous 3 hypotheses, we formulated the
fourth hypothesis as follows: (H4) Staff alarm fatigue is higher
in COVID-19 ICUs than in non–COVID-19 ICUs.
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Having delineated the hypotheses informed by the expert
interviews, we proceeded to empirically test each of them,
starting with the alarm load in different ICU settings.

Hypothesis 1: The Alarm Load Is Higher in COVID-19
ICUs Than in Non–COVID-19 ICUs
Significant differences were observed in all 4 tests, which
confirmed our hypothesis that the alarm load was higher in
provisional COVID-19 ICUs than in non–COVID-19 ICUs
(P<.001; Tables 1 and 2). COVID-19 ICUs experienced an

average of 23% more alarms in total, 41% more red critical
alarms, and 24% more yellow alarms compared with
non–COVID-19 ICUs. The alarm load caused by technical
alarms was 109% higher in COVID-19 ICUs. The alarm load
results, subdivided by medical device and alarm color, are
reported in Figure S1 in Multimedia Appendix 1. The technical
alarm signal that resulted in the most alarms per bed per day
was ECG lead off, with mean values recorded as follows:
surgical 3.42 (SD 2.10), medical 3.84 (SD 2.87), COVID-19
ICU-A 7.22 (SD 1.93), and COVID-19 ICU-B 7.77 (SD 2.41).

Table 1. Alarm load from all intensive care units (ICUs; n=113).

Alarm load (alarms per bed per day)

COVID-19 ICU-B, mean (SD)COVID-19 ICU-A, mean (SD)Medical ICU, mean (SD)Surgical ICU, mean (SD)

157.40 (42.58)142.47 (41.49)122.54 (27.85)122.84 (38.95)Total alarms

15.81 (4.01)14.99 (5.89)10.99 (2.82)10.94 (2.43)Red alarms

140.56 (41.08)126.23 (37.93)107.71 (26.68)108.48 (37.86)Yellow alarms

10.84 (2.51)10.30 (2.30)5.03 (2.97)5.10 (2.17)Technical alarms

Table 2. The results from the hypothesis testing for H1 (n=113).

Cohen dP valueAlarm load (alarms per bed per day)

COVID-19 ICUs, mean (SD)Non–COVID-19 ICUsa, mean (SD)

1.04<.001151.26 (31.02)122.21 (22.37)Total alarms

1.67<.00115.51 (3.33)10.98 (1.90)Red alarms

1.02<.001134.59 (29.24)108.33 (21.73)Yellow alarms

2.98<.00110.62 (1.86)5.06 (1.87)Technical alarms

aICU: intensive care unit.

Hypothesis 2: More Alarms From ECG, NIBP, and
IBP Devices Are Issued in COVID-19 ICUs Than in
Non–COVID-19 ICUs
Table 3 shows the results of hypothesis testing for alarms issued
by the IBP and ECG devices, subdivided by alarm color and
ICU type. In both ICU types, the IBP device was responsible
for the majority of the alarms, followed by the ECG and NIBP
devices. Yellow alarms issued by the IBP and NIBP devices
and red alarms issued by the ECG device occurred significantly

more often in COVID-19 ICUs (P<.001). However, we did not
find significant differences in the occurrence of yellow ECG
alarms and red IBP alarms. The results of the alarm load,
subdivided by medical device and alarm color, from all ICUs
are presented in Table S4 in Multimedia Appendix 1. While
certain alarm types exhibited significant differences, the overall
impact was not profound enough to affirm the second
hypothesis, with the exception of the notable difference in the
frequency of red ECG alarms (as indicated by the Cohen d value
of 1.13).
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Table 3. Results of the hypothesis testing for H2 (n=113).

Cohen daP valueAlarm load (alarms per bed per day)Devices

COVID-19 ICUs, mean (SD)Non–COVID-19 ICUsb, mean (SD)

0.00.9938.79 (18.70)39.01 (17.65)ECGc (yellow)

1.13<.0014.60 (2.34)2.51 (1.18)ECG (red)

0.81<.00166.16 (18.22)53.87 (11.38)IBPd (yellow)

0.05.995.22 (1.34)5.16 (1.14)IBP (red)

0.49<.0010.56 (0.51)0.34 (0.40)NIBPe

aCohen d has been reported in absolute values.
bICU: intensive care unit.
cECG: electrocardiogram.
dIBP: invasive blood pressure.
eNIBP: noninvasive blood pressure.

Hypothesis 3: The Alarm Duration Is Higher in
COVID-19 ICUs Than in Non–COVID-19 ICUs
All ICUs had a median clinical alarm duration of 10 seconds.
Yellow alarms issued by the NIBP device had the longest alarm
durations (Table 4; all group sizes are reported in Table S5 in
Multimedia Appendix 1). The durations of yellow alarms
triggered by IBP and ECG devices were shorter than those of
alarms from all other medical devices, a pattern consistent across
all types of ICUs. The median duration of technical alarms in
COVID-19 ICUs was significantly longer. Yellow alarms issued

by the NIBP, temperature, and SpO2 devices had significantly
longer durations in COVID-19 ICUs (P<.001; Table 5; all group
sizes are reported in Table S5 in Multimedia Appendix 1). The
results of the median alarm duration, subdivided by medical
device and alarm color, are presented in Figure S2 in Multimedia
Appendix 1. The results show a mixed picture: <50% of the
total alarms had a significant difference in alarm duration
between the ICU types, implying that most alarm durations did
not differ significantly between the 2 ICU types. As such, our
data do not provide sufficient empirical evidence to support H3.

Table 4. Results of the hypothesis testing for H3 across each type of intensive care unit (ICU).

Alarm duration (s)

COVID-19 ICU-B, median
(IQR)

COVID-19 ICU-A, median
(IQR)

Medical ICU, median
(IQR)

Surgical ICU, median
(IQR)

10 (3-29)10 (3-28)10 (4-25)10 (4-27)Clinical alarms

14 (4-68)13 (4-65)4 (4-62)7 (4-66)Technical alarms
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Table 5. Results of the hypothesis testing for H3 across the 2 types of intensive care units (ICUs).

Cohen da typeP valueAlarm duration (s)Alarms

COVID-19 ICUs, median
(IQR)

Non–COVID-19 ICUs,
median (IQR)

0.016<.00114 (4-67)5 (3-27)Technical

0.094<.00199 (29-337)62 (25.00-179.75)NIBPb

0.009<.00132 (9-192)24 (8-86)Temperature

0.069<.00123 (11-57)14 (7-32)SpO2
c (yellow)

0.004.1133 (14-75)28 (11-89)SpO2 (red)

0.014.9911 (4-30)13 (6-32)IBPd (yellow)

0.005.9920 (9-48)24 (9-84)IBP (red)

0.014.993 (2-7)4 (3-9)ECGe (yellow)

0.005.9916 (8-35)23 (9-119)ECG (red)

aCohen d has been reported in absolute values.
bNIBP: noninvasive blood pressure.
cSpO2: peripheral oxygen saturation.
dIBP: invasive blood pressure.
eECG: electrocardiogram.

Hypothesis 4: Staff Alarm Fatigue Is Higher in
COVID-19 ICUs Than in Non–COVID-19 ICUs
The questionnaire was completed by 707 participants (n=78,
11% returned blank questionnaires; n=44, 6.2% returned
incomplete questionnaires). Of the 585 participants who returned
complete questionnaires, we included 144 (24.6%) in the
analysis. Of these 144 participants, 88 (61.1%) were from
non–COVID-19 ICUs (n=32, 36% from the medical ICU; n=56,
64% from the surgical ICU), and 56 (38.9%) were from
COVID-19 ICUs (n=48, 86% from COVID-19 ICU-A; n=8,
14% from COVID-19 ICU-B). The majority of the respondents
(92/144, 63.9%) were intensive care nurses (COVID-19 ICUs:
25/56, 45%; non–COVID-19 ICUs: 67/88, 76%). The
COVID-19 ICUs had a notable proportion of additional support
staff among the respondents, including nursing students and
nurses from regular wards (24/56, 43%) compared with
non–COVID-19 ICUs (9/88, 10%). The least represented group
among the respondents were physicians (COVID-19 ICUs: 7/56,

12%; non–COVID-19 ICUs: 9/88, 10%). The overall alarm
fatigue score was higher in COVID-19 ICUs (mean 56.00, SD
15.80) than in non–COVID-19 ICUs (mean 55.27, SD 13.76).
Statistical testing of the alarm fatigue score revealed no
significant differences between COVID-19 and non–COVID-19
ICUs (t105.41=0.2841; P=.39; Cohen d=0.05). Importantly, when
considering only experienced ICU staff—nurses and
physicians—the alarm fatigue scores were significantly higher
in COVID-19 ICUs than in non–COVID-19 ICUs (t109=1.7332;
P=.04; Cohen d=0.363). Figure S3 in Multimedia Appendix 1
depicts the results of the questionnaire, subdivided by
profession. Nurses and physicians reported a higher alarm
fatigue score than support staff, who generally reported an
overall low alarm fatigue score in both ICU types. Given the
results of the hypothesis testing (Table 6), we cannot
conclusively validate H4, especially when considering all staff
types; however, among ICU staff, there is evidence suggesting
higher alarm fatigue in COVID-19 ICUs than in non–COVID-19
ICUs.

Table 6. Results of the hypothesis testing for H4.

Cohen dP valueAlarm fatigue questionnaire scores

COVID-19 ICUs, mean
(SD)

Non–COVID-19 ICUs,
mean (SD)

0.050.3956.00 (15.80)55.27 (13.76)All participants

0.363.0464.28 (14.20)59.00 (13.05)Clinicians (nurses and physicians)

Insights From the Exploratory Data Analysis
While the surgical and medical ICUs were approximately fully
occupied over the entire period, the COVID-19 ICUs were often
only partly occupied depending on the patient load. Average
bed occupancy was 97.26% and 92.27% in the surgical and

medical ICUs, respectively; and 88.79% and 82.75% in
COVID-19 ICU-A and COVID-19 ICU-B, respectively. Figure
S4 in Multimedia Appendix 1 displays the unit occupation over
the entire period.

The use of the alarm pause function per bed per day was
substantially less frequent in COVID-19 ICUs (mean 5.08, SD
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1.69) compared with alarm pauses per bed per day in
non–COVID-19 ICUs (mean 12.21, SD 2.21). The medical ICU
recorded the highest proper pause-to-pause ratio of 0.08,
followed by the surgical ICU and COVID-19 ICU-A, both at
0.04. COVID-19 ICU-B had the lowest pause-to-pause ratio:
0.03. Figure S5 in Multimedia Appendix 1 displays the number
of threshold changes per bed per day and profile changes per
bed per day from all ICUs.

In COVID-19 ICUs, alarm flood conditions per bed per day
occurred on average 35% more frequently (COVID-19 ICU-A:
mean 2.60, SD 1.29; COVID-19 ICU-B: mean 2.73, SD 1.47)
compared with their non–COVID-19 counterparts (surgical
ICU: mean 1.71, SD 1.33; medical ICU: mean 1.95, SD 0.92).
In addition, COVID-19 ICUs experienced on average 27% more
instances of concurrent alarm duration per bed per day (mean
5201.76, SD 1156.00) than non–COVID-19 ICUs (mean
4101.42, SD 965.00).

Discussion

Overview
We compared alarm situations in 2 provisional COVID-19 ICUs
with those in 2 non–COVID-19 ICUs. Interviews with nurses
and physicians who worked in the COVID-19 ICUs led us to
hypothesize that COVID-19 ICUs have a higher alarm load, a
higher number of specific alarm signals, and longer-sounding
alarms than non–COVID-19 ICUs. We also hypothesized that
staff working in COVID-19 ICUs experience more alarm fatigue
than staff working in non–COVID-19 ICUs.

There Was a Higher Alarm Load in the Provisional
COVID-19 ICUs
COVID-19 ICUs had a significantly higher alarm load from
red, yellow, and technical alarms. This higher alarm load led
to an increased number of alarm flood conditions and concurrent
alarm duration, escalating the nurses’ workload and potentially
causing sensory overload [38]. While some differences can be
attributed to the COVID-19 condition itself—such as the higher
number of red critical alarms, possibly due to the high mortality
rate and bad conditions of the patients—we suspect that most
differences in alarm load were due to the interaction of staff
with the alarm system (eg, not using the pause function when
turning a patient from prone to supine position or vice versa,
not adjusting thresholds specifically to patients’ conditions, not
installing or not using monitoring profiles specific to patients
with COVID-19 infection, or improperly applying sensors).

Patients With COVID-19 Infection Had Similar Alarm
Signals as Those Without COVID-19 Infection
We anticipated that some devices—such as ECG, NIBP, and
IBP devices—would generate more alarms in COVID-19 ICUs
due to the unique physiological manifestations of COVID-19,
but this was not the case. Only red ECG alarms were notably
more frequent in COVID-19 ICUs than in non–COVID-19
ICUs; other numbers of different clinical alarm signals were
similar across all ICUs and seem to be a recurring theme because
similar results were reported in previous studies [12,22].

In both ICU types, ECG lead off was the most frequent technical
alarm signal. Interestingly, it occurred more than twice as often
in COVID-19 ICUs. This also might be attributed to practices
such as moving patients between prone and supine positioning,
which necessitates the removal and subsequent reattachment of
all sensors and electrodes each time.

The Alarm Duration Was Equally Long in Both ICU
Types
While our initial theory posited that alarm durations would be
longer in COVID-19 ICUs—owing to the time required for staff
to don protective equipment before entering a patient’s
room—our findings did not confirm this hypothesis. We found
no significant differences in the overall median alarm durations
between COVID-19 and non–COVID-19 ICUs, except in the
case of a few medical devices.

Devices displaying visual information such as ECG waveforms
allow staff to rapidly assess alarm urgency. By contrast, the
numerical values displayed by devices such as those measuring
temperature or NIBP require more time for staff to interpret,
potentially causing longer alarm durations.

We must also acknowledge the impact of other factors, for
example, the floor layout of the unit, different unit policies [23],
nurse-patient ratio [39], and the individual traits of the staff
members [40].

Interestingly, red alarm durations were consistently longer than
yellow alarm durations across all medical devices and in both
ICU types. This may be due to health care providers promptly
turning off yellow alarms first (without checking the patient’s
condition) [39], placing more emphasis on critical alarms, and
only then checking the patient’s condition.

In our exploratory analyses, we found that the alarm pause
function was used more frequently in non–COVID-19 ICUs
than in COVID-19 ICUs. This might be explained by the fact
that many nurses in COVID-19 ICUs had limited critical care
experience and therefore did not know that this function exists
or how to use it; COVID-19 ICU staff also might have entered
the patients’ rooms less often because they were required to don
protective gear, which is a time-consuming process.

ICU Staff Experienced More Alarm Fatigue in
COVID-19 ICUs
While overall alarm fatigue questionnaire scores were similar
between both types of ICUs, the situation varied among different
health care professionals. Nurses and physicians in COVID-19
ICUs had significantly higher alarm fatigue scores, whereas
support staff in both types of ICUs reported low alarm fatigue
scores. Notably, a substantial portion of questionnaire
participants in COVID-19 ICUs consisted of support staff, that
is, students or nurses from normal wards (COVID-19 ICUs:
25/56, 45%; non–COVID-19 ICUs: 9/88, 10%), reflecting the
recruitment of nurses from other services and students with
varying levels of critical care experience due to the exceptional
circumstances. Unlike the experienced and well-rehearsed teams
typically found in non–COVID-19 ICUs, COVID-19 ICU teams
often incorporated diverse teams that lacked experience in
critical care medicine, training, and familiarity with the
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monitoring system and alarm management. This inexperience
extended to their training and understanding of monitoring
systems and alarm management, mirroring findings from
existing literature [41]. In some hospitals, the patient-nurse ratio
was increased, which occasionally resulted in poorer quality of
care [42]. However, it is important to note that greater fatigue
was identified among those working with patients with
COVID-19 infection, rather than directly associating alarm
fatigue with the COVID-19 condition itself.

There seemed to have been challenges with the alarm system
in the COVID-19 ICUs that might have impeded appropriate
monitoring. Due to the absence of central monitors in the
corridors, dispensary room, and physicians’ room, it was
difficult for health care providers to locate or swiftly identify
and respond to alarms. Interviewees mentioned the protective
gear worn in the COVID-19 ICUs as an additional burden when
responding to alarms. Protective equipment can impede swift
movement, thus slowing response times to alarms, which might
intensify the stress and sensory overload associated with alarm
fatigue. This finding aligns with the conclusions drawn by
Akturan et al [43] that suggested that personal protective
equipment could contribute to increased alarm fatigue.

Recommendations for ICU Alarm Systems in Future
Pandemics
Due to extensive international traffic, the risk of future
pandemics remains high in a globalized world [44], and the
COVID-19 pandemic will be followed by a new pandemic at
some point. Such pandemics will again likely require the setting
up of provisional ICUs to cope with rapid patient admissions.
When preparing for such events, we recommend also preparing
the alarm systems and their human operators. Even outside of
pandemics, the shortage of specialist staff is increasing the
willingness of authorities to deploy untrained personnel in
certain functions in the medical field.

Alarm management aims to reduce the number of unnecessary
alarms on the premise that a lower alarm rate decreases alarm

fatigue among staff [22]. Provisional ICUs can benefit from
effective alarm management, as do regular ICUs, where it helps
to significantly decrease the number of false alarms and the
overall alarm burden [45-49].

Unnecessary alarms stem from insufficient alarm management
knowledge, including using default instead of customized alarm
limits, rarely using the pause function during patient
manipulation or being unaware of its existence, using
insufficient consumables, or attaching electrodes improperly
[50]. Previous studies [51] highlight a lack of knowledge about
these functions among nurses, pointing to a pressing need for
education on physiological monitors [52].

Given the urgency with which new staff members have to be
onboarded, the training should be decentralized and easily
accessible. To cater to these requirements, we recommend
developing educational microcredentials, such as video tutorials
that provide guidance on adjusting alarm limits on specific
monitoring devices, implementing remote alarm turn-off, and
transitioning from individual to smart alarm systems. To
visualize and operationalize our approach to pandemic
preparedness in ICU alarm systems, we propose a bicyclical
strategy, as illustrated in Figure 1. This strategy underscores
the significance of continuous learning and adaptability in alarm
management. Operating modern bedside monitors requires a
blend of cognitive knowledge, psychomotor skills, critical
thinking, and an understanding of alarm systems [53]. Hence,
this educational program should use the skillmap from the study
by Sowan et al [51] as a foundation, expanding it to address the
broader technical and practical aspects of monitor use. Modular
content that teaches specific skills can be easily adapted to meet
unique situational needs; for example, tutorials can be designed
to explain how to respond to alarms while wearing protective
gear or how to mobilize patients in prone position without
causing alarm artifacts. These resources could be beneficial for
ICU staff training not only during pandemics but also in routine
situations.

Figure 1. Two-phase approach to intensive care unit (ICU) alarm system preparedness and refinement. This figure details continuous training during
nonpandemic periods, rapid onboarding, and specialized training at the onset of a pandemic, followed by an evaluation cycle after the pandemic to
improve future alarm management strategies.
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Limitations
ICUs function as complex sociotechnical systems, making it
inherently challenging to compare them. All ICUs were
equipped with similar technical equipment (eg, mechanical
ventilators and dialysis devices), but our comparison between
ICUs was complicated by the variations in the specific devices
used across units, leading to differences in alarm signals.
Therefore, we only included alarms that occurred in all units.
In addition, numerous devices in all ICUs are not connected to
the central monitoring system, meaning that the alarms could
not be recorded and evaluated. Alarms from mechanical
ventilation had to be excluded from the ICU data due to a
technical error, preventing us from testing our hypothesis about
an increase in such alarms in COVID-19 ICUs.

The monitoring systems in the 2 ICU types varied in their
version numbers and settings, further affecting the
comparability. In COVID-19 ICUs, the ECG lead off alarm was
set as a yellow alarm, while in non–COVID-19 ICUs, it was
set as a blue alarm. This discrepancy likely stemmed from a
lack of awareness or understanding about the settings. We had
to exclude this alarm from the yellow alarm load comparison
due to this discrepancy.

Our metrics, calculated relative to the number of occupied beds
per day, could potentially skew the results. When metrics are
calculated this way, it might not accurately reflect the real-life
impact of alarm flood conditions on health care workers. In a
larger ICU (such as the one with 24 beds), the same rate of
alarms per bed would create a larger absolute number of alarms
because there are more beds. Consequently, the staff in this ICU
would be exposed to a higher number of total alarms than the
staff in a smaller ICU (one with, say, 10 beds), although the
rate of alarms per bed is the same. While the surgical and
medical ICUs were approximately fully occupied over the entire
period under study, the occupancy of the COVID-19 ICUs often
varied, depending on the patient load. The average bed
occupancy was 97.26% and 92.27% in the surgical and medical
ICUs, respectively; and 88.79% and 82.75% in COVID-19
ICU-A and COVID-19 ICU-B, respectively. The occupancy of
all examined ICUs is reported in Figure S2 in Multimedia
Appendix 1. The staff members interviewed from the COVID-19
ICUs were not the same as those from the non–COVID-19 ICUs,
which introduces a limitation related to team differences and
experience levels.

Regarding the alarm durations, we could not investigate the
impact of the isolation process by analyzing alarm response

times between COVID-19 ICUs and isolation rooms in
non–COVID-19 ICUs. Due to the provisional and time-limited
nature of the COVID-19 ICUs, the alarm fatigue in health care
providers might reflect not only the conditions in the COVID-19
ICUs but also the individual exposure to alarm load during their
former career. We cannot definitively determine whether the
increased alarm load was caused by the COVID-19 condition
itself or by the differences in ICU settings. Unfortunately, more
detailed clinical data for every patient associated with the alarm
data were not available at the time of the study. From a clinical
perspective, the patient cohorts in the COVID-19 ICUs and
general ICUs were comparable in terms of the severity of their
conditions. In addition, fatigue among health care professionals
working with patients with COVID-19 infection was inherently
greater due to the overall stress and workload of managing
COVID-19 cases, which cannot be attributed solely to alarm
load. We suggest propensity score matching or similar statistical
techniques as areas for future research. Similarly, determining
isolation rooms from non–COVID-19 ICUs is recommended
for further studies to gain a deeper understanding of the impact
of the isolation process on alarm response times.

Conclusions
In this study, the COVID-19 ICUs registered significantly more
alarms than the non–COVID-19 ICUs. The higher number of
alarms led to a higher level of alarm fatigue among the clinicians
working in COVID-19 ICUs. We believe that this was caused
by the high proportion of untrained staff who were deployed to
the temporary ICUs during the pandemic and the provisional
setting. The absence of central monitors in individual rooms
and corridors further compounded these challenges, making it
difficult for health care providers to swiftly identify and respond
to alarms. However, it is important to note that our findings are
limited by the study design and specific circumstances during
the pandemic, which might affect the strength of our
conclusions. Further studies are warranted to better understand
the broader implications of alarm management in different ICU
settings.

To mitigate alarm overload in provisional ICUs during future
pandemics, we recommend creating skill-oriented video tutorials
on alarm management and monitor use. These tutorials should
provide easily accessible training for new staff, who may be
rapidly recruited and could have limited or no prior ICU
experience. This educational material could equip them with
the necessary knowledge to effectively navigate the ICU alarm
system.
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Abstract

Background: Integrating decision support systems into telemedicine may optimize consultation efficiency and adherence to
clinical guidelines; however, the extent of such effects remains underexplored.

Objective: This study aims to evaluate the use of ICD (International Classification of Disease)-coded prescription decision
support systems (PDSSs) and the effects of these systems on consultation duration and guideline adherence during telemedicine
encounters.

Methods: In this retrospective, single-center, observational study conducted from October 2021 to March 2022, adult patients
who sought urgent digital care via direct-to-consumer video consultations were included. Physicians had access to current
guidelines and could use an ICD-triggered PDSS (which was introduced in January 2022 after a preliminary test in the preceding
month) for 26 guideline-based conditions. This study analyzed the impact of implementing automated prescription systems and
compared these systems to manual prescription processes in terms of consultation duration and guideline adherence.

Results: This study included 10,485 telemedicine encounters involving 9644 patients, with 12,346 prescriptions issued by 290
physicians. Automated prescriptions were used in 5022 (40.67%) of the consultations following system integration. Before
introducing decision support, 4497 (36.42%) prescriptions were issued, which increased to 7849 (63.57%) postimplementation.
The physician’s average consultation time decreased significantly to 9.5 (SD 5.5) minutes from 11.2 (SD 5.9) minutes after PDSS
implementation (P<.001). Of the 12,346 prescriptions, 8683 (70.34%) were aligned with disease-specific international guidelines
tailored for telemedicine encounters. Primary medication adherence in accordance with existing guidelines was significantly
greater in the decision support group than in the manual group (n=4697, 93.53% vs n=1389, 49.14%; P<.001).

Conclusions: Most of the physicians adopted the PDSS, and the results demonstrated the use of the ICD-code system in reducing
consultation times and increasing guideline adherence. These systems appear to be valuable for enhancing the efficiency and
quality of telemedicine consultations by supporting evidence-based clinical decision-making.

(JMIR Med Inform 2024;12:e56681)   doi:10.2196/56681
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Introduction

Telemedicine increasingly serves as a primary point of entry
into the health care system for patients, particularly in urgent
care scenarios [1]. Physicians providing digital consultations
are tasked with maximizing efficiency in terms of encounter
duration while ensuring that prescriptions issued adhere to
established guidelines, which is a crucial component of the
cost-effectiveness and quality of telemedicine services [2].

The role of prescription decision support systems (PDSSs) is
critical in the digital health care environment [3]. Within
electronic health records (EHRs), PDSSs can streamline the
amount of time that clinicians spend navigating complex medical
terminology [4]. Research indicates that standardizing data input
can enhance routine documentation in medical records [5]. Apart
from time efficiency, EHRs have been linked to improved care
quality and increased compliance with clinical guidelines [6].
Although EHR adoption is associated with significant
challenges, the development of strategies to facilitate their use
is gradually progressing [7]. To date, however, research
exploring voluntary PDSS use and its impact on the outcomes
of direct-to-consumer telemedicine consultations for acute
conditions has been lacking.

We propose that physicians’ adoption of a PDSS will
demonstrate both a reduction in the time needed to deliver care
and increased adherence to clinical guidelines. This study
explored the relationships between telemedicine use and ICD
(International Classification of Diseases)-triggered PDSS
scores, consultation duration, and guideline adherence.

Methods

Study Design and Participants
A single-center retrospective study is conducted at the
Telemedicine Center of Hospital Israelita Albert Einstein in
São Paulo, Brazil. The data were collected by physicians at the
Telemedicine Center, which ensured secure data storage. All
authors contributed to the initial draft of the study and conducted
a thorough examination of the complete data set, to which they
had full access. The paper was exclusively written by the named
authors, without contributions from nonauthors. All data
analyses were conducted internally by the supervisory team of
the Telemedicine Center. All authors collectively decided to
submit this paper for publication and also supported the
authenticity and integrity of the reported data.

The study included patients aged 16 years and older who
voluntarily accessed digital direct-to-consumer care from
October 2021 to March 2022. We considered all patients who
were presented with any medical condition for inclusion in this
study. The only exclusion criterion was the occurrence of
connection issues that precluded the creation of medical records;
these patients were excluded because they did not undergo a
complete medical evaluation and were consequently not
documented in the institution’s database.

Ethical Considerations
The protocol for the study, which is known as the “Tele
AUTOMATION” trial, and a consent waiver (based on an
analysis of anonymized retrospective data from routine care)
were approved by the Hospital Israelita Albert Einstein Review
Board (registration: CAAE 69981423.6.0000.0071). Institutional
digital archives, which were not linked to any external financial
support, served as repositories for all of the data related to this
study. The collected data were treated confidentially and
protected by strict security measures, in accordance with the
internal data protection policies of the Hospital Israelita Albert
Einstein. All stages of the study involving privacy and personal
data protection were conducted in accordance with Brazil’s
General Data Protection Law (LGPD). No compensation was
provided to participants.

Telemedicine Consultations
Telemedicine consultations were conducted over the internet
using proprietary videoconferencing software and EHRs. All
participating physicians were board-certified and had additional
training in both telemedicine and emergency medicine. The
Telemedicine Center provided streamlined access to up-to-date
clinical guidelines. Medical information was recorded in EHRs,
which featured a specific field for the primary ICD-10
(International Statistical Classification of Diseases, Tenth
Revision) diagnosis.

Decision Support and Guideline-Directed Prescribing
A suite of 26 international guidelines adapted for telemedicine
was available for immediate reference during the consultations.
These guidelines were structured to suggest appropriate
prescriptions, as outlined in Multimedia Appendix 1. Physicians
received training on how to effectively consult these guidelines,
with the aim of aligning prescriptions with scientific evidence,
resource efficiency, side effect mitigation, and overall service
safety. In 2021, a voluntary feature allowing prescription
autopopulation was introduced, providing shortcuts to
medications listed in guidelines corresponding to the ICD-10,
which is central to patient care. With a single keystroke, the
autopopulation feature filled prescription fields with
medications, dosages, administration routes, and durations as
indicated by the relevant guidelines. This new functionality was
introduced during the testing period, and no further adaptations
were made to the system. By January 2022, this functionality
was fully integrated into the medical record system, and
physicians were instructed on its use according to clinical
findings. Prescription adaptations for comorbidities were tailored
based on clinical judgment and evaluated on an individual basis.

Patient and physician acceptance was not directly assessed. The
functionality was made available for voluntary use. Although
system adoption was not directly measured, a substantial portion
of prescriptions were issued using the decision support system,
allowing us to infer that a significant number of physicians
accepted this strategy.

Data Extraction and Adherence to Institutional
Protocols
The data from each TM encounter were extracted from the
institution’s medical record database. The ICD-10 code
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associated with each telemedicine consultation was used to
cross-reference the institutional protocol. Prescriptions issued
by the telemedicine physicians were compared to the protocol’s
medication list using data from the medication prescription field
in the telemedicine consultation record.

First, the ICD-10 code from each telemedicine consultation was
used to identify the proper institutional protocol. Then, the set
of medications provided in the protocol was compared with the
medications prescribed by the telemedicine physicians as

documented in the dedicated fields for prescriptions on the
telemedicine consultation record. We added a binary feature
(1=matching and 0=not matching) to the data set to denote
matches between prescribed medication and institutional
directives. After applying this procedure to all records in our
data set, we were able to compute summary statistics to compare
protocol adherence before and after autocomplete system
implementation. Table 1 provides the main summary statistics
for our data set.

Table 1. Summary statistics for the data set before and after implementation of the clinical decision support autocomplete system.

Total20222021Data set feature (year)

10,4856612 (63.06)3873 (36.94)Consultations, n (%)

96446174 (68.38)3628 (37.62)Patients, n (%)

290231 (79.65)211 (72.76)Physicians, n (%)

12,3467849 (63.58)4497 (36.42)Medication prescriptions, n (%)

10.13 (5.77)9.49 (5.57)11.23 (5.92)Mean encounter duration (in minutes), mean (SD)

439312 (71.07)286 (65.15)ICD-10a codes documented, n (%)

aICD-10: International Statistical Classification of Disease, Tenth Revision.

Statistical Analysis
The study analyzed a convenience sample of all patients who
were consecutively registered during the defined period.
Continuous variables are reported as the mean (SD) or as the
median (IQR) ranges for descriptive purposes, whereas
categorical variables are summarized as counts and percentages.
To test for normality in the distribution of our sample, we used
the Kolmogorov-Smirnov test. The Mann-Whitney U test was
used for continuous variables that were not normally distributed.
A P value less than .001 indicated statistical significance and
95 % CIs were calculated. All statistical analyses were
conducted using IBM SPSS Statistics (version 22.0) for
Windows.

Results

Throughout the 6-month study period, we analyzed a total of
10,485 encounters with 9644 patients. Patient demographic data
and the most common diagnoses are described in Table 2. These
encounters resulted in 12,346 prescriptions being issued by 290
different attending physicians. Notably, some patients had
multiple consultations within the study timeframe, and multiple
prescriptions were occasionally dispensed during a single
consultation; these prescriptions were not individualized. Before
the implementation of the self-report prescription system, 4497
(36.42%) prescriptions were issued, which increased to 7849
(63.58%) after its implementation. A preliminary test of the
system commenced in 2021; however, the system was not fully
operational and made available for voluntary use by all
physicians until January 2022. Following its implementation,
the automated prescription feature was used in 5022 (40.67%)
of the encounters.

During the brief trial period of the PDSS tool in 2021, a total
of 261 (5.80%) prescriptions were made with electronic
assistance, while 4236 (94.19%) prescriptions were issued
without such assistance. Following the full deployment of the
PDSS tool in 2022, the figures shifted significantly, with 5022
(63.98%) prescriptions being made with electronic assistance
compared to 2827 (36.02%) without assistance.

The data demonstrated a significant reduction in consultation
time after self-reporting: 9.5 (SD 5.5) minutes versus 11.2 (SD
5.9) minutes (P<.001; Mann-Whitney U test=12,118,181.5;
Figure 1). Figure 2 shows that the decrease in the average
consultation duration was correlated with service density, which
was defined as the volume of services delivered by the center
within a specified timeframe.

Regarding guideline adherence among the 12,346 medications
prescribed, a substantial number of these medications (n=8683,
70.34%) were prescribed in accordance with guidelines.
Notably, compared with manual prescription entry, the use of
the automated filling system significantly increased guideline
adherence (n=4697, 93.5% vs n=1389, 49.1%; P<.001; z
score=45.24).

Regarding adherence to the institutional protocol for medical
prescriptions, when the PDSS tool was not used, 1438 (50.87%)
prescriptions deviated from the standard recommendations,
while 1389 (49.13%) complied. Our analysis demonstrated that
the application of the PDSS tool significantly improved
adherence, with only 325 (6.47%) prescriptions failing to
comply with the protocol, compared to 4697 (93.53%) that were
aligned.
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Table 2. Patient demographic data and the most common diagnoses.

2021-2022Variable

10,485Encounters

9644Patients

Sex, n (%)

6669 (69.15)Male

2875 (29.81)Female

100 (1.04)Not declared

0.0-92.0 (32.2)Age (years), mean (SD)

Most common diagnoses, n (%)

2627 (25.05)J01, acute sinusitis

1839 (17.54)N30, cystitis

1271 (12.12)J03, acute tonsillitis

478 (4.56)J02, acute pharyngitis

324 (3.09)J06.9, acute upper respiratory infection, unspecified

Figure 1. Comparison of consultation times with and without the use of autocomplete functionality for medical prescriptions revealed a statistically
significant decrease in consultation time (*P<.001; 9.5, SD 5.5 minutes vs 11.2, SD 5.9 minutes; Mann Whitney U test=12,118,181.5).
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Figure 2. Distributions of consultation times and encounter frequency. The dotted vertical lines indicate the median values for each distribution (8 and
10 minutes, respectively).

Discussion

This study demonstrated that shortly after becoming available,
most physicians opted to voluntarily use the decision support
autocomplete functionality for medical prescriptions. Innovative
approaches that facilitate the use of EHRs tend to be well
received by medical practitioners [8]. The integration of new
information technologies has transformed numerous aspects of
health care and thus revolutionized care delivery within health
systems [9], representing a significant advancement in digital
health care, although certain challenges still need to be
overcome. These challenges include poor interface designs,
suboptimal performance, maintenance issues, overreliance, and
dependency, all of which could jeopardize patient safety [10].

This study revealed an impressive rate of 94.7% adherence to
recommendations, suggesting a potential improvement in the
safety of telemedicine consultations with the use of
autocomplete prescriptions. Guideline adherence is a measure
of how well health care providers follow established clinical
guidelines and protocols and is crucial for minimizing risks and
ensuring optimal care quality and safety [11]. Notably, given
that evidence suggests frequently deficient adherence with
respect to in-person consultations, telemedicine shows promise
as a method of care associated with better compliance [12-14].

The safety of prescribing practices and reductions in medication
errors have been supported by evidence from electronic
prescriptions selected through the use of standardized medication
lists, codified instructions, and multimodal decision support
[15]. Nonetheless, the prevalence of electronic prescribing errors
can be high, with rates nearing 60%, particularly when
considering incorrect field entries [16]. Previous studies have
identified numerous potential error types in electronic
prescriptions [17], and the electronic prescription strategy

chosen has been noted to be a source of medication errors [18],
which underscores the importance of continuing to improve
electronic prescription systems.

The option for voluntary prescription autopopulation has several
potential benefits for health care delivery. This approach may
alleviate bureaucratic burdens associated with current medical
practices, thereby enhancing communication with patients [19].
In high-demand settings, an autocomplete option can optimize
consultation times as part of a broader management strategy
[20]. Additionally, access to checklists for possible medication
recommendations may reduce bias [21].

Our analysis revealed a 15.18% decrease in physicians’average
consultation time, from 1123 to 949 minutes, when the
autocomplete feature was used, although reliance entirely on
manual prescription entry was noted in 31% of consultations.
Intriguingly, even with voluntary use, most prescriptions issued
using the autocomplete function strictly adhered to medication
recommendations, indicating high adherence to these
recommendations. Prior to our study, no research had
specifically investigated telemedicine quality based on
guideline-directed prescribing facilitated by an autocomplete
function. Accordingly, the establishment of high-quality
telemedicine centers that continuously update management
guidelines and develop strategies to meet policy requirements
and deliver excellent remote medical consultations is imperative
to enhance EHR systems. In addition to prescribing practices
alone, administrators need to ensure the usability and appropriate
implementation of coding for the autocomplete method to
prevent misuse and maintain safety.

No specific security assessment was conducted. However,
protocol adherence is recognized as a primary indicator of safety
in care delivery, including referrals for in-person care when
warning signs are identified. This study revealed enhanced

JMIR Med Inform 2024 | vol. 12 | e56681 | p.1295https://medinform.jmir.org/2024/1/e56681
(page number not for citation purposes)

Accorsi et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


adherence to guideline recommendations through the use of the
self-report system, indirectly suggesting that increased safety
was observed within this group.

Among the limitations of this study, the observed outcomes
from the use of the clinical decision support system may not be
solely attributable to changes in care practices. Instead, these
outcomes might also reflect changes in the ICD codes selected
by physicians, possibly for the convenience of prescribing.
Moreover, the clinical support decision system may have
encouraged excessive prescribing despite many of these
conditions being manageable with nonpharmacological
interventions, especially for those with mild symptoms. Notably,
care quality assessed based solely on whether ICD codes
matched medication recommendations may not effectively

represent the true quality of care and may reflect decreased care
quality, as previously mentioned. Another possible limitation
was that the group that used decision support may have included
patients with simpler diagnoses.

In this study, a PDSS was voluntarily used by physicians for
most encounters. Decision support incorporation for prescription
selection within EHRs, particularly in scenarios where policies
are clearly established, may contribute to reducing consultation
times and promoting high rates of adherence to
guideline-directed prescriptions. This finding highlights the
potential role of these systems in improving both the efficiency
and quality of health care delivery, especially within
telemedicine environments where prompt and precise
decision-making is essential.
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Abstract

Background: Tolvaptan is the only US Food and Drug Administration–approved drug to slow the progression of autosomal
dominant polycystic kidney disease (ADPKD), but it requires strict clinical monitoring due to potential serious adverse events.

Objective: We aimed to share our experience in developing and implementing an electronic health record (EHR)–based
application to monitor patients with ADPKD who were initiated on tolvaptan.

Methods: The application was developed in collaboration with clinical informatics professionals based on our clinical protocol
with frequent laboratory test monitoring to detect early drug-related toxicity. The application streamlined the clinical workflow
and enabled our nursing team to take appropriate actions in real time to prevent drug-related serious adverse events. We
retrospectively analyzed the characteristics of the enrolled patients.

Results: As of September 2022, a total of 214 patients were enrolled in the tolvaptan program across all Mayo Clinic sites. Of
these, 126 were enrolled in the Tolvaptan Monitoring Registry application and 88 in the Past Tolvaptan Patients application. The
mean age at enrollment was 43.1 (SD 9.9) years. A total of 20 (9.3%) patients developed liver toxicity, but only 5 (2.3%) had to
discontinue the drug. The 2 EHR-based applications allowed consolidation of all necessary patient information and real-time data
management at the individual or population level. This approach facilitated efficient staff workflow, monitoring of drug-related
adverse events, and timely prescription renewal.

Conclusions: Our study highlights the feasibility of integrating digital applications into the EHR workflow to facilitate efficient
and safe care delivery for patients enrolled in a tolvaptan program. This workflow needs further validation but could be extended
to other health care systems managing chronic diseases requiring drug monitoring.

(JMIR Med Inform 2024;12:e50164)   doi:10.2196/50164

KEYWORDS

ADPKD; autosomal dominant polycystic kidney disease; polycystic kidney disease; tolvaptan; EHR; electronic health record;
digital health solutions; monitoring; kidney disease; drug-related toxicity; digital application; management; chronic disease

JMIR Med Inform 2024 | vol. 12 | e50164 | p.1298https://medinform.jmir.org/2024/1/e50164
(page number not for citation purposes)

Chedid et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.2196/50164
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Autosomal dominant polycystic kidney disease (ADPKD) is
the leading genetic cause and the fourth overall cause of
end-stage kidney failure (ESKF) [1]. Patients with polycystic
kidney disease 1 (PKD1) mutations develop ESKF 20 years
earlier than those with PKD2 mutations [2,3]. The Mayo
imaging classification (MIC) is a validated tool that identifies
patients at risk for rapid progression to kidney failure, and
disease-modifying therapy is recommended for patients with
class 1C, 1D, or 1E, who have higher total kidney volume
(TKV) growth rates [4]. In 2018, tolvaptan (brand name
Jynarque; Otsuka America Pharmaceutical) was approved by
the US Food and Drug Administration (FDA) as the first drug
to slow kidney function decline in patients with rapidly
progressive ADPKD. Tolvaptan reduces kidney volume growth
and estimated glomerular filtration rate (eGFR) decline, delaying
the need for kidney replacement therapy [5,6]. Tolvaptan acts
by blocking the vasopressin V2 receptors in the distal nephron
and collecting duct, inhibiting urinary concentration and sodium
reabsorption and reversing the tubuloglomerular feedback
inhibition induced by vasopressin, thus acutely and reversibly
decreasing eGFR and possibly glomerular hyperfiltration [5].
However, tolvaptan is associated with several side effects,
including polyuria, urinary frequency, thirst, and nocturia, which
require patient education on adequate hydration. Tolvaptan can
also cause significant hepatotoxicity in 5% of patients; thus,
periodic liver function tests are mandated by the FDA through
the risk evaluation and mitigation strategy (REMS) safety
program. Due to the side effects profile and the necessary
frequent laboratory test monitoring, the cost associated with
staff time to manage the program beyond face-to-face care can
limit the ability of health care teams to safely provide this
disease-modifying therapy [7,8].

Tools that are directly integrated in the electronic health record
(EHR) workflow can increase efficiency, reduce cost, and
improve drug monitoring and quality of care [9-12]. For
example, a cluster randomized clinical trial in primary care
provided access, within the EHR, to a prescription drug
monitoring program (PDMP) before the prescription of opioids.
The integration increased PDMP-querying rates, suggesting
that direct access reduced hassle costs and could improve
adherence to guideline-concordant care practices [13]. Another
study reported that the design and implementation of an
electronic registry with a complementary workflow established
an active tracking system that improved monitoring of patients
on anticoagulation therapy [14]. However, no prior
EHR-integrated workflow has been developed and validated to
safely and successfully monitor patients with ADPKD treated
with tolvaptan.

This paper describes the design, development, and
implementation of an intelligent automated application within
the EHR to efficiently manage and monitor ADPKD patients
enrolled in the Mayo Clinic tolvaptan program. The goal of this
paper is to illustrate how digital applications integrated into the
EHR workflow can facilitate efficient and safe care for patients
enrolled in a drug monitoring program and how this workflow
can be extended to similar programs in chronic disease

management and lay the groundwork for quality improvement
efforts.

Methods

Ethical Considerations
This work was reviewed by the Mayo Clinic Institutional
Review Board (21-005428). The study was exempt from clinical
research overight because it was considered to be a quality
improvement project. Informed consent was waived and data
were deidentified.

Practice Setting
The Mayo Clinic is an integrated, multispecialty, multistate,
large academic health system with locations in Minnesota,
Florida, and Arizona; there are also other Mayo Clinic health
system hospitals across Minnesota and Wisconsin. Since 2018,
the Mayo Clinic uses a single, integrated EHR (Epic Systems)
across all campuses. The Minnesota practice where the tolvaptan
EHR application was initially launched includes 5 experienced
nephrologists and 4 nurses directly involved in the ADPKD
practice and various other specialists (ie, geneticists,
hepatologists, liver surgeons, neurologists, neurosurgeons, pain
specialists, interventional radiologists, transplant experts, and
research coordinators) who care for these patients as needed.
The tolvaptan EHR application was eventually adopted
enterprise-wide in 2022, although the workflow may differ
slightly by site based on the specificity and resources available
in each practice. The 3 main Mayo Clinic campuses in
Minnesota, Florida, and Arizona are designated as centers of
excellence for ADPKD care by the Polycystic Kidney Disease
Foundation.

Clinical Protocol—Indications and Monitoring of
Tolvaptan Treatment
Tolvaptan is prescribed in patients aged 18 to 55 years with

eGFR ≥25 mL/min/1.73 m2 and at risk of rapid progression,
defined by having an age-indexed height-adjusted TKV within
MIC class 1C, 1D, and 1E [5,6,15]. Contraindications to initiate
tolvaptan include history of liver injury, uncorrected
hypernatremia, hypovolemia, inability to sense thirst, urinary
tract obstruction, and concomitant use of strong CYP3A
(cytochrome P450, family 3, subfamily A) enzyme inhibitors
[16]. Tolvaptan initiation requires a multidisciplinary approach
led by the treating nephrologist and a well-trained nursing team.
In our program, following a shared decision discussion, eligible
patients who agree to start tolvaptan are referred to a specialized
nephrology nurse for a detailed educational session. The nurse
visit includes a blood pressure check, assessment of alcohol
consumption, dietary review, and in-depth education about the
side effects of tolvaptan and the need for routine laboratory test
monitoring. Patients are instructed to have a drug holiday in
certain situations, such when they are unable to maintain
adequate fluid intake, are hospitalized, are about to undergo an
elective procedure, or are traveling. After confirming their
willingness to take the medication, the nurse enrolls the patient
in the mandatory REMS program, a drug safety program
developed by the FDA for certain medications with serious
safety concerns. As part of the tolvaptan REMS program, the
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following laboratory tests are performed before the morning
dose of tolvaptan: aspartate transaminase (AST), alanine
transaminase (ALT), total bilirubin, serum sodium (advised but
optional), and creatinine (advised but optional). Results are
collected 2 and 4 weeks after tolvaptan initiation, then monthly
for 18 months, and every 3 months thereafter [16]. Staff must
log in to complete a REMS attestation every 3 months for each
patient. Liver enzyme elevation and changes in serum sodium
or creatinine are reviewed after each test in a timely fashion by
the nursing team and the prescribing nephrologist. This process
is designed to detect any laboratory test abnormality or the
development of drug complications that could otherwise go
unnoticed. For example, one threshold for suspending the
medication is elevation in AST or ALT twice above their
baseline level, which might not be flagged in the test report.
However, this process can be very cumbersome and time
consuming for the clinical team. An intelligent, automated, and
streamlined real-time EHR-based process of tracking and
monitoring is essential for efficient and safe care delivery,
especially in specialized centers with a large patient population.

Architecture and Application Development by the
Cohort Knowledge Intelligence Solutions Team
At the Mayo Clinic, the Cohort Knowledge Intelligence
Solutions (CKIS) team is behind the development of many
innovative patient cohort management solutions using the Epic
Healthy Planet module. The CKIS team uses a collaborative,
agile approach that incorporates feedback from clinical
stakeholders and informatics to create care management
solutions based on agreed-upon protocols of care that improve
and automate processes for clinical staff, all managed within
the EHR. All projects are reviewed through a standard intake
process that factors in the scope of the project, enterprise impact,
patient safety, quality of care, and revenue impact, among other
criteria. Once approved and assigned, a business analyst and a
builder will work with a group of stakeholders anywhere
between several weeks to several months, depending on the
scope of the project, to complete a solution build.

After the scope of a project is defined, a registry is used to gather
a patient cohort along with a subset of metrics required to
support the practice needs. The registry is an internal tool housed
within Epic’s software and uses a rule-based framework
consisting of 2 main components: an inclusion rule and metrics.
The inclusion rule is used to define the population and uses a
combination of charted data, such as the patient’s diagnosis,
medication, and surgeries, or general demographics (eg, age
and gender). The metrics (ie, rules) define what data will be
captured for the population. Once a patient meets the defined
inclusion criteria, the underlying metrics are processed, and
data is captured. Metrics are designed to support the monitoring
workflow in addition to future quality analysis and outcomes.
They typically capture dates, laboratory test values, appointment
information, patient demographics, and more. Finally, a report

is built allowing users to visualize and interact with the registry
data. Within the reports, specific patient metrics are displayed
pertinent to the practice and may include laboratory test results,
appointment information, or customized algorithms to create
alerts for care team members to help them prioritize their work.
The last phase of the build process includes testing and ensuring
that the initial agreed-upon requirements have been met. Several
months after the build is complete, the CKIS team meets with
the customers to complete a value assessment that measures the
impact of the solution provided.

Process of Tolvaptan Application Development
The nephrology ADPKD practice assembled a team of
stakeholders to streamline the enrollment and monitoring of
patients in the tolvaptan program. After an initial discussion in
early 2020, the clinical team determined the content of the
application. The stakeholders met on average every 2 weeks
over a 3-month period to develop, in an iterative fashion, the
initial application and test the efficiency of the system over the
subsequent 3 to 4 months. The team determined that 2
applications were required to serve the clinical need. The first
and main application, titled Tolvaptan Monitoring Registry,
manages all patients actively treated with tolvaptan by
consolidating all relevant information in one screen. Patients
who discontinue tolvaptan are removed from the first application
and automatically added to the second application, titled Past
Tolvaptan Patients. The second application allows the care team
to maintain a log of all past participants and record the reason
for drug discontinuation, such as adverse effects or requiring
renal replacement therapy.

Results

In September 2020, 2 EHR-based applications for monitoring
patients taking tolvaptan were activated for clinical use. The
tolvaptan clinic was established 2 years earlier when the FDA
approved tolvaptan for the treatment of ADPKD. All patients
enrolled in the program prior to September 2020 (n=32) were
retrospectively added to the tolvaptan monitoring application.

Clinical Workflow Using the Tolvaptan Application
The tolvaptan application workflow involves the submission of
an electronic prescription order by a nephrology nurse (Figure
1) and completion of an electronic activation form to enroll
patients in the EHR-based tolvaptan monitoring application
(Figure 2). This form includes the patient’s Mayo Clinic site,
primary nephrology clinician, and date of treatment initiation.
The automated addition of patients into the registry reduces the
risk of missing any patient prescribed tolvaptan, ensuring that
all treated patients are closely monitored for any adverse events
that might occur while on therapy. Quarterly meetings take
place between the nursing team and the nephrologists to review
workflow issues and assess any new complications that may
arise.
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Figure 1. Tolvaptan order report. REMS: risk evaluation and mitigation strategy.
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Figure 2. Smart form. MCHS: Mayo Clinic Health System; MN: Minnesota; NE: northeast; NW: northwest; REMS: risk evaluation and mitigation
strategy; SW: southwest; WI: Wisconsin.

The main application lists all patients actively taking tolvaptan
and includes several columns with relevant information, such
as the patient’s name, medical record number, date of initiation
of tolvaptan, date of last liver function test, abnormal or urgent
laboratory test flags, a “needs review” flag (Multimedia
Appendix 1 provides details and flag criteria), the recommended
laboratory test frequency based on the first dose date (ie,
monthly or quarterly), the laboratory test’s due date and the
date of the next scheduled laboratory test, the last and next
(when applicable) nursing outreach dates to the patient, the
name of the treating nephrologist, and the last clinic visit date
(Figure 3). The application allows filtering based on these
variables, such as visualizing only patients who have abnormal

laboratory tests or need review based on new laboratory tests
since the last outreach date. The application also provides more
detailed information for a specific patient based on several
reports embedded at the bottom of the screen. These include
Tolvaptan Monitoring Summary, Patient Visits, Nephrology
Notes/Orders, and Patient Message Review. In our clinical
workflow, every week, 1 of 4 dedicated nurses (on a rotation
basis) reviews all flagged patients and takes appropriate action
based on our clinical protocol. The EHR-based tolvaptan
monitoring application provides several reports that allow for
a more detailed review of a specific patient without having to
open their chart. The Tolvaptan Monitoring Summary displays
all monitored laboratory test results, such as AST, ALT,
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bilirubin, serum creatinine, eGFR, serum sodium, and urine
osmolarity (Figure 4). The Tolvaptan Monitoring Metrics
window in the same section allows for quick access to recorded
baseline laboratory test measurements and any abnormalities
recorded. For example, the report displays a question and
response: “Any Abnormal Liver Labs?” (answers are yes or no)
(Figure 5). Additionally, all attempted or completed outreach
interactions are listed with the name of the nurse conducting
the activity and most recent nephrology note (Figure 6).

The Patient Visits report shows future scheduled appointments
and surgeries, as well as a record of the patient’s last 10
outpatient visits. This report also includes the patient’s care
team, demographics, and emergency contacts. The Nephrology
Notes/Orders report displays pertinent medical history, current
medication, immunizations, renal replacement therapy status,
allergies, procedures, and the latest nephrology notes and
specific ADPKD management–related comments by the
nephrologist. Lastly, the Patient Message Review report includes
all the patient’s communications with personnel, nurses, and
clinicians, as well as patient online services.

Figure 3. Tolvaptan monitoring snapshot. Abn: abnormal; Dt: date; REMS: risk evaluation and mitigation strategy.
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Figure 4. Tolvaptan Monitoring Summary. eGFR: estimated glomerular filtration rate.
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Figure 5. Tolvaptan Monitoring Metrics. ALK Phos: alkaline phosphatase; ALT: alanine transaminase; AST: aspartate aminotransferase; eGFR:
estimated glomerular filtration rate; Tot Bili: total bilirubin.
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Figure 6. Tolvaptan detailed summary report.

Characteristics of Enrolled Patients
As of September 1, 2022, a total of 214 patients have been
enrolled in the tolvaptan program across the Mayo Clinic Health
System in Minnesota, Arizona, Florida, and Wisconsin (Table
1).

Of the 214 patients, 126 (59%) were enrolled in the Tolvaptan
Monitoring Registry, and the remaining 88 patients were
included in Past Tolvaptan Patients. A total of 10 nephrologists
were caring for these patients across the 4 locations. Table 2
displays characteristics of the patients in the Tolvaptan
Monitoring Registry, including their demographics and MIC
status.

The registry included 57.9% (n=124) female, 96.2% (n=206)
White, 2.8% (n=6) Hispanic, and 0.9% (n=2) African American
individuals. The mean age at enrollment was 43.1 (SD 9.9)
years, and 86 patients had a documented MIC. Most patients
had an MIC of 1C (n=38, 44.2%), followed by 1D (n=25,
29.1%) and 1E (n=19, 22.1%). Additionally, 3 patients (5.1%)
had an MIC of 1B but were prescribed tolvaptan based on a
non-MIC criterion. Of note, 33 (15.4%) patients were taking
tolvaptan as part of a clinical trial and remained on the drug
after trial completion (following FDA approval of the drug).
These patients were added retrospectively to the application
because they were taking tolvaptan prior to the creation of the
EHR-based application.
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Table . Distribution of patients with autosomal dominant polycystic kidney disease receiving tolvaptan treatment across the Mayo Clinic system.

Total (N=214), n (%)Past Tolvaptan Patients (n=88), n
(%)

Tolvaptan Monitoring Registry
(n=126), n (%)

Region

155 (72.4)75 (85.2)80 (63.5)Minnesota

24 (11.2)7 (8)17 (13.5)Arizona

26 (12.1)4 (4.5)22 (17.4)Florida

9 (4.2)2 (2.3)7 (5.6)MCHSa, WIb

aMCHS: Mayo Clinic Health System.
bWI: Wisconsin.

Table . Patient demographics and Mayo imaging class.

Total patientsPast Tolvaptan PatientsTolvaptan Monitoring
Registry

Demographics

21488126Patients, n

124 (58)52 (59)72 (57.1)Female, n (%)

43.1 (9.9)40.4 (9.9)43.8 (9.9)Age at registry inclusion (years), mean (SD)

206 (96.3)83 (94.3)123 (97.6)White, n (%)

6 (2.8)3 (3.4)3 (2.4)Hispanic, n (%)

2 (0.9)2 (2.3)0 (0)African American, n (%)

33 (15.4)4 (4.5)29 (22.4)Enrollment through clinical trials, n (%)

Mayo imaging class

862858Patients, n

0 (0)0 (0)0 (0)1A

4 (4.7)1 (3.6)3 (5.2)1B

38 (44.2)11 (39.3)27 (46.6)1C

25 (29.1)6 (21.4)19 (32.8)1D

19 (22.1)10 (35.7)9 (15.5)1E

Outcomes of Using the Tolvaptan Application
The implementation of the tolvaptan EHR-based application
streamlined the monitoring process of patients treated with
tolvaptan in several ways. First, the automated addition of
patients into the registry reduced the risk of missing any patients
started on tolvaptan, thus assuring that all treated patients were
closely monitored for any adverse events that might occur while
on therapy. Second, the application allowed for efficient and
timely identification of patients who had abnormal laboratory
test results and enabled nursing outreach to patients who might
need further intervention or education on medication
management. Overall, 20 (9.3%) patients had liver function test
abnormalities, but only 5 (2.3%) had to discontinue the drug
because of hepatotoxicity. The most common reason for drug
discontinuation was related to the aquaretic effect, in 10 patients
(4.7%), while only 4 (1.8%) could not continue in the program
because of medical insurance–related issue. Third, the
application provides a comprehensive and up-to-date summary
of all pertinent clinical information related to the management
of ADPKD, including medications, appointments, laboratory
tests, and notes from the care team. Fourth, the application

facilitated communication and collaboration among the
multidisciplinary team involved in the care of patients with
ADPKD. The standardization process and easy data access to
all enrolled patients in the registry provided an opportunity for
the care team to meet quarterly to review and discuss specific
scenarios. These discussions sometimes led team members to
share their experiences regarding challenging situations or
drug-related adverse events or drug intolerance and at other
times to propose enhancements to the EHR application. Finally,
the application enhanced the efficiency of the tolvaptan program
by reducing the time and effort (informally reported by the care
team) required for enrollment, tracking, and monitoring of
patients. More specifically, for the physicians, the only required
task to enroll a patient in the program was identifying the
candidate and making an electronic referral to the nursing team.
The nursing team then initiated the education, treatment, and
monitoring without any further escalation to the physician,
unless there were concerns. For the nurses, all relevant
information was consolidated, reducing the need to navigate to
various EHR screens and modules.
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Discussion

Principal Findings
In this report, we share our experience in developing and
implementing an EHR application to manage and monitor
patients with ADPKD who were enrolled in the tolvaptan
program across several sites at our institution. This application
streamlined the clinical workflow and enabled the nephrology
nursing team to proactively take appropriate action to mitigate
drug-related serious adverse events. Tolvaptan is the first and
only FDA-approved drug to slow the progression of ADPKD,
but it has multiple adverse effects, most seriously liver toxicity,
which can be potentially severe, albeit rare. Therefore, frequent
laboratory test monitoring is required to detect early drug-related
toxicity. This application is crucial in facilitating the monitoring
of patients taking tolvaptan, especially in large centers with
high case load or smaller clinics with limited staff and resources.
Overall, 20 (9.3%) patients had liver function test abnormalities,
but only 5 (2.3%) had to discontinue the drug because of
hepatotoxicity. The frequency of these events is very similar to
those reported in the REPRISE clinical trial (10.9%
hepatotoxicity and 1.6% discontinuation for a liver event) [6].
The most common reason for drug discontinuation was related
to the aquaretic effect, which occurred in 4.7% (n=10) of
patients. This is higher than the frequency reported in the
REPRISE trial (2.1%) but not surprising since participants
enrolled in clinical trials may be more motivated to adhere to
the treatment protocol. Nonetheless, these clinical outcomes
are reassuring.

The logistical requirements of any tolvaptan program may limit
the ability of nephrology practices to provide this effective
therapy. With the shortage of physicians and their high level of
burnout [17-19], well-designed EHR integration that helps
review, in a consolidated manner, relevant data for clinical care
is important, although it comes with a higher up-front cost
[20-23]. This is now more relevant because about 90% of
office-based physicians in the United States use an EHR [24],
and higher perceived EHR usability is associated with higher
levels of perceived positive outcomes (improved patient care)
and lower levels of perceived negative outcomes (worse patient
interactions and work-life integration) [25]. Whether developing
such digital systems is worth the investment is a relevant
question for health care systems [26], but they can certainly be
scaled in real-world settings. The cost of creating similar
EHR-based applications will vary depending on each
organization structure and is mostly an up-front cost. This
includes the time required by both the clinical care team (nurses,
physicians, and other clinical staff) and informatics team
(program manager and technical build team) to identify the
clinical need and develop and test the product. For our practice,
it required at least 1 physician and 1 nurse champion to be
present at each meeting (4 staff members were engaged) with
the informatics team for 1 hour every 2 weeks on average over
a 6-month period (12 hours per staff member involved). Since
all our staff are salary based, this work was primarily supported
by discretionary efforts and during nonclinical activities (lunch
hour or administrative time). Regarding the informatics team

(CKIS), our institution has allocated an operational budget to
support various EHR-related projects across the enterprise; thus,
we did not have to request extra funds to support this effort.

The advantages of these applications and data analytics
capabilities within the EHR have been well described for various
diseases and conditions, recently including more
COVID-19–related activities, to manage the clinical practice
safely [27-37]. Besides keeping track of a defined patient
population, aggregating data, and identifying care gaps,
communication with patients through the patient portal is readily
accessible. In addition, bulk messaging (sending the same
message to a group of patients in one click) is a convenient
feature of the application. For example, staff can easily remind
patients to do their monthly or quarterly laboratory tests when
these have lapsed and do a synchronous or asynchronous quick
health check if needed.

Limitations
The design, development, and deployment in clinical practice
of this integrated digital application has limitations. The process
is iterative and requires buy-in from various stakeholders, an
up-front investment in time, resources, and change management
capabilities. Our clinical team was receptive, open to change,
and willing to embrace new workflows because of the perceived
value of adopting the application (more efficient and safer care
delivery). One limitation of our study is that it was conducted
in a single health care system. However, the successful
implementation of this application in our Minnesota practice,
followed by its expansion to all Mayo Clinic practices,
highlights the potential for scaling to other health care systems.
Another limitation of our study is the lack of objective efficiency
outcome measures. The workflow improvement and satisfaction
were not evalutated in a formal manner by the physicians and
nurses. Ideally, our study would assess the impact of the
application using (1) direct observation (time-motion studies),
(2) EHR log-based analysis (EHR log data), (3) care team pre-
and postimplementation surveys, or a combination of these.
However, prior to the implementation of the application, the
management of the tolvaptan program was ad hoc, carried out
by a care team that performed multiple unrelated clinical
activities. This made it impractical to use time-motion studies
and impossible to meaningfully use EHR log data. A care team
survey was considered, but because the transition to the
application was done during the COVID-19 pandemic when
our personnel resources were very strained, noncritical activities
were paused. Prospective studies are necessary to validate the
effectiveness of this application and its potential for improving
care processes and ultimately patient outcomes.

Conclusion
In conclusion, our multidisciplinary team developed an
EHR-integrated digital monitoring protocol that could facilitate
safe, efficient, and high-quality care for patients with ADPKD
who were prescribed tolvaptan. The implementation of this
application in our health care system can be scaled to other
health care systems or smaller clinics after further validation.
This can reduce some barriers and help safely provide the best
available treatment for eligible patients.
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EHR: electronic health record
ESKF: end-stage kidney failure
FDA: US Food and Drug Administration
MIC: Mayo imaging classification
PDMP: prescription drug monitoring program
PKD: polycystic kidney disease
REMS: risk evaluation and mitigation strategy
TKV: total kidney volume
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Abstract

Background: Accurate history taking is essential for diagnosis, treatment, and patient care, yet miscommunications and time
constraints often lead to incomplete information. Consequently, there has been a pressing need to establish a system whereby the
questionnaire is duly completed before the medical appointment, entered into the electronic health record (EHR), and stored in
a structured format within a database.

Objective: This study aimed to develop and evaluate a streamlined electronic questionnaire system, BEST-Survey (Bundang
Hospital Electronic System for Total Care-Survey), integrated with the EHR, to enhance history taking and data management for
patients with pediatric headaches.

Methods: An electronic questionnaire system was developed at Seoul National University Bundang Hospital, allowing patients
to complete previsit questionnaires on a tablet PC. The information is automatically integrated into the EHR and stored in a
structured database for further analysis. A retrospective analysis compared clinical information acquired from patients aged <18
years visiting the pediatric neurology outpatient clinic for headaches, before and after implementing the BEST-Survey system.
The study included 365 patients before and 452 patients after system implementation. Answer rates and positive rates of key
headache characteristics were compared between the 2 groups to evaluate the system’s clinical utility.

Results: Implementation of the BEST-Survey system significantly increased the mean data acquisition rate from 54.6% to
99.3% (P<.001). Essential clinical features such as onset, location, duration, severity, nature, and frequency were obtained in
over 98.7% (>446/452) of patients after implementation, compared to from 53.7% (196/365) to 85.2% (311/365) before. The
electronic system facilitated comprehensive data collection, enabling detailed analysis of headache characteristics in the patient
population. Most patients (280/452, 61.9%) reported headache onset less than 1 year prior, with the temporal region being the
most common pain location (261/703, 37.1%). Over half (232/452, 51.3%) experienced headaches lasting less than 2 hours, with
nausea and vomiting as the most commonly associated symptoms (231/1036, 22.3%).

Conclusions: The BEST-Survey system markedly improved the completeness and accuracy of essential history items for patients
with pediatric headaches. The system also streamlined data extraction and analysis for clinical and research purposes. While the
electronic questionnaire cannot replace physician-led history taking, it serves as a valuable adjunctive tool to enhance patient
care.

(JMIR Med Inform 2024;12:e54415)   doi:10.2196/54415

KEYWORDS

electronic questionnaire system; electronic questionnaire; history taking; medical history; headache; migraine; neuralgia; pediatric;
paediatric; infant; neonatal; toddler; child; youth; adolescent
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Introduction

Headache is one of the most common neurological symptoms
in children, with a reported prevalence of 54.4% to 58.4% in
previous population-based studies [1-4]. Using an appropriate
approach in the differential diagnosis of pediatric headache is
critical because it can potentially impact children’s quality of
life in a significant manner [5,6]. A thorough history taking is
required to differentiate the symptoms of different primary
headaches and to rule out a small but critical number of
life-threatening secondary headaches, such as brain tumors or
intracranial hypertensions [7].

Despite its importance, many studies have shown that history
taking can be the major contributing factor in the misdiagnosis
of pediatric headache due to miscommunications and limited
time available, leading to missing key information in a
real-world setting [8,9]. To overcome such obstacles, various
questionnaires for efficient history taking and early detection
of specific types of primary headaches have been developed in
the past, such as the Diagnostic Headache Diary [10], ID
Migraine [11], Migraine Screen Questionnaire [12], and Brief
Headache Screen [13]. Even with the development of different
history-taking tools, a paper-based, self-administered
questionnaire itself poses a significant limitation in data
collection and organization since it requires laborious,
time-intensive, manual input [14]. Consequently, there has been
a pressing need to establish a system whereby the questionnaire
is duly completed before the medical appointment, entered into
the electronic health record (EHR), and stored in a structured
format within a database.

Numerous studies across multiple clinical fields comparing the
effectiveness of paper-based and computer-based questionnaires
have consistently shown that electronic health history
questionnaires have higher usability scores and are more
cost-effective than paper-based ones [14-20]. In this study, we
developed an electronic questionnaire system named
BEST-Survey (Bundang Hospital Electronic System for Total
Care-Survey) that enables a streamlined previsit electronic
questionnaire, with automatic integration into the EHR to aid
clinicians’ history taking and the construction of a structured
database for further data analysis. This study aimed to develop
and evaluate the BEST-Survey system among patients with
pediatric headaches.

Methods

Electronic Questionnaire System (BEST-Survey)
Development
At Seoul National University Bundang Hospital, we constructed
an electronic questionnaire system named BEST-Survey to
enhance the clinical utility of patient-provided medical
information. Using the BEST-Survey system, patients complete
the questionnaire on a tablet PC before their visit, and the
information is automatically integrated into our EHR to aid
clinicians during their history taking. The patient-provided
information is stored in a structured database for further data
analysis.

The BEST-Survey system is composed of 2 parts: questionnaire
archives and electronic questionnaire system structure. A task
force comprising 30 members, including doctors, nurses, and
medical information technologists, evaluated the questionnaires
based on 5 criteria: predicted demand, target age group,
questionnaire availability, clinical utilization within the EHR,
and copyright issues. A total of 59 questionnaires were created
based on the needs of 12 departments, one of which was the
pediatric headache questionnaire. The electronic questionnaire
system structure within BEST-Survey consists of the following
components: (1) an electronic questionnaire input system,
delivered using technology such as a tablet PC or computer, for
patients to complete during the preclinic visit; (2) automatic
integration of patient response to the EHR to aid clinicians’
history taking; and (3) construction of a structured database
based on patient input for further data analysis.

Pediatric Headache Questionnaire Development
At our pediatric neurology outpatient clinic, located in Gyeonggi
Province, the largest province in South Korea by population,
we see 200‐250 new patients with pediatric headaches
annually. As a tertiary referral center, we primarily see patients
with red-flag symptoms or refractory headaches referred from
primary and secondary clinics. To improve the history-taking
process and enhance clinical assessments for these patients, we
developed a previsit questionnaire specifically for patients with
headache attending their initial consultation. The questionnaire
was developed with reference to Swaiman’s Pediatric Neurology
5th edition [21]. To ensure patient comprehension without
guidance from medical staff, we used simple language that is
easily comprehensible and provided detailed explanations for
complex concepts.

The initial visit questionnaire asks about detailed characteristics
of the patient’s headaches, utilizing multiple-choice questions
with an option for free-text entry. To evaluate detailed headache
patterns, patients were asked to provide information about their
headache patterns, including location, nature, duration,
frequency, recent exacerbation and its nature, frequent headache
timing, and aggravating or alleviating factors. The
accompanying aura and its types were also inquired to provide
detailed information for migraine classification. Red-flag
symptoms; family history of headache; limitation in daily
activity; and previous headache diagnosis, evaluations, and
treatments were also included in the questionnaire to aid
clinicians in the detailed evaluation of patient’s headache history
and characteristics. The questionnaire ends with an open-ended
question for patients to freely write down any additional
concerns or questions for the initial visit. Headache severity is
rated on the Numeric Pain Rating (NRS) scale or as mild,
moderate, or severe for infants, as observed by their parents. A
total of 35 previsit questions were developed for integration
into the BEST-Survey system. The complete questionnaire
created in Korean was translated into English. Both versions
are shown in Multimedia Appendix 1.

Clinical Utilization of BEST-Survey in the Pediatric
Headache Clinic
When the patient visited the pediatric headache clinic, trained
medical staff introduced the BEST-Survey system in the waiting
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room and provided education on completing the headache
questionnaire using a tablet PC. Patients were asked to fill out
the survey with the help of their parents when necessary. The
completed questionnaire was automatically integrated into the
EHR, in both a free format and a structured format for the
clinicians to review. The completed questionnaire was further
stored into a structured database for further data analysis and
tracking of the patient’s headache history. Neither the time it
took for the patient to complete the survey nor the number of

patients who refused to participate in the survey was recorded.
Upon request for data collection, data retrieval was conducted
automatically in a common data warehouse format, ensuring
the exclusion of personal identifiers. Clinical information,
including headache characteristics, age, sex, and other patient
details, was retrieved in accordance with the preauthorized
institutional review board (IRB) approval. An overview of the
BEST-Survey system utilized in the pediatric headache clinic
is summarized in Figure 1.

Figure 1. Overview of the BEST-Survey system. BEST-Survey: Bundang Hospital Electronic System for Total Care-Survey; EHR: electronic health
record; HIS: hospital information system.
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Comparison of Acquired Clinical Information Before
and After the Implementation of BEST-Survey
We conducted a retrospective analysis on the health records of
patients with headaches who visited the pediatric neurology
outpatient clinic at Seoul National University Bundang Hospital.
The analysis included patients who visited from March 2013
to March 2015—before the implementation of the BEST-Survey
system (“Before e-system group”)—and patients who visited
from September 2015 to September 2017—after the
implementation of the system (“After e-system group”). All
new patients with pediatric headaches aged <18 years were
recruited in the study, and patients were given the option to not
to use the electronic questionnaire system. There was no lower
age limit to the study. Patients and families who refused to use
electronic questionnaire system were not included in the study.
We collected information on 18 headache characteristics and
associated symptoms, such as severity, onset, frequency,
duration, location, characteristics, nausea, vomiting, dizziness,
photophobia, phonophobia, visual aura, timing, sleep breakage,
relieving factor, aggravating factor, aggravation by increased
intracranial pressure, and family history in both groups. We
then compared the answer rates and positive rates of 10 specific
findings (onset, frequency, location, nature, duration, severity,
frequent timing of the headache, factors of aggravation,
associated symptoms, and visual aura) between the 2 groups to
evaluate the clinical utility of BEST-Survey. The overall
headache characteristics, including 10 previously mentioned,
were further described to provide clinical overview our pediatric
headache population group. Patients and parents were asked to
complete the entire survey but were permitted to skip questions
if necessary. Data analysis was processed using SPSS Statistics
for Windows (version 27.0; IBM Corp). Descriptive statistics
were used to express data as means, ranges, and percentages.
The Mann-Whitney U test was used for nonparametric
comparisons between the 2 groups. Statistical significance was
set at P<.05.

Ethical Considerations
This study was approved by the IRB of Seoul National
University Bundang Hospital (B-1805-468-106). All participants

were deidentified by assigning them random codes instead of
hospital numbers and personal identifiers. No compensation
was provided to the participants. The waiver of informed consent
was approved by the IRB, as the study utilized deidentified
medical records.

Results

Comparison of Information Achieved Before and After
the Implementation of BEST-Survey
This study included 365 patients in the before e-system group
and 452 patients in the after e-system group. There were no
differences in onset age and sex between the 2 groups: the mean
age at the visit was 9.7 (95% CI 9.4-10.2) years in the before
e-system group and 10.0 (95% CI 9.7-10.4) years in the after
e-system group, and 52.9% (193/365) and 49.3% (223/452) of
the patients in the before and after e-system groups were female,
respectively. The clinical characteristics of headaches obtained
from the 2 groups were further analyzed. The mean rate of data
acquisition increased significantly (P<.001) from 54.6% (range
27/365, 7.4% to 311/365, 85.2%) to 99.3% (range 410/452,
90.7% to 452/452, 100%) after the implementation of the
e-system. The data acquisition rate for the 6 cardinal clinical
features of headaches (onset, location, duration, severity, nature,
and frequency) increased from a range of 53.7% (196/365) to
85.2% (311/365) in the before e-system group to a range of
98.7% (446/452) to 100% (452/452) in the after e-system group.
The 3 least obtained clinical features in the before e-system
group were aggravating factor (27/365, 7.4%), aggravation by
increased intracranial pressure (70/365, 19.2%), and relieving
factors (110/365, 30.1%), while onset (311/365, 85.2%),
vomiting (298/365, 81.6%), and duration (287/365, 78.6%)
were the features with the highest level of data acquisition. All
clinical features were obtained in over 90% (range 410/452,
90.7% to 452/452, 100%) of patients in the after e-system group.
Timing (410/452, 90.7%), location (446/452, 98.7%), and
severity (450/452, 99.6%) were the 3 least obtained clinical
features after the implementation of the e-system (Table 1).
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Table . Comparison of data acquisition rate between before and after introduction of the electronic questionnaire system (BEST-Surveya).

After e-system (n=452), n (%)Before e-system (n=365), n (%)Clinical features

450 (99.6)196 (53.7)Severity (NRSb score)

452 (100)311 (85.2)Onset

452 (100)285 (78.1)Frequency

451 (99.8)287 (78.6)Duration

446 (98.7)248 (67.9)Location

452 (100)221 (60.5)Characteristics

452 (100)276 (75.6)Nausea

452 (100)298 (81.6)Vomiting

452 (100)263 (72.1)Dizziness

452 (100)174 (47.7)Photophobia

452 (100)156 (42.7)Phonophobia

452 (100)130 (35.6)Visual aura

410 (90.7)228 (50.9)Timing

452 (100)219 (60.0)Sleep breakage

452 (100)110 (30.1)Relieving factors

452 (100)27 (7.4)Aggravating factors

452 (100)70 (19.2)Aggravation by IICPc

452 (100)133 (36.4)Family history

aBEST-Survey: Bundang Hospital Electronic System for Total Care-Survey.
bNRS: Numeral Rating Scale.
cIICP: increased intracranial pressure.

Clinical Characteristics of Headaches From Patients
Who Visited Our Hospital After the Implementation
of BEST-Survey
Detailed clinical headache characteristics of our pediatric patient
group was acquired from the BEST-Survey system. In our
patient group, most patients (280/452, 61.9%) had their onset
of headache less than or equal to 1 year ago, and they most
frequently complained of daily headaches (116/452, 25.6%).
The temporal region was the most common location of
headaches (261/703, 37.1%; unilateral: 111/703, 15.8% and

bilateral 150/703, 21.3%), followed by the frontal head region
(111/703, 15.8%). Pain characteristics were often pulsatile
(188/861, 21.8%), pressing (140/861, 16.3%), or dull (159/861,
18.5%). More than half of patients (232/452, 51.3%) had
headaches lasting less than 2 hours, with nausea and vomiting
(231/1036, 22.3%) as the most commonly associated symptoms.
Red-flag symptoms were reported by 316 (69.9%) out of 452
patients. Of the patients reporting red-flag symptoms, sleep
breakage and improvement by vomiting accounted for 137
(26.5%) and 71 (13.7%) out of 517 red-flag symptoms,
respectively. The clinical characteristics of the patients with
headaches obtained from BEST-Survey are shown in Table 2.
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Table . Clinical characteristics of headaches obtained from BEST-Surveya. Multiple answers were allowed in some questions.

Value, n (%)Clinical characteristics

Headache onset (n=452 patients)

70 (15.5)    Within 1 month

77 (17)    Within 3 months

50 (11.1)    Within 6 months

83 (18.4)    Within 1 year

70 (15.5)    Within 2 years

44 (9.7)    Within 3 years

21 (4.6)    Within 4 years

13 (2.9)    Within 4 years

24 (5.3)    >5 years

Headache frequency (n=452 patients)

116 (25.6)    Daily

74 (16.3)    3‐4 times/week

89 (19.6)    1‐2 times/week

76 (16.8)    1‐3 times/month

29 (6.4)    <1 time/month

68 (15)    Not definite

Headache nature (n=452 patients; multiple answers allowed: n=861 answers)

26 (3)    Stabbing

140 (16.3)    Pressing

151 (17.5)    Tightening

188 (21.8)    Pulsatile

99 (11.5)    Aching

159 (18.5)    Dull

98 (11.4)    Not definite

Headache duration (n=452 patients)

76 (16.8)    <30 minutes

89 (19.7)    30 minutes to 1 hour

67 (14.8)    1-2 hours

52 (11.5)    2–3 hours

39 (8.6)    3–4 hours

11 (2.4)    4–5 hours

14 (3.1)    5–6 hours

24 (5.3)    6–12 hours

23 (5.1)    12–24 hours

12 (2.7)    >24 hours

45 (10)    Unspecified

Headache location (n=452 patients; multiple answers allowed: n=703 answers)

80 (11.4)    Whole

150 (21.3)    Bilateral temporal

111 (15.8)    Unilateral temporal

74 (10.5)    Vertex
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90 (12.8)    Occipital

111 (15.8)    Frontal

59 (8.4)    Around eyes

21 (3)    Neck

7 (1)    Not definite

Associated symptoms (n=452 patients; multiple answers allowed: n=1036 answers)

231 (22.3)    Nausea or vomiting

183 (17.7)    Irritability

177 (17.1)    Distraction

6 (0.6)    Transient amnesia

213 (20.6)    Sensitivity to lights or sounds

25 (2.4)    Cramping

56 (5.4)    Tearing or ptosis

72 (6.9)    Yawning

12 (1.2)    Increased urination

14 (1.4)    Diarrhea

47 (4.5)    Depression

Aura (n=452 patients; multiple answers allowed: n=405 answers)

14 (3.5)    Vertigo

84 (20.7)    Dizziness

15 (3.7)    Ataxia

5 (1.2)    Altered consciousness

38 (9.4)    Motor aura

9 (2.2)    Language aura

4 (1)    Sensory aura

105 (25.9)    Auditory aura

113 (27.9)    Visual aura

18 (4.4)    Not definite

Red-flag symptoms (n=316 patients; multiple answers allowed: n=517 answers)

154 (29.8)    Headache after hyperventilation

137 (26.5)    Sleep breakage

71 (13.7)    Improved by vomiting

155 (30)    Morning headache

aBEST-Survey: Bundang Hospital Electronic System for Total Care-Survey.

Discussion

Principal Findings in Comparison to Prior Works
In this study, we developed an electronic questionnaire system
named BEST-Survey and utilized it to collect medical history
from patients with pediatric headaches. This system, which
includes a streamlined previsit electronic headache
questionnaire, automatic integration into the EHR, and
construction of a structured database for further analysis, was
significantly effective in ensuring the completeness of collecting
the key clinical features of pediatric headaches. Furthermore,
the system allowed easy data extraction and analysis for the

comprehensive clinical characterization of pediatric headaches.
To the best of our knowledge, this is the first study describing
an integrated electronic questionnaire system linked to an EHR
for pediatric headache.

Traditional history taking involves interactive conversations
with patients to establish rapport, assess communication skills,
observe their condition, and collect relevant clinical information
[22]. However, comprehensive history taking could be hindered
by miscommunication between a patient or parent and their
physician, as well as the limited time available. Inquiring all
necessary questions and retrieving accurate answers is crucial
for accurate diagnosis and appropriate management [23].
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Omitting important questions can significantly impact diagnosis
and treatment outcomes [24]. Moreover, the time-consuming
EHR documentation process further hinders accurate history
taking and medical care delivery.

Studies on ambulatory practices have shown that physicians
spend 18% to 20% of their time on documentation or writing
[25]. Another study revealed that 52.9% of their time is
dedicated to direct clinical face time, while 37% is spent on
EHR and desk work [26]. Taking medical histories from children
poses unique challenges compared to adults. Limited expression
of symptoms and reliance on parents or guardians for
information [27], as well as the potential for distraction and
poor cooperation from the children [28], require detailed
explanations and additional time for history taking. To address
the limitations to accurate history taking, our system offers
several advantages. First, a predetermined questionnaire form
ensures that essential data are gathered without omitting
important questions. Second, utilizing the waiting time before
a consultation gives the patients more time to report their
symptoms. Third, automatic integration with the EHR saves
efforts required for documentation. Additionally, the
computerized and stored data facilitate further processing and
analysis.

Strengths of the Streamlined Electronic Questionnaire
System
Our system’s advantage in capturing essential history items
without omission was demonstrated through a comparison of
data acquisition rates before and after its implementation. The
findings revealed a significant increase in obtaining answers to
each item after introducing our system. Prior to using the system,
interviews alone resulted in less than 90% of patients providing
essential headache diagnosis information such as onset time,
frequency, duration, location, and characteristics. Furthermore,
inquiries regarding factors worsening the condition, increased
intracranial pressure, and relief had the lowest response rates.
These results align with previous studies demonstrating the
efficacy of digital questionnaires in enhancing data collection.
In a systematic review examining the benefits of electronic
patient-reported outcome measures, 10 (31%) out of 32 studies
reported having missing or incomplete data. Among those 10
studies, 7 (70%) reported lower rates of missing data and more
complete information with electronic methods compared to
paper-based approaches [19]. Another study comparing histories
acquired by physicians and a computer program directly
interacting with patients found that the computer-acquired
histories revealed 160 problems not documented by physicians.
Conversely, there were 13 problems reported by physicians but
not by the computer program, indicating the usefulness of
computer programs in acquiring more comprehensive and
detailed medical histories [29].

We also examined differences in the rate of positive findings
for each history item. We observed variations in the rate of
positive responses, with interview-based inquiries generally
yielding higher positive rates, except for sleep breakage. The
high positive rates of various clinical characteristics obtained
through physician interviews may be due to discrepancies and
inaccuracies in reflecting the actual phenomenon. For instance,

in our study, the proportion of patients with photophobia was
41.4% in the before e-system group and 12.2% in the after
e-system group. In previous studies of patients with pediatric
headaches in South Korea, 43% were diagnosed with migraines,
35% had tension headaches, and 22% had other primary
headaches [30]. Considering that approximately half of patients
with migraines experience photophobia [31], the finding of
41.4% of patients with photophobia in our study is likely an
overestimation even when considering the higher likelihood of
patients with debilitating headaches seeking care at tertiary
hospitals. Discrepancies between physician interview–based
information and patient-reported data have been reported in
previous studies. In an analysis of clinical interviews and
computer-acquired history data among patients with chest pain,
inconsistencies were observed in the collected data [32]. Both
our study and previous studies on chest pain have consistently
found higher levels of missing data when obtaining medical
history through interviews compared to using e-questionnaires
or computerized history taking. The primary reason for these
discrepancies can be attributed to data incompleteness during
the interview-based, history-taking process.

Another advantage of the proposed system in this study is that
the computerization of data enables easy data processing,
analysis, and storage for future use. This facilitates efficient
data analysis and saves processing time. For instance, we
conducted an analysis on the clinical characteristics of patients
with headaches visiting our hospital, providing an overview of
their features. In our study population, predominant headache
characteristics included daily occurrence (25.7%), severity rating
around an NRS score of 7‐8 (40.9%), pulsatile nature (21.6%),
onset between 6 months to 1 year (18.4%), duration less than
4 hours (71.5%), and involvement of the entire or bilateral
temporal area of the head (37.1%). Several studies have
evaluated headache characteristics in children attending
headache outpatient clinics. In one study with a questionnaire
collected from 437 pediatric patients referred to headache
outpatient clinics, 5.9% had underlying organic diseases, while
94% had primary headaches [33]. The characteristics of patients
with primary headaches analyzed in this study showed
similarities to our study, including a significant proportion of
patients with headache duration between 2‐12 hours (68.8%),
a high incidence of bilateral pain (63.9%), and a high frequency
of severe intensity ratings (63.9%) and pulsatile features
(27.1%). The incidence of accompanying symptoms such as
nausea (49.1%), vomiting (37%), photophobia (27.8%),
phonophobia (24.4%), and aura (13.5%) was similar or slightly
higher compared to our study population. Another study of 194
pediatric patients with primary headaches presenting to an
outpatient clinic in Jordan also showed similarities to the
headache characteristics in our study. The main patient
population experienced moderate to severe headaches (80.4%),
daily occurrence (34.5%), duration of 0.5‐4 hours (25.5%),
and a higher proportion of bilateral pain (78.9%). The prevalence
of accompanying symptoms, including nausea or vomiting
(43.1%), dizziness (31%), and photophobia (38.8%), was similar
or slightly higher than those in our study [34]. In this study, we
included both primary and secondary headaches, whereas
previous studies solely focused on primary headaches. However,
due to the relatively small proportion of patients with secondary
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headaches within the overall group of patients with headache
patients, similar results were obtained.

We were also able to identify key considerations for
implementing the EHR-integrated, e-questionnaire system in
clinical practice. First, using plain language in the questions is
crucial as they are asked without additional explanations.
However, care must be taken to avoid excessive simplification,
which can result in a higher false positive rate. Therefore,
continuous updating of the questions is necessary to minimize
discrepancies between physician-led history taking and
patient-reported questionnaires. For example, the question “Is
there weakness in the arms or legs?” is intended to assess
symptoms of transient ischemic attacks, a key symptom of
Moyamoya disease. However, patients often misinterpret this
question as fatigue or general weakness. Thus, more detailed
questions differentiating between fatigue and paralysis are
necessary. Second, the system should serve as a supplement to,
rather than a replacement for, physician-led history taking.
Double-checking items marked positively by the patient through
the questionnaire is necessary. Third, appropriate question styles
should be considered for different age groups to compensate
for different levels of understanding. Tailored questionnaires
for different age groups are essential for the success of electronic
questionnaire system in the clinical field.

Limitations and Future Directions
Our study has several limitations. First, we did not directly
compare the history-taking methods used by physicians with
the electronic system for the same patient simultaneously.
Second, we did not assess the validity of the questionnaire.
Third, we did not evaluate whether the introduction of the
system resulted in clinically significant changes in diagnosis
and management. Based on our limitations, we suggest the
following future studies utilizing the system developed in this
study. First, a study should be conducted to assess the system’s
validity by comparing data obtained from physician-led history
taking and patient-completed questionnaires for the same
individuals. Second, investigations are needed to examine the
impact of the system on patient care and outcomes in real-world

clinical settings. Third, the development of a clinical decision
support system based on the electronic system should be
explored. Fourth, the development of our survey was conducted
internally and did not undergo validation by external reviewers.
Due to this lack of validation, our survey maybe limited in
detailed characterization for certain subtypes of headaches, such
as tension-type headaches. Fifth, the lack of investigation into
the time spent to complete the questionnaire limits us in
comparing the total saved clinic time. Sixth, the lack of
quantitative feedback from patients, families, and clinicians
about the acceptability of the electronic questionnaire limits us
in understanding the acceptability of the system. Finally, future
studies could investigate the improved diagnostic rate of
headache subtypes following system implementation and explore
changes in headache burden after administering various
medications. A streamlined questionnaire could enhance the
completeness of phenotypic data, facilitating the diagnosis of
complex, rare diseases and potentially shortening their
diagnostic odyssey. Our proposed system could also be adapted
for use in other disease contexts [35]. Such studies would help
demonstrate the qualitative improvement of the information
collected by our electronic questionnaire system.

Conclusion
In this study, we developed an electronic questionnaire system
named BEST-Survey and utilized it to implement a
patient-reported electronic questionnaire for patients with
pediatric headaches. A streamlined, previsit electronic
questionnaire that is automatically integrated to the EHR showed
several strengths over traditional interview-based history taking.
First, it ensures the completeness of essential history items.
Second, it enables more accurate history taking, particularly in
key clinical features that may be overestimated in traditional
methods. Finally, the system facilitates easy data extraction,
processing, and analysis, enabling detailed clinical
characterization of the specific patient population of interest.
While the electronic questionnaire system cannot replace the
complex role of physician-led history taking, it can serves as a
helpful adjunctive tool to improve patient care.
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Abstract

Background: Electronic medical records (EMR) are considered a key component of the health care system’s digital transformation.
The implementation of an EMR promises various improvements, for example, in the availability of information, coordination of
care, or patient safety, and is required for big data analytics. To ensure those possibilities, the included documentation must be
of high quality. In this matter, the most frequently described dimension of data quality is the completeness of documentation. In
this regard, little is known about how and why the completeness of documentation might change after the implementation of an
EMR.

Objective: This study aims to compare the completeness of documentation in paper-based medical records and EMRs and to
discuss the possible impact of an EMR on the completeness of documentation.

Methods: A retrospective document analysis was conducted, comparing the completeness of paper-based medical records and
EMRs. Data were collected before and after the implementation of an EMR on an orthopaedical ward in a German academic
teaching hospital. The anonymized records represent all treated patients for a 3-week period each. Unpaired, 2-tailed t tests,
chi-square tests, and relative risks were calculated to analyze and compare the mean completeness of the 2 record types in general
and of 10 specific items in detail (blood pressure, body temperature, diagnosis, diet, excretions, height, pain, pulse, reanimation
status, and weight). For this purpose, each of the 10 items received a dichotomous score of 1 if it was documented on the first
day of patient care on the ward; otherwise, it was scored as 0.

Results: The analysis consisted of 180 medical records. The average completeness was 6.25 (SD 2.15) out of 10 in the paper-based
medical record, significantly rising to an average of 7.13 (SD 2.01) in the EMR (t178=–2.469; P=.01; d=–0.428). When looking
at the significant changes of the 10 items in detail, the documentation of diet (P<.001), height (P<.001), and weight (P<.001)
was more complete in the EMR, while the documentation of diagnosis (P<.001), excretions (P=.02), and pain (P=.008) was less
complete in the EMR. The completeness remained unchanged for the documentation of pulse (P=.28), blood pressure (P=.47),
body temperature (P=.497), and reanimation status (P=.73).

Conclusions: Implementing EMRs can influence the completeness of documentation, with a possible change in both increased
and decreased completeness. However, the mechanisms that determine those changes are often neglected. There are mechanisms
that might facilitate an improved completeness of documentation and could decrease or increase the staff’s burden caused by
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documentation tasks. Research is needed to take advantage of these mechanisms and use them for mutual profit in the interests
of all stakeholders.

Trial Registration: German Clinical Trials Register DRKS00023343; https://drks.de/search/de/trial/DRKS00023343

(JMIR Med Inform 2024;12:e47761)   doi:10.2196/47761

KEYWORDS

clinical documentation; digital transformation; document analysis; electronic medical record; EMR; Germany; health services
research; hospital; implementation

Introduction

The digital transformation of the health care system is
considered an essential subject to meet current and future
societal challenges such as an aging population or rising health
care expenditures while at the same time maintaining a high
quality of care [1]. An important early step in hospitals’
digitalization and a fundamental requirement for expanding
digital maturity is the implementation of an electronic medical
record (EMR) [2]. This EMR is considered to be an “electronic
record of health care information of an individual that is created,
gathered, managed, and consulted by authorized clinicians and
staff within 1 health care organization” [3] and replaces the
internal clinical documentation on preprinted paper-based charts.
Studies show that the implementation of an EMR can lead to
various improvements in the clinical context (eg, in the
availability of information [4], coordination of care [5], or
patient safety [6]). Moreover, the EMR facilitates the secondary
usage of the documented data for research purposes through its
digital accessibility [7]. To reach those benefits, it is
indispensable that the EMR contain documentation that is of
high quality. However, there are varying definitions regarding
the quality of documentation. In that matter, the Institute of
Medicine defined completeness, legibility, accuracy, and
meaning as the main aspects of a medical record’s data quality
[8]. For those, the completeness of documentation was shown
to be the most common dimension of data quality when
empirically analyzing the documentation in EMRs [9], and it
was highlighted to be especially important for secondary uses
such as big data analyses [10].

Our recent systematic review also stated the completeness of
documentation as the state of the art for the comparison of
paper-based and EMRs [11]. This comparison is important since
the implementation of an EMR and the associated transition
from handwritten documentation to digital documentation can
heavily affect the documentation subject since the transition
offers the possibility to adjust which information has to be
documented in which way [12]. For example, digitization
enables the adoption of certain functionalities that can alter the
completeness of documentation, like automatically transferring
information from other digital devices to the EMR [13].
Moreover, when working with the EMR, information can be
documented remotely, while the paper-based medical record
had to be located and physically accessed first. In this matter,
several studies conducted in the inpatient setting showed
increased completeness in the EMR compared to the paper-based
medical record, for example, for the documentation of signs
and symptoms [13,14], weight and height, or malnutrition

screening [15]. This suggests that the implementation of an
EMR might lead to improvements in the completeness of
documentation in general. It is therefore the main purpose of
this study to evaluate the change in completeness due to the
implementation of an EMR in an inpatient setting. Literature
already provides proof of a change of completeness in regard
to some specific documented information that is analyzed in
this work (eg, the documentation of vital signs) [13,14]. Those
empirical results might thus be validated for the presented
work’s specific setting and discipline. In addition, some of the
information that is analyzed in this work is not described in
literature yet (eg, the documentation of pain). It is examined
for the first time with regard to changes in completeness after
the implementation of an EMR.

The knowledge gained can not only support the implementation
of new EMRs but could also help understand and optimize
arising changes in documentation when existing EMRs need to
be adapted [16,17]. This is an important aspect, as the
implementation of new EMRs is described as one of the most
important interventions to improve the quality of documentation
[18]. In this process, mechanisms affecting the completeness
of documentation in medical records are not completely
understood [10]. On the other hand, this knowledge is needed
to fulfill reported educational needs regarding how to reach the
optimum quality of documentation [19]. In this context, this
study contributes to a more comprehensive understanding of
the impact of an EMR on the quality of documentation.

Methods

Overview
This study follows the “Strengthening the Reporting of
Observational Studies in Epidemiology” (STROBE) statement
[20] whenever it is applicable. It offers reporting standards to
ensure the reporting of any important information in empirical
research studies. A checklist with details, where the STROBE
information is mentioned in the manuscript, can be found in
Multimedia Appendix 1.

Ethical Considerations
The study has been approved by the ethics committee of the
Medical Faculty of the University of Cologne, Germany
(20-1349). All data was anonymized at all times during the
scientific analysis. No compensation was paid.

Setting and Participants
The study took place as part of the research project eCoCo,
which Beckmann et al [21] described in detail. Within the
eCoCo project, the researchers collected various types of data

JMIR Med Inform 2024 | vol. 12 | e47761 | p.1324https://medinform.jmir.org/2024/1/e47761
(page number not for citation purposes)

Wurster et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.2196/47761
http://www.w3.org/Style/XSL
http://www.renderx.com/


(observations, surveys, interviews, documents, and
administrative data) to investigate a possible change in
interprofessional collaboration and clinical workflows following
the implementation of an inpatient EMR. This study is part of
the related work package on documentation content and quality,
which took place in a large academic teaching hospital in
Germany. The hospital replaces its internal documentation on
preprinted paper-based charts with a commercial EMR system
(Meona; Mesalvo Freiburg GmbH). The EMR runs on multiple
computers that can be moved flexibly over the ward on trolleys.
The study follows a pre-post design, retrospectively analyzing
the content of the medical records before and after the
implementation of the EMR on the hospitals’ orthopaedical
ward. Within the first measuring phase, the paper-based medical
records were provided as a digital copy of the paper sheets.
Those paper-based records represent all patients who were
treated on the ward during the last 3 weeks in November 2020
(t0). After 6 months, employees received training on how to
use the EMR before the implementation of the EMR took place
in May 2021. The EMRs were again provided as a digital copy
within a second measuring phase, representing all patients who

were treated on the same ward during the first 3 weeks of August
2022 (t1). This resulted in a gap of 15 months between the first
and second measuring phases. The complete data set was
available to the research team in November 2022 (Figure 1).
The hospital provided anonymized medical records to the
research team after the records were archived and cleared of
sensitive personal data (eg, the patient’s name or date of birth)
in the hospital’s internal processes. Any assignment of the
patient data or linking of the records’ contents to any individual
patient was therefore impossible for the research team, which
is, thus, in compliance with the European Union General Data
Protection Regulation. This also implies the absence of
sociodemographic information for describing the compared
samples. The hospital’s mandatory annual quality report, which
is available to the public through a designated database [22], is
therefore used to describe the ward’s patient sample and the
performed treatments in general. This allows an approximation
to a description and comparison of the compared samples in
terms of their International Classification of Diseases
(ICD)–diagnoses distribution.

Figure 1. Data collection. EMR: electronic medical record.

Study Objective
To answer the question of a possible change in completeness,
the records were analyzed by content [23]. The change from
paper-based documentation to EMRs always offers the
opportunity to fundamentally change the structure of the records.
This was shown exemplarily by Montagna et al [12] when the
documentation as a continuously written text in the paper-based
record was changed to a list of events in the EMR. It is therefore

important to ensure the comparability between the 2 record
types for the purpose of analyzing a possible change in their
completeness. To achieve comparability, the medical records
progress note was selected as a specific object of interest for
this study’s analyses since it retained the same structure and
format in both record types. Part of this progress note is the
fever chart (Figures 2 and 3), which includes basic details about
vital signs, personal health data, etc [24].
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Figure 2. Paper-based fever chart.

Figure 3. Electronic fever chart.

All information that was commonly documented in both of the
2 record types (paper-based and electronic) became part of this
work. Weiskopf and Weng [9] described this selection
mechanism for assessing data quality based on the parallels

between the EMR and the paper-based record. This procedure
resulted in a total of 10 key items that were analyzed for
completeness in this work: blood pressure, body temperature,
diagnosis, diet, excretions, height, pain, pulse, reanimation
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status, and weight. The documentation of this information is
equally possible and performed by nurses and physicians.
However, there is no information available about who
specifically entered the information.

All of those items should be documented immediately when
patient care begins on the ward [25]. However, while the
documentation of vital signs can take place up to several times
a day, the documentation of the patient’s diet usually occurs
once a day, and the documentation of the reanimation status
(patient’s preference regarding a possible resuscitation) is
probably documented only once per hospital stay. Because of
these varying documentation practices and to ensure
comparability, the analysis focuses on certain documentation
in the progress notes that was entered on the first day of patient
care on the ward. With regard to the documentation of a
diagnosis, it is therefore the diagnosis with which a patient is
admitted to the hospital. This diagnosis is mainly responsible
for the allocation to specific medical specialties as well as a
certain ward and does not necessarily have to match the final
diagnosis at the time of discharge, which is important for
reimbursement purposes.

Statistical Analysis of Completeness
For every record, each of the 10 items received a dichotomous
score of 1 if it was documented on the first day of patient care
on the ward; otherwise, it was scored as 0. This resulted in a
percentage of completeness for each item per record type.
Chi-square tests for independence were used to assess
statistically significant differences in the percentage of
completeness per item between the 2 record types. Relative
risks were calculated for the association between the electronic
record type and a possible increase in completeness. To improve
the reliability of the associated confidence intervals, they were
calculated with 5000 bootstrap replications since the original
sample sizes are unbalanced. Moreover, the overall completeness
was assessed as sum of the 10 items, resulting in a mean score
of completeness per record type ranging from 0 (no item

documented) to 10 (all 10 items documented). Those mean
scores of completeness per record type were analyzed for
equality of variance and statistical difference using unpaired,
2-tailed t tests. Assumptions were checked using several
methods (normal distribution: QQ plots and Shapiro-Wilk test;
homogeneity of variances: Levene test; and linearity: scatter
plot). The level of significance was set to be P<.05 for all
calculations. The data were stored in Microsoft Excel (Microsoft
Corp) and analyzed in December 2022 using SPSS software
(version 29; IBM Corp).

Results

Participants
During the first measuring phase (November 2020), a total of
44 patients (paper-based) were treated on the orthopaedical
ward. They were encountering a total of 136 treated patients
(electronic) during the second measuring phase (August 2022).
This resulted in a total of 180 medical records that became part
of this analysis. Due to the data protection regulation and the
accompanied anonymization of the records data, there is no
information regarding the demographics of the specific study
population. Therefore, the ward’s ICD-diagnosis distribution
is given as an approximation of a sample description. In 2020,
the 3 most frequently coded diagnoses for the orthopaedical
ward were complications of internal orthopedic prosthetic
devices, implants and grafts (ICD-T84), dorsalgia (ICD-M54),
and fracture of shoulder and upper arm (ICD-S42). This report
is not yet published for 2022, but the top 3 treated diagnoses in
2019 or 2021 were similar to those in 2020 (Table 1). It can
therefore be expected that the treated diagnoses will be similar
in 2022, too. Another supporting fact is that the most frequently
performed procedure (surgical access to the lumbar spine, the
sacrum, or the coccyx [coded as OPS-5-032 in the German
adaptation of the International Classification of Procedures in
Medicine which is part of the coding system for hospitals
reimbursement]) was the same in all 3 years (2019-2021).
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Table 1. Most frequently coded diagnoses.

Values, nb/Nc (%)ICDa Code

2019

213/3147 (6.77)Dorsalgia (ICD-M54)

133/3147 (4.23)Other spondylopathies (ICD-M48)

131/3147 (4.16)Fracture of forearm (ICD-S52)

2020

166/2912 (5.7)Complications of internal orthopedic prosthetic devices, implants and grafts (ICD-T84)

148/2912 (5.08)Dorsalgia (ICD-M54)

121/2912 (4.16)Fracture of shoulder and upper arm (ICD-S42)

2021

164/3091 (5.3)Complications of internal orthopedic prosthetic devices, implants and grafts (ICD-T84)

163/3091 (5.27)Dorsalgia (ICD-M54)

159/3091 (5.14)Fracture of forearm (ICD-S52)

aICD: International Classification of Diseases.
bFrequency of coded diagnosis.
cTotal inpatient cases.

Change of Completeness
The mean number of documented items was 6.25 (SD 2.15) out
of 10 in paper-based medical records and 7.13 (SD 2.01) out of
10 in EMRs. The Levene test confirmed the homogeneity of
variances. The Shapiro-Wilk test did not confirm normal
distributions, but the QQ plots show an approximation to a
normal distribution and a comparable degree of normality
(Multimedia Appendix 2). The unpaired t test confirmed the
EMRs were statistically significantly more complete than the
paper-based medical records under equal variances in the 2
record types (t178=–2.469; P=.01; d=–0.428). When looking at
the 10 items separately, data from chi-square tests showed that
the documentation of diet increased from being present in 30%
(13/44) of the paper-based medical record to 75% (102/136;

P<.001) in the EMR, height from 27% (12/44) to 85.3%
(116/136; P<.001), and weight from 27% (12/44) to 86%
(117/136; P<.001). At the same time, documentation of
diagnosis decreased from being present in 100% (44/44) of the
paper-based medical records to 49% (66/136; P<.001) in the
EMR, excretions from 86% (38/44) to 68% (92/136; P=.02),
and pain from 95% (42/44) to 78% (106/136; P=.008). The
documentation of vital signs such as blood pressure (P=.47),
body temperature (P=.497), and pulse (P=.28) remained
unchanged on a high level of completeness, while the
documentation of reanimation status (P=.73) remained
unchanged on a low level of completeness (Table 2). Positive
relative risks (Figure 4) illustrate the association of the electronic
record type (exposure) with complete documentation (outcome).
The confidence intervals represent 5000 bootstrap replications.

Table 2. Change of completeness.

RRa (95% CI)P valueChi-square (df)Type of recordVariable

Electronic (n=136), n (%)Paper (n=44), n (%)

1.05 (0.92-1.23).470.5 (1)120 (88.2)37 (84)Blood pressure

1.05 (0.91-1.25).4970.5 (1)117 (86)36 (81.8)Body temperature

0.48 (0.40-0.57)<.00137.1 (1)66 (48.5)44 (100)Diagnosis

2.54 (1.70-4.69)<.00129.8 (1)102 (75)13 (29.6)Diet

0.78 (0.66-0.93).025.8 (1)92 (67.7)38 (86.4)Excretions

3.13 (2.06-5.91)<.00154.5 (1)116 (85.3)12 (27.3)Height

0.82 (0.73-0.91).0087.0 (1)106 (77.9)42 (95.4)Pain

1.08 (0.94-1.29).281.2 (1)120 (88.2)36 (81.8)Pulse

0.84 (0.33-3.33).730.1 (1)13 (9.6)5 (11.4)Reanimation status

3.15 (2.07-6.00)<.00156.5 (1)117 (86)12 (27.3)Weight

aRR: relative risk.
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Figure 4. Forest plot of relative risks.

Discussion

Principal Findings and Comparison to Previous Work
The main findings of this study confirm an improved
completeness of the analyzed information in the EMR on
average. This provides further evidence for the suggestion that
the general completeness of documentation can improve after
the implementation of an EMR. The findings align with the
results of similar studies, showing improvements in other data
quality dimensions like the accuracy [26] or legibility [27] of
documentation. However, when looking at the completeness of
the analyzed 10 items in detail, the improvements can only be
seen in 3 out of 10 items (diet, height, and weight), while 3
different items exhibited a deterioration in completeness
(diagnosis, excretions, and pain). This links to the results of
Coffey et al [28], who found 5 of their 11 analyzed items to be
more complete while also proving 1 of their elements to be less
complete. The reason for the variation in the change in
completeness may lie in the mechanism of how information
reaches the record. In the paper-based medical records, all
information was documented by hand by the various
professional groups. EMRs, on the other hand, offer technical
features, for example, automatically obtaining information from
other digital sources, like patients’ health insurance data [29].
This was manifested as a possible mechanism by Jang et al [30],
who showed improved completeness in the EMR for the
automatically filled information but not for the manually
documented ones.

The analysis shows that roughly every second EMR was missing
the documentation of a diagnosis. This is a remarkable change,
as it was present in every paper-based record (44/44, 100% vs
66/136, 48.5%). In the first place, it must be clarified that the
diagnosis is determined by a physician who enters it into an
independently run hospital information system (HIS). This
documented diagnosis can also be a preliminary diagnosis,
which is used for distribution to the clinical disciplines and is
present for every admitted patient. The HIS was already in
operation when medical staff was still using the paper-based
preprints for documentation purposes. After the EMR’s

implementation, the HIS was still in operation along with the
EMR. That being said, it is undisputed that during the
paper-based period as well as the electronic period, a diagnosis
was indeed present for the patients. In the paper-based period,
the diagnosis was transferred manually from the HIS into the
paper-based preprints, when a record for a recently admitted
patient was prepared by a nurse. Since the HIS and the EMR
are produced by different software developers, the diagnosis
cannot be transferred automatically from the HIS into the EMR.
Due to this noninteroperability of the 2 independent digital
systems, the manual transfer is still necessary in the electronic
period. With the drop of completeness in mind, this double
documentation was accepted and carried out in the period of
the paper-based record. In the electronic period, the described
double documentation has decreased. One possible explanation
is that the HIS was not automatically accessible, when an
employee had the paper-based record at hand. With the
introduction of the EMR, the availability of the EMR became
synonymous with the availability of the HIS, since both are
accessible from a computer. Therefore, the transfer of the
diagnosis from the HIS to the EMR may no longer have been
considered necessary. Nevertheless, the reason for this difference
remaining unclear illustrates that the sole analyzation of
completeness of the documentation alone does not provide
sufficient information about the actual quality of the provided
treatment. In that matter, it must also be highlighted that the
record can contain additional qualitative data entries, like free
texts, which might complement the analyzed quantitative
information. This underlines that an insufficient quality of
documentation does not necessarily allow conclusions to be
drawn about the quality of care, and vice versa.

Brown [31] emphasizes this by cautioning people to always
consider the circumstances under which people put information
into the record before drawing conclusions. This is a major issue
because the completeness of documentation might be biased
due to aspects that do not directly derive from clinical care. On
the one hand, the hospital’s reimbursement for the delivered
care depends on what is documented and might cause a possible
strengthened thorough filling of certain fields [32]. On the other
hand, the burden caused by documentation tasks is critically
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heavy. It is responsible for a high prevalence of burnout among
physicians and nurses [33]. Therefore, clinically or legally
unnecessary documentation might be evaded [34]. However,
even though complete documentation might neither necessarily
arise from nor be essential for the delivery of excellent clinical
care, it is likewise of concern under the aspect of big data
analytics. In this regard, it would be desirable for the discussed
diagnosis to indeed be present in the EMR, even if it already
exists in the HIS. An automatic transfer of this information
could help to prevent the burden on staff resulting from manual
transmission and ensure a complete data set. This is an important
point, as the insights gained from analyzing big data offer
numerous opportunities, like data-based personalized care in
diagnostics and therapy or the support of scientific activities,
both with the chance of saving lives and reducing health care
costs at the same time [7,35]. It is therefore indispensable to
recognize the possibility of changes in documentation due to
the implementation or adaptation of EMRs. Only with this
attention will it become possible to optimize the documentation
process with a focus on the various benefits for all stakeholders,
like patients [6], practitioners [36], organizations [5], and society
[7].

Strengths and Limitations
The German health care system, in which the study was
conducted, was heavily strained by the high number of
COVID-19 cases and the associated use of intensive care units
during the study period. Especially the first measuring phase
(November 2020) fell into the first pandemic year when many
planned procedures were suspended to increase hospital
capacities. For the first lockdown period in Germany (March
2020), a decrease in orthopedic surgeries is described by
approximately 80% [37]. A lockdown-like situation was again
declared during the first measuring phase [38], which probably
explains the difference in treated patients over the 2 measuring
phases (nPaper=44 vs nElectronic=136). However, the similarity
between the coded ICD diagnoses over different years (Table
1) suggests that the proven changes in completeness of
documentation are not due to significant changes in the studied
patient sample, but a detailed sample description based on
socioeconomical data is missing due to data protection
regulations. On the other hand, there is a study assuming a
positive influence of the pandemic on the completeness of
documentation since an incomplete documentation might have
led to repetitive contacts with the patient, which could have
been avoided if the documentation would have been complete
in the first place [39]. However, this cannot be verified in this
paper due to the lack of further measuring phases. Within this
given context, the generalizability of the presented results
remains limited.

Further, limitations regarding the analyzed data set have to be
stated. The chosen unpaired t test is theoretically based on the
assumption of normal distributions. This could not be confirmed

statistically for the mean completeness scores by the
Shapiro-Wilk test. Although t test has been shown to be robust
to a missing normal distribution [40] and the QQ plots
(Multimedia Appendix 2) indicate an approximation to a normal
distribution, the results could still be biased by the broken
assumption.

Moreover, the analyzed data set is missing any information on
which person was entering the documentation regarding which
patient. On the one hand, it might be arguable that the same
physicians or nurses were documenting during the first and also
the second measuring phases. This circumstance would make
the 2 compared measuring phases dependent samples, having
an impact on the chosen statistical model. Since the analyzed
data set is missing this information, the results might be biased
regarding a possible dependent or independent sample. However,
the time passed between the 2 measuring phases might have led
to a change of the employees since the teaching status of the
hospital results in many young physicians or nurses who do not
necessarily stay on the same ward for a long time. Moreover,
the hospital in which the study was conducted has a rotation
system in which clinicians rotate hospital-wide across different
wards of the same discipline. Those 2 facts let us assume that
the 2 compared samples are indeed independent. However, the
lack of information regarding the documenting individual is
preventing the use of advanced tests like mixed effect models.
These could equally consider the record type on the one hand
and the possible documenting individuals on the other hand,
potentially advancing the results’ reliability. However, the
15-month interval from the implementation date of the EMR
to the second data collection signifies that there is only little
risk of any possible changes in documentation due to a bias
from the described effects of preimplementational
documentation training [41] since the employees indeed
underwent software training before they were allowed to use
the EMR. Therefore, the shown changes in completeness are,
in fact, most likely due to the implementation of the EMR.

Conclusions
The results show that implementing EMRs can influence the
completeness of documentation. A demonstrated improved
completeness might also facilitate an improvement of the
described outcomes that depend on documentation that is of
high quality, like the availability [4] and analyzability of
information [7,35], the coordination of care [5], or patient safety
[6]. However, at the same time, the results show that a
deterioration of completeness is also conceivable with the
accompanied risks. This highlights the importance of
understanding the underlying mechanisms that determine these
changes. The knowledge may help stakeholders manage the
implementation of new EMRs or the optimization of existing
EMRs. Future research should address mechanisms that can
improve documentation while simultaneously reducing the
burden on practitioners caused by documentation tasks.
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Abstract

Background: The completeness and accuracy of the front pages of electronic medical records (EMRs) are crucial for evaluating
hospital performance and for health insurance payments to inpatients. However, the quality of the first page of EMRs in China's
medical system is not satisfactory, which can be partly attributed to deficiencies in the EMR system. Failure mode and effects
analysis (FMEA) is a proactive risk management tool that can be used to investigate the potential failure modes in an EMR system
and analyze the possible consequences.

Objective: The purpose of this study was to preemptively identify the potential failures of the EMR system in China and their
causes and effects in order to prevent such failures from recurring. Further, we aimed to implement corresponding improvements
to minimize system failure modes.

Methods: From January 1, 2020, to May 31, 2022, 10 experts, including clinicians, engineers, administrators, and medical
record coders, in Zhejiang People’s Hospital conducted FMEA to improve the quality of the front page of the EMR. The
completeness and accuracy of the front page and the risk priority numbers were compared before and after the implementation
of specific improvement measures.

Results: We identified 2 main processes and 6 subprocesses for improving the EMR system. We found that there were 13
potential failure modes, including data messaging errors, data completion errors, incomplete quality control, and coding errors.
A questionnaire survey administered to random physicians and coders showed 7 major causes for these failure modes. Therefore,
we established quality control rules for medical records and embedded them in the system. We also integrated the medical
insurance system and the front page of the EMR on the same interface and established a set of intelligent front pages in the EMR
management system. Further, we revamped the quality management systems such as communicating with physicians regularly
and conducting special training seminars. The overall accuracy and integrity rate of the front page (P<.001) of the EMR increased
significantly after implementation of the improvement measures, while the risk priority number decreased.

Conclusions: In this study, we were able to identify the potential failure modes in the front page of the EMR system by using
the FMEA method and implement corresponding improvement measures in order to minimize recurring errors in the health care
services in China.

(JMIR Med Inform 2024;12:e53002)   doi:10.2196/53002
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Introduction

The electronic medical record (EMR) system is the main carrier
of medical information that has details about the whole process
of a physician’s treatment for a patient [1]. The information on
the front page of the EMR is condensed, which includes a
patient’s basic information, disease diagnosis, information on
surgical or invasive operations, and medical expenses [2]. Since
January 1, 2013, almost all tertiary hospitals in China have
submitted the front pages of the EMRs of inpatients to the
Hospital Quality Monitoring System led by the Bureau of
Medical Administration and Medical Service Supervision and
National Health and Family Planning Commission of the
People’s Republic of China [3]. The quality and management
of the front pages of EMRs are critical for their application in
medical services [4], research [2,5], education [6], and hospital
management [7]. For example, some indicators for assessing
the capacity of hospital medical services, such as the services
for surgery and disease diagnosis, often utilize the information
through the front page of the EMR for statistical purposes.
However, there are many difficulties in the management of the
front page of EMR. A survey conducted by the National Medical
Record Management Quality Control Center of China [8]
showed that more than 230 million front pages of EMRs in 2020
are established in China. Each of them contain over 100 fields.
However, there are only 2.5 full-time coders on average in each
hospital among 5439 medical institutions, and only 67.9% of
them perform special quality control, while 24.2% of them use
information technology to control the quality of the front page
of the EMR system.

For reforming the medical insurance payment methods in China,
the Chinese State Council’s version of health insurance issued
a notice in 2019 on the issuance of technical specifications and
grouping schemes for the national pilot of diagnosis-related
grouping payments for diseases [9]. Therefore, the front page
of an EMR needs to be uploaded on the websites of the Health
and Wellness Committee and the Health Insurance Authority,
which means coders need to edit a front page twice to meet the
different needs of both the sectors. The former is for hospital
performance evaluation and the latter is for patient health
insurance payment. The introduction of this policy in 2019
increased the difficulty of medical record management.

Failure mode and effects analysis (FMEA) is a proactive risk
management tool that originated in the US military in the 1940s.
It is widely applicable to human, equipment, and system failure
modes, as well as hardware and software programs. FMEA finds
out all the potential failure modes in a system and analyzes their
possible consequences by mapping the subsystems and each
subprocess that makes up the process one by one in the product
design stage and process design stage [10]. Thus, the advantage
of FMEA is that problems can be identified and improved during
the system development phase to avoid possible problems.
Moreover, the costs incurred to address software defects and
failures at an early stage are lower compared to those incurred
to address defects at a later stage. Initially, FMEA was widely
used in engineering [11], food safety management [12], financial
management [13], and so on. Thereafter, with the rising demands
in health care services, FMEA was used for proactive health

care risk analysis. Doctors often use the EMR system to record
patients’ visits. Any issue in the EMR system can affect the
patient’s visit process and visit records. According to a
systematic review [14], 158 studies published from 1998 to
2018 and classified under 4 categories, namely, health care
process, hospital management, hospital informatization, and
medical equipment and production, reported the use of FMEA
in health care systems for proactive health care risk evaluation.
In FMEA, the risk priority number (RPN) is calculated by giving
a numerical value (scoring) for the severity, frequency, and
detectability of the risks or failures, which enable risk
assessment of the system [10]. An EMR system named Heren
(Zhejiang Heren Technology Corporation), which is installed
in many hospitals in China, is used by physicians and medical
record management coders and quality controllers for filling
out the front page. The purpose of this study was to identify the
possible failures in the front page data of the EMR and their
causes and effects and to propose specific improvement
measures to minimize errors. Moreover, we aimed to compare
the EMRs before and after introducing the measures to verify
the efficacy of the improvement measures. For this, we reviewed
previous relevant literature through PubMed, Embase, Web of
Science, and Cochrane Library. During this review, we found
that although FMEA has been used in some studies for
improvement of some facets of EMRs, no study has used FMEA
for improving the efficiency the front page of the EMR [15,16].
Thus, to the best of our knowledge, ours is the first study to
apply FMEA to identify the potential failures on the front page
of the EMR in China and the causes and effects of these failures
and to perform a before-and-after comparison of the revised
front page of the EMR.

Methods

Study Design
We conducted a cross-sectional study from January 1, 2020, to
May 31, 2022, in Zhejiang People’s Hospital, which is one of
the largest public hospitals in Zhejiang province with more than
100,000 hospital discharges per year. During the period of our
research, the number of hospital discharges reached 250,774,
which means the same number of front pages of EMRs needed
to be filled and coded.

Steps of FMEA

Assembling a Panel for FMEA
Ten experts, including clinicians, medical record coders, and
hospital administrators, were invited to assess the potential risks
of the EMR system in China. Since coders and quality
controllers were necessary to ensure the accuracy of the front
page of the EMR, only those who had been working full-time
on this task for more than 5 years and who had achieved a
coding accuracy rate of more than 95% and who had checked
more than thousands of medical records for quality were
included. Before we began our study, the organizer introduced
the theme of our study to ensure that every expert knew the
process of FMEA and the importance of a front page of an EMR.
Then, the time and place for each discussion was planned to
ensure that the process ran smoothly.
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Mapping the Process and Subprocesses
Each expert mapped the process and subprocess of completing
a front page of an EMR alone initially to avoid interference
from others. For example, there are 2 data sources for the content
on the front page of the EMR: information automatically
imported from the hospital information system that is mainly
used by physicians and information that is filled in manually
by the physician. Thus, different experts could map their own
process according to their work experience. Thereafter, all
experts were gathered to draw the final process and subprocess
to achieve the completeness of the whole system.

Brainstorming to Identify Potential Failure Modes in
Each Subprocess and Their Causes and Effects
The implementation process of this step is consistent with the
mapping process. At first, each expert could think about every
potential failure mode individually. Then, all the experts
summarized all the modes and discussed many more potential
failure modes by brainstorming once again. In addition, the
views on effects and reasons for failure modes were exchanged
by experts. Since there were so many issues that could result in
potential failure modes, our team summarized the main causes
and created a questionnaire for randomly selected physicians
and coders to answer.

Calculating the RPN
A scoring criterion was used to evaluate the severity, frequency,
and detectability of the failures, and each dimension was divided
into 10 points. Then, the RPN was calculated by using the score
of the 3 dimensions (RPN = Severity × Frequency ×
Detectability) to evaluate the final score of each failure mode,
which ranges from 0 to 1000. To improve the consistency and
accuracy of scoring, the rating weight of each expert was based
on their professional title grade, work experience, and familiarity
with FMEA. In addition, a risk assessment criterion was
established to avoid any dispute about the scores given by the
experts.

Proposing Improvement Measures for Each Failure
Mode
Since a low RPN could result from severity, frequency, or
detectability and a low score for each dimension could be caused
by many different reasons, it is necessary to find out the main
issues. According to the Pareto principle, 80% of the
consequences are due to only 20% of the potential causes [17].

Our team used the Pareto principle to identify the pressing
causes that need to be addressed. Then, the experts proposed
one or more corresponding improvement measures for each
failure mode. Further, the feasibility and effectiveness of
improvement measures were also discussed.

Comparing the Quality Before and After the
Improvements
The experts evaluated the quality of the front page of the EMR
before and after the application of the improvement measures.
The RPN score was bound to improve if these improvement
measures were effective.

Ethical Considerations
This study did not involve any patient data or ethical data, and
the ethics approval committee of Zhejiang Provincial People's
Hospital specified that no ethics approval was required.

Statistical Analysis
We performed statistical analyses using SPSS (version 20.0;
IBM Corp). Two-sided t tests were performed to compare the
RPNs of the front page of the EMR before and after applying
the improvement measures. P values <.05 were considered
statistically significant.

Results

Assembling a Panel for FMEA
Our expert panel consisted of 10 experts in 5 different fields.
There were 4 physicians, 2 coders, 2 hospital administrators, 1
quality control staff, and 1 information engineer who expressed
different views and opinions on the front page of the EMR.

Mapping the Process and Subprocesses of the Front
Page of EMR
The expert panel identified 2 main process steps and 6
subprocesses after discussion (Figure 1). The 2 main process
steps were management of the physician’s system and
management of the medical record system. The 6 subprocesses
were information import from physicians’ hospital information
system, front page filled by physicians, front page quality control
by physicians, transmission of information in the EMR system,
coders’proofreading and coding, and front page quality control
by EMR management.
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Figure 1. Process map of the front page of the electronic medical record system.

Brainstorming to Identify Potential Failure Modes in
Each Subprocess and Their Causes and Effects
The front page of the EMR that was evaluated in this study is
shown in Figure 2. According to the process map of the front
page of the EMR, the expert panel found that there were 13
potential failure modes, which can be mainly divided into 2
categories. One category is the low accuracy in a variety of
information, including basic patient information, treatment

information, and cost information. The other category is the
low detection in a variety of information, including incorrect
case header coding, incomplete quality control, and transmission
errors. Regarding the causes for the failures, 115 physicians and
coders filled out a questionnaire and summarized 15 main
causes. The main causes were incompleteness of the front page,
error in information, or incorrect diagnosis-related group, which
is risky for hospital medical quality management, academic
research, and medical insurance payment (Table 1).

Figure 2. Front page of the electronic medical record.
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Table 1. Potential failure modes with their causes and effects.

EffectsReasonsFailure modesProcess

Transmission in the hospital
information system

••• The original data on the front
page are erroneous

Data interface errorsBasic information transmission error
• Inpatient information transmission er-

ror • The DRGa is erroneous
• Expenses information transmission

error
• Affects patients’ medical re-

imbursement

Front page filled by physi-
cians

••• The original data on the front
page are erroneous

Do not understand the filling
criteria

Incorrectly filled-in medical informa-
tion

• ••Incorrectly filled in other information The DRG is erroneousDo not fill in carefully
•• Affects patients’ medical re-

imbursement
Incomplete quality control re-
minders

Front page quality control
by physicians

••• The original data on the front
page are erroneous

No emphasis on quality controlInadequate quality control
• •Inaccurate quality control Unfamiliar with quality control

rules • The DRG is wrong
• •Complexity of quality control

rules
Affects patients’ medical re-
imbursement

• Lack of information assistance

Transmission in the physi-

cians’ EMRb system

••• The original data on the front
page are wrong

Data interface errorsInconsistency between the received
data in the EMR system and original
data

• Encoding conversion error
• The DRG is wrong

Coders’ proofreading and
coding

••• Erroneous data persistFormal quality control rules are
too simple

No data errors were found
• •Wrong code for diagnosis, surgery, or

operation
The DRG is wrong

• Lack of internal quality control
reminders• Restoration error

• Insufficient professional capaci-
ty of coders

• Diagnostic and surgical operation
codes do not meet the requirements of
patients’ insurance • Few training opportunities for

coders
• Inadequate communication be-

tween coders and doctors
• The criteria are different be-

tween the requirements of pa-
tients’ insurance and front page

Front page quality control
by EMR management

••• Unable to find all errors on
the front page

Using a sampling model to con-
duct quality control

Inadequate quality control
• Late feedback for the results of quality

control •• Erroneous data persistInsufficient professional capaci-
ty of quality control staff • The DRG is wrong

• Complexity of quality control
rules

• Lack of information assistance

aDRG: diagnosis-related group.
bEMR: electronic medical record.

Calculating the RPN
Before calculating the RPN, a risk assessment criterion was
established to evaluate the quality of the front page of the EMR
(Table 2).

The rating weight of each expert was calculated to reduce the
influence caused by the individual subjective factors of the
experts (Table 3).
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Table 2. Risk assessment criteria for the quality management of the front page of the electronic medical record system.

Criteria for risk detectabilityDetectabilityCriteria for risk frequencyFrequencyCriteria for risk severitySeverityGrade

Cannot be detectedVery lowEvery timeExtremely
high

Make the score of the front

page of the EMRa below 20

Very high10

Hard to detectVery lowAlmost every timeVery highMake the score of the front
page of the EMR between 20
and 30

Very high9

Seldom detectedLowOne time every half dayVery highMake the score of the front
page of the EMR between 30
and 40

High8

Seldom detectedLowMore than one time every
day

HighMake the score of the front
page of the EMR between 40
and 50

High7

Easy to be detectedMiddleMore than one time every
week

HighMake the score of the front
page of the EMR between 50
and 60

Middle6

Easy to be detectedMiddleMore than one time every
month

MiddleMake the score of the front
page of the EMR between 60
and 70

Middle5

Very easy to be detectedHighMore than one time every
year

MiddleMake the score of the front
page of the EMR between 70
and 80

Middle4

Very easy to be detectedHighOne time every yearLowMake the score of the front
page of the EMR between 80
and 90

Low3

Very easy to be detectedHighLess than one time every
year

Very lowMake the score of the front
page of the EMR between 90
and 100

Low2

No failure modesVery highNeverExtremely
low

Does not affect the score of the
front page of the EMR

Very low1

aEMR: electronic medical record.

Table 3. Details of the expert panel.

Rating weight Familiarity with FMEAaWorking experience (years)Rating weight Position

9/10General>20HighPhysician

7/10General10-20MiddlePhysician

6/10Familiar1-5MiddlePhysician

5/10General6-10PrimaryPhysician

9/10Familiar10-20HighCoder

7/10Familiar6-10MiddleCoder

7/10Not very familiar10-20HighQuality control staff

8/10Not very familiar>20HighAdministrator

8/10Familiar10-20MiddleAdministrator

5/10Familiar1-5PrimaryInformation engineer

aFMEA: failure mode and effects analysis.

Proposing Improvement Measures for Each Failure
Mode
According to the principle of Pareto, there were 7 causes in our
study that contributed to 80% of the consequences (Figure 3),
which can be addressed by revamping the information and

quality management. For example, we integrated the medical
insurance system with the front page of the EMR on the same
interface and established a set of intelligent front pages for the
EMR management system. In addition, we revamped the
management of quality, such as communicating with physicians
regularly and conducting special training seminars (Table 4).
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Figure 3. The 7 causes that contributed to 80% of the failure modes in the electronic medical record system, according to the principle of Pareto. QC:
quality control.

Table 4. Improvement measures for the causes of potential failure modes.

WhoWhereHow and WhenWhatWhy

Revamp the

information

••••• Staffs of
EMR center
and informa-
tion engineers

EMR center
and informa-
tion center

Added quality control
rules from May to
September 2021

Establish a set of
intelligent front

pages in the EMRa

management sys-
tem

The rules for quality
control are inade-
quate

•• Embedded quality control
systems into the physi-
cian’s system and front
page system from July to
October 2021

Low accuracy in
manual quality con-
trol

• The criteria are dif-
ferent between the
requirements of pa-
tients’ insurance
and front page de-
tails

• Integrated medical insur-
ance system and the front
page of the EMR from Ju-
ly to December 2021

From January to May 2021Revamp quality
management

•••• Staffs of
EMR center,
information
engineers,
and physi-
cians

EMR center
and clinical
departments

Improve the cor-
rectness of the
front page by
physician

Formal quality con-
trol rules are simple • Conducted special training

seminars• Insufficient profes-
sional capacity of
coders • Prepared a quality and in-

formation management
manual

• Improve the profes-
sional capacity of
coders

• Inadequate commu-
nication between
coders and physi-
cian

• Implemented professional
training regularly

• Establish effective
communication
channels • Invited experts for guid-

ance
• Lack of a continu-

ous improvement
process

• Form a continuous
improvement pro-
cess

• Communicated with
physicians regularly

• Provided timely feedback
to physicians on quality
control results

aEMR: electronic medical record.
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Comparing the Front Page of EMR Before and After
Improvement
Before carrying out improvement measures, the highest RPN
given by the experts was 296.3 for the failure mode “wrong
code for diagnosis, surgery, or operation,” which was due to
the quality rules being too simple, while the lowest was 50.6
for “basic information transmission error,” which was caused
by wrong data interface or conversion error. On average, the
final RPN was 181.2. The highest score for severity was for
“wrong code for diagnosis, surgery, or operation” and the lowest
was for “expense information transmission error.” The highest
score for frequency was for “incorrectly filled-in medical
information” and the lowest was for “expense information
transmission error.” As for detectability, the highest score was
for “wrong diagnosis-related group code of diagnosis, surgery,
or operation,” “restoration error,” and “late feedback for quality

control results.” The lowest score for detectability was for “basic
information transmission error.” Our team calculated the RPN
of the revised front page of the EMR after implementing the
improvement measures mentioned in Table 5, and the final RPN
was 95.0, which was lower than that of the original front page
of the EMR (RPN=181.2).

The RPN of every failure mode decreased after implementing
the improvements, and the mode for the late feedback for quality
control decreased the most remarkably (Table 5). In addition,

the accuracy rate of the basic information (χ2
1=269.6; P<.001);

inpatient information (χ2
1=175.9; P<.001); diagnosis, surgery,

and operation code (χ2
1=32.9; P<.001); and the overall accuracy

rate of the front page (χ2
1=239.3; P<.001) and the integrity rate

of the front page (χ2
1=110.4; P<.001) increased significantly

(Table 6).
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Table 5. Comparison of the risk analysis before and after failure mode and effects analysis model improvement.

After FMEABefore FMEAaProcess, failure modes

Risk priority
number

DetectabilityFrequencySeverityRisk priority
number

DetectabilityFrequencySeverity

Information import from HISb

35.63.73.13.150.64.83.43.1Basic information
transmission

error

46.96.22.13.659.26.62.33.9Inpatient information
transmission error

26.46.02.02.233.36.62.12.4Expenses information
transmission error

Front page filled by physicians

215.86.06.25.8257.76.46.66.1Incorrectly filled-in
medical information

64.55.55.12.395.56.15.82.7Incorrectly filled-in
other information

Front page quality control by physicians

159.15.25.16.0266.26.46.46.5Inadequate quality con-
trol

115.24.75.04.9257.76.56.56.1Inaccurate quality con-
trol

Information import from the physician’s EMRc system

45.24.73.13.163.05.33.33.6Inconsistency between
the received data in
EMR system and the
original data

Coders’ proofreading and coding

114.54.85.34.5206.46.36.35.2No data errors were
found

103.55.04.54.6296.36.76.66.7Wrong code for diagno-
sis, surgery, or opera-
tion

95.14.74.64.4269.76.76.16.6Restoration error

Front page quality control by EMR management

107.94.65.14.6237.96.06.56.1Inadequate quality con-
trol

105.94.64.94.7261.66.76.46.1Late feedback of quali-
ty control results

95.0N/AN/AN/A181.2N/AN/AN/AdAverage

aFMEA: failure mode and effects analysis.
bHIS: hospital information system.
cEMR: electronic medical record.
dN/A: not applicable.
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Table 6. Comparison of the accuracy and integrity of the front page of the electronic medical records before and after failure mode and effects analysis
model improvement.

Integrity rate of
front page

Overall accuracy
rate of front page

Accuracy rate of diagno-
sis, surgery, and

operation code

Accuracy rate of inpa-
tient information

Accuracy rate of basic
information

Front pages
(n)

Items

96.1593.4497.2995.2894.0948,509Before

97.2695.4897.8196.7496.0978,890After

110.4 (1)239.3 (1)32.9 (1)175.9 (1)269.6 (1)N/AaChi-square
(df)

<.001<.001<.001<.001<.001N/AP value

aN/A: not applicable.

Discussion

The quality of the front page of an EMR is quite important not
only for hospital performance management [2] but also for
insurance payments to patients [15]. Thus, it is necessary to
improve the effectiveness of the front page of the EMR. There
are many risk management tools for investigating the potential
problems in an EMR system, such as Expert Delphi [18],
scenario analysis method [19], and SWOT (strengths,
weaknesses, opportunities, and threats) analysis method [20].
The advantage of Expert Delphi is that everyone's opinions are
collected and that of scenario analysis is that it identifies risks
by designing multiple possible future scenarios. The advantage
of SWOT is that it identifies the strengths, weaknesses,
opportunities, and costs of the project, thus qualitatively
identifying the project risks from multiple perspectives. FMEA
is a risk management tool that has most of the advantages of
the above tools. FMEA can not only change the occurrence of
risk from postprocessing to preemptive prevention but is also
a simple and a practical risk quantification method [10]. In
recent years, FMEA has been widely used in various fields,
including the medical field. Studies on medical services [21],
medicine distribution [22], infection control [23], and medical
equipment operation and maintenance [24] have used FMEA
to date.

In this study, we found potential failures existing in the EMR
system of China and proposed improvement measures to solve
the problems by using FMEA. Our results showed that there
were 2 main processes and 6 subprocesses in the EMR system
that showed 13 potential failure modes. The 2 main process
steps were management of the physician’s system and
management of the medical record system. The 6 subprocesses
were information transmission in the hospital information
system, front page filled by physicians, front page quality control
by physicians, information transmission in the EMR system,
coders’proofreading and coding, and front page quality control
by EMR management. This finding is similar to that reported
in a study performed in Indonesia [25], wherein potential failure
modes included incomplete or missing medical record files,
mistakes caused by coders, and excessive code writing or
upcoding [25].

According to the principle of Pareto and from questionnaire
responses, we found that there were 7 causes in our study that
contributed to 80% of the consequences, which can be divided

into 2 aspects for the resolution of errors. One aspect was to
revamp the information by establishing a set of intelligent front
pages in the EMR management system to solve the problems
of inadequate information and inaccurate quality control and to
implement different codes of management or payment. In this
study, we established quality control rules for medical records
and embedded them in the system first. Accurate quality control
rules are important for maintaining data quality. For example,
Carlson et al [26] used quality control rules to identify common
logical problems, including incomplete data, invalid values, and
inconsistent data, in a clinical data set of an intensive care unit.
Hart et al [27] reported >50% decrease in rejected records across
patient information, service information, and financial
information in 6 months by using quality rules. In addition, we
integrated the medical insurance system with the front page of
the EMR on the same interface. The other aspect was to revamp
the management of quality by conducting multichannel trainings
for doctors and coders, creating a quality and information
management manual, and communicating with physicians and
coders regularly. Previous studies [28-30] have shown a high
rate of errors in physician coding for professional services,
which can be risky in medical care services. One study [31]
showed that clinicians and coders differ in their understanding
of disease coding and need to communicate in a timely manner.
Some of our measures are also consistent with those previously
reported [25] that a hospital needs to update coding training for
coders and provide guidance and validation of coding for
physicians as well.

After implementing improvement measures, we found that the
RPN of every failure mode decreased. The most significant
decline in RPN was for the mode on the late feedback for quality
control results. Many studies have proved the benefits of
artificial intelligence. For example, machine learning could
improve the content of medical records by identifying patients'
medical information [32] or by predicting the onset of disease
[33]. Therefore, we applied artificial intelligence to establish
an intelligent front page for the EMR management system and
then embedded it in the doctor's medical record writing interface
and medical record quality control interface, which made it
possible for real-time quality control of the front page. The
second indicator of decline was inaccurate quality control of
the front page by physicians. The original data on the front page,
such as basic patient information, expenses, and surgery, are
filled by physicians who decide the quality of the front page
mostly [34]. After the amendments, the accuracy and integrity
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of the front page were both improved for those measures, which
helped the diagnosis-related group to be more specific and the
evaluation of the hospital performance more precise. In addition,
the quality of the front page of EMR is quite important for
patients. A complete front page of the medical record enables
doctors to grasp important information about the patient in a
short period, such as family history, allergy history, and
important test results and facilitates doctors to quickly and
accurately judge the patient's condition and formulate diagnosis
and treatment plans, thereby reducing overmedication and even
erroneous medical treatment.

Human factors engineering and user-centered designs are
indispensable components of mobile health technology design
and implementation [35]. Human factors emphasize human
needs and capabilities as the core of the design technology
system, making people the most important consideration in the
design process and aiming to achieve the goal of “making
machines fit people.” Regarding EMR system update,
physicians, medical record coders, and quality controllers are
the target users, and they will resist the technology when they
believe it does not meet their expectations and needs [36]. For
this reason, this study was conducted through brainstorming
and questionnaires to inform the needs of physicians, coders,
and others regarding the front page of the EMR system. For
example, incorrectly filled-in medical information and quality
control proposed by physicians, coders, and other users
prompted engineers to establish a set of intelligent front pages
in the EMR management system. The usability of the EMR
system is evaluated by its effectiveness, efficiency, and
suitability for target users. Although we did not use
questionnaires to analyze the satisfaction of doctors, coders,
and others with the improved EMR system, the results of FMEA
showed that RPN was greatly reduced after the system was
improved; thus, it can be hypothesized that the user's satisfaction
with the system has been enhanced. Moreover, the overall
accuracy rate of the front page (P<.001) and the integrity rate

of the front page (P<.001) were significantly enhanced after
implementing the improvement measures, thereby demonstrating
the increase in the effectiveness of the system. The number of
front pages of EMR increased from 48,509 to 78,890 with the
same amount of time and labor, which proves that the efficiency
of the system was also improved.

Our study has several strengths. First, medical research FMEA
has mostly been performed for health care processes, hospital
management, etc. For example, a study performed in Sri Lanka
used FMEA to improve medication safety in the dispensing
process [22], while another study aimed to increase the
efficiency and success rate of patients with acute ischemic stroke
[25]. No study has used FMEA for improving the front page of
EMR in China before. Therefore, this is the first study performed
in China, which can provide the base for future studies. Second,
most studies only used FMEA to find potential failure modes
and propose improvement measures, but the system was not
evaluated after the application of those measures. However, our
study used FMEA to compare the RPN of the front page of the
EMR before and after applying the improvement measures to
verify the efficiency of the system. Our study also has some
limitations. The first limitation was that the method we used is
not advanced since there are many better methods such as data
envelopment analysis [37] and fuzzy RPN method [38]. The
second limitation was that the process of scoring the system by
the experts was subjective although we had set weights for the
experts' scores. The third limitation was that we did not use
additional methods to validate the results, which we aim to
improve in the future. Lastly, although the EMR system called
Heren has been used in many hospitals, different hospitals may
use different types of Heren. Consequently, the generalizability
of this study and the findings should be considered cautiously.
In conclusion, we improved the front pages of the EMRs in
China based on the potential failure modes found by the FMEA
method.
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Abstract

The cognitive load theory suggests that completing a task relies on the interplay between sensory input, working memory, and
long-term memory. Cognitive overload occurs when the working memory’s limited capacity is exceeded due to excessive
information processing. In health care, clinicians face increasing cognitive load as the complexity of patient care has risen, leading
to potential burnout. Electronic health records (EHRs) have become a common feature in modern health care, offering improved
access to data and the ability to provide better patient care. They have been added to the electronic ecosystem alongside emails
and other resources, such as guidelines and literature searches. Concerns have arisen in recent years that despite many benefits,
the use of EHRs may lead to cognitive overload, which can impact the performance and well-being of clinicians. We aimed to
review the impact of EHR use on cognitive load and how it correlates with physician burnout. Additionally, we wanted to identify
potential strategies recommended in the literature that could be implemented to decrease the cognitive burden associated with
the use of EHRs, with the goal of reducing clinician burnout. Using a comprehensive literature review on the topic, we have
explored the link between EHR use, cognitive load, and burnout among health care professionals. We have also noted key factors
that can help reduce EHR-related cognitive load, which may help reduce clinician burnout. The research findings suggest that
inadequate efforts to present large amounts of clinical data to users in a manner that allows the user to control the cognitive burden
in the EHR and the complexity of the user interfaces, thus adding more “work” to tasks, can lead to cognitive overload and
burnout; this calls for strategies to mitigate these effects. Several factors, such as the presentation of information in the EHR, the
specialty, the health care setting, and the time spent completing documentation and navigating systems, can contribute to this
excess cognitive load and result in burnout. Potential strategies to mitigate this might include improving user interfaces, streamlining
information, and reducing documentation burden requirements for clinicians. New technologies may facilitate these strategies.
The review highlights the importance of addressing cognitive overload as one of the unintended consequences of EHR adoption
and potential strategies for mitigation, identifying gaps in the current literature that require further exploration.

(JMIR Med Inform 2024;12:e55499)   doi:10.2196/55499
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Introduction

Sweller [1] defined cognitive load as “the amount of mental
effort required to process and store information in working
memory.” The cognitive load theory argues that completing a
task requires a complex interplay between sensory inputs,
working memory, and long-term memory [1]. The working
memory helps interpret the sensory input and then commits
processed information into long-term memory. This

psychological theory stipulates that while both sensory and
long-term memories can handle large volumes of input data,
working memory has a comparatively limited capacity and can
keep 3 to 5 items in mind at a time [2]. When the amount of
information exceeds this given capacity, it leads to cognitive
overload. For any given task, there are 3 main factors that
contribute to its perceived cognitive load: intrinsic, extraneous,
and germane [1]. Figure 1 provides a description of each
cognitive load with examples of how they are affected when
clinicians use electronic health records (EHRs).

Figure 1. Factors contributing to cognitive load and examples of how they are affected when clinicians use EHRs. EHR: electronic health record.

Physician burnout refers to a state of chronic physical and
emotional exhaustion experienced by clinicians, often due to
prolonged stress and heavy workloads. It is a growing concern
in the medical sector, both in the United Kingdom and globally,
and it affects individual health care professionals as well as the
health care system as a whole. Key aspects include emotional
exhaustion, demoralization, and a reduced sense of
accomplishment [3].

Contributing factors to burnout include unremitting workloads,
administrative burdens, emotional stress, work-life imbalance,
the lack of autonomy, and insufficient support systems.
Physicians who work long hours and have high patient loads
can experience physical and mental fatigue. Additionally,
administrative tasks, paperwork, and EHR requirements add to
the workload, causing frustration [4].

According to a report from the World Health Organization, the
average life expectancy globally has risen by 6 years, from 66.8
years in 2000 to 73.4 years in 2019 [5]. It is estimated that 1 in
3 adults have multiple long-term conditions [6]. With
advancements in science and technology, there are now more
diagnostic and treatment options available, which require
additional monitoring and follow-up. Consequently, physicians
face an increased cognitive load due to the larger volume of

information they need to process from complex patients to
deliver high-quality care.

Simultaneously, the extraneous load experienced by clinicians
is influenced by the presentation of this information. When
information is disorganized, unnecessary, or incomplete,
clinicians are exposed to a higher extraneous load, placing a
greater demand on their working memory [7], which in turn has
a knock-on effect on the germane load. This effect is most
pronounced among early-career clinicians with a significant
amount of new material to learn [7].

Working memory is also attenuated in the presence of
physiological or emotional stress [8], which in recent times has
become increasingly more common among clinicians following
the COVID-19 pandemic, leading to widespread burnout.

Although EHR systems are widely used in health care settings
worldwide, there are not enough comprehensive studies
evaluating their advantages and disadvantages or examining
how they can be improved. In a systematic review, Moy and
colleagues [9] aimed to identify the studies on physician and
nursing burnout related to using EHR systems. They found that
40% of the 35 studies meeting their inclusion criteria had
mentioned clinical burnout. However, they noted a lack of
standardized and validated measures to assess the documentation
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burden related to EHR use. There is also a lack of objective
measures to assess the cognitive load associated with using
EHRs.

In summary, the increasing cognitive load experienced by
physicians is a sum of the increasing complexity of the
information presented, the quality and clarity of that
presentation, as well as the emotional and psychological context
in which the information is received [1]. The usability of EHRs,
including their design, interoperability, and various regulatory
requirements, impacts this cognitive burden. By working
constantly above the cognitive load threshold, clinicians may
exhibit symptoms of cognitive overload, which is considered
an immediate precursor to burnout [10]. This narrative review
examines the existing literature on cognitive overload
experienced by health care professionals, specifically in relation
to their use of EHRs and the associated burnout. The review
also explores potential solutions that could help reduce the
EHR-related cognitive load and improve the well-being of
clinicians.

Use of EHRs in Health Care

The digitization of health care has been a growing trend over
the past decades, which has seen most patient data transferred
from paper records to EHRs. The use of EHR dates back to the
1960s but was only limited to government use [11]. Since the
1970s, EHR systems have been developed with hierarchical or
relational databases for various indications, such as to help with
hospital billing and scheduling systems, to help improve medical
care, and for use in medical research. As computers have
become more accessible, larger health care organizations have
begun using them to gather patient information [12]. This shift
has gradually expanded to encompass nonclinical tasks such as
administration, medicolegal work, research, and education [13],
which have also increased in demand and complexity over time.

Poor physician acceptance and the lack of incentives, in addition
to high costs and errors associated with data entry, hindered
EHR implementation uptake in the 1990s, and thus, digital
records were not widespread [14]. By the 2000s, countries such
as the United States and the United Kingdom began
implementing national projects to digitize paper records [12].
The UK government attempted to create the National
Programme for Information Technology [15] in 2002 to create
a universal EHR system for the entire United Kingdom. The
nationwide initiative was centered around 3 main objectives:
lifelong EHRs, 24/7 web-based access by public health care
professionals, and seamless information sharing throughout all
sectors of the National Health Service [16]. The project failed
to meet its objectives, and digitization became fragmented and
slow once again [17]. However, by 2022, a total of 86% of the
UK hospital trusts had successfully transitioned from paper
notes to a digital system (although only a minority have
enterprise-wide EHR capability), with the figure expected to
reach 90% by December 2023 [18]. In the United States, the
Health Information Technology for Economic and Clinical
Health Act was signed into law in February 2009 to promote
the adoption of and meaningful use of health information
technology (HIT) as part of the American Recovery and

Reinvestment Act. Financial incentives that were allocated as
part of the Health Information Technology for Economic and
Clinical Health Act led to a significant increase in the adoption
of EHRs in the United States [14].

Factors Impacting the Usability of EHR
Systems

The usability of EHR systems continues to be a major concern,
whereby clinicians are subjected to too much or too little
information, preprogrammed workflows, and multiple alerts
[19]. There have been problems with chaotic, nonintuitive visual
displays and numerous default settings that might not be relevant
for a given task or patient [20]. Navigating through the same
information includes unnecessary steps, for example, multiple
clicks and duplicated information [21]. Users experience higher
fatigue, leading to potential room for errors and decreased
efficiency [22,23]. In addition to documentation and chart
review, managing inbox tasks has been noted as one of the
significant burdens for clinicians [24]. Receiving excessive
notification has been shown to cause alert fatigue, leading to
missing important information and poor patient outcomes [25].
Although clinical decision support systems have been introduced
to enhance patient care, excessive use of interruptive clinical
decision support systems in the EHRs can lead to alert fatigue
and reduced effectiveness. Chaparro and colleagues [26] have
described how interruptive alerts can increase cognitive burden
and lead to reduced acceptance of the alert and an increase in
the number of errors.

Several factors have been highlighted as contributing to the use
of EHR and physician well-being. Nguyen and colleagues [27]
studied this in a systematic review, where they found that
EHR-related physician well-being is determined by multiple
factors, including EHR usability, EHR system features, and
physician-level characteristics and beliefs.

The sheer volume of data that a physician can access during a
specific clinical encounter proves challenging [28]. As an
example, Hill and colleagues [29] found that emergency health
care physicians see an average of 2.4 patients per hour and use
4000 mouse clicks in a 10-hour shift. This can result from a
combination of poor EHR design and information overload and
adds to physician stress [30,31]. Information overload is a part
of the 5 main hazards of “information chaos” alongside
information underload, information scatter, information conflict,
and erroneous information [32]. Clinicians are then required to
spend more effort to filter through the information, clarify
conflicting documentation, or reassess potentially erroneous
information, leading to excess workload and adverse outcomes
on not only patient care and health systems but, more
importantly, clinician well-being [33].

Gal and colleagues [34] studied this in a pediatric intensive care
unit where they calculated that each patient generated an average
of 1460 new data points in a 24-hour period. Pediatric intensive
care unit attending physicians cared for an average of 11 patients
during the day and 22 patients overnight, resulting in exposure
to 16,060 (range 11,680-18,980) and 32,120 (range
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23,360-37,960) individual data points during the day and night,
respectively.

Wanderer and colleagues [35] have described how optimal data
visualization in various specialties can lead to improved
decision-making for clinicians and more efficient use of their
time. Many EHR vendors use visual analytic systems to improve
physician workflow and reduce medical errors [36].

Blink rate, measured using eye-tracking technology, has been
associated with cognitive workload. Visual tasks that require
more focused attention and working memory load have been
shown to reduce blink rate [37]. A decreased blink rate has been
found to occur in EHR-based tasks that require more cognitive
workload [38].

The NASA Task-Load Index (NASA-TLX) is a widely used
questionnaire to assess perceived workload (available in
Multimedia Appendix 1) [39]. It consists of 6 questions, which
can be rated from 1 to 10. Nurses rated their perceived workload
from 0 (very low) to 10 (very high).

Using blink rate in addition to the NASA-TLX, Mazur and
colleagues [40] tested the implications of the EHR usability
interface in a study where they assigned tasks, including the
review of medical test results for 20 and 18 individuals using
baseline and enhanced EHR versions, respectively, that provided
policy-based decision support instructions for next steps.
Interestingly, they found that the baseline group had poorer
performance and higher cognitive load compared with those
who used the enhanced version, suggesting the importance of
improving the usability of EHRs to address issues such as
clinician burnout and patient safety events.

Harry and colleagues [7] studied the direct relationship between
cognitive load with physician burnout in a national sample of
US physicians. Using the NASA-TLX, they had responses from
4517 (85.6%) of the 5276 physicians included in the survey.
The median age of the physicians was 53 years; 61.8% were
male, 37.9% were female, and 0.3% were other gender; and 24
specialties were identified. They identified a dose-response
relationship between physician task load and the risk of burnout
independent of age, gender, practice setting, and hours worked
per week.

To demonstrate a more accurate association between EHR use
and stress, Yen and colleagues [41] used blood pulse wave
monitoring (previously used as a surrogate for chronic stress)
in addition to NASA-TLX on 7 nurses during 132 hours of
work. They found that the nursing staff spent 45.54 minutes
using EHR during a 4-hour shift, which was much more than
the time spent on any other communication or hands-on
activities. In addition, the nurses’ stress when using EHR was
associated with higher perceived physical demand and
frustration.

The level of EHR-related burnout has also been shown to be in
part influenced by physician specialty. In a large study that used
assessing questionnaires among physicians in various specialties
with over 25,000 respondents, the investigators found the level
of burnout ranged from 22% to 34% by specialty [42]. The
specialties with the highest levels of burnout were family
medicine (34%) and hematology or oncology (33%). The

specialties with the lowest levels of burnout were psychiatry
(22%) and anesthesiology (24%). After adjusting for
confounding variables, physicians with 5 or fewer hours of
weekly out-of-hours charting were twice as likely to report
lower levels of burnout than those with 6 or more hours. Those
who agree that their organization has performed well with EHR
implementation, training, and support were also twice as likely
to report lower levels of burnout than those who disagreed. This
highlights the importance of training and support following the
implementation of EHR for their optimal use.

In a scoping review, Muhiyaddin and colleagues [43] studied
the causes and consequences of physician burnout related to the
use of EHRs. Reviewing 30 eligible studies out of 500, they
identified 6 main causes that are related to physician burnout,
including EHR documentation and related tasks, poor design
of EHR systems, workload leading to overtime work, inbox
alerts, and alert fatigue. Not surprisingly, physician burnout
was associated with a low quality of care, behavioral issues,
and mental health complications, as well as career dissatisfaction
and a reduction in patient safety and satisfaction.

In a survey of 640 clinicians from 3 institutions, with 282
(44.1%) responses to 105 questions, Kroth and colleagues [30]
identified 7 EHR design and use factors associated with high
stress and burnout. These were information overload, slow
system response times, excessive data entry, inability to navigate
the system quickly, note bloat, interference with the
patient-clinician relationship, fear of missing something, and
notes geared toward billing.

Another study [44] aiming to quantify burnout due to the use
of HIT used a survey sent to 4197 physicians, where 1792
responded (response rate: 42.7%). They found that HIT-related
stress was measurable, prevalent, and specialty related. About
70% of physicians with EHRs experienced HIT-related stress
in their sample, and the presence of any of the 3 HIT-related
stress measures independently predicted burnout symptoms
among respondents. In particular, those with time pressures for
documentation or those doing excessive “work after work” on
their EHR at home had approximately twice the odds of burnout
compared to physicians without these challenges. Time spent
after hours on the EHR and the volume of inbox messages have
been found to relate to physician exhaustion [45].

Using live observational design and NASA-TLX surveys,
Khairat and colleagues [46] assessed the effect of EHRs on
emergency department attending and resident physicians’
perceived workload, satisfaction, and productivity through
completing 6 EHR patient scenarios. They found that EHR
frustration levels are significantly higher among more senior
attending physicians compared with more junior resident
physicians. Among the factors causing high EHR frustrations
are (1) remembering menu and button names and commands
use; (2) performing tasks that are not straightforward; (3) system
speed; and (4) system reliability.
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Advantages and Disadvantages of Using
EHRs

Overview
As highlighted in the previous section, despite their potential
benefits, there have been growing concerns that EHRs also have
detrimental effects. Here, we summarize some of the advantages
and disadvantages of using EHRs.

Information overload is a significant concern when using EHRs
[47-49]. Various studies also suggest a correlation between the
usability of the EHR and cognitive load and burnout among
clinicians [34,50-52]. Clinicians feel that work-life balance,
satisfaction rates, attrition, and burnout are all affected due to
the continuous daily interaction with EHR systems [22,53-55].

Advantages
The transition from paper-based medical records to EHRs has
been perceived as a positive development in several areas [9,56].
In addition to being easily accessible, EHR systems have been
shown to improve communication between clinicians and
enhance the continuity of care [57,58]. They can lead to
better-informed decisions due to the availability of data and
avoid the duplication of diagnostic testing [59]. However, a
review of the impact of EHR use on enhancing medication
safety, one of the biggest risks to patient care, has shown only
modest improvements [60].

EHRs also contain a high volume of clinical data, providing us
with multiple opportunities to conduct research and audit
[13,59]. A good example of this in the United Kingdom is
OpenSAFELY, a secure, transparent, and open-source software
platform for the analysis of EHR data [61]. During the
COVID-19 pandemic, scientists and statisticians could use the
data available on this platform to provide insights into
population demographics most at risk of death following
COVID-19 infection, which aided with the national policy
strategy for prioritizing care [62-65].

Disadvantages
Over the past decade, there has been a reported increase in
burnout levels among clinicians, with one potential factor being
the introduction of EHR systems [23,34]. The introduction of
EHRs has resulted in changes in workflow, with frontline
clinicians taking on administrative tasks such as ordering tests,

correcting notes, and placing referrals. This has led to increased
cognitive load, which is often overlooked [66,67].

On a day-to-day basis, clinicians face time constraints;
administrative load; and consequently, elongated workdays.
The current documentation methods used in EHRs are under
scrutiny by clinicians due to the perceived poor quality of user
interfaces, ultimately leading to burnout [52]. Factors such as
increased structured documentation requirements, physician
order entry, inbox management, and patient portals contribute
to more work that is not direct face time with patients [19,68].

Inflated documentation also extends to the excessive use of
templates and copy-and-paste workflows in EHR systems that
introduce data that are neither required nor accurate [48,49,69].
EHRs allow information to be copied from almost anywhere in
the record to another section. This can save time and allow
clinicians to focus on clinical tasks rather than documentation;
however, it comes with its own challenges. Erroneous
information can be copied and pasted without editing, leading
to data integrity issues and diagnostic errors [70]. This also
creates room for false assumptions and inferred incorrect
information between different health care professions,
perpetuating previous inaccuracies. It might also sanction junior
clinicians to rely solely on readily available information rather
than conducting a thorough history and examination for
themselves and constructing their own differential thought
processes [71].

Although thorough documentation is key for clinical care, there
has been a rise in complex and lengthy documentation of content
that is required for billing purposes, quality improvement
measures, avoiding malpractice, and signs of compliance [72].
In countries such as the United States, the regulatory
requirements for data entry beyond what is required for direct
patient care can contribute to an increasing workload [73].
Examples of these include collecting data for claim submission,
prior authorization, billing, and quality reporting. In addition,
a lack of interoperability between EHR systems can result in
clinicians not having access to adequate patient information and
fragmented care [74]. Often the clinical needs to spend a
significant amount of time to obtain this information from
various medical records between different health care
organizations and sometimes even within one facility. Textbox
1 summarizes some of the advantages and disadvantages of
using EHRs.
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Textbox 1. Advantages and disadvantages of using electronic health records (EHRs).

Advantages of using EHRs

• Improved communication between clinicians

• Remote access to clinical records enhances care delivery

• Convenient access to patient information for clinicians

• Facilitates research and audit through a high volume of clinical data storage

Disadvantages of using EHRs

• Information overload leading to cognitive overload

• Increased cognitive load due to EHRs can contribute to feelings of exhaustion and burnout

• Continuous interaction with EHRs affects work-life balance and may lead to burnout

• Complex and lengthy documentation required for billing and quality reporting can be cumbersome

• Poor quality of user interfaces in EHRs leads to clinician burnout

• Excessive use of templates and copy-and-paste workflows can lead to data integrity issues

• The lack of interoperability between EHR systems can lead to missed information and duplication of investigations

Overcoming EHR-Related Burnout

Health care organizations and policy makers worldwide are
increasingly recognizing the importance of addressing clinician
burnout [75]. Here, we have summarized some of the
interventions recommended in the literature that can reduce
various types of cognitive load and potentially clinician burnout
related to EHR use.

Dymek and colleagues [24] have made a case for producing an
evidence base to reduce EHR-related clinician burden.
Describing documentation, chart review, and inbox tasks as
some of the key contributing factors causing burnout, they have
made suggestions to help overcome these challenges. Some of
these approaches include using speech recognition software and
natural language processing to help with documentation and
the generation of progress notes; the use of natural language
processing and machine learning to process, filter, and rank
patient information so that the attention can be paid to where it
is most needed; and the use of better inbox design by involving
clinicians in their development. Understanding the workflow
of the clinicians and involving them in the design of the EHR
have been shown to positively impact its usability and user
satisfaction [76].

Several studies have reviewed alert burden in EHRs and
described potential solutions on how to manage them effectively.
One of the very interesting and useful recommended suggestions
is developing an Interruptive Alert Stewardship by implementing
metrics to assess the alert burden and their effectiveness in
improving outcomes [26]. McGreevey and colleagues [77] have
comprehensively described reasons for alert fatigue and suggest
that organizations develop an alert governance specific to their
needs. They propose that key stakeholders including clinicians,
informatics, information technology, and administration groups
need to participate in developing the alert governance and
oversee the design and purpose of alerts. They also recommend
using a checklist to assess the purpose and justification of alerts
and suggest using metrics to assess their effectiveness and

efficiency. Organizations such as Geisinger Health System and
Penn Medicine have successfully improved their EHR alert to
help with clinician well-being [77].

Clinicians have specific and feasible suggestions for reducing
EHR-related burdens, such as providing high-quality EHR
training; having an on-site EHR support team; involving support
staff or scribes in the documentation process; and, importantly,
obtaining physician input and feedback in improving EHRs
[27]. Future efforts should focus on implementing the strategies
and upgrades requested by these frontline users.

In a recent systematic review, Kang and Sarkar [78] looked at
interventions that have been used to reduce EHR-related
burnout. The study identified 3 primary interventions, including
the use of scribes, EHR training, EHR modifications, and a
combination of training and modifications. The use of scribes
has been overall well received by clinicians and patients and,
in some cases, led to increased productivity, but there were
downsides, in particular, the cost, which would be difficult to
overcome in smaller centers. EHR training had varying
outcomes, with some studies showing a reduction in
documentation time, whereas others did not demonstrate this
benefit. Nevertheless, subjective EHR proficiency increased,
which could help improve clinicians’ perception of EHR.

The study [78] has also examined several EHR modification
techniques, such as data entry automation technology, improving
EHR workflows, reducing unnecessary inbox alerts, and
providing support teams to resolve EHR issues promptly. These
interventions resulted in positive outcomes, such as a reduction
in documentation time ranging from 18.5 to 60%, improved
documentation quality and completion rate, decrease in data
errors, and subjective EHR usability and satisfaction. However,
these positive effects did not lead to a significant reduction in
physician burnout. The authors suggest that this could be due
to the fact that although EHR enhancements can improve some
aspects of the clinician’s workflow, they probably do not address
the defects in the EHR usability, which contribute to burnout.
In addition, there are other factors contributing to burnout, such
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as overall workload, organizational culture, and work-life
balance that extend beyond EHR systems.

Improving interoperability and health information exchange
through understanding the barriers, appropriate incentives, and
legislation can facilitate the clinicians’ workflow, reduce
workload, and enhance patient safety [79].

In 2020, The Office of the National Coordinator for Health
Information Technology published a report outlining strategies
to reduce regulatory and administrative burden related to the
use of HIT and EHR systems [80]. The report focuses on the
challenges of EHR and HIT-related burden, which hinder the
achievement of interoperability. They recognize that these
burdens increase the time and expense clinicians must invest
in interacting with EHRs, reducing the value of information,
and diverting resources from patient care. They propose a
framework for trusted exchange among health information
networks to reduce clinician burden while benefiting patients
and the health care system.

The National Academy of Medicine published a potential
roadmap for EHR optimization and clinician well-being [81].
They have described several strategies currently available that
can improve the usability of EHRs, such as EHR optimization,
in-basket management techniques, documentation strategies,
team-based workflow, and EHR training, as well as the use of
artificial intelligence and add-on applications that can help with
interoperability, automation, and decision support tools in the
future. Gandhi and colleagues [82] have described how the use
of artificial intelligence can reduce the cognitive workload by
helping with data gathering, documentation, and decision
support. They also suggest useful methods to assess the impact
of these technologies.

Gaps in the Current Literature

Given the increasingly interconnected digital ecosystem and
the complexity of health care systems, which are influenced by
physical, emotional, and human factors, it can be challenging
to attribute specific outcomes to any particular technology.

Therefore, to maximize the benefits of new tools, it is essential
to create frameworks for scientifically assessing the impact of
any technology used.

By using user-friendly interfaces, customization options, and
context-sensitive information presentation, EHRs can streamline
data management [83]. Incorporating decision support tools,
data visualization techniques, and smart documentation practices
further enhances health care staff’s ability to focus on patient
care, reducing the risk of errors and burnout [36]. EHR
optimization to support clinical workflow and real-life working
is a key to uplifting the well-being of health care professionals.

Addressing physician burnout requires systemic changes,
including improving work environments with a renewed focus
on teamwork, reducing administrative burdens, providing
support, and promoting work-life balance within health care
organizations.

Individual strategies, such as self-care, stress management, and
professional pastoral help, are crucial for clinicians to mitigate
and recover from burnout [84]. This will support the well-being
of the health care workforce and ensure ongoing high-quality
care delivery for all.

As our patients and work environments become more complex
and more health technology products become available, it is
crucial that we assess their impact through studies and engaging
with our health care staff and patients throughout all stages of
their development and use [85].

Conclusion

The use of EHR systems may provide benefit for centralizing
patient data and simplifying the process of reviewing records,
requesting laboratory and imaging tests, and reviewing results,
as well as conducting clinical audits, research, and quality
improvement projects.

However, there is a noticeable difference in the quality of
various EHR systems health care organizations use. Many of
these EHR systems do not communicate with each other,
keeping data isolated in silos. Our review highlights the
cognitive load that their use places on clinical staff, which is
not always considered. Improving the design, user interface,
and data visualization or retrieval of EHR systems can help to
reduce cognitive load, support working memory, and potentially
reduce physician workload while enhancing patient care.
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Abstract

Background: Over 200 health information exchanges (HIEs) are currently operational in Japan. The most common feature of
HIEs is remote on-demand viewing or searching of aggregated patient health data from multiple institutions. However, the usage
of this feature by individual users and institutions remains unknown.

Objective: This study aims to understand usage of the on-demand patient data viewing feature of large-scale HIEs by individual
health care workers and institutions in Japan.

Methods: We conducted audit log analyses of large-scale HIEs. The research subjects were HIEs connected to over 100
institutions and with over 10,000 patients. Each health care worker’s profile and audit log data for HIEs were collected. We
conducted four types of analyses on the extracted audit log. First, we calculated the ratio of the number of days of active HIE use
for each hospital-affiliated doctor account. Second, we calculated cumulative monthly usage days of HIEs by each institution in
financial year (FY) 2021/22. Third, we calculated each facility type’s monthly active institution ratio in FY2021/22. Fourth, we
compared the monthly active institution ratio by medical institution for each HIE and the proportion of cumulative usage days
by user type for each HIE.

Results: We identified 24 HIEs as candidates for data collection and we analyzed data from 7 HIEs. Among hospital doctors,
93.5% (7326/7833) had never used HIEs during the available period in FY2021/22, while 19 doctors used them at least 30% of
days. The median (IQR) monthly active institution ratios were 0.482 (0.470‐0.487) for hospitals, 0.243 (0.230‐0.247) for
medical clinics, and 0.030 (0.024‐0.048) for dental clinics. In 51.9% (1781/3434) of hospitals, the cumulative monthly usage
days of HIEs was 0, while in 26.8% (921/3434) of hospitals, it was between 1 and 10, and in 3% (103/3434) of hospitals, it was
100 or more. The median (IQR) monthly active institution ratio in medical institutions was 0.511 (0.487‐0.529) for the most
used HIE and 0.109 (0.0927‐0.117) for the least used. The proportion of cumulative usage days of HIE by user type was complex
for each HIE, and no consistent trends could be discerned.

Conclusions: In the large-scale HIEs surveyed in this study, the overall usage of the on-demand patient data viewing feature
was low, consistent with past official reports. User-level analyses of audit logs revealed large disparities in the number of days
of HIE use among health care workers and institutions. There were also large disparities in HIE use by facility type or HIE; the
percentage of cumulative HIE usage days by user type also differed by HIE. This study indicates the need for further research
into why there are large disparities in demand for HIEs in Japan as well as the need to design comprehensive audit logs that can
be matched with other official datasets.

(JMIR Med Inform 2024;12:e56263)   doi:10.2196/56263
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Introduction

A health information exchange (HIE) is an electronic
mobilization system of clinical data across entities such as
institutions or organizations, or an organization that controls
such systems [1-3]. The appropriate sharing of medical

information using HIEs enables fewer duplicated procedures,
less duplicated imaging, and fewer total orders. HIE usage is
also associated with improved medication reconciliation and
immunization [1,4,5]. HIEs have several major features. The
first feature enables sharing (ie, sending and receiving) of secure
information electronically between care providers to support
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coordinated care, known as directed exchange [1,6]. The second
enables remote, on-demand viewing or searching of aggregated
patient health data from multiple health care institutions. This
feature is known as query-based exchange or query-based HIE
[1,6,7]. In addition to these two features, consumer-mediated
exchange allows patients to aggregate and control the use of
their health data among providers [1].

In Japan, HIEs are not widely used. Instead, systems called
“Chiiki iryo joho renkei nettowa-ku” have provided features
equivalent to HIEs [8-11]. In some literature, these are called
“regional health care networks” (RHNs) in English [10]. Past
surveys show that over 200 RHNs of various sizes operate in
Japan [9]. Most of these RHNs are sponsored by governments
or local authorities. According to a Ministry of Health, Labour
and Welfare (MHLW) report, 27 RHNs cover entire prefectures,
104 RHNs are within the secondary medical area, 32 are the
size of a municipality, and 15 are smaller than a municipality
[9]. Item 2.10.2 of the Japan Medical Association Research
Institute’s 2021 survey [8] investigates the services provided
by 229 RHNs, revealing that “sharing of medical data” was the
most common service, provided by 190 (83%) RHNs, followed
by “sharing of medical images,” provided by 187 (81.6%).
These features are equivalent to a query-based exchange. In
addition, 66 (28.8%) RHNs provide email services and 45
(19.7%) provide electronic patient referral documents, which
is equivalent to a directed exchange. Only 9 (3.9%) RHNs
provide self-management systems for patients, which is
equivalent to a consumer-mediated exchange. In other words,
query-based exchange is the most common feature of Japanese
HIEs. Since HIEs and RHNs essentially refer to systems with
the same features, we will refer to RHNs as HIEs in the
subsequent paragraphs. To avoid confusion between computer
systems and organizations, we refer to the organization that
promotes HIEs as a regional health information organization
(RHIO), a term adopted in most literature [7,12].

It is crucial to evaluate the benefits of HIEs for individual health
care workers and institutions. Review papers on HIEs have
highlighted the importance of understanding whether the system
is used [13]. To study the actual use of HIEs, audit logs have
often been analyzed [14-25]. The Japanese Association of
Healthcare Information Systems Industry published a technical
document called “JAHIS’s Guide Ver.1.0 on Evaluation
Indicators for Regional Medical Collaboration” [26], which
emphasizes the importance of evaluating HIE systems using
audit log analysis. However, most previous reports [8,9,27] or
peer-reviewed journal articles [28-30] about HIE in Japan either
did not include audit log analysis or were limited to simple
analyses. The MHLW conducted a survey [9] on access to HIEs
in 2019. The average monthly active institution ratio based on
the MHLW report was 0.381 (SD 0.199) for HIEs connected
to 100 or more institutions (Table S1 in Multimedia Appendix
1), meaning that more than half of the connected institutions
did not access HIEs. Although the MHLW report suggested
low utilization of large-scale HIEs, it did not include a user-level

analysis. As there are no studies analyzing the audit logs of
multiple HIEs in Japan at the user level, the usage of HIE by
individual users or medical institutions remains unknown.

The primary objective of this study was to clarify the extent to
which query-based exchange is used by individual health care
workers and institutions in large-scale HIEs in Japan by
analyzing audit logs at the user level. One reason for
investigating only query-based exchange is that, as already
mentioned, it is the most common feature of such systems in
Japan. The other reason is that, while directed exchange has
alternatives such as patient referral letters on paper and
consumer-mediated exchange has alternatives such as
prescription records on paper, query-based exchange can only
be achieved through HIEs. Therefore, analyzing the usage of
this feature indicates the significance of HIEs. There are two
reasons for investigating only large-scale HIEs. First, it is not
realistic to investigate the audit logs of all 200 or more HIEs.
Second, large-scale HIEs appear to have spread, as they are
accepted by many medical institutions and many patients in the
region. When conceptualizing this study, we thought that by
investigating large-scale HIEs, we would be able to make
suggestions for the increased use of small-scale HIEs.

Methods

Study Design and Data Collection
In this study, we collected data on HIEs that met the following
inclusion criteria: (1) they must be included in the list of the
survey report, “About the current situation of regional healthcare
network” [9] published by the MHLW, and (2) each HIE must
be connected to more than 100 institutions and have more than
10,000 patients according to the report above. We asked all
RHIOs operating HIEs that met the inclusion criteria to
cooperate in this study. When requesting data from each RHIO,
we promised to conceal the identity of the RHIO that provided
the data in this study. We also agreed to present our published
analysis and results in such a way that the RHIO that provided
the data would be concealed. This was done to avoid any
potential effects that public disclosure of the usage status of
each HIE would have on its operation. We obtained data from
RHIOs that provided informed consent.

The profile and audit log data of health care workers enrolled
in the HIE were collected. In this study, we did not collect
patient data from the HIE. Textbox 1 displays the data requested
for each HIE; we only received the available data each RHIO
could provide. Consequently, datasets and data representation
formats differ among HIEs. We also obtained data on the
number of connected institutions per month or year for each
RHIO. The maximum period of the audit log data was 5 years.
We aimed to acquire audit log data from April 1, 2017, to March
31, 2022, but if there were no accumulated data for that period,
we asked the RHIO to provide data for the period that could be
extracted.
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Textbox 1. User data analyzed in this study.

1. Occupation

2. Institution

3. Anonymous identifier

4. Date of account registration and account deletion in health information exchange

5. Date and time of access to query-based exchange

6. Type of data accessed by the user

7. Type of device used for access

Ethical Considerations
This study was approved by the ethics committee of Kyoto
University Graduate School and the Faculty of Medicine. The
accession number was R3266-7. The disclosure document
regarding the research plan and the data to be extracted were
published on the Kyoto University Hospital website [31],
ensuring that research subjects had the opportunity to opt out.
Personal data obtained in the study were pseudonymized by the
HIEs that provided the data. Research subjects did not receive
compensation.

Measures and Data Analyses

Overview
We refer to “viewing patient medical data using query-based
exchange” as “HIE use” in this study. Patient medical data
viewed by health care workers can be obtained from multiple
storage locations such as hospital electronic medical records
(EMRs). If a patient agrees to the disclosure of their medical
data stored by the institution, the institution or the RHIO office
will take steps to release the stored medical data to HIEs. The
types of medical data disclosed by institutions and RHIOs to
HIEs vary by institution. Patients can also choose the types of
facilities to which their medical data can be disclosed. Several
models have been proposed by the MHLW for viewing the
medical data disclosed in this way [11]. For example, doctors
at a clinic can see which medical tests a patient has previously
had when they visit a clinic for the first time. Patients referred
from a clinic to a hospital can later check at the clinic the kind
of treatment they will receive at the hospital to which they were
referred. We investigated how often these types of use cases
presented by the MHLW occur by analyzing audit logs. Audit
logs for logging into the HIE system are not subject to analysis.
Furthermore, the sending and receiving of documents between
medical workers using the directed exchange was not included
in the analysis.

As a unit for measuring access, 1 man-day was defined as HIE
use on 1 day with 1 user account. The cumulative man-days for
an institution are the cumulative number of days of HIE use by
each user belonging to the institution. For example, consider
use by a virtual clinic within a given month. At that clinic, one
doctor used HIE on 3 days, and one nurse used HIE on 2 days,
which was the clinic’s total use of HIE for that month. In this
case, the clinic’s usage for that month was 5 man-days. If
multiple users share a common account, this aggregation

methodology may underestimate HIE usage. However, sharing
accounts is generally not recommended when using HIEs.

We classified the institutions enrolled in HIEs as hospitals,
medical clinics, dental clinics, pharmacies, visiting nursing
stations, or nursing facilities. The institutions that could not be
classified into these categories were excluded from the analysis;
for example, this study did not analyze public institutions such
as fire departments, public health centers, local medical
associations, or vendors that developed HIEs.

In this study, the financial year (FY) is from April 1 of one year
to March 31 of the next year. For example, FY2021/22 started
on April 1, 2021, and ended on March 31, 2022. We used R
(version 4.3.1; R Foundation for Statistical Computing) to
perform the analysis.

Percentage of Days of HIE Use by Each Hospital Doctor
in FY2021/22
For each user account of doctors affiliated with hospitals, we
calculated the ratio of the number of days of active HIE use.
We analyzed the data of HIEs that met the following two
criteria: (1) audit log data for all periods in FY2021/22 were
available, and (2) each user’s date of account registration and
date of account deletion in the HIE were available (Textbox 1).
For all HIEs that met the criteria, the annual number of days of
HIE use by each hospital doctor’s account in FY2021/22 was
counted. Next, we calculated the number of days that the doctor
could use HIEs in FY2021/22. For each doctor’s account that
was registered with the HIE during FY2021/22, we subtracted
from 365 the number of days from April 1, 2021, to the day
before the account registration date. For accounts that were
removed from the HIE during FY2021/22, we subtracted the
number of days from the day after the account deletion date to
March 31, 2022, from the remaining number of days. The
number of days remaining after these subtractions is the number
of days that the doctor could use the HIE in FY2021/22. For
accounts that were able to use the HIE on all days in FY2021/22,
we used 365 as the number of days that the account could use
the HIE. We then calculated the ratio of days of HIE use by
each hospital doctor. The ratio of days of HIE use was defined
as follows:

(1)Doctor′s annual number of days of HIE use in FY2021/22Number of days that the doctor could use HIE in FY2021/22
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Man-Days for Monthly HIE Use by Each Institution in
FY2021/22
We calculated the man-days for monthly HIE use by each
institution for each month and aggregated them by facility type.
We analyzed the data of HIEs that met the following two
criteria: (1) the audit log data for all periods in FY2021/22 were
available, and (2) data were available on the number of
participating institutions by facility type, matching our facility
classification. For each institution belonging to any HIEs that
meet the criteria, man-days for monthly HIE use in FY2021/22
were aggregated. Next, by each facility type, we tallied the
number of months for each man-day group divided into 5 or 10
increments. Finally, for each facility type, the percentage of
each man-day group was calculated.

Monthly Active Institution Ratio in FY2021/22
We calculated the monthly active institution ratio for each
facility type, defining it as follows:

(2)Number of institutions at which any members used HIE during the monthNumber of institutions participating in HIE at the end of the month.

We analyzed the data of HIEs that met the following two
criteria: (1) audit log data for all periods in FY2021/22 were
available, and (2) data on the number of participating institutions
by facility type, which matched our facility classification, were
available. For each facility type, the total number of participating
institutions for the last day of each month in FY2021/22 was
aggregated in all HIEs that met the criteria. This corresponds
to the denominator of Equation 2. Next, all months in
FY2021/22 and all institutions were flagged as to whether they
used HIE. If at least one account within an institution used HIE
for at least one day in a month, the institution was deemed to
have used the HIE that month. Subsequently, for each facility
type, we calculated the sum of the institutions that used HIE
for each month. This corresponds to the numerator in Equation
2. Finally, for each facility type, we calculated the active
institution ratio for each month using Equation 2.

Within facility types, hospitals were further classified based on
the number of beds. Hospitals were divided into three categories:
those with ≥200 beds, those with 100-199 beds, and those with
≤99 beds, and Equation 2 was calculated for each classification.

Monthly Active Institution Ratio of Medical Institutions
and Man-Days of HIE Use for Each User Type
We compared the monthly active institution ratios at medical
institutions for each HIE and the proportion of man-days of HIE
use by user type. Equation 2 defines the monthly active
institution ratio. “Medical institutions” include the facility types
“hospital,” “medical clinic,” and “dental clinic.” We analyzed
all HIEs during all periods for which data could be obtained.

The total number of medical institutions participating in each
HIE on the last day of each month was calculated. Next, for
each HIE in each month, each medical institution of each HIE
was flagged as to whether it used the HIE. If at least one account
from within the institution used the HIE for at least one day in

a month, the institution was deemed to have used HIE that
month. Subsequently, for each HIE in each month, we calculated
the sum of the institutions that used it. We then calculated the
active institution ratio of medical institutions for each HIE for
each month, according to Equation 2.

Next, we classified all user occupation data into 8 user types:
“doctor,” “nurse,” “rehabilitation staff,” “pharmacist,” “dental
profession,” “nursing care staff,” “other medical professions,”
and “type unknown.” We aggregated the total number of
man-days of HIE use by user type and calculated the proportion
of man-days by user type.

Results

Data Collection
The MHLW report listed 218 HIEs. However, numbers 57-60
in the report are federated, and the aggregated statistics are
shown as number 61. After removing these duplicates, there
were 214 HIEs listed [9]. Of the 214 HIEs, 36 HIEs were
connected to more than 100 institutions and 45 were connected
with more than 10,000 patients. Overall, 21 HIEs met both
inclusion criteria. Considering number 61 to be 4 HIEs, 24 HIEs
were considered candidates for data collection.

Initially, we requested research cooperation from each RHIO
administrator via email. The data request document is shown
in Multimedia Appendix 2. Thereafter, we requested each RHIO
to provide data through a web conference once we were able to
have detailed discussions. We obtained research data from 8
HIEs. Although these tasks were sometimes performed free of
charge, the extraction of access logs from 2 HIEs was performed
for a fee. One of the 8 HIEs was unable to extract comprehensive
audit log data of query-based exchange and was removed from
the final analysis. The flow diagram is depicted in Figure 1.
Among the 24 HIEs that met the inclusion criteria for this study,
we calculated the average and standard deviation of the monthly
active institution ratio based on the MHLW report separately
for the HIEs that were included in the final analysis and those
that were not. The results are shown in Table 1.

To avoid identification, all RHIOs and HIEs were assigned a
pseudonym using letters from A to G. We obtained the audit
log data from RHIO A, RHIO C, and RHIO E from April 2017
to March 2022. We obtained audit log data from April 2018 to
March 2022 from RHIO B. From RHIO F and RHIO G, we
obtained audit log data from April 2021 to March 2022. We
obtained audit log data from October 2021 to March 2022 from
RHIO D. HumanBridge [32] (developed by Fujitsu Limited)
has an audit log extraction feature added by default. Therefore,
audit log extraction in RHIOs that used HumanBridge was
performed using this feature. The extraction of audit logs from
HIEs other than HumanBridge was conducted by requesting
the system vendor to extract audit logs from the RHIO
secretariat.
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Figure 1. Flow diagram of HIE selection. HIE: health information exchange. *HIE number 61 was considered to be 4 HIEs.

Table . Average monthly active institution ratio based on the MHLWa report.

Monthly active institution ratio based on the

MHLW report (%)c, mean (SD)
Health information exchangeb, n

46.1 (24.4)7Included in the final analysis

46.4 (19.1)17Not included in the final analysis

aMHLW: Ministry of Health, Labour and Welfare.
bAmong the health information exchanges listed in the MHLW report, those connected to more than 100 institutions and with more than 10,000 patients
were included in this analysis.
cFor each health information exchange, the MHLW report lists the number of participating medical institutions and the number of medical institutions
that accessed health information exchange (ie, the number of institutions that used health information exchange during the month covered by the survey).
We divided the number of medical institutions that accessed health information exchange by the number of participating medical institutions for each
health information exchange and called this number “monthly active institution ratio based on the MHLW reports.”
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Of the data items we attempted to obtain in advance (Textbox
1), the type of device used for access was not collected by any
HIEs. Consequently, we could not analyze the type of device
with which the HIE was accessed. We obtained users’ date of
account registration and account deletion in the HIE from only
3 RHIOs. For the remaining 4 HIEs, we could not determine
the exact number of registrants in each period.

Characteristics of HIEs Included in the Final Analysis
All 7 HIEs began operations between 2010 and 2015. Of the
24 HIEs that met the inclusion criteria, 9 did not have
membership fees, and of the 7 HIEs included in the final
analysis, 3 did not have participation fees for connected
institutions. Overall, 5 RHIOs adopted ID-Link for the HIEs
they operate, 3 RHIOs adopted HumanBridge, and 2 RHIOs
employ products other than these. The reason that the sum of
these products is more than 7 is that some RHIOs operate
multiple products in parallel.

For HIE A to G, the patient consent rates for HIE in 2022 were
21.2%, 5.6%, 69.5%, 1.9%, 2%, 4%, and 6.5%. Patient consent
rate was obtained by dividing the number of patients connected
with the HIE by the population of the area. All 6 HIEs except
HIE C required patients to complete a paper consent form for

their medical data to be viewed by health care workers using
the HIE. HIE C uses paper consent forms as well as the “patient
demographic data synchronization feature” provided by ID-Link.
For institutions that disclose patient data to HIE C, basic patient
profiles such as name, date of visit, and public insurance data
are automatically accumulated in the HIE. This feature allows
health care workers to use query-based exchange to obtain
patient data in the event of emergency treatment, even if the
patient cannot explicitly consent to the use of the HIE in
advance. Patient enrollment in an HIE using this feature is
opt-out, that is, individuals are considered to implicitly consent
to participate in the HIE unless participation is explicitly
declined. Therefore, the apparent consent rate of HIE C is
extremely high.

Percentage of Days of HIE Use by Each Hospital
Doctor in FY2021/22
A total of 3 HIEs met the criteria: HIE A, HIE B, and HIE C.
The number of hospital doctor accounts registered in HIEs
operated by these 3 HIEs in FY2021/22 was 7833. For each of
these doctor accounts, we calculated the percentage of days of
HIE use according to Equation 1. The overall results are shown
in Table 2.

Table . Percentage of days of HIEa use by doctors affiliated with the hospital.

Hospital doctors, nDays of HIE use, %

73260

412>0 and ≤5

39>5 and ≤10

11>10 and ≤15

17>15 and ≤20

5>20 and ≤25

4>25 and ≤30

5>30 and ≤35

5>35 and ≤40

1>40 and ≤45

1>45 and ≤50

7>50

aHIE: health information exchange.

Man-Days for Monthly HIE Use by Each Institution
in FY2021/22
Different HIEs met the criteria for each facility type as shown
in Table S2 in Multimedia Appendix 1. The cumulative number
of months of hospital participation in HIEs in FY2021/22 was

3434. The distribution of man-days for monthly HIE use by
hospitals is shown in Table 3. Table 4 shows the analysis results
for facility types other than hospitals. The number of institutions
connected to the HIEs included in the analysis for each month
in FY2021/22 is shown in Table S3 in Multimedia Appendix
1.
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Table . Distribution of man-days for monthly HIEa use for hospitals.

Cumulative number of months, nMan-days for monthly HIE use

17810

9211-10

28711-20

12921‐30

6731‐40

5941‐50

2851‐60

1461‐70

1171‐80

2181‐90

1391‐100

103≥101

aHIE: health information exchange.

Table . Distribution of man-days for monthly HIEa use by medical care institutions other than hospitals.

Months per institution, n (%)Man-days for monthly
HIE use per institution

Nursing facility (3629
months)

Visiting nursing station
(983 months)

Pharmacy (5140
months)

Dental clinic (1006
months)

Medical clinic (7791
months)

2781 (76.6)672 (68.4)4081 (79.4)971 (96.5)5914 (75.9)0

452 (12.5)134 (13.6)733 (14.3)31 (3.1)1063 (13.6)1‐5

126 (3.5)42 (4.3)116 (2.3)1 (0.1)261 (3.4)6‐10

73 (2)40 (4.1)57 (1.1)1 (0.1)177 (2.3)11‐15

48 (1.3)19 (1.9)80 (1.6)2 (0.2)137 (1.8)16‐20

52 (1.4)3 (0.3)16 (0.3)0 (0)138 (1.8)21‐25

97 (2.7)73 (7.4)57 (1.1)0 (0)101 (1.3)≥26

aHIE: health information exchange.

Monthly Active Institution Ratio in FY2021/22
Table S2 in Multimedia Appendix 1 lists the HIEs that met the
criteria in this section. The median (IQR) monthly active
institution ratios were 0.482 (0.470‐0.487) in hospitals, 0.244
(0.231‐0.247) in medical clinics, 0.030 (0.024‐0.048) in
dental clinics, 0.202 (0.188‐0.216) in pharmacies, 0.307

(0.301‐0.325) at visiting nursing stations, and 0.197
(0.185‐0.204) in nursing facilities. We illustrated the monthly
active institution ratios using box plots in Figure 2.

Table 5 shows the monthly active hospital rate for each category
subdivided by the number of hospital beds. HIE F data could
not be combined with hospital bed data and was therefore
excluded from the analysis.
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Figure 2. Monthly active institution ratio of health information exchange categorized by facility type.

Table . Monthly active hospital ratio subcategorized by the number of hospital beds per institution.

Monthly active institution ratio (%), median (IQR)Hospital beds, n

34.2 (30.9‐39.5)≤99

65.2 (65.2‐69.6)100‐199

75.0 (72.9‐77.1)≥200

Monthly Active Institution Ratio of Medical
Institutions and Man-Days of HIE Use for Each User
Type
We analyzed all 7 HIEs. As the period of audit log data obtained
differs for each HIE, the analysis period also differs. A total of

5 HIEs included all types of medical institutions; however, no
dental clinics participated in HIE D and HIE E. Regarding user
type data, precise data were not available for HIE D.
Occupational data for HIE F could only be obtained for
“doctors” and “other medical professions.”
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Some HIEs have restrictions on the types of users that can use
the HIE. In 2 HIEs, users affiliated with medical clinics could
only use the HIEs if they were doctors. In one HIE, users who
were affiliated with hospitals that did not disclose patient data
to the HIE could only use the HIE if they were doctors. In
addition, 6 HIEs had no restrictions on the type of data that
authorized health care workers could view. One HIE was set
up so that people other than doctors affiliated with the hospital
could not view outpatient treatment data.

We illustrated the monthly active institution ratio of HIE and
the proportion of man-days of HIE use by user type in medical
institutions using box plots and bar graphs (Figure 3).

Monthly active institution ratios of HIE in medical institutions
are also shown in Table S4 in Multimedia Appendix 1. The
proportions of man-days of HIE use by user type in medical
institutions are also shown in Table S5 in Multimedia Appendix
1.

Figure 3. (A) Monthly active institution ratio and (B) proportion of man-days of HIE use by user type for each HIE. HIE: health information exchange.
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Discussion

Overview of HIE Use
As already mentioned, the low utilization of large-scale HIEs
has previously been suggested by MHLW reports (Table S1 in
Multimedia Appendix 1). Our analysis included data from only
18% (7/32) of such HIEs. However, among HIEs that met the
inclusion criteria, monthly active institution ratios based on the
MHLW report were similar for HIEs included in the final
analysis and those not included (Table 1). This suggests that
the results of this study apply to some extent to large-scale HIEs
in general. However, HIEs with fewer participating institutions
have a higher monthly active institution ratio based on the
MHLW report than large-scale HIEs (Table S1 in Multimedia
Appendix 1). Therefore, it is possible that small-scale HIEs are
used more actively than the results of this study suggest.
However, the MHLW report includes 13 HIEs where the number
of participating medical institutions is 1 or 2, and the number
of participating institutions is equal to the number of institutions
that have accessed HIEs. The active institution ratio based on
the MHLW report should be interpreted with caution because
extremely small-scale HIEs are driving up the ratio.

Across the large-scale HIEs analyzed in this study, many health
care workers and institutions did not use query-based exchange.
These results are consistent with MHLW reports (Table S1 in
Multimedia Appendix 1). We found that 93.5% (7326/7833) of
the doctors at hospitals registered with HIEs do not use them
even once per year (Table 2). In addition, 51.9% (1781/3434)
of hospitals did not use query-based exchange even once per
month (Table 3). This is lower than the values reported by
previous studies conducted in other countries [20,33]. The
monthly active institution ratio is higher for hospitals with more
beds. The median (IQR) monthly active institution ratio for
hospitals with ≤99 beds is 34.2% (30.9%-39.5%), but it is 75%
(72.9%-77.1%) for hospitals with ≥200 beds (Table 5). Among
facilities other than hospitals, the monthly active institution
ratio is even lower than for hospitals with ≤99 beds. The median
(IQR) monthly active institution ratio for visiting nursing
stations reached 30.7% (30.1%‐32.5%), but it was only
approximately 20% for medical clinics, pharmacies, and nursing
care facilities (Figure 2). As for dental clinics, the median (IQR)
monthly active institution ratio was only 3% (2.4%-4.8%).
Previous studies outside Japan have also revealed that HIEs are
not often used by dental practices [34]. This is the first study
to reveal the active institution ratio of HIE by facility type in
Japan.

Where query-based exchange was used, most people and
institutions only used it for a limited number of days. Previous
reports have not provided user-level analysis; therefore, this
study is the first to reveal the total number of days of HIE use
by health care workers and institutions. Of the 507
hospital-affiliated doctor accounts that actively used query-based
exchange in FY2021/22, we found that 81.3% (412/507) used
it for 5% or fewer days (Table 2). In other words, assuming the
average doctor works 20 days per month, most of these doctors
use query-based exchange less than once per month. As the
percentage of days of HIE use increases, the number of

corresponding hospital doctor accounts tends to decrease. This
trend is reflected in man-days for monthly HIE use of hospitals.
We found that 90.8% (3118/3434) of all hospitals use HIE for
30 or fewer man-days per month (Table 3). In these hospitals,
query-based exchange is used by less than one user daily. The
number of man-days of HIE use in hospitals also shows a
tendency for the number of applicable months to decrease as
the number of man-days increases. This trend remains true for
man-days for monthly HIE use at facilities other than hospitals
(Table 4). However, some institutions and users use query-based
exchange for many days. Of the hospital-affiliated physician
accounts, 19 users used query-based exchange for 30% or more
days. Of the cumulative months of hospital participation in HIEs
in FY2021/22, we found that 3% (103/3434) had over 101
man-days for HIE use (Table 3). This exceeds the number of
months when man-days of monthly HIE use are in the range of
91-100. For visiting nursing stations and nursing care facilities,
the number of months in which the number of man-days for
HIE use exceeds 26 is greater than the number of months in
which the number of man-days is 21-25 (Table 4), showing
there are significant disparities in HIE use across institutions
and users.

Monthly active institution ratios for medical institutions vary
widely by HIE. HIE A, which has the highest monthly active
institution ratio, has a median rate of 50.9% (IQR
48.7%-52.9%), but some HIEs have a rate of over 10% (Figure
3, Table S4 in Multimedia Appendix 1). The proportion of
man-days of HIE use by each user type is not constant for each
HIE. However, regarding the HIEs that could be confirmed, the
number of man-days of HIE use was low for dental
professionals, pharmacists, and rehabilitation workers.

Possible Factors Influencing HIE Use
Many other factors could have influenced monthly active
institution ratios and man-days of monthly HIE use, for example,
the system used and whether there are membership fees and
usage restrictions based on use type. The data viewed by health
care professionals when using HIEs is also extremely important.
None of these can be shown as individual HIE data due to
privacy considerations; therefore, they cannot be discussed in
relation to the results shown in Figure 3. This is a significant
limitation of this study and indicates the need for further
research into why there are such large disparities in demand for
HIE in Japan.

Although a detailed elucidation must be reserved for future
research, two factors may have influenced the monthly active
institution ratio of facilities in the HIEs in our analysis. One is
the consent rate of patients to participate in HIEs. HIE A, which
had the highest monthly active institution ratio among medical
institutions in this analysis, had a relatively high patient consent
rate of over 21%. HIE C, which had the second highest monthly
active institution ratio, has a partial opt-out policy and a very
high consent rate. However, HIEs G, D, and B, where the
monthly active institution ratio was 20% or less, had patient
consent rates of 7% or less. The patient consent rate in HIEs E
and F, where the monthly active institution ratio was in the 20%
range, was less than 5%, and therefore lower than in G and B.
High consent rates may have contributed to the high active
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institution ratios for HIEs A and C, but this study cannot
determine whether these factors are causally related.

Another factor that may have influenced the monthly active
institution ratio is the number of staff at each participating
institution. As already shown, the active institution ratio was
higher in hospitals with ≤99 beds than in medical clinics, and
it was higher in hospitals with ≥200 beds than in hospitals with
≤99 beds. It is natural to assume that this difference is caused
by the absolute number of staff working at each institution.
Therefore, when considering the active institution ratio for a
given HIE, the value is likely to be high if a large proportion
of the institutions participating in the HIE are large hospitals.

Audit Log for Further Research Analysis
To analyze HIE use in detail, proper design of the audit log is
extremely important. When analyzing the audit logs in this
study, two characteristics of some audit logs posed obstacles.
One was that the extracted audit logs are not comprehensive.
In HIEs that were configured using products from multiple
vendors [35], each product generally had its own unique audit
log design and storage. To perform detailed analysis of the usage
of such HIEs, it was necessary to extract the logs from each
product. This was difficult when each product was controlled
by a different institution; specifically, the HIE platform system
is managed by the RHIO, but the EMR data viewing system
may be managed by each hospital. In this case, we need to obtain
consent for research collaboration from each institution to
perform overall log extraction. If user access to individual
systems via the platform system is recorded in the audit log,
analyzing the general usage status may be possible by extracting
only the platform system’s audit log. However, in practice,
access to individual systems is not necessarily recorded in the
platform system’s audit log. In HIEs configured using products
from multiple vendors, careful attention must be paid to
facilitating comprehensive log extraction.

The second obstacle was the incompatibility of the institution
IDs and user IDs used in HIEs. To clarify the factors that create
the disparities in HIE usage across users and across institutions,
more detailed data on users and medical institutions were
required, such as medical specialty and whether institutions
provide acute or chronic care. However, such data are not
generally included in the audit log itself; therefore, log data
needs to be cross-referenced with institution IDs compiled in
the master dataset by the government or the detailed user data
of each institution. As the institution IDs used in the audit log
data extracted in this study did not necessarily correspond to
the institution IDs assigned by the MHLW, it was difficult to
cross-reference log data with other datasets. To investigate HIE
usage in greater depth than this study, it is recommended to use

master data that can be matched with EMR and official datasets
when designing audit logs.

Limitations
This study had several limitations. The most significant
limitation was the need to maintain the anonymity of the HIEs
included in the analysis. Therefore, important data, such as the
systems employed by individual HIEs and the types of medical
data disclosed, were either kept private or disclosed
anonymously. Consequently, it was almost impossible to analyze
the causes of differences in active institution ratios for individual
HIEs from the data. We also attempted to evaluate the viewing
situation for all data types, such as images and prescriptions.
However, it was difficult to perform a comprehensive analysis
because the data storage format was not standardized for each
HIE. The list of HIEs included in the analysis differed for each
analysis because the data items that could be obtained differed
for each HIE. Data regarding the type of device used to access
the HIE could not be obtained from any HIE.

Some HIEs have features other than viewing patient medical
data, such as sending and receiving documents or messages [8].
Previous reports indicated that some HIEs actively used these
additional features when treating COVID-19 patients [27]. As
this study focused on query-based exchange, we did not perform
a quantitative analysis of the usage of other features. Another
study is required on the actual usage of features other than
query-based exchange.

This study revealed that most users do not use query-based
exchange or use it infrequently, but it is impossible to prove
whether this is due to a lack of patients’medical data in the HIE
repository or a lack of need to view data. As mentioned above,
HIEs vary widely in both patient consent rates and the types of
data that health care professionals can view. Therefore, it is
difficult to provide a single answer to this remaining question.
To answer this question, a deeper investigation of each HIE is
required, using more detailed audit log analysis, system
descriptions, and qualitative research.

Conclusions
In the large-scale HIEs surveyed in this study, the overall usage
of the on-demand patient data viewing feature was low,
consistent with past MHLW reports. User-level analysis of audit
logs revealed large disparities in the number of days of HIE use
among health care workers and institutions. There were also
large disparities in HIE use by facility type or HIE, and the
percentage of cumulative HIE usage days by user type also
differed by HIE. This study indicates the need for further
research into why there are large disparities in demand for HIEs
in Japan, as well as the need to design comprehensive audit logs
that can be matched with other official datasets.
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Abstract

Background: Reaching meaningful interoperability between proprietary health care systems is a ubiquitous task in medical
informatics, where communication servers are traditionally used for referring and transforming data from the source to target
systems. The Mirth Connect Server, an open-source communication server, offers, in addition to the exchange functionality,
functions for simultaneous manipulation of data. The standard Fast Healthcare Interoperability Resources (FHIR) has recently
become increasingly prevalent in national health care systems. FHIR specifies its own standardized mechanisms for transforming
data structures using StructureMaps and the FHIR mapping language (FML).

Objective: In this study, a generic approach is developed, which allows for the application of declarative mapping rules defined
using FML in an exchangeable manner. A transformation engine is required to execute the mapping rules.

Methods: FHIR natively defines resources to support the conversion of instance data, such as an FHIR StructureMap. This
resource encodes all information required to transform data from a source system to a target system. In our approach, this
information is defined in an implementation-independent manner using FML. Once the mapping has been defined, executable
Mirth channels are automatically generated from the resources containing the mapping in JavaScript format. These channels can
then be deployed to the Mirth Connect Server.

Results: The resulting tool is called FML2Mirth, a Java-based transformer that derives Mirth channels from detailed declarative
mapping rules based on the underlying StructureMaps. Implementation of the translate functionality is provided by the integration
of a terminology server, and to achieve conformity with existing profiles, validation via the FHIR validator is built in. The system
was evaluated for its practical use by transforming Labordatenträger version 2 (LDTv.2) laboratory results into Medical Information
Object (Medizinisches Informationsobjekt) laboratory reports in accordance with the National Association of Statutory Health
Insurance Physicians’ specifications and into the HL7 (Health Level Seven) Europe Laboratory Report. The system could generate
complex structures, but LDTv.2 lacks some information to fully comply with the specification.

Conclusions: The tool for the auto-generation of Mirth channels was successfully presented. Our tests reveal the feasibility of
using the complex structures of the mapping language in combination with a terminology server to transform instance data.
Although the Mirth Server and the FHIR are well established in medical informatics, the combination offers space for more
research, especially with regard to FML. Simultaneously, it can be stated that the mapping language still has implementation-related
shortcomings that can be compensated by Mirth Connect as a base technology.

(JMIR Med Inform 2024;12:e57569)   doi:10.2196/57569

KEYWORDS

FHIR; StructureMaps; FHIR mapping language; laboratory data; mapping; standardization; data science; healthcare system; HIS;
information system; electronic healthcare record; health care system; electronic health record; health information system
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Introduction

Digitalization is progressively transforming health care systems,
and its rapid pace is creating new clinical data sources that need
to be integrated. This is of enormous importance for patient
care, as data integration and the fusion of all sources allow a
comprehensive, holistic overview and ensure the best treatment
possible. However, the lack of interoperability of health care
systems is a significant, long-lasting problem [1]. Nonetheless,
interoperability is required to ensure seamless and effortless
access to essential health care information. Existing medical
data are presented in a multitude of proprietary formats and in
line with different standards [2]. Therefore, it is inevitable to
transform data into a harmonized structure to enable collective
use. Current national and international initiatives are integrating
large volumes of data in clinical environments to enable their
use [3-5]. The established data integration is close to the origin
of the data, which is highly desirable since late mapping harbors
disadvantages and issues can be addressed accordingly [6].

Aligning the multitude of standards and thus making data usable
is a major task. The mapping from source to target data
structures is mainly defined by data stewards and is followed
by a qualitive evaluation involving medical professionals. The
involvement of these key professional groups is much easier if
concise, declarative mapping rules are used instead of less
comprehensible program instructions in various scripting
languages. Basically, the creation of mapping rules is
time-consuming and demands a significant number of resources.
It occurs at every site involved, which commits a substantial
additional number of stewards and medical professionals across
the entire health care system [6,7]. Furthermore, sharing and
reusing of declarative mapping rules in a standardized and
adaptable manner is highly desirable and can release the needed
resources and accelerate data enabling. Hence, this study aims
to provide a software solution called “FML2Mirth,” which is
based on the separation of declarative mapping rules from a
transformation pipeline leveraging the functionalities of Mirth.

Methods

The transformation of health care–related information needs
two major components to enable generalization: a highly
adaptable exchange format and a modular transformation engine.
Our approach is based on the HL7 (Health Level Seven) Fast
Healthcare Interoperability Resources (FHIR) standard and the
Mirth communication server.

Ethical Considerations
No ethics committee approval was required for this study, as
the data used comprised 20 anonymized laboratory data carriers
(LDT) that were provided by the laboratory company LADR
Laboratory Group as part of its quality control and represent a
complete blood count. According to institutional and local
policies, ethics approval is not necessary for studies using
anonymized laboratory testing data, and this poses no risk to
individual participants.

HL7 FHIR and the FHIR Mapping Language
HL7 FHIR is the emerging standard for health care–specific
data exchange and has been broadly adapted worldwide [8].
FHIR provides state-of-the-art technologies to modernize the
current health care landscape using extensible resources as
harmonized and semantically annotatable information units [9].
However, FHIR also provides mechanisms to natively define
transformations on its structures. The essential FHIR resource
for automated conversion of instance data is the StructureMap,
which defines a mapping from a source structure to a target
structure [10] and provides all necessary information for an
automatic transformation. To aid the definition of StructureMap
resources, FHIR has specified a domain-specific, declarative
language, the FHIR mapping language (FML) [11], which was
introduced as part of FHIR release 3. By specifying the
mappings in an implementation-independent manner, the
mapping between structures can be easily shared within the
medical informatics community.

One major benefit is the use of generic data structures as input
formats, since FML can define mappings on non-FHIR
structures. Consequently, FML can also be used to map older
health care–related formats such as HL7 (version 2) or LDT to
FHIR.

The declarative syntax of FML enables users to define mappings
concisely. The mapping itself is structured in so-called groups
within the mapping, being formalized by mapping rules. These
rules consist of two parts separated by an arrow. On the left side
of the arrow is the source part. Here, fields of source structures
can be accessed, and the values can be written in variables. On
the right side, the fields of a target structure can be accessed
and built-in transformation functions can be invoked (see Figure
1). Those provided functions cover a broad functionality,
ranging from a simple copy to a translate function to resolve
given concept codes using an external FHIR ConceptMap.
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Figure 1. The code illustrates a snippet of the FHIR (Fast Healthcare Interoperability Resources) mapping language, showing how a conventional
laboratory test in Labordatenträger format can be mapped to an FHIR observation resource. The mapping is structured in groups, containing specific
rules.

Mirth Connect Communication Server
Mirth Connect is an open-source communication server designed
specifically for the health care sector. It features support for
domain-specific formats, such as HL7 (version 2), as well as
more general formats such as XML and JSON. Mirth is widely
used as a communication server and is applied in various areas
for data integration [12,13]. As a communication server, Mirth
receives messages from one system and forwards them to
downstream systems. Mirth introduces the concept of channels
to establish a connection from a source system to various target
systems. Within the channels, rule-based transformers can be

defined to enable message manipulation. The received message
can be automatically modified in terms of content or structure.
The transformer rules are implemented as JavaScript code
snippets, which Mirth applies to the messages. The channels
including its transformers are serialized as XML files and can
easily be shared and redeployed at other sites.

Architecture for Generic Data Transformation
The two-fold process shown in Figure 2 enables light and
adaptable data transformation: the first step is transformation
design and the second one is staging.
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Figure 2. Conceptual overview of the 2-step process. In the first phase, the mapping is formalized as an FHIR (Fast Healthcare Interoperability
Resources) mapping language script and corresponding semantic CodeSystems are aligned with each other in a ConceptMap. In the second phase, prior
defined rules are used to deploy the mapping to Mirth. If semantic translation is needed, the ConceptMaps can be queried during run time.

During the transformation design phase, the source and target
systems are selected, and the mapping is declared in FML. The
mapping needs to be created manually by a data steward. This
process can be supported by previously proposed algorithms
and tools [14]. In addition, semantic concepts and codes can be
mapped from source to target based on prepared mapping
relationships provided by the FHIR ConceptMap resource, if
necessary. It is recommended that this process is carried out by
a health care professional to ensure data validity and integrity.

In the staging phase, the Mirth channel, which was built on the
basis of prior mapping efforts, is injected in the productive
communication server at run time. Mapping within the

transformer uses the rules derived from FML for format
manipulation, and dynamically translates the semantic codes
using the ConceptMap.

Results

Overview
The proposed system implements the transition between the
two process phases: transformation design and staging. This
transition is achieved by the in Java-implemented generator
FML2Mirth [15], which derives Mirth channels from a given
mapping. There are two types of files used in the process, which
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need to be created upfront. The first type is ConceptMaps used
by a terminology server to provide a translation service for
concepts that need to be translated during data transformation
in the production phase. These ConceptMaps are referenced by
the translate operations in the FML to specify how a given
concept in the source structure should be mapped to a concept
used in the target structure.

In the second file, the FML script, the mapping between source
and target structure is defined. This script is then used as an
input for FML2Mirth. As a first step, the FML script must be
parsed, for which we use the official FHIR validator, since it
provides functionality to generate a StructureMap from a given
FML-Script. An additional advantage of this approach is, that
by using a standard tool, it is guaranteed that the produced
artifact is a standard-compliant StructureMap. Using these files
as the input, FML2Mirth should also be compatible with every
other StructureMap that adheres to the standard.

Besides the FML script, FHIR2Mirth needs the API (application
programming interface) address of the Mirth server to which
the generated channel should be deployed, as well as the address
of the terminology server that is queried for the translation
service during a transformation in the production phase. The
tool then parses the StructureMap and generates the JavaScript
code needed for every transformation specified. Once the
generation is finished, the resulting code is embedded within a

Mirth channel definition and deployed on the specified server
via the Mirth REST-API. Subsequently, the incoming messages
are automatically transformed into the desired structure. On
encountering the FML translate function, Mirth queries the
given terminology server to carry out translation between the
different CodeSystems of the source and the target structure
based on the previously created ConceptMaps. In our setting
shown in Figure 3, an HAPI FHIR JPA server instance is used
as an external terminology server, but any other FHIR
terminology server implementation could be used instead. The
transformed message is then forwarded to the defined target
system, for example, an FHIR repository.

Evaluation of the transformation within Mirth is implemented
using the JUnit testing framework. While JUnit is most
commonly used for unit testing, it can also be used for
end-to-end integration testing. The JUnit runner loads LDT
laboratory messages from files and sends them to the Mirth
server via the REST API. The destination connector of the test
channel is a JavaScript connector that returns the transformed
message as a response to the requesting system. The JUnit
runner then receives the transformed message and uses HAPI
FHIR to parse the incoming bundles as FHIR instances. Thus,
the incoming resources are automatically tested for their
conformity to the specification and validated against the
corresponding profiles using the HAPI instance validator (Figure
4).
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Figure 3. Conceptual overview of the proposed architecture for a generic data transformation process.
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Figure 4. This example shows the different transformation steps, including the FHIR (Fast Healthcare Interoperability Resources) StructureMap and
JavaScript result.

Evaluation
Assessment of our proposed transformation process is carried
out in cooperation with the LADR laboratory network [16], an
association of 19 specialist laboratories throughout Germany
serving more than 400 clinics. As an evaluation scenario,
laboratory findings standardized in the German LDT [17] format
are transformed into FHIR. The LDT format is a perennial
standard developed and published by the National Association
of Statutory Health Insurance Physicians (NASHIP; German:
Kassenärztliche Bundesvereinigung [KBV]) and is used daily
for communicating up to 1 million messages in Germany. In
our evaluation scenario, LADR provided 20 anonymized LDT
laboratory messages representing complete blood counts in LDT

(version 2) according to the data format description in FHIR
(version 5.12) for the evaluation. Two different FHIR
implementation guides were used as target formats: the German
Laboratory finding of the NASHIP and the HL7 Europe
Laboratory Report [18].

The LDT format is mapped to both target formats using FML.
Using the FML2Mirth generator, the FML scripts are translated
into StructureMaps, and two separate channels are generated
and deployed on a Mirth instance. Each format has a distinct
set of semantic codes, which are permissible values for certain
elements (binding). The sending system in our evaluation
scenario uses proprietary codes that must be mapped to the
specified CodeSystem in the target profiles. A terminology
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server is used to provide a translate service based on
ConceptMaps, which is accessed by the Mirth channel via a
REST API. The initial FML script for the transformation to the
target format MIO Laborbefund with its 9 profiles [19] of the
NASHIP consists of over 400 lines of formalized mapping rules,
resulting in StructureMaps with over 3500 lines and more than
2300 elements. The 20 transformed LDT laboratory findings
resulted in an average of 62 unique FHIR each. Only one report
failed the closing instance validation due to a missing first name
within the corresponding patient resource.

The second Mirth channel transforming LDT to the 8 profiles
of the Europe Laboratory Report is based on the initial FML
script. The same 20 LDT laboratory results sum up a total of
over 694 FHIR resources, resulting in an average of 35 resources
each. The subsequent validation process revealed for all test
cases a structural issue that occurred due to a required extension
of the DiagnosticReport profile. The extension should be a
Composition reference to the report, but the extension itself is
missing in the provided FHIR package by EU (European Union)
laboratory report, and the referral link is nonfunctional. Yet, a
manual check and a comparison with the NASHIP MIO
resources proved their validity.

Discussion

This study presents a concept and the implementation of an
adaptable transformation process for various data structures into
a standardized format. Our approach is based on FHIR as a
standardized data exchange format, FML as declarative
transformation rules, and Mirth Connect as the transformation
executor.

Principal Results
The approach focusses on separating the transformation rules
from the actual transformation to extract the rules out of the
process. Due to the detachment, the rules, which are created in
a labor-intensive process, can be shared in a declarative and
standardized manner. The use of FML for defining the mappings
can cover technical operations such as network calls to the
terminology server and are triggered by FML2Mirth dynamically
during JavaScript generation. In addition, the separation allows
a degree of modularization and, thus, the reuse of the created
rules. For example, it was possible to modify the mapping for
the MIO reports to generate laboratory reports, which conform
to the profiles of the EU laboratory report within a few hours.
This emphasizes the flexibility of the proposed method. A
significant advantage of this approach is that it allows mappings
of concepts to be exchanged at run time of the Mirth channel
and be developed and updated independently of the structural
mapping. Compared to common ETL jobs, this approach needs
much less manual intervention.

The mapping is defined using FML to render the StructureMap
using the official FHIR Validator. The declarative mapping is
enclosed in the generated StructureMap instances as a parse
tree. Referring and combining various FML scripts is possible
per the specification but has not been implemented yet.
Therefore, the mapping shall be edited incrementally during
the transformation design phase in the FML scripts rather than

in the StructureMaps directly. Nevertheless, initial creation of
the FML scripts is less time-consuming but still a labor-intensive
task, and currently there is a lack of suitable tool support. An
FML script is always a 1-way mapping, and reverse
transformation is not automatically assumed.

The functionality provided by Mirth highly constrains the design
of our approach, as external dependencies should be minimized
to ensure ease of use. With this in mind, the implemented single
command line tool in Java injects the transformations into a
specified Mirth channel. In addition, only the Mirth server and
an FHIR server, which provides terminology services, are
required. Simultaneously, the system should be as flexible as
possible and support arbitrary StructureMaps. To fulfill these
requirements, it was necessary to work with the circumstances
provided by Mirth. Since Mirth itself works on XML objects,
it is prudent to use this approach as well. Hence, the
transformations defined in the StructureMap are translated into
transformations on XML objects. Mirth itself first translates
incoming data such as HL7v2 to XML as a first processing step,
so all formats supported by Mirth can automatically also be
transformed using the generated transformer from FML2Mirth.
If a format is not supported by Mirth, such as LDT, another
transformation step can simply be added to transform the
incoming data into an XML structure.

Limitations
During the evaluation, an issue was discovered with the FHIR
implementation within the different FHIR servers. In particular,
the issue concerned FHIRPath implementation, which is used
by the FHIR Validator to evaluate the validation rules. In our
test setting, one rule is interpreted differently depending on the
implementation used. On the tested laboratory reports, the .NET
and JavaScript implementations returned true, which is correct
per our understanding. In contrast, both Java implementations
tested (HAPI and IBM) returned false.

Alongside the complex structural mapping, semantic integrity
must also be ensured. In our approach, the semantic mappings
are created and validated by health care professionals and stored
in an FHIR server as an external service, which is standard
procedure. While existing terminology systems generally
provide transition rules to newer versions, the maintenance of
FHIR resources is not standardized and is an ongoing topic of
investigation in medical informatics [20].

Furthermore, a mechanism was missing to process further
StructureMaps, which are referenced from a given StructureMap.
FML uses FHIRPath as an embedded language in several
instances. The associated specification is extensive and was
implemented in this study only in parts.

Comparison With Prior Work
The use of formalized mapping rules in data integration is a
well-studied topic, and Mirth as a transformation engine for
clinical data integration is also a renowned tool. However, the
combination of both topics with the goal of a generic and easily
adaptive mapper is missing in the literature, to our knowledge.
Alongside declarative rules, the work of Ong et al [21] must be
mentioned; they present a dynamic ETL approach that uses a
custom mapping language to transform health care–related data
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into the OMOP (Observational Medical Outcomes Partnership)
common data model. The formalized rules are rich in details
but are proprietary and rather database-oriented due to their use
case. An innovative feasibility study for FML has been presented
by Dimitrov et al [22]; they used FML for transforming the HL7
CDA (Clinical Document Architecture)–based national Austrian
electronic patient record. Using FML, a transformation from
CDA documents to the International Patient Summary based
on FHIR could be accomplished. The usage of Mirth as a
transformation engine is an intuitive choice due to its
functionality and product scope. Hence, various studies are
focusing on the transformation from HL7 (version 2 ) messages
into further target formats, including structural reformation into
JSON [23] or standardization into HL7 FHIR [24].

Our approach is based on that of a prior study that evaluated
the transformation of StructureMaps into Mirth channels [25].
The results were promising, but it also emerged that the manual
definition of StructureMaps became cumbersome and rapidly

very complex. The presented approach overcomes this shortage
using FML and its intuitive nature.

Conclusions
We successfully implemented a functional system based on
Mirth, which automatically generates transformations from
StructureMaps and integrates them into a Mirth channel. This
system supports large parts of the FML specification. Initial
tests revealed that complex structures based on FML maps,
generated in a channel in conjunction with a terminology server
and ConceptMaps are feasible. If a new format is to be
supported, it may only be necessary to insert another Mirth
transformation step before the transformation from the
StructureMap, to transform the input structure into XML. One
advantage of the current solution is its flexibility and robustness
in that only one resource is used for translation. The topic of
FML is still an ongoing discussion and has not been extensively
investigated in the FHIR community so far. Accordingly, the
tooling in this area is currently rather rudimentary.
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Abstract

Background: Indonesia has rapidly embraced digital health, particularly during the COVID-19 pandemic, with over 15 million
daily health application users. To advance its digital health vision, the government is prioritizing the development of health data
and application systems into an integrated health care technology ecosystem. This initiative involves all levels of health care,
from primary to tertiary, across all provinces. In particular, it aims to enhance primary health care services (as the main interface
with the general population) and contribute to Indonesia’s digital health transformation.

Objective: This study assesses the information and communication technology (ICT) maturity in Indonesian health care services
to advance digital health initiatives. ICT maturity assessment tools, specifically designed for middle-income countries, were used
to evaluate digital health capabilities in 9 provinces across 5 Indonesian islands.

Methods: A cross-sectional survey was conducted from February to March 2022, in 9 provinces across Indonesia, representing
the country’s diverse conditions on its major islands. Respondents included staff from public health centers (Puskesmas), primary
care clinics (Klinik Pratama), and district health offices (Dinas Kesehatan Kabupaten/Kota). The survey used adapted ICT
maturity assessment questionnaires, covering human resources, software and system, hardware, and infrastructure. It was
administered electronically and involved 121 public health centers, 49 primary care clinics, and 67 IT staff from district health
offices. Focus group discussions were held to delve deeper into the assessment results and gain more descriptive insights.

Results: In this study, 237 participants represented 3 distinct categories: 121 public health centers, 67 district health offices,
and 49 primary clinics. These instances were selected from a sample of 9 of the 34 provinces in Indonesia. Collected data from
interviews and focus group discussions were transformed into scores on a scale of 1 to 5, with 1 indicating low ICT readiness
and 5 indicating high ICT readiness. On average, the breakdown of ICT maturity scores was as follows: 2.71 for human resources’
capability in ICT use and system management, 2.83 for software and information systems, 2.59 for hardware, and 2.84 for
infrastructure, resulting in an overall average score of 2.74. According to the ICT maturity level pyramid, the ICT maturity of
health care providers in Indonesia fell between the basic and good levels. The need to pursue best practices also emerged strongly.
Further analysis of the ICT maturity scores, when examined by province, revealed regional variations.

Conclusions: The maturity of ICT use is influenced by several critical components. Enhancing human resources, ensuring
infrastructure, the availability of supportive hardware, and optimizing information systems are imperative to attain ICT maturity
in health care services. In the context of ICT maturity assessment, significant score variations were observed across health care
levels in the 9 provinces, underscoring the diversity in ICT readiness and the need for regionally customized follow-up actions.

(JMIR Med Inform 2024;12:e55959)   doi:10.2196/55959

KEYWORDS

public health centers; Puskesmas; digital maturity; infrastructure; primary health care; district health office; primary care clinics;
Asia; Asian; Indonesia; ICT; information and communication technologies; information and communication technology; maturity;
adoption; readiness; implementation; eHealth; telehealth; telemedicine; cross sectional; survey; surveys; questionnaire;
questionnaires; primary care
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Introduction

Digital health plays a significant role in enhancing health care
services for people and has developed beyond providing
electronic health records to supporting health care services
provision, health surveillance, health literature, health research,
and data-driven health policies [1-4]. The massive growth of
technology use in health propelled to the top of the global
agenda, as summarized in the World Health Organization’s
(WHO) Global Strategy on Digital Health 2020‐2025 [1].
According to this report, each country is expected to adopt the
strategies best suited to its conditions, culture, and values to
reach its digital health sustainability.

In 2022, the Ministry of Health (MoH) of the Republic of
Indonesia launched its health system transformation strategy.
The transformation strategy had 6 pillars; one of them was
primary health care transformation, which focused on
strengthening promotive and preventive activities in its
implementation to create more healthy people, improve health
screening, and increase primary service capacity. Health care
services in Indonesia are primarily provided at a public health
care facility called Puskesmas (short for Pusat Kesehatan
Masyarakat or public health centers) and community-based
public health services (called Posyandu) since the 1980s.

Puskesmas in Indonesia are spread across all types of
characteristic regions, such as urban, rural, remote, and very
remote regions in Indonesia within all 38 provinces and 514
districts or cities. The number of Puskesmas has increased since
2017, from 9825 units to 10,374 in 2022. The ratio of Puskesmas
in Indonesia to subdistricts was 1.4 in 2022. This illustrates that
the ideal ratio of Puskesmas to subdistricts, namely a minimum
of 1 Puskesmas in 1 subdistrict, has been fulfilled nationally.
In terms of an average ratio, each Puskesmas serve
27,000‐30,000 residents in 2023.

Puskesmas serve two main functions: providing integrated
individual health care services and essential public health
services. Other tasks of Puskesmas are to provide continuous
and comprehensive care, refer patients to specialists and hospital
services, coordinate health services, and guide patients within
the network of public health services. Puskesmas play roles in
promotive, preventive, and curative services for the population,
while primary clinics and other primary health services, such
as private general practitioner (DPM) and private midwife
(BPM), are more focused on curative and specific health services
approaches. Other than that, Puskesmas also have a
responsibility to provide technical guidance to primary clinics,
DPMs, and BPMs as the networking partner institutions in the
area. Besides Puskesmas and Posyandu, essential health services
are provided by other primary care centers, such as clinics,
DPMs, and BPMs. In 2023, the primary care clinics also
increasingly grew and reached more than 11,000 units, while
DPM and BPMs reached 5800 units across all 38 provinces in
Indonesia.

In terms of organizational governance, Puskesmas are
considered the technical implementation unit of district health
offices. In this case, the district health office is responsible for
providing guidance, monitoring, and evaluation for Puskesmas

in its region. However, Puskesmas have autonomy to
synchronize and harmonize the health development goals in
their working area. All health service activities in the area are
conducted by Puskesmas and their networking partners (ie,
primary clinics, DPMs, and BPMs). Puskesmas coordinate and
report these activities to the district health office on an annual,
monthly, and weekly basis using either electronic or
nonelectronic systems. The reports include (1) activity report,
(2) financial report, (3) field survey report, (4) related
cross-sector reports, and (5) the health services network (clinics,
DPM, BPM) reports in the area. This reporting scheme continues
by the district health office to the province health office and
then to the MoH as the national authority.

The health services and public health programs that were
routinely reported using an electronic information system
included maternal and child health, nutrition, surveillance, as
well as disease prevention and control. These programs use
multiple, separate applications that currently lack interoperability
data standards. Besides that, there are multiple electronic
medical record systems widely developed by hundreds of private
vendors, designed to provide patient medical records for health
care providers. These systems include Sistem Informasi
Puskesmas (SIMPUS) for Puskesmas and Sistem Informasi
Klinik (SIMKLINIK; clinic information systems) for primary
clinics, as well as telemedicine and tele consultation platforms.
These syetms are still not integrated and interoperable with
other public health information systems developed by the MoH.

Indonesia has pursued continuous improvements in the national
digital health implementation. To this end, the COVID-19
pandemic accelerated the introduction of national digital health
capacity and raised the number of daily health applications
users, currently exceeding 15 million people [5,6]. Through the
launch of the Blueprint of Digital Health Transformation
Strategy 2024, the government committed to using digital
technology and data for public health to support the realization
of a healthy Indonesia. The priority of Indonesia’s digital health
transformation activities include the integration and development
of health data, the integration and development of application
systems, and the developmet of a health technology ecosystem.
These transformations aimed to collect standardized health data
into a centralized platform named Satu Sehat (One Health Data).
This process began with designing the health data architecture
and interoperability as well as assessing the current
infrastructure and security levels [7].

Implementing such a large-scale digital transformation requires
technical maturity in the health sectors’ information and
communication technology (ICT). The critical factors of ICT
maturity include infrastructure, policies, human capital
development, change management, strategy, leadership,
partnership, and collaboration [8]. In 2017, the MoH used the
Health Metrics Network of the World Health Organization as
the basis for a national digital health strategic framework,
incorporating a holistic approach in planning, developing,
implementing, and evaluating the use of ICT in health services.
The strategic framework contained seven components: (1)
governance and leadership; (2) strategy and investment; (3)
services and application; (4) standards and interoperability; (5)
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infrastructure; (6) legislation, policy, and compliance; as well
as (7) workforce [2,9].

Chanyagorn and Kungwannarongkun [10] developed an ICT
maturity assessment tool to explore ICT readiness in small- and
medium-sized organizations in middle-income countries,
covering both public and private sectors. This assessment tool
was used to evaluate the ability of consumers, businesses, and
governments to use ICT to their advantage; however, this study
assessed ICT maturity in sample governmental public health
services’ facilities and institutions. The most significant aspect
of this tool was the assessment of maturity for various aspects,
as it could be adjusted to reflect best the different mixes of
conditions in middle-income countries like Indonesia. The tool
assessed four main ICT factors: (1) infrastructure, (2) hardware,
(3) software and system information, as well as (4) people and
human resources [10].

Therefore, as part of the digital health development in Indonesia,
it is important to understand the ICT maturity level in services
immediately after the pandemic, as a benchmark for future ICT
initiatives. This study focused its assessment on ICT maturity
across primary health care services and district health offices
in Indonesia, applying the ICT maturity assessment tool for
middle-income countries. To maintain a high level of inclusivity
of services across different geographical regions, the evaluation
of digital health capability was investigated in 9 provinces,
spread over the 5 biggest islands in Indonesia. This study is the
first study to assess the ICT maturity through middle-income
country approaches for public health centers, primary clinics,
and district health offices.

Methods

Data Collection
A cross-sectional survey design involving the ICT maturity
assessment tool for middle-income countries was used in 9
provinces in Indonesia. Targeted stratified sampling was applied
to choose the participants from provinces on the 5 largest islands
in the country. DKI Jakarta, West Java, Banten, and East Java
provinces on Java Island; Aceh province on Sumatra Island;
East Kalimantan province on Kalimantan Island; Central
Sulawesi province on Sulawesi Island; West Nusa Tenggara on
the Nusa Tenggara Islands; and Maluku province on Maluku
and Papua Islands. Provinces chosen on the 5 largest islands
were based on region representativeness and health facility
characteristics, which included urban, rural, and remote areas.

The targeted respondents were representatives of 3 main health
sites in the province, including public health centers

(Puskesmas), primary care clinics (Klinik Pratama), and district
health offices (Dinas Kesehatan Kabupaten/Kota). A letter of
invitation was sent to the targeted province district health office
as the official invitation for an electronic survey and a forum
group discussion (FGD) session. Each participant involved in
the survey and FGD session was selected based on top
management’s assignment to attend the electronic survey and
FGD meeting. To address participant selection and response
biases, all assigned participants from all regions needed to fulfill
the following inclusion criteria: (1) personnel who handled and
oversaw the health information system implementation in each
site, (2) with knowledge of the health information system used
at the health site, and (3) with the ability to communicate with
local staff to complete the survey accurately.

An ICT maturity assessment questionnaire was adopted and
modified, adjusting to the local country’s situation (Multimedia
Appendix 1). The modification was made to the questions of
each ICT subcomponent, especially the organization knowledge
component, software security and document component, and
network security component (Figure 1). A pilot survey test was
conducted with 20 participants to gather feedback from
participants, ensuring the questions were easy to understand,
determining the time required to complete the questionnaire,
and capturing suggestions to improve the assessment form. The
questionnaire (Multimedia Appendix 2) consisted of four
sections: (1)human resources, covering the availability and
capacity of the personnel in using ICT; (2) software and systems,
covering the number of health information systems used, data
reporting in the health information system, troubleshooting, and
maintenance performance; (3) hardware, including the
availability of PCs/laptops, servers, storage, and manual entry
data; and (4) infrastructure, including access to the internet
access, electricity, and physical facility/building (Figure 1).

The survey was conducted by gathering the respondents through
web-based meetings. The process was completed between
February and March 2022. There were 237 respondents divided
into 7 FGDs, with each FGD facilitated by 5 facilitators. The
data were collected through 2 sessions in the meetings, which
took 2.5 hours to complete. The 2 sessions were as follows: (1)
filling out the questionnaires for the quantitative score and (2)
an FGD session to discuss the survey findings and further
explore the assessment results obtained. Each individual
component of the ICT maturity questionnaire was discussed in
more detail to obtain more comprehensive qualitative
information. Discussions were continued until thematic
saturation was reached.

JMIR Med Inform 2024 | vol. 12 | e55959 | p.1386https://medinform.jmir.org/2024/1/e55959
(page number not for citation purposes)

Aisyah et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. The modified components evaluated in the information and communication technology (ICT) maturity assessment.

Data Analysis
The ICT maturity assessment tool consisted of 14 subsections
containing 30 questions (Multimedia Appendix 2). The
participants’ responses to these questions were categorized into
5 levels of digital maturity: (1) initial, (2) basic, (3) good, (4)
best practice, and (5) excellent (Figure 2), with a score of 1
indicating the lowest level of digital maturity (initial) and 5
representing the highest (excellent). The electronic survey
responses were recorded by our team using the Mentimeter
forms database tools, and the FGD results were input into a
table using Microsoft Excel. The scores of each participating

organization, including public health centers, primary care
clinics, and district health offices, were used to determine their
ICT maturity levels. The organization’s score was calculated
and averaged for each province.

The analysis was performed in Microsoft Excel. The scores
from the 4 components were used to produce the mean score.
A comparison analysis at the district and province levels was
also generated. The FGD, held via Zoom, was recorded, and
qualitative information obtained from participants was
categorized based on the ICT component to be summarized as
the FGD results for all provinces.
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Figure 2. Information and communication technology maturity level.

Ethical Considerations
According to the “Exemption” section of the Indonesian MoH’s
National Guidelines and Standards for Ethical Research and
Development in Health (2017), studies are exempted from
review process if there is no/little potential risk/harm arising
from the conduct of the research or when the information
collected is available from the public domain; if they involve
the use of educational tests (cognitive, diagnostic, attitude, and
achievement); and if they involve survey or interview
procedures, or public behavior observations. Research and
demonstrations conducted by or subject to the approval of a
department or agency and designed to study, evaluate, or assess
the benefits of public programs or services, as well as other

goods and services identified in the regulations, are also
exempted from obtaining ethics approval. The original
guidelines are available in Indonesian language of the MoH’s
guidelines (Chapter IIIB, point 2) [11]. The participants’ data
were also anonymized, following the Indonesian MoH’s
National Guidelines and Standards for Ethical Research and
Development in Health (2017), Chapter IIIB, point 2.

Results

The study respondents were 237 in total and included 121
representatives of public health centers, 67 IT staff from district
health offices, and 49 primary care clinic staff (Table 1). The
provinces of East Java, Aceh, East Kalimantan, and West Nusa
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Tenggara had the largest representation among the participating
public health centers, with 27, 17, 15, and 15 public health
centers from each province, respectively. As for the district
health offices, Aceh, West Nusa Tenggara, and East Kalimantan
each had 11, 9, and 9 district health offices, respectively, while
East Java had the highest representation with 13 district health
offices. Notably, representatives from West Nusa Tenggara led
the primary care clinic segment, accounting for 12 primary care

clinics, followed by East Java with 9 primary care clinics and
Aceh with 8 primary care clinics.

On average, the ICT maturity scores were broken down as
follows: 2.71 for human resource, 2.83 for software and systems,
2.59 for hardware, and 2.84 for infrastructure, resulting in an
overall average score of 2.74 (Figure 3). Based on the analysis,
health care providers in Indonesia had an ICT maturity between
basic and good according to the ICT maturity level pyramid.

Table . The study participants.

Subtotal, nPrimary care clinic, nDistrict health office, nPublic health center, nIsland and province

12156Java, DKI Jakarta

245613Java, West Java

8125Java, Banten

3681117Sumatra, Aceh

4991327Java, East Java

3612915Nusa Tenggara, West Nusa
Tenggara

306915Kalimantan, East Kaliman-
tan

212811Sulawesi, Central Sulawesi

215412Maluku, Maluku

2374967121Total
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Figure 3. Information and communication technology maturity scores across four main components at each site.

There were variations in the ICT maturity scores by province
(Figure 4). On average, the ICT maturity score at the district
health offices level was 2.60. Banten Province had the best
overall score (3.00), followed by East Java (2.85), DKI Jakarta
(2.75), and West Nusa Tenggara (2.75). At the public health
center level, the average score was 2.69, with the highest average
score belonging to Jakarta (3.18), followed by West Nusa

Tenggara (2.93) and East Java (2.83). The average ICT maturity
scores at the primary care clinics level were 2.87 for human
resource capability and system management, 2.87 for software
and information systems, 2.90 for hardware, and 3.11 for
infrastructure. The DKI Jakarta province had the highest average
ICT maturity score at the primary care clinic level (3.30),
followed by Banten (3.10) and Aceh (3.05).
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Figure 4. Average scores for the information and communication technology maturity level at (A) district health offices (DHOs); (B) public health
centers (PHCs); and (C) primary care clinics.

Our analysis revealed that the public health centers, primary
care clinics, and district health offices exhibited varying degrees
of maturity across provinces (Figure 5). Important findings
included the human resource scores, where Aceh, Banten, and
Sulawesi had better developed human resource capacities, with
ratings exceeding 3. A total of 9 provinces had scores ranging
from 2 to 3 when it came to software and system maturity; the
only exceptions were the public health centers and primary care
clinics in DKI Jakarta, with scores of 3.54 and 3.38, respectively.
In terms of hardware maturity, the majority of regions scored
between 2 and 3, although some had significantly lower scores
than others, such as Maluku’s district health office (1.67) and
the Puskesmas in Central Sulawesi (1.83). Primary care clinics

typically showed greater maturity in terms of infrastructure,
with an average score of 3 or higher. However, Maluku’s public
health center received a score of 2.06, whereas the district health
offices in Maluku and Central Sulawesi received a lower score,
ranging around 2.

When examining the differences in ICT maturity based on the
location of public health centers, the distribution is evident.
Figure 6 shows a detailed scatter plot graph created with the
ICT maturity assessment scores, indicating differential maturity
levels across urban and remote locations. In terms of human
resources, it is apparent that isolated locations have lower
maturity scores compared to their equivalent urban sites,
although urban and rural areas have different variances. In
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addition, there are significant differences in the software
maturity scores between rural and urban areas. The software
maturity varies in rural areas compared to urban areas, where

the scores are constantly higher. On the other hand, software
maturity varies in remote places.

Figure 5. Information and communication technology maturity assessment score ranges across various provinces and health care levels.
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Figure 6. Information and communication technology maturity scores scatter plot by main components and site locations in the 9 targeted provinces.

The lower scores for the software system maturity indicated
that the facility’s questionnaire responses reflected qualities
that hindered digital transformation or digital maturity. Key
issues identified included the absence of trained or specialized
personnel for data input and IT. Additionally, there was an
excessive number of applications or information systems
mandated by central or local governments. Despite the
abundance of applications, not all were used effectively, and
many lacked interoperability, resulting in data duplication and
increased workloads for health workers. Hardware components
were scored based on several factors, including the reliance on
manual, paper-based methods or computer-based Excel tables
for data input; the insufficient number of personal computers
available for health care services and data input; the type of data

storage used, such as computer-based or cloud-based to
minimize data loss; and the quality and stability of the data
server. For infrastructure, the scores for some regions were
lower due to the poor internet quality in health facilities and the
inconsistent power availability, which was not guaranteed 24
hours a day. In some cases, power outages occured even during
operational hours.

Regional differences in hardware quality were also evident,
with varying degrees of quality found in rural, urban, and remote
locations. While remote areas had challenges due to lower
quality or limits, rural and urban areas generally had higher
standards for hardware quality. The trends seen in hardware
and infrastructure were strikingly comparable, highlighting a
shared tendency between these elements. These findings offer
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important insights into the particular opportunities and problems
in various situations and they portrait an intricate picture of ICT
maturity across various geographies. Additionally, these findings
highlight specific area characteristics, which may aid the
government in deciding appropriate approaches for ensuring
the effective implementation of digital health services in these
areas.

In addition to assessing digital maturity through scoring, we
conducted FGDs, the findings of which highlighted a number
of staffing- and human resources–related issues. First, there
were people in the health care facilities and district health offices
with a variety of backgrounds, but not all of them were IT
literate. Second, data input was typically done by health officials
or health workers; these staff members lacked professional IT
certification or training. Third, data analysis was usually
performed by nurses and staff at health centers due to a shortage
of professionals with necessary capabilities. Fourth, a large
number of different unintegrated health information systems
added to the burden of data reporting. Lastly, the lack of hiring
civil servants to fill the paucity of IT professionals with
computer knowledge was a further obstacle.

In terms of software and information systems, issues included
frequent system disruptions, poor system performance, and
operational difficulties. The largest issue with software was the
sheer number of health information systems that required data
input but were not interoperable. For instance, a question about
immunization status appeared in two existing systems: the
system for tracking toddlers’ nutritional status and the
immunization system. As there were no data integration in place,
health care personnel were forced to continually enter the same
data into multiple systems as a result of this redundancy.

The complexity was further increased by the ongoing addition
of new applications from numerous sources, such as the MoH,
other governmental organizations, or municipal governments.
These applications frequently demanded a lot of data entry,
which made data management quite difficult. Furthermore, the
prevalence of paper-based reporting techniques persisted even
in the face of digital alternatives. These difficulties highlight
the need for more efficient and integrated solutions in the health
care industry by impeding the overall simplification of data
entry and system operations.

Numerous hardware-related issues emerged during the FGDs.
Program managers frequently had to use their own laptops
because their public health centers did not have enough
resources. Despite the fact that the office had multiple
computers, they were for shared use and in some subdistricts,
the computers were limited and used only for the registration
and administrative sections. In others, there were only 2-5
computers available to fulfill the management requirements of
the entire public health center. Staff members occasionally used
their personal laptops for data reporting. Furthermore, there
were service recording delays due to PC storage limits. In
addition, operational difficulties were exacerbated when
individuals’ PCs experienced slowness or malfunctions and
when data storage was not centralized but rather restricted to
individual PCs without cloud backup.

Regarding infrastructure, the intermittently weak signal on
Wi-Fi and internet-connected devices in several places was
mentioned. The employees routinely used Wi-Fi, but they
frequently ran into network issues. Consequently, all reporting
needed to be completed manually in certain locations or by
using personal mobile data or paper-based data collection.
Moreover, server outages occasionally caused delays or even
entirely stopped the data recording process. Additionally, there
was no dedicated data storage, thus data were at risk during
sporadic power outages, which were particularly problematic
in situations such as wildfires.

Discussion

Principal Findings
The analysis of ICT maturity in Indonesia’s care providers
reveals an overall average score of 2.74, indicating maturity
between basic and good levels, aligned with the ICT maturity
level pyramid. Variations exist across provinces and health care
levels, with Banten Province exhibiting the highest overall score.
The DKI Jakarta Province stands out with superior scores at the
public health center and primary care clinic levels. Disparities
in human resource, software, hardware, and infrastructure
maturity exist between provinces and health care levels, with
rural areas generally lagging behind urban areas. These findings
underscore the importance of tailored strategies to address
regional disparities and enhance digital health service
implementation effectively.

The ICT maturity level has the potential to affect the quality of
national health services, with the highest impact felt in
middle-income countries. Excellent ICT maturity can lead to a
good digital health implementation and potentially contribute
to the improvement of health care, such as quality of care,
supplies and logistics, training and communication, community
engagement and participation in health services, as well as the
availability and use of routine data by decision-makers [12-14].
The current research provides a snapshot of the ICT maturity
in several health care services across Indonesia and explores
factors that would require further attention.

The results of the questionnaires show the variety of ICT
maturity among provinces, districts, and health facilities, with
variations in critical components, such as human resource
capabilities, software and information systems, hardware, and
infrastructure. These disparities not only indicate the different
provinces’ ICT readiness but also highlight potential areas for
improvement and development to enhance health care service
delivery and information management in each respective region.
Understanding these variations is crucial for devising targeted
strategies to address specific ICT-related challenges and
opportunities within the health care system across diverse
geographical locations.

The development of ICT in Indonesia is facing tough challenges
due to the country’s geography, consisting of thousands of
islands and many cultures, affecting educational, social, and
economical aspects in the country. Moreover, Indonesia as an
archipelago has many remote areas where telecommunication
and internet service providers cannot develop the sufficient
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infrastructure; as such, these areas are unavoidably
underrepresented [14-16]. Indonesia ranked 111 on the 2017
ICT Development Index, falling behind other countries in
Southeast Asia like Singapore (ranking 18), Brunei Darussalam
(ranking 53), Malaysia (ranking 63), Thailand (ranking 78), and
Philippines (ranking 101) [17].

Regarding human resources, often staff members do not have
adequate digital literacy, and yet are required to report using IT
processes, as it was also indicated in our work [18,19].
Moreover, there is a shortage of staff with computer expertise
and insufficient data management training opportunities to
mitigate this issue. The same is described in Malaysia, where
challenges related to human resources include workload,
readiness, skills, and user dependency. Additionally, tasks often
require health workers to focus on mining data, instead of
improving service provision [20-23].

Indonesia also faces a mind shift challenge for staff, as the
plurality of overlapping systems comes against a context of
well-established manual data collection, using paper or status
books. In contrast, frequent input of overlapping variables across
multiple software, adds to the work burden of individual health
care staff and makes the digital health process inefficient.
Countries in sub-Saharan Africa have also faced a similar
challenge: they documented 738 distinct digital health
interventions at different levels of functioning in the sub-Saharan
African region over the past 10 years. One in 5 of those did not
have a link to any health service outcomes, and only half could
be classified as “established” at the end of the study period.
Two of every 3 were focused solely on solutions for a single
health care activity, limiting integration [20]. This aspect has
not been researched as yet for the countries neighboring
Indonesia.

The existence of infrastructure remains the main challenge in
developing and implementing e-governments in middle-income
countries [24,25]. In the health care industry, the continuity of
using ICT in daily and routine operations depends on the
availability of a robust IT infrastructure. Unfortunately, many
middle-income countries lack the necessary infrastructure to
support digital health, specifically telecommunication and
electricity networks coverage [25-27]. This is also supported
by other studies that found that IT systems used in the health
care industry would only be optimal, effective, and efficient
when adequate facilities and infrastructure supported them
[28-31].

The discrepancies in infrastructure availability across the
provinces in Indonesia directly affect a stable internet
connection. Frequent internet signal downtime, network
problems, poor connection, and insufficient computer
availability, including the lack of electricity supplies in some
remote areas, were found in this study, showing the need for
further improvements in technology infrastructure and facilities.
This lack and instability of IT infrastructure, such as the
limitation of internet access, electricity supply, and availability
of computers, is common across low- and middle-income
countries, as similar findings were described for Brazil,
sub-Saharan Africa as a whole, Sierra Leone, and Tanzania
[32-36].

These findings are crucial for gaining a better understanding to
support the Indonesian health technology transformation
mentioned in the Blueprint of Health Transformation Strategy
2024. The foundation to transform the health systems lies in
having a solid platform architecture design and infrastructure
to implement integrated and interoperable health systems. The
blueprint highlighted the plan to integrate all electronic medical
record systems from public health centers, hospitals, primary
care clinics, and laboratories into the Satu Sehat platform and
to adopt the Satu Sehat standard. This study showed that to
support the implementation of digital health transformation, the
government should identify the gap; map the area based on
capacity; and provide assistance to improve the software,
hardware, infrastructure, and human resource capacity,
especially in areas with lower ICT maturity scores.

Strengths and Limitations
The strengths of the study involve exploring ICT maturity in
Indonesia, engaging several health care service sites (ie,
Puskesmas, clinics, and health departments). Furthermore, the
results of the FGDs provided a more detailed overview of the
challenges related to the four assessed components, thus
highlighting areas for future improvements to support the
ongoing digital transformation of health care.

The limitations of the study are as follows: (1) the involvement
of public health centers and primary clinics in the study was
limited in each province and perhaps not entirely representative,
although health departments involved in the study represented
80%‐90% of the 9 targeted provinces and districts; (2) other
health care facilities, such as hospitals, laboratories, and
pharmacies, were not involved in this study, and as such,
additional aspects of needs or challenges may exist that have
not been highlighted as yet; this may have implications for the
representativeness of health care data users by volume; (3) the
representativeness based on infrastructure distribution and
regional characteristics (eg, urban, rural, remote, and very
remote regions) should be viewed only as indicative, as health
care services from more remote rural regions are less likely to
have access to stable internet connection, and thus, unable to
complete such questionnaires distributed by digital channels;
(4) the respondents’ capacity can influence data completeness,
and thus, it will be useful for future iterations if staff
representing more functions of the health care centers are able
to complete the questionnaire.

Conclusions
This study investigated for the first time the variations of ICT
maturity across the health care systems (eg, public health
centers, primary clinics, and district health offices) in 9
provinces in Indonesia, underscoring the diversity in ICT
implementation and readiness. The maturity of ICT use was
influenced by several critical components, specifically enhancing
human resources, ensuring infrastructure, the availability of
supportive hardware, and optimizing information systems. The
findings of this study are in line with similar studies in other
middle-income countries in the world. Our results demonstrate
that to attain ICT maturity in health care services in Indonesia,
it is imperative to address all of the above aspects, as each
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represents ongoing needs and has been shown to be equally important and necessary in the field.
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Abstract

Background: To ensure interoperability, both structural and semantic standards must be followed. For exchanging medical
data between information systems, the structural standard FHIR (Fast Healthcare Interoperability Resources) has recently gained
popularity. Regarding semantic interoperability, the reference terminology SNOMED Clinical Terms (SNOMED CT), as a
semantic standard, allows for postcoordination, offering advantages over many other vocabularies. These postcoordinated
expressions (PCEs) make SNOMED CT an expressive and flexible interlingua, allowing for precise coding of medical facts.
However, this comes at the cost of increased complexity, as well as challenges in storage and processing. Additionally, the
boundary between semantic (terminology) and structural (information model) standards becomes blurred, leading to what is
known as the TermInfo problem. Although often viewed critically, the TermInfo overlap can also be explored for its potential
benefits, such as enabling flexible transformation of parts of PCEs.

Objective: In this paper, an alternative solution for storing PCEs is presented, which involves combining them with the FHIR
data model. Ultimately, all components of a PCE should be expressible solely through precoordinated concepts that are linked
to the appropriate elements of the information model.

Methods: The approach involves storing PCEs decomposed into their components in alignment with FHIR resources. By
utilizing the Web Ontology Language (OWL) to generate an OWL ClassExpression, and combining it with an external reasoner
and semantic similarity measures, a precoordinated SNOMED CT concept that most accurately describes the PCE is identified
as a Superconcept. In addition, the nonmatching attribute relationships between the Superconcept and the PCE are identified as
the “Delta.” Once SNOMED CT attributes are manually mapped to FHIR elements, FHIRPath expressions can be defined for
both the Superconcept and the Delta, allowing the identified precoordinated codes to be stored within FHIR resources.

Results: A web application called PCEtoFHIR was developed to implement this approach. In a validation process with 600
randomly selected precoordinated concepts, the formal correctness of the generated OWL ClassExpressions was verified.
Additionally, 33 PCEs were used for two separate validation tests. Based on these validations, it was demonstrated that a previously
proposed semantic similarity calculation is suitable for determining the Superconcept. Additionally, the 33 PCEs were used to
confirm the correct functioning of the entire approach. Furthermore, the FHIR StructureMaps were reviewed and deemed
meaningful by FHIR experts.

Conclusions: PCEtoFHIR offers services to decompose PCEs for storage within FHIR resources. When creating structure
mappings for specific subdomains of SNOMED CT concepts (eg, allergies) to desired FHIR profiles, the use of SNOMED CT
Expression Templates has proven highly effective. Domain experts can create templates with appropriate mappings, which can
then be easily reused in a constrained manner by end users.

(JMIR Med Inform 2024;12:e57853)   doi:10.2196/57853
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Introduction

Background
The growing digitization of medical records has led to an
increase in patient data available for health care analysis. These
data must be utilized to improve medical care and offer more
personalized treatments. However, to accomplish this, the ability
to automatically exchange and process data between different
systems is essential. This requires not only technical
compatibility but also semantic interoperability, ensuring that
the data’s meaning is preserved when transferred to another
system. The ability to exchange and utilize data across different
systems is crucial for fully leveraging digital medical records
and improving patient care [1].

To ensure semantic interoperability, it is essential to follow both
structural and semantic standards. Structural standards specify
the syntax for accessing data fields within information models.
In recent years, the newly developed HL7 (Health Level 7)
standard, FHIR (Fast Healthcare Interoperability Resources),
has gained international recognition due to its emphasis on
simplified implementation and the use of modern technologies
[2]. Semantic standards, by contrast, involve terminologies that
use language-independent codes to represent the meaning of
data in an interoperable manner. SNOMED CT is widely
recognized as the most comprehensive medical terminology for

enhancing semantic interoperability [3]. In 2021, Germany
acquired a national license for SNOMED CT, leading to
increased interest and usage of the terminology. SNOMED CT
concepts are now being integrated into data modeling efforts,
such as the Medical Information Objects by the German National
Association of Statutory Health Insurance Physicians (NASHIP)
[4] and the core data set of the Medical Informatics Initiative
(MII) [5]. The use of SNOMED CT, which contains over
350,000 concepts, aims to provide a machine-readable
interlingua that minimizes coding issues specific to different
countries and medical fields. However, due to the complexity
of natural language, not all medical situations can be accurately
coded using SNOMED CT’s extensive set of precoordinated
concepts. To address this and avoid a rapid increase in the
number of new concepts, SNOMED CT, unlike many other
vocabularies, supports postcoordination. This feature allows
the combination of precoordinated concepts into new
expressions using a formal grammar.

Therefore, postcoordination is a unique feature that significantly
enhances the precision of medical documentation and greatly
increases SNOMED CT’s expressive power. However, the
adoption of postcoordination has been slow due to various
challenges. While some of these obstacles have already been
addressed [6-9], integrating postcoordinated expressions (PCEs)
into the electronic health records of legacy hospital information
systems remains difficult for several reasons (Textbox 1).

Textbox 1. Obstacles to integrating postcoordinated SNOMED Clinical Terms expressions into electronic health records.

• Adherence to familiar data structures

Medical circumstances are usually documented using individual codes, and there are established methods for storing and processing these codes.
While restrictions such as length-limited data types can be managed with simple codes, they pose challenges when dealing with arbitrarily large formal
expressions, such as postcoordinated expressions (PCEs). This has led to concerns about the practicality of using PCEs [10].

• Lack of technical support

The technical handling of PCEs is inherently complex, requiring at a minimum a description logic reasoner and the implementation of several formal
specifications, such as the Concept Model, Compositional Grammar, and Expression Constraint Language, as defined by SNOMED International [3].
While specialized terminology servers can help alleviate the implementation burden, currently only the CSIRO (Commonwealth Scientific and
Industrial Research Organization) Ontoserver [11] supports postcoordination [12].

• Difficulties with FHIR (Fast Healthcare Interoperability Resources) search

When searching for information in FHIR resources, postcoordination is supported only if the exact same PCE has been explicitly and previously
defined in a FHIR CodeSystem supplement. These supplements enable the extension of the standard FHIR CodeSystem for SNOMED CT with a
collection of PCEs (eg, for value set definitions), but they do not support the recording of PCEs in a patient’s electronic health record.

Given that these challenges are unlikely to be resolved in the
short term, a different approach is needed to ensure
interoperability between systems that support postcoordination
and those that do not. Consequently, this paper will present an
alternative representation of PCEs.

It has long been recognized that there is significant overlap
between the scopes of structural and semantic standards, leading
to unclear responsibilities and potentially ambiguous
representations of medical facts, as well as inconsistent
redundancies. This issue, known as the TermInfo problem
[3,13-15], largely arose from the independent development of

these standards, which resulted in mutual coverage of the same
data elements (Figure 1). SNOMED CT’s postcoordination
capability further blurs the distinction between structure and
semantics, potentially exacerbating the existing problem.
However, PCEs are fully interpretable, allowing the information
components they contain to be identified and flexibly
disassembled. Building on extensive knowledge from previous
projects [6,16-18] and the current integration of SNOMED CT
with FHIR, the authors propose PCEtoFHIR—an application
designed to decompose PCEs for storage as FHIR resources in
a manner that preserves their meaning.
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Figure 1. TermInfo: The same medical fact can be represented using either the terminology (left side) or the information model (right side) more
heavily.

Related Work
Although there is a growing body of literature on the
postcoordination of SNOMED CT concepts [6,16,19-21], a
literature search revealed no existing publications specifically
addressing the storage of PCEs in FHIR resources. However,
a Health Level Seven International (HL7) working group is
addressing this topic and provides several resources. For selected
FHIR resources, such as Condition and Observation, mappings
of some SNOMED CT attributes to FHIR are currently available
(see [22] and [23]). Additionally, the Confluence pages
“SNOMED on FHIR” (“Bindings to FHIR Clinical Resources”)
[24] outline various options for mapping SNOMED CT
attributes to FHIR while avoiding semantic overlaps. The
information from these documents is considered in our work.

Additionally, some papers discuss the use of SNOMED CT in
combination with standardized information models based on
the HL7 Reference Information Model (RIM), HL7 Clinical
Document Architecture, and HL7 FHIR resources. For instance,
a project by Perez-Rey et al [25] focused on linking the normal
form of precoordinated SNOMED CT concept definitions,
normalizing SNOMED CT concepts, and binding them to HL7
RIM classes. This approach could potentially be extended to
PCEs. However, the HL7 version 3 standard has not been widely

adopted due to its complexity [1]. A project by
Arguello-Casteleiro et al [26] addressed mapping precoordinated
SNOMED CT concepts or PCEs from Consolidated Clinical
Document Architecture to FHIR resources. While the objectives
of this approach are similar to those of our work,
Arguello-Casteleiro et al focused heavily on ontology. By
contrast, our work primarily utilizes the widely adopted FHIR
and SNOMED CT native specifications. Additionally, the
specific ocular diseases examined by Arguello-Casteleiro et al
pertain to a very narrow subset of SNOMED CT expressions.
Further, the publication by Arguello-Casteleiro et al does not
provide information on the extent to which all the data included
in the PCEs can be transferred into the FHIR representation.

Methods

Overview
This work aims to develop and implement an approach that
enables the storage of a SNOMED CT PCE within FHIR
resources using only precoordinated codes. In this alternative
representation, the PCE will be decomposed into precoordinated
concepts, which can then be stored in appropriate elements of
corresponding FHIR resources. An overview of the proposed
approach is shown in Figure 2.

Figure 2. The decomposition of a PCE into elements of (profiled) FHIR resources consists of 4 steps. FHIR: Fast Healthcare Interoperability Resources;
OWL: Web Ontology Language; PCE: postcoordinated expression.

A PCE, once verified for syntactic and semantic correctness,
serves as the input. This PCE can be classified within SNOMED
CT using the Web Ontology Language (OWL) and a reasoner,

allowing for the identification of its direct supertype ancestors.
Among these concepts, the most similar one to the PCE is
selected as the Superconcept. The Delta is then calculated
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between the Superconcept and the PCE, encompassing all the
information in the PCE that is not represented by the
Superconcept. In the final step, suitable elements of
corresponding FHIR resources must be identified to store the
information of the Superconcept and the Delta. To facilitate
this, FHIR StructureMaps that define these associations on a
general level need to be created in advance.

Validation of PCE
To ensure that flexible PCEs can be accurately interpreted and
evaluated, they must adhere to the syntactic requirements of the
Compositional Grammar and the semantic rules of the Concept
Model defined by SNOMED International. In the initial step,
the input PCE is checked for syntactic and semantic correctness
using the HL7 FHIR service $validate-code and Ontoserver.
Ontoserver, a FHIR-based terminology server provided by the
Australian Commonwealth Scientific and Industrial Research
Organization (CSIRO), supports and facilitates working with
key coding systems such as SNOMED CT and LOINC (Logical
Observation Identifiers Names and Codes) [11]. Additionally,
Ontoserver provides an integrated description logic reasoner
and full support for SNOMED CT postcoordination, enabling
PCE validation directly on the Ontoserver [11]. Only if a PCE
is both syntactically and semantically correct will the process
automatically proceed to the next steps.

Determining Superconcept Candidates
OWL serves as an exchange format for ontologies and is used
here to determine the ancestors of a PCE. OWL allows for the

representation of complex knowledge about concepts and their
interrelationships [27,28]. SNOMED CT can also be represented
as an OWL ontology, with the definitions of individual
SNOMED CT concepts provided as OWL expressions in the
monthly release packages of SNOMED CT, alongside other
formats [29].

To obtain SNOMED CT as an OWL ontology, the SNOMED
OWL Toolkit [30] was used in the Release Format 2 of the
International Edition, dated 2023-04-30 [31]. The generated
ontology includes, among other components, precoordinated
SNOMED CT concepts and their definitions in functional
syntax.

PCEs, by contrast, are based on the syntax of the Compositional
Grammar. Therefore, a PCE must be transformed into an OWL
ClassExpression for further processing. For each component of
the PCE, the corresponding OWL counterpart is determined
based on the existing concept definitions, as shown in Table 1.
An algorithm utilizing the Java (Oracle Corporation) library
OWL API [32] is developed to automate this transformation.
The result of the algorithm is an OWL ClassExpression
structured similarly to the OWL ClassExpressions created by
SNOMED International for SNOMED CT concept definitions.
An exemplary OWL expression for a PCE is shown in Figure
3, with Fully Specified Names added for improved readability.
The symbol “:” serves as a placeholder for the defined
namespace, which in this case is “http://snomed.info/id/” [29].

Table 1. Various OWLa constructs are used for the representation of the components of a PCEb. While the components in the first 2 rows are exclusively

used in the native OWL ontology of SNOMED CTc, the OWL constructs below are also used for the transformation of PCEs.

OWL constructPCE component

OWL ClassSNOMED CT concept

OWL ObjectPropertySNOMED CT attribute, attribute value: SNOMED CT concept

OWL ObjectIntersectionOfLinking of ungrouped attribute relationships

OWL ObjectIntersectionOfLinking between individual attribute relationships in a Role Group

OWL ObjectIntersectionOfLinking between focus concept and all attribute relationships of ungrouped
attributes and Role Groups

OWL ObjectSomeValuesFromAttribute relationship of attribute and SNOMED CT Identifier as attribute
value

OWL ObjectSomeValuesFromAll grouped attribute relationships and Role Group Identifier

aOWL: Web Ontology Language.
bPCE: postcoordinated expression.
cSNOMED CT: SNOMED Clinical Terms.
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Figure 3. PCE on the left side and the associated OWL ClassExpression based on functional syntax on the right side. OWL: Web Ontology Language;
PCE: postcoordinated expression.

In the next step, the previously formed OWL ontology of
SNOMED CT, the created PCE-specific OWL ClassExpression,
and a description logic reasoner are used to classify the PCE
within the existing SNOMED CT hierarchy. A reasoner
generates new knowledge through logical inferences from the
existing content of an ontology, such as determining
superrelationships between concepts [27]. In this work, the ELK
reasoner is used because it is one of the few reasoners capable
of handling the extensive SNOMED CT ontology [33].

The direct ancestors of PCEs are determined using the ELK
reasoner with the Java library elk-reasoner [33]. This process
identifies at least one OWL Class corresponding to a
precoordinated SNOMED CT concept. All identified
precoordinated SNOMED CT concepts are considered potential
Superconcept candidates.

Choosing Superconcept

Overview
One of the previously identified Superconcept candidates must
be selected as the Superconcept. The Superconcept is the
precoordinated SNOMED CT concept that most closely
resembles the PCE, covering the largest portion of the

information contained within the PCE compared with any other
precoordinated SNOMED CT concept.

Semantic Similarity Measure
To identify the most similar concept, the semantic similarity
between concepts is assessed. This measure calculates the
taxonomic proximity between two elements within a knowledge
base, such as SNOMED CT. Higher semantic similarity
indicates that the two elements are more closely related [34].

While several semantic similarity measures have been proposed
in the literature, this work uses a path-based approach developed
by Sánchez and Batet [34]. This method is specifically designed
for large knowledge bases with a subtype-relationship–based
polyhierarchy, such as SNOMED CT [34]. The equation for
the calculation is as follows:

where T(ci) is the set of all ancestors of a concept ci and the
concept ci itself. To calculate the semantic similarity between
two concepts c1 and c2, the ratio between the set of nonshared
ancestors (nominator) and the union of all ancestors of both
concepts (denominator) is considered [34].
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In our work, the semantic similarity between the classified PCE
and each of its Superconcept candidates needs to be calculated.
Therefore, the equation is modified as follows: with ci being one of the Superconcepts. The calculated

similarities for the exemplary PCE are shown in Table 2.

Table 2. To choose the most fitting Superconcept, the semantic similarity between the PCEa and each of its Superconcept candidates is calculated using
the measure proposed by Sánchez and Batet [34]. The previously introduced exemplary PCE shares a larger ratio of ancestors with Allergic reaction
caused by tree nut than with Swelling. Thus, the former leads to a higher semantic similarity and is determined as Superconcept.

Semantic similarityUnion of all ancestorsNonshared ancestorsSuperconcept candidates

2.10308Allergic reaction caused by tree nut

0.103029Swelling

aPCE: postcoordinated expression.

Implementation
An algorithm was developed to select the most suitable (ie, the
most semantically similar) SNOMED CT concept from the
Superconcept candidates. The calculation of semantic similarity
is based on the graph-based approach by Sánchez and Batet
[34], as described above. To achieve this, SNOMED CT must
first be transformed into a directed acyclic graph (DAG). The
DAG was constructed by algorithmically processing the Release
Format 2, version 2023-04-30 [31], of SNOMED CT using the
Python (Python Foundation) library NetworkX [35]. In the

resulting graph, SNOMED CT concepts are represented as
nodes, while their relations, including relation types, form the
connecting edges.

To enable semantic similarity calculation, the PCE must be
temporarily inserted into the DAG. For this purpose, a node
called “pce” is introduced into the graph as a subnode of its
focus concept and the previously determined Superconcept
candidates (Figure 4). The algorithm iterates over the individual
attribute values of the PCE and inserts edges between these
attributes and the “pce” node.

Figure 4. The PCE is represented as a subconcept of its focus concept and the Superconcept candidates. It also has edges to its attribute values. PCE:
postcoordinated expression; SNOMED CT: SNOMED Clinical Terms.

Next, the semantic similarity between the PCE and all potential
Superconcept candidates is calculated based on the DAG. The
Superconcept candidate with the highest semantic similarity
describes the PCE most accurately among all precoordinated
SNOMED CT concepts. This concept is then defined as the
Superconcept.

Determining Delta
Although the Superconcept is the most similar precoordinated
concept available in SNOMED CT, it does not cover all the
information contained within the PCE. Therefore, the missing
parts of information, referred to as the “Delta” between the PCE
and the Superconcept, need to be determined. This is achieved

using a graph-based approach, where both the attribute relations
of the PCE and those of the Superconcept are represented in
separate graphs. To facilitate merging later, a dummy root node
with the same name is introduced into both graphs. Next, the
attribute relations of the PCE and the Superconcept are added
as nodes and connected via edges, as shown on either side of
Figure 5. The Delta is then calculated by subtracting the edges
of the Superconcept graph from the PCE graph. This process
eliminates all equivalent components present in both graphs,
leaving only the attribute relationships that are not or not
precisely represented in the Superconcept graph (see the Delta
graph in the middle of Figure 5).
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Figure 5. When calculating the delta, the graph of the Superconcept is subtracted from that of the PCE. The determined edges contain attribute relations
that were not covered by the Superconcept but are necessary for the precise representation of the PCE. PCE: postcoordinated expression.

Mapping to FHIR Elements
In the final step, the Superconcept and the Delta must be stored
as precoordinated concepts in suitable FHIR elements. This can
be accomplished using either the base FHIR resources from
HL7 or more specific FHIR profiles. FHIR profiles are
customized versions of FHIR resources tailored to national
characteristics, legislation, or specific use cases [35].

In our work, 2 sets of FHIR profiles were considered as target
representations for the mapping:

• profiles of the NASHIP (version 1.4.0, based on FHIR R4)
[4] and

• profiles of the core data set of the German MII (version
1.0, based on FHIR R4) [5].

To accurately map a decomposed PCE to these profiled FHIR
resources, mapping rules are required to align its Superconcept
and Delta with the appropriate FHIR elements. As PCEs are
often highly individualized, they can be categorized according
to their focus concept, attribute relationships, and SNOMED
CT Expression Templates. Consequently, it is not necessary to
define a mapping rule for each PCE; instead, PCEs with similar
content can be mapped using a uniform set of rules.

To demonstrate the applicability of our approach, we consider
5 content categories of PCEs from the top-level hierarchies
Procedure and Clinical finding. These categories include
General procedures for Procedure and Allergies, Diseases due

to allergy, Allergic reactions, and General clinical findings for
Clinical finding. To ensure the unambiguous assignment of
PCEs, SNOMED CT’s Expression Constraint Language (ECL)
is used to formally define the scope of each category, creating
pairwise disjoint partitions of the two hierarchies.

For each combination of 1 of the 5 content categories and either
of the 2 sets of target representations, mapping rules are
manually defined based on the respective Expression Templates
[36], concept definitions of related precoordinated concepts,
existing documents (as described in the “Related Work” section),
and the author’s expertise. These rules are formally transcribed
into FHIR StructureMaps (R4) [37] using the Java library HAPI
FHIR [38]. The resulting 10 FHIR StructureMaps are stored on
a local HAPI FHIR server [39].

An excerpt of the FHIR StructureMap for the category “Allergic
reaction” and the NASHIP profiles is shown in Figure 6. Each
StructureMap contains exactly a single “rule” entry for the
Superconcept and each relevant attribute relationship for the
category. The mapping rule’s “source” is either the string
“Superconcept” or the SNOMED CT identifier of the respective
attribute. For the “target” element, FHIRPath is used to traverse
the FHIR resources and explicitly identify the correct
subelement [2]. Illustrated in orange in Figure 6, the mapping
of the attribute “Causative agent” (“246075003”) to the
FHIRPath AllergyIntolerance.code is exemplified. This specifies
that the attribute value associated with the PCE should be stored
in the code element of the AllergyIntolerance resource.
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Figure 6. Extract of the FHIR StructureMap for allergic reactions in JSON format. It contains an entry for each SNOMED CT attribute and the
Superconcept as well as references and names of the profiles. FHIR: Fast Healthcare Interoperability Resources; SNOMED CT: SNOMED Clinical
Terms.

Apart from the central mapping rules, some further information
is included in the FHIR StructureMaps.

If necessary, references between FHIR elements and resources
are indicated (Figure 6, in pink). Additionally, the FHIR
resources associated with the FHIRPath entries are mapped to
the names of the respective profiles (Figure 6, in green).

With these general preparations completed, individual
decomposed PCEs can now be mapped to appropriate FHIR
resources. First, the PCE is assigned to 1 of the 5 content
categories by identifying the subsuming subset using the ECL
definitions and Ontoserver. Based on the category and desired
target representation, the correct FHIR StructureMap is selected.
The mapping rules in the StructureMap are then automatically
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applied to the PCE’s Superconcept and Delta, determining the
combinations of FHIR elements and precoordinated SNOMED
CT concepts needed for the alternative representation.

Ethics Approval
This research neither involves human nor animal subjects so
ethics approval was not required.

Results

Web Application
Bringing all the previously explained preliminary considerations
and processing steps together, a web application called
“PCEtoFHIR” was developed (Figure 7). This single-page web
application was built using Angular (version 15.2.2; Google
LLC/Alphabet Inc.) and the Java framework Spring Boot
(version 2.7.2; Java version 17).

Figure 7. Excerpt of the web application PCEtoFHIR. FHIR: Fast Healthcare Interoperability Resources; PCE: postcoordinated expression.

An excerpt of the web application is shown in Figure 7. After
the entered PCE has been checked for syntactic and semantic
correctness, the Superconcept candidates, the Superconcept,
and the Delta are determined automatically. This information
is displayed to the user in the “Determine Super Concept and
Delta” section. The Superconcept and Delta are then mapped

to FHIR elements according to the category-specific FHIR
StructureMaps. The appropriate StructureMap is automatically
determined for the PCE based on its content category and the
desired mapping target is selected in a combo box. Figure 6
illustrates the target mapping category “KBV-Basisprofile”
(KBV Base Profiles; Kassenärztliche Bundesvereinigung [KBV]
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is the German abbreviation for the NASHIP). Using the
StructureMap’s mapping rules, the FHIRPaths, corresponding
SNOMED CT concepts, required references, and profile names
are displayed and can be copied to the clipboard or downloaded
as a text file. This information is shown in Figure 7 in the section
“Mapping to elements of FHIR resources.”

The source code of PCEtoFHIR, the created FHIR
StructureMaps, and all validation results as described in the
following paragraphs are available on GitHub [40].

Determining Superconcept Candidates
To ensure the correct functionality of the algorithm for
generating OWL ClassExpressions, validation was performed
with 600 randomly selected precoordinated SNOMED CT
concept definitions. These definitions, from the monthly release
2023-04-30 [31], were initially examined for diverse structures
and then transformed into OWL ClassExpressions using
PCEtoFHIR’s regular algorithm. The generated OWL
ClassExpressions was compared with the official OWL
ClassExpressions of the concepts, available as part of the same
SNOMED CT release, as reference data.

The comparison involved checking whether the OWL
ClassExpressions matched syntactically and semantically. Focus
concepts were excluded from the semantic validation because
the reference data’s OWL ClassExpressions are based on Stated
Concept Definitions, while our approach uses Inferred Concept
Definitions. Thus, the validation focused solely on whether the
focus concepts were syntactically in the correct position within
the OWL ClassExpression.

In summary, the comparison revealed no discrepancies between
the OWL ClassExpressions generated by PCEtoFHIR and those
from the reference data.

Choosing Superconcept
As described previously, a path-based measure by Sánchez and
Batet [34] is applied to calculate semantic similarity in our work.
A preliminary analysis was conducted to ensure both the
theoretical and practical applicability of this measure.

SNOMED CT’s most striking characteristics include its reliance
on subtype relationships and the resulting, heavily interwoven
polyhierarchy. Using a path-based approach that incorporates

each concept’s ancestors, these central features are prioritized.
While several path-based semantic similarity measures are
available [34], they mostly rely on the shortest path between
concepts [41-44]. Sánchez and Batet [34] argue that in large
knowledge bases such as SNOMED CT, a concept inherits
information from several hierarchies and is connected to many
concepts simultaneously. Therefore, considering only the
shortest path is insufficient.

In their proposed measure, Sánchez and Batet [34] consider the
ratio between the set of nonshared ancestors and the set of all
ancestors of both concepts. Adapted to our approach, this means
that for the PCE and each of its Superconcept candidates, all
ancestors in the SNOMED CT hierarchy are determined, and
the ratio is calculated. Thus, this measure is applicable in
principle.

To evaluate if the calculated values are reasonable beyond that,
a practical validation by means of an exemplary sample was
done in succession. For 33 PCEs taken from a publication by
Kate [45] (see detailed explanation in the “Overall Evaluation
With Existing PCEs” section), the most similar Superconcept
candidate was determined manually and compared with the
Superconcept calculated by PCEtoFHIR via Sánchez and Batet’s
semantic similarity measure. In 76% (25/33) of the cases, the
same Superconcept was chosen [34]. An analysis of the
remaining 24% (8/33) revealed that different information
components within the PCE were prioritized during
Superconcept selection (eg, favoring localization over procedure
type), but the divergent choices made by the algorithm were
considered plausible. Consequently, the measure by Sánchez
and Batet [34] was found to be feasible for Superconcept
determination and is therefore used to calculate semantic
similarity in this work.

Mapping to FHIR Elements
As previously described, the Basisprofile of the NASHIP
(version 1.4.0) [4] and the profiles of the Core Data Set of the
MII (version 1.0) [5] were used for mapping to the FHIR
profiles. To illustrate the mapping, 5 categories were considered.
For each category and profile type, a FHIR StructureMap was
created, resulting in a total of 10 FHIR StructureMaps. Table
3 shows the FHIR resources used for the mapping.
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Table 3. Utilization of different FHIRa resources per profile type, organized by content category.

FHIR resourcesCategory and profile type

Allergies

AllergyIntoleranceNASHIPb

Condition, ObservationMIIc

Disease due to allergies

AllergyIntolerance, ConditionNASHIP

Condition, ObservationMII

Allergic reaction

AllergyIntolerance, ConditionNASHIP

Condition, ObservationMII

Clinical finding (general)

AllergyIntolerance, ConditionNASHIP

Condition, ObservationMII

Procedure

ProcedureNASHIP

ProcedureMII

aFHIR: Fast Healthcare Interoperability Resources.
bNASHIP: National Association of Statutory Health Insurance Physicians.
cMII: Medical Informatics Initiative.

For the category of general Clinical finding, the FHIR
StructureMaps include mappings for the Superconcept and the
following 5 SNOMED CT attributes: Causative agent, Finding
site, Associated morphology, Pathological process, and Clinical
course. In addition to the 5 SNOMED CT attributes, the
following attributes were considered for the remaining Clinical
finding categories focusing on allergies: Has realization,
Occurrence, and Due to. Furthermore, for the hierarchy
Procedure, mapping rules for the Superconcept and the

following 12 additional SNOMED CT attributes are established:
Method, Procedure site—Direct, Procedure site—Indirect,
Direct substance, Direct morphology, Using substance, Using
device, Using access device, Has intent, Access, Surgical
approach, and Has focus.

Table 4 shows an example of the mapping of SNOMED CT
elements to FHIRPath for Allergic reactions. The complete set
of mapping rules and the associated StructureMaps are available
online [46].
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Table 4. The SNOMED CT elements and the associated FHIRPath for the category “Allergic reaction” based on the profiles of the NASHIPa.

FHIRPath in NASHIP profilesSNOMED CT element

Super concept • Condition.code

Causative agent • AllergyIntolerance.code

Finding site • Condition.bodySite

Associated morphology • AllergyIntolerance.reaction.manifestation.coding:snomed
• Condition.evidence.code

Pathological process • AllergyIntolerance.reaction.manifestation.coding:snomed
• Condition.evidence.code

Has realization • AllergyIntolerance.reaction.manifestation.coding:snomed
• Condition.evidence.code

Occurrence • AllergyIntolerance.extension: abatement-lebensphase-von [47]

Clinical course • Extension of HL7: Condition.condition-diseaseCourse [48]

Due to • Extension of HL7: Condition.condition-dueTo [49]

aNASHIP: National Association of Statutory Health Insurance Physicians.

To ensure their correctness, the created FHIR StructureMaps
were validated by author AE, who had not been involved in the
PCEtoFHIR project up to that point. AE possesses in-depth
knowledge of FHIR and SNOMED CT and is profoundly
familiar with the MII and NASHIP profiles due to her former
and current work. She validated the FHIR StructureMaps based
on the definitions of the profiles used, ensuring the correct
choice of profiles, the accurate mapping of SNOMED CT
elements to FHIRPaths, and appropriate references. The
validation yielded the following results: the choice of profiles
and references was found to be entirely correct. The mapping
rules between SNOMED CT elements and FHIR paths were
largely correct as well; however, 8 suggestions for improvement
were provided. These suggestions were reviewed by the other
authors, and the FHIR StructureMaps were updated accordingly
based on their agreement.

Lastly, the finalized FHIR StructureMaps were analyzed for
their coverage of the SNOMED CT attributes listed above.
Table 5 illustrates the number of attributes per category that
could be successfully mapped in the respective profile
(mappable). Depending on the category, up to 4 attributes could
not be mapped to the native profiles (unmappable). For some
of these attributes, existing FHIR extensions, such as those from
HL7, can be introduced into the profiles to achieve a more
complete mapping (with extension). Overall, between 56% (5/9)
and 92% (12/13) of attributes (76.1% on average) can be mapped
without modifications, depending on the category and profile.
By introducing these extensions, coverage could be increased
to an average of 93.5% (ranging from 67% [6/9] to 100% [eg,
9/9, 6/6, 13/13, for individual combinations]).
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Table 5. The number of SNOMED CT elements that can be mapped directly to the profiles are represented by “mappable,” whereas elements that

cannot be mapped are shown as "ummappable". FHIRa offers extensions to map items that are not mappable by default, which could reduce the number
of unmappable elements. The number of unmappable elements to represent by extension is shown in the last column.

Number of unmappable elementsNumber of mappable ele-
ments (total)

Profile typeCategory: number of ele-
ments (total)

Could be mapped using
extensions

Total

Allergies: 9 elements

145NASHIPb

235MIIc

Disease due to allergies: 9 elements

227NASHIP

227MII

Allergic reaction: 9 elements

227NASHIP

127MII

Clinical finding (general): 6 elements

224NASHIP

224MII

Procedure: 13 elements

1112NASHIP

1112MII

aFHIR: Fast Healthcare Interoperability Resources.
bNASHIP: National Association of Statutory Health Insurance Physicians.
cMII: Medical Informatics Initiative.

Overall Evaluation With Existing PCEs
After validating several steps individually, the entire process
of PCEtoFHIR was evaluated. To achieve a realistic scenario,
35 existing PCEs from the publication “Automatic Full
Conversion of Clinical Terms into SNOMED CT Concepts” by
Kate et al [45] were used, which are available online [50]. This
publication presents a method for converting clinical texts into
SNOMED CT PCEs, with the 35 PCEs manually created from
clinical terms for a small-scale evaluation (see the “4.3.
Evaluation Methodology” section in [45]).

To use this data set as input for PCEtoFHIR, the 35 provided
PCEs were manually reviewed and automatically checked for
syntactic and semantic correctness, as described previously. As
a result, 2 PCEs were excluded from further processing: 1 for
violating cardinality restrictions of the Concept Model and 1
for being equivalent to another. The remaining 33 PCEs include
23 from the top-level hierarchy Clinical finding and 10 from
the top-level hierarchy Procedure. The following SNOMED
CT attributes are used:

• Clinical finding: Associated morphology, Finding site,
Causative agent, Clinical course, Finding method, and
Pathological process

• Procedure: Method, Procedure site—Direct, Using device,
and Using substance

These 33 PCEs were imported into PCEtoFHIR in bulk,
bypassing the web front end but using the developed algorithm
as usual. Each PCE was decomposed into a Superconcept and
Delta, with FHIRPaths determined using the appropriate FHIR
StructureMap. Based on these FHIRPaths, the corresponding
attribute values were populated into FHIR resources, which had
been prefilled with additional required data elements (such as
references to a FHIR resource “Patient”). The resulting FHIR
resources for each PCE were then stored on the local HAPI
FHIR server [39].

To determine whether all information contained within the
original PCE has been successfully translated into the FHIR
resources, the process shall now be reversed as shown in Figure
8. Based on the separate precoordinated SNOMED CT concepts
spread across multiple FHIR elements, a PCE will be
recomposed and compared with the original. For this, the values
of the stored FHIR resources were extracted, and the respective
StructureMap was applied in the reverse direction. The
recomposed PCE uses the Superconcept as the focus concept,
while its refinement consists of attribute relationships with the
extracted SNOMED CT concepts as attribute values. For each
of the extracted concepts, the corresponding SNOMED CT
attribute must be determined according to the StructureMap’s
mapping rules. As most mappings are inherently unidirectional
[3], using them in the reverse direction can lead to several
possible SNOMED CT attributes for some FHIRPaths. In these
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cases, the 3 rules listed in Textbox 2 are applied successively until a clear distinction is achieved.

Figure 8. Validation process: The original PCE is decomposed by PCEtoFHIR as usual, and accordingly stored in FHIR resources. Based on this
representation, the singular concepts are recomposed into a second PCE. The original and the recomposed PCE are compared. FHIR: Fast Healthcare
Interoperability Resources; PCE: postcoordinated expression.

Textbox 2. Rules applied for case distinction.

• By attribute value range

For each of the attributes in question, a value range is defined by the SNOMED Clinical Terms Concept Model. This allows checking if the extracted
concept falls within the respective value range and is thus a valid value for the corresponding attribute. If only a single value range matches, the correct
attribute is identified.

• By attribute hierarchy

Some SNOMED CT attributes are organized hierarchically (eg, Procedure device—Using device—Using access devices). If multiple attributes from
the same hierarchy are available, the most general attribute within this hierarchy is selected (in this case: Procedure device).

• By occurrence heuristic

The concept definitions of precoordinated concepts are analyzed to identify which SNOMED CT attribute is most frequently used for the given concept.
The attribute with the highest statistical occurrence is selected.

Finally, each recomposed PCE was compared with the
corresponding original PCE as a reference by testing their
subsumption relationship via Ontoserver and the FHIR service
$subsumes. For 32 of the 33 comparisons, the PCEs were
evaluated as equivalent, indicating that no information was lost
during the process. In the remaining comparison, the
recomposed PCE was found to be a subclass of the original.
Further analysis revealed that while some semantic precision
was lost due to the required case distinctions, the FHIR
representation achieved through PCEtoFHIR remained
semantically equivalent to the original PCE. The approach thus
proved successful, demonstrating the preservation of a PCE’s
content.

Discussion

Principal Findings
This work aimed to develop an algorithm for generating
alternative representations of SNOMED CT PCEs. The
“Introduction” section discussed various reasons for the
reluctance to use PCEs, including the preference for editing and
saving individual codes. Precoordinated concepts offer the
advantage of a single code representing a medical circumstance,
along with a human-readable description. These aspects are
seen as advantages when using precoordinated concepts but are
not present in postcoordination. However, by identifying a
Superconcept using OWL and semantic similarity, a
precoordinated SNOMED CT concept that most accurately
describes the PCE can be determined. The PCE, as a subconcept
of this Superconcept, can then be effectively displayed and
analyzed. In addition, the decomposition of the PCE results in

individual codes that users are familiar with from practical
experience. FHIR, recognized as a central interoperable data
standard in health care, is gaining increasing importance both
in Germany [51] and globally [51-53].

The calculation of semantic similarity is crucial for identifying
the concept most similar to a PCE. In this work, the measure
by Sánchez and Batet [34] was selected due to its suitability for
SNOMED CT’s polyhierarchies and multiple inheritances.
While this measure has been validated as effective, other
approaches to semantic similarity calculation could also be
considered. Although choosing an appropriate Superconcept is
important, any remaining information is represented through
the Delta, so alternative semantic similarity measures would
have minimal impact on the overall functionality of PCEtoFHIR.
However, PCEtoFHIR could be enhanced by allowing users to
manually select or adjust the Superconcept.

As described above, the Superconcept and the Delta are stored
in the relevant FHIR profiles, within their corresponding
elements. For this purpose, the profiles of the NASHIP [4] and
the profiles of the core data set of the MII [5] were utilized.
However, the approach can also be adapted to other profiles.
As shown in Table 5, depending on the content category and
profile type, between 56% (5/9) and 92% (12/13) of attributes
could be mapped directly to the respective profile without
modifications, demonstrating a high coverage of content but
also highlighting some gaps.

An analysis of the unmappable attributes revealed that these
relations mostly concern very specific details that occur
infrequently in precoordinated concept definitions. As PCEs
are generally constructed based on existing concept definitions,
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they are unlikely to regularly utilize these highly specific
attributes. SNOMED CT, however, provides the capability to
include medical facts at such a granular level. By contrast, HL7
FHIR was designed with a pragmatic approach, focusing on the
most prevalent information. This fundamental design
discrepancy accounts for the majority of mapping challenges.

Nevertheless, as intended by the FHIR standard, suitable
extensions from HL7 are available to appropriately represent
some of these attribute relations (see Tables 4 and 5) and could
be integrated into the profiles to extend their coverage of PCE
content. Currently, the core data set lacks a profile for the FHIR
resource AllergyIntolerance, which limits the representability
of this content category. However, because the core data set is
an ongoing modeling initiative, such a profile may be added in
the future.

Apart from the unmappable attributes, the proposed mapping
rules cannot always ensure an exact translation. In some cases,
there is no precisely matching FHIR element for a specific
attribute, or multiple attributes must be mapped to the same
element (eg, Using access device and Using device can both
only be recorded via the FHIR element Device.type, which is
then referenced via Procedure.usedReference). As a result, some
semantic precision may be lost. Therefore, it is advisable to
store the original PCE in the metadata of the FHIR
representation to ensure the preservation of the original meaning.

Nevertheless, the outlined difficulties in achieving a
semantically equivalent representation through FHIR elements
highlight the precision attainable through SNOMED CT’s
postcoordination, underscoring its importance for detailed
medical data description.

Several validations were conducted to ensure the correctness
of both the individual processing steps and the overall
functionality of PCEtoFHIR. Although a large data set from
SNOMED International’s releases could be used to firmly
validate the OWL expression generation, other evaluations
required preexisting real-world PCEs of specific content
categories, which are not readily available. The employed set
of 35 PCEs meets these criteria and effectively facilitates our
validation approaches. However, the limited number and
semantic variance of these exemplary PCEs suggest that
incorporating additional reference data could enhance the
significance of the results.

Another validation included the manual review of the FHIR
StructureMaps by a FHIR expert. This review revealed only
minor inaccuracies, which were corrected in the current version
of StructureMaps. Using these StructureMaps, the mapping for
the considered categories was successfully completed and can
be extended to other subhierarchies of SNOMED CT without
difficulty. Hence, further possibilities of application may be
considered, such as addressing the TermInfo problem. As
mentioned, the choice between representing medical facts in a
terminology or an information model often varies and depends
on the intended use. For example, “Fracture of the left femur”
can either be represented using a single PCE as the FHIR
element Condition.code like

• Condition.code: 71620000:{363698007=722738000}

(Fracture of femur : {Finding site = Structure of bone of
left femur})

or by splitting the semantic meaning up into two precoordinated
SNOMED CT concep t s  u s ing  fu r the r
element-code-combinations of the FHIR resource Condition:

• Condition.code: 71620000 |Fracture of femur (disorder)|
• Condition.bodySite: 722738000 |Bone structure of left femur

(body structure)|.

This variability in expressing medical facts was leveraged in
the presented approach, enabling flexible transformation
between terminology-focused and information model–focused
representations. This allows for an alternative when replacing
PCEs and may help address some challenges related to the
TermInfo problem. By enabling flexible switching between
different expression methods, semantic interoperability is
maintained regardless of the representation paradigm used in
an electronic health record. Additionally, this approach
facilitates the plausibility check of recorded medical information
by allowing the integration of disjointed elements (eg, scattered
across various FHIR elements) into a single interpretable
expression.

Despite the general ambiguity regarding the scope of semantic
versus structural standards, some specific recommendations do
exist, such as the suggestion that “contextual meaning should
rather be represented via the information model” [54].
Contrarily, concepts within the SNOMED CT hierarchy
Situation with explicit context encompass contextual information
that extends beyond the typical scope of a terminology, such as
suspected diagnoses, procedures not done, or family history
facts. This additional contextual information can affect logical
conclusions. An explanation of the reasons behind this,
involving epistemological versus ontological components of
meaning, is beyond the scope of this paper (see [3,13]). Based
on the logical definitions of concepts directly related to PCEs,
the approach presented in this paper enables the extraction of
problematic pieces of information and their storage within
separate elements of the information model. As a result, a
concept like 165008002 |Allergy testing not done (situation)|
could be represented by separating the epistemological aspect
“not done” into the suitable FHIR element Procedure.status:

• Procedure.code: 252512005 |Allergy test (procedure)|
• Procedure.status: not-done (according to the required HL7

FHIR ValueSet).

In this way, the integrity of SNOMED CT’s hierarchies may
be preserved.

Conclusions
The use of PCEs greatly enhances SNOMED CT’s capacity to
capture medical details comprehensively. However, despite its
advantages, postcoordination has not yet been widely adopted
in routine data collection. To address this, PCEtoFHIR offers
a solution to ensure semantic interoperability between systems
that are adept at postcoordination and those that are not, by
leveraging the globally accepted HL7 FHIR standard to provide
an alternative representation. State-of-the-art techniques in
description logic and terminology services are integrated into
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a largely automated web application that decomposes PCEs into
their core components. Validation of both individual steps and
the overall process confirms the approach’s functionality.
PCEtoFHIR is designed and implemented modularly, positioning
it for future adaptations in the evolving landscape of health
informatics. In addition to straightforward extensions to other
SNOMED CT hierarchies or FHIR profiles by adding more

StructureMaps, the algorithm can be adapted to work with other
information models, such as openEHR or relational databases.
The approach also holds the potential for addressing further
challenges in semantic and structural standards, such as the
TermInfo problem. By reversing the processing direction—from
FHIR elements back to PCE—meaningful SNOMED CT-based
analyses could be facilitated.
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Abstract

Background: Event analysis is a promising approach to estimate the acceptance of medication alerts issued by computerized
physician order entry (CPOE) systems with an integrated clinical decision support system (CDSS), particularly when alerts cannot
be interactively confirmed in the CPOE-CDSS due to its system architecture. Medication documentation is then reviewed for
documented evidence of alert acceptance, which can be a time-consuming process, especially when performed manually.

Objective: We present a new automated event analysis approach, which was applied to a large data set generated in a CPOE-CDSS
with passive, noninterruptive alerts.

Methods: Medication and alert data generated over 3.5 months within the CPOE-CDSS at Heidelberg University Hospital were
divided into 24-hour time intervals in which the alert display was correlated with associated prescription changes. Alerts were
considered “persistent” if they were displayed in every consecutive 24-hour time interval due to a respective active prescription
until patient discharge and were considered “absent” if they were no longer displayed during continuous prescriptions in the
subsequent interval.

Results: Overall, 1670 patient cases with 11,428 alerts were analyzed. Alerts were displayed for a median of 3 (IQR 1-7)
consecutive 24-hour time intervals, with the shortest alerts displayed for drug-allergy interactions and the longest alerts displayed
for potentially inappropriate medication for the elderly (PIM). Among the total 11,428 alerts, 56.1% (n=6413) became absent,
most commonly among alerts for drug-drug interactions (1915/2366, 80.9%) and least commonly among PIM alerts (199/499,
39.9%).

Conclusions: This new approach to estimate alert acceptance based on event analysis can be flexibly adapted to the automated
evaluation of passive, noninterruptive alerts. This enables large data sets of longitudinal patient cases to be processed, allows for
the derivation of the ratios of persistent and absent alerts, and facilitates the comparison and prospective monitoring of these
alerts.

(JMIR Med Inform 2024;12:e54428)   doi:10.2196/54428

KEYWORDS

clinical decision support system; CDSS; medication alert system; alerting; alert acceptance; event analysis

Introduction

Computerized physician order entry (CPOE) systems with
integrated clinical decision support systems (CDSS) can reduce
medication errors by highlighting critical medication
constellations [1]. To realize their full potential, medication
alerts must be recognized and followed by users. Hence,
measuring “alert acceptance” is a key prerequisite for evaluating
the effectiveness of a CDSS.

In principle, two methods can estimate alert acceptance: (1)
in-dialog analysis where users interactively click to accept or
override displayed alerts; and (2) event analysis where the

medication chart and associated documentation are reviewed
for evidence of alert acceptance through further actions
(“events”) responsive to the alert (eg, discontinued medication
orders), which often requires extensive manual screening [2].
Most studies addressing alert acceptance used in-dialog analyses
because the display of alerts, especially in English-speaking
countries, is part of the technical architecture of the
CPOE-CDSS [3]. There is limited evidence on how to perform
event analyses because it is uncertain whether the prescribing
behavior is influenced by alerts or other clinical therapeutic
circumstances (eg, scheduled end of treatment) [2]. Moreover,
the manual screening of the medication documentation is a
time-consuming process [4], especially when administrative
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processes such as changing wards and the simultaneous transfer
of physicians’ responsibility for the medication are considered
in the alert presentation.

As CDSS installations presenting passive, noninterruptive alerts
become increasingly popular in European countries [5,6], the
need for developing and validating techniques for automatic
event analyses is increasing. This is particularly important when
considering all alerts throughout the inpatient stay.

We present a new approach to perform an automated event
analysis, which was applied to a large data set of medication
alerts.

Methods

Ethical Considerations
Study approval was granted by the responsible Ethics Committee
of the Medical Faculty of Heidelberg University (S-467/2020)
and by the local data protection officer for the data protection
concept. Human subjects were not directly involved; all data
were pseudonymized and could neither be linked to individual
patients nor to prescribers.

Setting
We analyzed the prescription and alert data issued over 3.5
months during routine care at Heidelberg University Hospital
(a 2500-bed tertiary care hospital) within the local CPOE
(i.s.h.med Smart Medication, Oracle Cerner, North Kansas City,
USA) with an integrated CDSS (AiDKlinik, Dosing GmbH,
Heidelberg, Germany). To view the presented passive and
noninterruptive alerts, users actively navigate from their
prescription screen to a separate window that opens upon
request. In this window, all alerts are displayed in a single table
sorted by severity and presented with a brief summary (Figure
1). Users are required to click on each alert to access more
detailed information. The system does not recognize whether
an alert has been viewed. Additionally, users are not obliged to
directly flag alerts as accepted or overwritten. Therefore, these
data are not available in our CPOE-CDSS. Implemented alert
types comprised checking for drug-drug interactions (DDIs),
drug-allergy interactions (DAIs), duplicate prescriptions (DPs),
advanced dosing recommendations for potentially inappropriate
medication for the elderly (aged ≥65 years, PIM), or
prescriptions exceeding the maximum recommended daily dose
(PE-MDDs).
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Figure 1. Schematic display of an exemplary alert window listing all alerts for a patient in a table. Each alert is presented in a separate line, sorted by
severity, with the most severe alerts listed first. The first column displays the alert type in a color-coded scheme (black=contraindicated, red=severe,
orange=moderate), followed by an explanation for the severity, a brief description of the problem, and the name of the causative drug.

Data Collection
The relevant parameters extracted from the CPOE-CDSS were
information on prescriptions, issued alerts, administrative patient
data, and setting data. Prescription schedules with regimen
changes were documented as separate entries so that
prescriptions potentially resulting from previous prescriptions
(eg, because of dose reduction or conversion of fixed to
as-needed prescriptions) could be linked retroactively. Follow-up
prescriptions were defined as prescriptions of the same drug
and administration route when the previous prescription ended
and the subsequent one started within 10 minutes.

Alert Management
In this CDSS, prescriber review of alerts may result in alerts
disappearing due to prescription changes and adaptations or in
alerts being continuously displayed for unchanged prescriptions.

In this methodology, alerts are defined as “absent” when they
disappear during continuous prescriptions for which underlying
risk constellations no longer exist (eg, dose reduction of an
overdosed prescription but the prescription itself remains
continuous). In contrast, alerts consistently displayed until
patient transfer, discharge, or end of the prescription are
categorized as “persistent” (eg, the prescription remains valid
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even though the prescribed active ingredient is alerted by a
DAI).

Data Analysis
To automatically identify absent alerts, the medication and
corresponding alert data were divided into 24-hour time
intervals. Since reproducible time stamps were lacking in the
database, selection of this conservative interval allowed the
retroactive linkage of alert display and associated changes in
the corresponding prescription. Therefore, two consecutive time
intervals were compared according to whether or not the alerts
were continuously displayed. Alerts were excluded if (1) they
were first displayed on the discharge day (Figure 2, Alert 4);
(2) required user interaction (eg, answering questions to decide
whether conditions for alerts are present); or (3) were triggered
by one-time prescriptions, in which case the alert response
cannot be assessed the next day (Supplementary Methods section

A and Figure S1 in Multimedia Appendix 1). The display
duration of alerts (DDoA) was calculated from the time interval
between the first and last alert display (Figure 2). Further details
on the development of the 24-hour time intervals can be found
in Supplementary Methods section B in Multimedia Appendix
1; examples of data analysis of different alert types are provided
in Tables S1-S3 and Figure S2 of Multimedia Appendix 1.

Based on the exploratory rates of absent alerts, basic descriptive

statistics were applied. The χ2 test was performed to evaluate
whether absent alerts differed stratified by alert types
considering a two-tailed P value <.05 as significant (IBM SPSS
Statistics version 25, Ehningen, Germany). The R packages
gpmodels [7], survival, and ggplot2 (version 4.1.2, R Foundation
for Statistical Computing, Vienna, Austria) were used for data
analysis and visualization.
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Figure 2. Proposed methodology for identification of absent alerts, exemplified for a 5-day inpatient stay. Each midnight (dotted lines), all alerts
displayed within the last 24-hour time interval were identified. Alert 1 is displayed between day 1 (admission) and day 4; the display duration of alerts
(DDoA) is 4 days. Alert 2 is displayed from day 2 until discharge; the DDoA is 4 days. Alert 3 is displayed only on day 3; the DDoA is 1 day. Alert 4
is displayed for the first time on the day of discharge and remained until discharge; the DDoA is 1 day. Alert 4 was excluded from the analysis because,
due to the discharge, there is no subsequent (sixth) 24-hour time interval with which the fifth interval could have been compared to evaluate the alert
display. Each alert could be identified because of a unique alert ID code. Using this identification concept, alert IDs detected within a 24-hour time
interval could be compared to alerts detected in the previous 24-hour time interval. Therefore, it was possible to automatically classify which alerts
were (1) newly displayed (no matching ID in the previous interval: Alert 1, Day 1), (2) displayed for more than 24 hours (matching ID in consecutive
intervals; Alert 1, Days 2-4), or (3) absent (no matching ID in the current 24-hour time interval: Alert 1, Day 4).

Results

Alert Display and Composition
We considered the data of 1670 patient cases (Figure S3 in
Multimedia Appendix 1) with a median hospital stay of 7 days
(IQR 4-13). During this time, 13,979 alerts were displayed.
Because 2284 alerts (16.3%) were triggered by one-time

prescriptions and 267 alerts (1.9%) were first displayed on the
discharge day, the remaining 11,428 alerts (81.8%) formed the
basis for analysis. The alert types triggering the alerts are shown
in Table 1.

The median DDoA was 3 days (IQR 1-7) and varied by alert
type, with alerts for DAIs showing the shortest DDoA (Table
1).
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Table . Alert types triggering the alerts, corresponding rates of absence, and display duration of the alerts.

Display duration of alerts (days),
median (IQR; range)

Absent alerts, n (%)bTriggered alerts, n (%)aAlert type

3 (1-8; 1-31)3674 (48.1)7643 (66.9)Alerts for duplicate prescriptions

2 (1-5; 1-31)1915 (80.9)2366 (20.7)Alerts for drug-drug interactions

1 (1-2; 1-24)416 (80.5)517 (4.5)Alerts for drug-allergy interactions

4 (2-8; 1-31)199 (39.9)499 (4.4)Alerts for potentially inappropriate
medication for the elderly

3 (1-6; 1-30)209 (51.9)403 (3.5)Alerts for prescriptions exceeding
the maximum recommended daily
dose

3 (1-7; 1-31)641311,428Total number of alerts

aPercentages are based on the total number of analyzed alerts (N=11,428).
bPercentages are based on the number of analyzed alerts for each alert type.

Absent and Persistent Alerts
From all 11,428 analyzed alerts, 43.9% (n=5015) persisted and
56.1% (n=6413) were absent, with alerts for DDIs showing the
highest rate of absence (80.9%) and PIMs the lowest (39.9%)
(Table 1).

The proportions of absent alerts differed significantly between
the individual alert types (Pχ2<.001), except for DDI alerts
compared to DAI alerts (Pχ2=.80) and for DP alerts compared
to alerts for PE-MDDs (Pχ2=.14). The proportion of absent alerts
in relation to the DDoA was the highest for DAI alerts and the
lowest for alerts for PIMs in the first 24 hours after admission
(Figures S4-S5 in Multimedia Appendix 1).

Discussion

Principal Findings
A new methodological approach for routine care data was
applied performing an automated event analysis that is
transferable to other CPOE-CDSS with passive, noninterruptive
alerts. In previous studies using event analyses, alert acceptance
rates were identified at the drug administration level [8],
prescription level [9], or at both levels [10]. There is general
consensus that alert acceptance rates vary widely depending on
the measuring method and study setting, resulting in different
and incomparable rates [11]. Since in-dialog analysis is often
not possible in a European CPOE-CDSS, this new methodology
adapted to the technical structures of such a CPOE-CDSS is
needed.

A key strength of the proposed method is that it variably adjusts
the time intervals and consequently the lookback windows
underlying the method’s programming. Thus, temporary changes
in prescriptions within the determined time interval (here 24
hours) are considered persistent alerts; however, this
CPOE-CDSS interrupts the alert display in certain cases, such
as when patients change wards and responsibility for medication
is handed over to another physician. This transfer results in
automatic prescription pauses that are actively suspended by
physicians, technically leading to the redisplay of alerts. Without
the definition of this time interval, these pauses would

incorrectly increase the overall number of alerts when
reappearing and the rate of absent alerts as they disappear for
a few hours during valid prescriptions. Hence, this method
considers administrative processes of the daily clinical routine
and guarantees that only alerts of real prescription changes are
evaluated. For retrospectively matching the time-dependent
correlations of the alerts over time and in the clinical routine,
it is essential to consider alerts throughout the inpatient stay
and our proposed method meets this need.

However, according to the technical architecture of this
CPOE-CDSS, there is no obvious link between reviewing alerts
and possible resulting changes in prescription data. Therefore,
various assumptions had to be made for this data evaluation.
Alerts were categorized as either persistent or absent based on
the assumptions that alerts were regularly checked and that
alerts disappeared because underlying risk constellations no
longer existed due to previously displayed alerts. This general
assumption may overestimate the rate of actual alert acceptance,
as a prescribed medication could be switched based on patient
conditions (eg, adverse events, intolerance) or treatment
schedules. As it remains unclear whether the change in drug
prescriptions was caused by the alert display or due to other
variables and because no control group was available due to the
retrospective design, caution is required when interpreting
absolute numbers and comparing the proportion of absent alerts
to previously published acceptance rates. In the future, this
retrospective method will need to be prospectively evaluated
including validity measurements by comparing the results of
this automated approach with those derived from manual
screening. Another limitation is that this study was conducted
in a single center with a CPOE-CDSS that is highly specific
and strongly adapted to workflows and care processes at our
institution. This analysis only considered alerts at the prescribing
level and did not measure whether the respective drugs were
indeed administered. For instance, many of the alerts for DPs
were triggered by drugs that were prescribed as as-needed
prescriptions. Hence, these DPs tended to indicate a variety of
treatment options rather than actually being administered
together. This might have contributed to the reduced occurrence
of the absence of alerts for DPs on a prescribing level compared
to other alerts. However, in our CPOE-CDSS, it is unalterably
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stipulated that medication alerts are implemented in a passive
and noninterruptive way. While it may be challenging to transfer
this complex method to systems with differing data
infrastructures, to our knowledge, this is the first automated
method for processing persistent and absent medication alerts
in a system with passive, noninterruptive alerts. Additionally,
since this method was programmed in a modular way, it seems
feasible to transfer and adapt it to other settings.

Conclusions
A methodology was applied to an automatic event analysis in
a CPOE-CDSS with passive, noninterruptive alerting. This
enables the processing of large data sets of longitudinal periods
of inpatient stays and can be used to automatically derive the
percentage of absent alerts. Once implemented, this analysis
can be repeated at any time and one could even imagine that
real-time monitoring of persistent alerts in daily clinical routines
could be set up using these data for future optimization of the
CPOE-CDSS.
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Abstract

Background: Systematic literature review (SLR), a robust method to identify and summarize evidence from published sources,
is considered to be a complex, time-consuming, labor-intensive, and expensive task.

Objective: This study aimed to present a solution based on natural language processing (NLP) that accelerates and streamlines
the SLR process for observational studies using real-world data.

Methods: We followed an agile software development and iterative software engineering methodology to build a customized
intelligent end-to-end living NLP-assisted solution for observational SLR tasks. Multiple machine learning–based NLP algorithms
were adopted to automate article screening and data element extraction processes. The NLP prediction results can be further
reviewed and verified by domain experts, following the human-in-the-loop design. The system integrates explainable articificial
intelligence to provide evidence for NLP algorithms and add transparency to extracted literature data elements. The system was
developed based on 3 existing SLR projects of observational studies, including the epidemiology studies of human
papillomavirus–associated diseases, the disease burden of pneumococcal diseases, and cost-effectiveness studies on pneumococcal
vaccines.

Results: Our Intelligent SLR Platform covers major SLR steps, including study protocol setting, literature retrieval, abstract
screening, full-text screening, data element extraction from full-text articles, results summary, and data visualization. The NLP
algorithms achieved accuracy scores of 0.86-0.90 on article screening tasks (framed as text classification tasks) and macroaverage
F1 scores of 0.57-0.89 on data element extraction tasks (framed as named entity recognition tasks).

Conclusions: Cutting-edge NLP algorithms expedite SLR for observational studies, thus allowing scientists to have more time
to focus on the quality of data and the synthesis of evidence in observational studies. Aligning the living SLR concept, the system
has the potential to update literature data and enable scientists to easily stay current with the literature related to observational
studies prospectively and continuously.

(JMIR Med Inform 2024;12:e54653)   doi:10.2196/54653

KEYWORDS

machine learning; deep learning; natural language processing; systematic literature review; artificial intelligence; software
development; data extraction; epidemiology

Introduction

Systematic literature reviews (SLRs) are widely recognized as
a robust method to identify and summarize evidence from
published sources [1]. However, conducting an SLR can be a
complex, time-consuming, labor-intensive, and expensive task,
depending on the breadth of the topic, level of granularity, or
resolution of the review needed [2,3]. One recent study estimated
the time and cost required to conduct an SLR can be as high as
1.72 person-years of scientist effort and approximately $140,000
per review [4]. Because SLRs are so resource intensive, it is

difficult to stay up to date, and once an SLR is complete and
new literature is published, the SLR may become incomplete
and obsolete as time goes by.

Natural language processing (NLP) refers to artificial
intelligence (AI) technologies that can extract structured
information from textual documents such as medical charts, lab
results, and many other types of unstructured text. NLP has
significantly advanced a variety of biomedical applications in
recent years. There is considerable community interest in using
AI such as machine learning (ML) and NLP to improve
automation in aspects of literature reviews [2,5-7]. For example,
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Thomas et al used NLP to identify randomized controlled trials
for Cochrane reviews, and Wallace et al developed methods to
extract sentences from literature related to clinical trial reports.
There are also some SLR management software, such as
Raynan.ai [8], which leverages NLP to expedite certain SLR
steps, including article screening.

Despite these existing efforts, there is a lack of systematic and
integrated NLP solutions for SLR to cover its full aspects,
preventing the wide adoption of such tools in SLR projects.

Thus, in this study, we evaluated an intelligent SLR system
(hereinafter referred to as ISLR) for observational SLR tasks.
The use of NLP improves efficiency, while the
human-in-the-loop approach improves accuracy and reduces
errors. The system uses cutting-edge NLP tools that employ
ML and deep learning (DL) approaches to expedite the
time-consuming processes involved in an SLR by making a
series of learned recommendations to the end user. The purpose
of this study is to evaluate an AI tool that accelerates and

streamlines the SLR process and to demonstrate the validity of
this tool in 3 use cases.

Methods

Workflow and System Architecture
ISLR has 2 major views that target 2 types of users in the
observational studies in an SLR lifecycle: (1) an intelligent SLR
workbench for literature reviewers who conduct routine
literature reviews, and (2) a living literature data dashboard for
researchers and analysts who focus on analyzing SLR data and
keep up to date on new evidence. Figure 1 shows the overview
architecture, including the 2 major views and data flow of the
SLR system. ISLR integrates AI technologies and an SLR
workflow management system to support literature collection,
screening, and data extraction. The living literature dashboard
continuously searches and updates the SLR, allowing users to
interactively navigate the updated literature and develop new
insights.
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Figure 1. Overall data flow architecture of ISLR demonstrating the 2 major views. AI: artificial intelligence; ISLR: intelligent systematic literature
review; SLR: systematic literature review.

Reliable NLP systems depend heavily on the development of
a reasonable workflow, user interfaces, and high-performance
NLP algorithms. To develop the system and define the system
workflow and user interfaces, we collaborated with end users
who are experts in SLR using an iterative approach that
employed industry-standard agile methodology. The team
identified 6 major functional areas that were essential for the
application: (1) protocol specification assistance, (2) literature
search and indexing, (3) abstract screening with NLP assistance,

(4) support for full-text searching, uploading, and screening,
(5) full-text data element extraction using NLP assistance to
identify and extract relevant data elements from full-text and
embedded tables, and (6) literature data visualization to enable
users to assess the SLR results and perform data discovery.
Figure 2 shows the system workflow and the embedded NLP
services to expedite two of the most time-consuming steps,
which are article screening and data element extraction.
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Figure 2. ISLR workflow and embedded NLP engines. ISLR: intelligent systematic literature review; NLP: natural language processing.

Development and Validation of NLP Algorithms
As mentioned earlier, 2 sets of NLP algorithms are required for
a specific SLR project, including abstract screening and full-text
data element extraction. Figure 3 outlines the NLP algorithm
development process for these 2 steps separately. For abstract

screening, the first step is to annotate and build a corpus that
includes the abstract text, citation metadata, and
inclusion/exclusion status. Once the corpus is prepared, NLP
algorithm training, evaluation, and selection can be performed,
and the best-performing algorithms will be chosen for
deployment.
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Figure 3. SLR NLP algorithm development steps. NLP: natural language processing; SLR: systematic literature review.

Similar to abstract screening, the NLP algorithm for the full-text
data element extraction also requires a complete NLP
development lifecycle. Unlike abstract screening, where labeled
corpora may be available from previous SLR projects, data
annotation is required to curate a labeled data set for training
and evaluating NLP algorithms. The best-performing algorithms
will be selected for deployment after evaluation. The following
figure describes details on NLP algorithm development and
validation process for SLR projects.

Three previously completed SLRs were used to guide and
validate NLP development. These 3 projects included: (1) the
prevalence of human papillomavirus (HPV) detected in head
and neck squamous cell carcinomas (referred to as HPV
Prevalence); (2) the epidemiology of the pneumococcal disease

(referred to as Pneumococcal Epidemiology), and (3) the
economic burden of pneumococcal disease (referred to as
Pneumococcal Economic Burden). The inclusion and exclusion
criteria for these 3 SLRs can be found in Table S1 in Multimedia
Appendix 1.

Developing the Abstract Screening Corpora
Abstract screening was treated as a binary document
classification task, ie, inclusion or exclusion of the article based
on the abstract. Consequently, it was necessary to select and
train NLP models for the task that demonstrated adequate
performance and that had a reasonable computational time. The
annotated screening literature sets from the 3 previous SLRs
were used as the gold standard to train and validate models,
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including 1697, 207, and 421 articles for HPV Epidemiology,
Pneumococcal Epidemiology, and Pneumococcal Economic
Burden, respectively. The corpora contained citation metadata,
including title, authors, Medical Subject Heading terms [9], and
the text of the corresponding abstracts.

Developing the Full-Text Data Element Extraction
Corpora
We selected 190, 25, and 24 full-text articles for HPV
Prevalence, Pneumococcal Epidemiology, and Pneumococcal
Economic Burden for annotation, respectively. Based on the
key outcome variables defined in the 3 SLRs, we annotated 12
types of data elements, covering information related to general
observational studies, such as Study Population, to
disease-specific information such as HPV Lab Technique and
Pneumococcal Disease Type.

Abstract Screening NLP Algorithms
For abstract screening, the NLP model classifies each article
for its relevance based on its title, abstract, and other citation
meta data. To build the abstract screening module, we evaluated
4 traditional ML-based document classification algorithms,
XGBoost [10], support vector machines [11], logistic regression
[12], and random forest [13] on the binary inclusion/exclusion
classification task for abstract screening. The abstract screening
corpora were used to evaluate NLP models by calculating
standard metric of precision (fraction of relevant instances
among the retrieved instances, also called positive predictive
value), recall (fraction of relevant instances that were retrieved,
also called sensitivity), accuracy, and F1 scores (the harmonic
mean of precision and recall). The full features include title,
abstract, authors, keywords, journal, Medical Subject Heading
term, and publication types. We concatenated all features and
extracted the term frequency-inverse document frequency vector
as feature representation.

Data Element Extraction NLP Algorithms
To construct the module for data element extraction, we treated
the problem of data element recognition and extraction as a
named entity recognition (NER) problem, which aims to
recognize the mentions of entities from the text [14]. We
evaluated a series of NLP algorithms consisting of ML and DL

algorithms to recognize and extract data elements from full text,
including (1) conditional random fields (CRFs), a classic
statistical sequence modeling algorithm that has been widely
applied to NER tasks [15,16]; (2) long short-term memory
(LSTM), a variation of recurrent neural networks that has
achieved remarkable success in NER tasks [17,18]; and (3)
“Clinical BERT (Bidirectional Encoder Representations from
Transformers)” [19], a novel transformer-based DL model.
Standard metrics, including precision, recall, accuracy, and F1
scores, were calculated.

Ethical Considerations
This is not applicable as this study is not human subjects
research.

Results

Here, we report the results of the construction of the annotation
corpora and the results of the NLP algorithm for abstract
screening and data element extraction, respectively.

Abstract Screening Corpora Description
The HPV Prevalence corpus we constructed from the existing
SLR project contained 1697 total citations, of which 538 were
included, and 1159 were excluded due to study criteria. The
constructed Pneumococcal Epidemiology contained 207
citations, of which 85 were included and 122 were excluded.
The constructed Pneumococcal Economic Burden corpus
contained 421 citations, of which 79 were included, and 342
were excluded.

Abstract Screening NLP Evaluation Results
Extensive studies have shown the superiority of
transformer-based DL models for many NLP tasks [20-23].
Based on our experiments, however, adding features to the
pretrained language models did not significantly boost their
performance. The performance comparison results for each task
are shown in Table 1. XGBoost achieved the highest accuracy
on HPV Prevalence and Pneumococcal Economic Burden tasks,
while a support vector machine achieved the highest accuracy
on Pneumococcal Epidemiology task. XGBoost was ultimately
chosen for deployment due to its better generalizability.
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Table . Comparison of article screening natural language processing model performance.

AccuracyRecallPrecisionF1 scoreTask and algorithm

HPV Prevalence (n=1697)

0.8880.8510.7690.808XGBoost

0.8590.6810.7810.727Support vector ma-
chine

0.8590.5530.8970.684Logistics regression

0.8180.3620.9440.523Random forest

Pneumococcal Economic Burden (n=421)

0.9070.6670.8570.750XGBoost

0.6670.4440.6670.533Support vector ma-
chine

0.8310.2220.6670.333Logistics regression

0.8140.3330.6000.429Random forest

Pneumococcal Epidemiology (n=207)

0.6190.8890.5330.667XGBoost

0.8610.6670.6670.667Support vector ma-
chine

0.6190.3330.6000.429Logistics regression

0.7620.4441.0000.615Random forest

Full-Text Data Element Extraction Corpora
Description
The human annotators annotated 190, 25, and 24 full-text articles
for the HPV Prevalence, Pneumococcal Epidemiology, and
Pneumococcal Economic Burden tasks, respectively. Among
these full-text articles, 4498, 579, and 252 entity mentions were
annotated for 3 projects, respectively. However, the distribution
of annotated entities is highly imbalanced. For example, data
elements like HPV Lab Technique and HPV Sample Type were
very prevalent, but data elements like Maximum/Minimum Age
in Study Cohort were rarely annotated in the corpora.

Results of the Full-Text Screening and Data Element
Extraction NLP Methods
Tables 2 and 3 show the comparison of NLP performance among
CRFs, LSTM, and BERT on the 3 corpora. For each of the 3

corpora used to train the NLP models, LSTM demonstrated
superiority over the conventional ML algorithm (ie, CRF) on
entity recognition. Among DL models, we did not observe
significant improvement in F1 scores by use of the BERT model.
The BERT model achieved similar or worse performance on
most data elements. The performance across different tasks
varies, primarily due to the availability of annotated data. For
example, on average, models’performance on HPV Prevalence
is higher than Pneumococcal Epidemiology and Pneumococcal
Economic Burden, as HPV Prevalence has the largest annotated
data. Due to the highly imbalanced distribution of annotated
entities, we observe a variation in performance across different
data elements for the same model. For example, in the
Pneumococcal Epidemiology task, the LSTM model has
achieved 0.412 in the identification of the Study Cohort and
0.768 in the identification of the Pneumococcal Disease Type.
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Table . Overall performance comparison for the named entity recognition task in the 3 natural language processing training corpora. Scores averaged
across all 12 extracted data elements. Measured in lenient F1 score.

Pneumococcal Economic BurdenPneumococcal EpidemiologyHPV PrevalenceMeasure

Clinical
BERT

LSTMCRFClinical
BERT

LSTMCRFClinical

BERTc
LSTMbCRFa

0.4780.6150.6090.4440.6460.5710.7820.8900.856Microaver-
age (global
average that
uses the total
number of
true posi-
tives, false
positives,
and false
negatives)

0.2310.2380.2160.2270.2950.2700.6850.6740.522Macroaver-
age score
(arithmetic
mean of all
the per-enti-
ty type
scores)

aCRF: conditional random field.
bLSTM: long short-term memory.
cBERT: Bidirectional Encoder Representations from Transformers.

Table . Performance comparison for the named entity recognition task on selected data elements. Measured in lenient F1 score.

Pneumococcal Economic BurdenPneumococcal EpidemiologyHPV PrevalenceMeasure

Clinical
BERT

LSTMCRFClinical
BERT

LSTMCRFClinical

BERTc
LSTMbCRFa

———0.2780.412—d0.7270.6950.482Study Cohort

0.4970.4840.5860.5460.5080.5140.5740.5200.434Study Loca-
tion

0.2990.328——0.5250.3640.7530.7600.733Study Type

0.5230.7150.6440.5260.7680.725———Pneumococ-
cal Disease
Type

——————0.9240.9830.986Incidence or
Prevalence

———0.3280.6360.2220.9300.8880.714Study Time

aCRF: conditional random field.
bLSTM: long short-term memory.
cBERT: Bidirectional Encoder Representations from Transformers.
dNot applicable.

Final NLP Algorithm Selection
NLP algorithms were needed for the 2 tasks, abstract screening,
and data element extraction, in the ISLR system. The abstract
screening was treated as a classification task. Based on our
experimental results, XGBoost was selected for this task due
to good performance on our document classification experiments
and less computational complexity than DL-based models. For
the data element extraction task, LSTM was selected over CRF
and BERT for the same reasons.

ISLR System Components

Study Protocol Specification
Study protocol specification is one of the first steps in an SLR
project. Users can upload a PDF document to the system that
describes the SLR study protocol for reference. The SLR system
has a default list of data elements with their descriptions and
answer types (eg, free text, multiple choice, and checkbox),
which will be extracted from full-text PDFs of articles. The
system also allows users to create and modify the list. At the
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end of the project, all the extracted data elements can be
exported in a structured format.

Literature Search
The ISLR system is integrated with the PubMed E-utilities
application programming interface, which enables users to
perform direct searches on PubMed. Citation metadata such as
abstracts, titles, journals, and authors can be retrieved from
PubMed and indexed in the system for further screening and
data element extraction. Additionally, the system provides an
option for users to retrieve this citation metadata by uploading
a list of individual PubMed IDs.

Abstract Screening
The purpose of abstract screening is to review collected articles’
relevance based on their title, abstract, and other relevant
metadata, such as journal names, article types, and keywords.
The relevant articles will be included for the following full-text
screening and data element extraction steps. NLP services are
provided at this step to make recommendations on whether a
particular article should be included for full-text review. The
supporting information (eg, salient words that are impactful to
inclusion and exclusion) for the NLP recommendation will also
be shown to provide explainable evidence. Human experts can
further review the predictions for each article and decide on
abstract screening status (keep or exclude). Figure 4 shows the
abstract screening interface demonstrating prediction results
and relevant terms discovered by the NLP algorithms.
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Figure 4. Abstract screening interface. Terms that support inclusion in the finalized cohort of relevant articles are shown in green, while terms that
detract from inclusion are shown in red. The scale of the colors shows how significantly one term can impact prediction decisions (eg, darker color
indicates higher impact).

Full-Text Searching, Uploading, and Screening
This step aims to identify full-text PDF documents for each
included article and further screen their relevance based on the
SLR study protocol. Only the articles that are deemed relevant
after this stage will be included in the final full-text data element
extraction step. The process of locating full-text PDF documents
for each article can be time-consuming. The ISLR system
integrates with PubMed Central to automatically find and collect
full-text PDFs if they are publicly available. However, for
articles whose full-text PDFs are not publicly available, users
need to manually locate the articles through publishers and

upload the corresponding PDFs to the system through the
provided user interface.

Full-Text Data Element Extraction
Extracting full-text data elements is a time-consuming process
in SLR projects. It requires reviewing the full-text article and
extracting multiple relevant pieces of information defined in
the study protocol. These data elements are often found in
various sections of an article, including tables. The ISLR system
uses Amazon Textract [24] for optical character recognition to
extract text and tables from PDF files, followed by NLP services
to further extract information from both text and tables. The
NLP services can recommend potential answers for each data
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element, and human experts can review, select, and modify the
extracted information. Figure 5 shows a screenshot of the user

interface for this step.

Figure 5. Full-text data element extraction user interface. Data elements from the article extracted by the NLP algorithms are color-coded and highlighted
in the PDF. Highlight colors in the PDF text are linked to the data elements as shown in the right-hand frame. For the data element list on the right side,
all the extracted data elements can pop up as candidates for the users to choose from. NLP: natural language processing.

Data Summary and Visualization
The ISLR system offers interactive dashboards to end users,
such as researchers, for exploring the SLR results and data.
These dashboards allow users to apply data filters, such as study
location and cohort size, to refine their search results. For each
data element extracted from full-text articles, users can click

on the element to navigate to the corresponding article, ensuring
traceability and appropriate references to source documents in
the SLR project. Additionally, the dashboards recommend recent
relevant articles and suggest articles that may require full-text
screening. Figure 6 displays the major functions and screenshots
of the dashboard.
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Figure 6. Interactive visualization of existing SLR data, lists of relevant publications, and data exportation control. SLR: systematic literature review.

Discussion

Principal Findings
As described in the introduction, conducting an SLR is complex
and expensive. There is also a rapid growth of the available
number of publications and other data, such as clinical trial
reports used in the article search and screening processes, with
an average annual growth rate for the life sciences of around
5% [25]. Consequently, there is considerable community interest
in applying various types of automation, including AI, DL, and
NLP, to the multiple tasks required for producing an accurate
SLR [2,5-7].

An important consideration for using the results of an SLR is
how often the SLR is updated and hence how timely and
complete these data are with respect to the real-world evidence.
“Living” ISLR system addresses the difficulty of updating an
SLR by providing an automated workflow including review
tools to detect when new data are available and to trigger at
least a semi-automated update process for the expedited review.
The system is also expandable to cover additional data elements
of interest by updating existing NLP pipelines.

The major accomplishments of this ISLR system include
improving the time, efficiency, cost, completeness of evidence,
and error avoidance through techniques to assist researchers
with decision-making (so-called human-in-the-loop). The ISLR
system is aligned with the living SLR concept, as it supports a
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rapid update of existing literature data. Additionally, since the
classification and data element extraction tasks are maintained
by the system, results can be used for retraining the classification
and NLP algorithms on a routine basis. Consequently, the
performance of the system should improve over time.

The focus of this work was to evaluate an intelligent system
that includes all major steps of an SLR with humans in the loop.
The corpora evaluated in this study mostly focus on health
economics and outcomes research in specific therapeutical areas.
The generalizability of the learning algorithms to another
domain will benefit from further formal examination. Since we
have not yet conducted a time analysis of an SLR study
conducted both manually and with this tool, we are unable to
precisely quantify the time savings from the ISLR system. In
addition, our NLP technologies limit to the extraction of relevant
information directly from the text but are not able to conduct
reasoning with long context to support complex data element
extraction, such as GRADE (Grading of Recommendations,
Assessment, Development, and Evaluation) or RoB2 (Risk of
Bias 2). The recent advances in large language models, such as
generative pretrained transformer 4, bring NLP technologies
expert-level performance on various professional and academic
benchmarks. Given its high performance, generalizability, and
reasoning capacity, it would be interesting to further assess the

efficacy and accuracy of large language models in various SLR
tasks and complex data element extraction.

As an early and innovative attempt to automate SLR lifestyle
through NLP technologies, ISLR does not fully support
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) reporting yet. We plan to continuously
iterate ISLR to cover the PRISMA checklist and report
generation in the future. In addition, we have not yet conducted
formal usability studies of the user interface, although agile
methods involving iterative refinement of the interface through
input from domain experts in SLR were employed throughout
the software development process.

Conclusions
Our ISLR system is a user-centered, end-to-end intelligent
solution to automate and accelerate the SLR process and
supports “living” SLRs with humans in the loop. The system
integrates cutting-edge ML- and DL-based NLP algorithms to
make recommendations on article screening and data element
extraction, which allow the system to prospectively and
continuously update relevant literature in a timely fashion. This
allows scientists to have more time to focus on the quality of
data and the synthesis of evidence and to stay current with
literature related to observational studies.
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Abstract

Background: Social determinants of health (SDOH) are critical drivers of health disparities and patient outcomes. However,
accessing and collecting patient-level SDOH data can be operationally challenging in the emergency department (ED) clinical
setting, requiring innovative approaches.

Objective: This scoping review examines the potential of AI and data science for modeling, extraction, and incorporation of
SDOH data specifically within EDs, further identifying areas for advancement and investigation.

Methods: We conducted a standardized search for studies published between 2015 and 2022, across Medline (Ovid), Embase
(Ovid), CINAHL, Web of Science, and ERIC databases. We focused on identifying studies using AI or data science related to
SDOH within emergency care contexts or conditions. Two specialized reviewers in emergency medicine (EM) and clinical
informatics independently assessed each article, resolving discrepancies through iterative reviews and discussion. We then
extracted data covering study details, methodologies, patient demographics, care settings, and principal outcomes.

Results: Of the 1047 studies screened, 26 met the inclusion criteria. Notably, 9 out of 26 (35%) studies were solely concentrated
on ED patients. Conditions studied spanned broad EM complaints and included sepsis, acute myocardial infarction, and asthma.
The majority of studies (n=16) explored multiple SDOH domains, with homelessness/housing insecurity and neighborhood/built
environment predominating. Machine learning (ML) techniques were used in 23 of 26 studies, with natural language processing
(NLP) being the most commonly used approach (n=11). Rule-based NLP (n=5), deep learning (n=2), and pattern matching (n=4)
were the most commonly used NLP techniques. NLP models in the reviewed studies displayed significant predictive performance
with outcomes, with F1-scores ranging between 0.40 and 0.75 and specificities nearing 95.9%.

Conclusions: Although in its infancy, the convergence of AI and data science techniques, especially ML and NLP, with SDOH
in EM offers transformative possibilities for better usage and integration of social data into clinical care and research. With a
significant focus on the ED and notable NLP model performance, there is an imperative to standardize SDOH data collection,
refine algorithms for diverse patient groups, and champion interdisciplinary synergies. These efforts aim to harness SDOH data
optimally, enhancing patient care and mitigating health disparities. Our research underscores the vital need for continued
investigation in this domain.

(JMIR Med Inform 2024;12:e57124)   doi:10.2196/57124

KEYWORDS

data science; social determinants of health; natural language processing; artificial intelligence; NLP; machine learning; review
methods; review methodology; scoping review; emergency medicine; PRISMA
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Introduction

Medical care, while crucial, contributes to only about 20% of
the modifiable factors influencing a population’s health
outcomes, while 80% are influenced by genetics, individual
behaviors, and socioeconomic factors. The latter two form the
social determinants of health (SDOH) [1] that operate at various
levels. From macroeconomic policies of nations to public
education and housing policies, these structural factors shape
resource distribution and societal positions. Consequently, they
influence living conditions, access to essential resources, and
daily life circumstances, ultimately molding health and health
disparities [2]. Every patient’s health trajectory is influenced
by SDOH, which can manifest positively (eg, high income, food
security) or adversely [3]. The negative aspects can be
categorized into social risks, conditions linked to poor health,
and social needs, which are individual preferences for assistance
[4]. These determinants, especially when adverse, can hinder
optimal care and impact clinical outcomes [5]. While not the
focus of this review, health-related social needs reflect individual
level social needs, and are inextricably related to the impacts
and conditions of SDOH.

Emergency medicine (EM) is a unique medical specialty: it can
both identify and address adverse SDOH, making it a pivotal
setting for intervention. The high prevalence of social needs
among emergency department (ED) patients, especially those
with low socioeconomic status, housing insecurity, or limited
access to care, underscores the potential of ED-based SDOH
interventions [6,7]. However, there are significant challenges;
comprehensive social risk screenings in the ED are often
impractical due to patient volume, acuity, and health system
financial constraints. Relying solely on electronic health records
(EHRs) is time-consuming and inconsistent. Furthermore, the
scattered and unstructured nature of SDOH data in EHRs makes
it difficult for ED physicians to identify patients with adverse
SDOH [8-10]. However, advancements in techniques in the
data sciences provide novel methods to address these issues.

Social informatics, a subfield of medical informatics, refers to
the usage of information technology to better harmonize social
and health data through improved capture and usage. It bridges
the gap between the technical and social worlds, offering
insights into how technology and societal factors interplay. The
vast possibilities of social informatics lie in its potential to
reshape how we understand, interpret, and act on social data in
health care settings. By integrating social data with health data,
it aims to enhance clinical care and overall health outcomes
[11]. Techniques like natural language processing (NLP),
artificial intelligence (AI), and machine learning (ML) are being
harnessed to extract, use, and model SDOH data effectively
[12-14]. AI represents an umbrella term that broadly
encompasses computer systems that can achieve human-level
performance on cognitive tasks [15], while NLP, a subfield of
AI, is a field of computational linguistics that involves analyzing
and understanding human language. This entails using a
combination of statistical approaches, including ML, to extract
structure and meaning from language [16]. Pertinent to this
review, ML can also be used as an analytic technique for

predictive modeling and better understanding patterns in data
sets.

While existing literature has touched upon SDOH in the ED, a
comprehensive review focusing on the application of data
sciences in this context is lacking. This scoping review aims to
map the current literature, pinpoint areas for future research,
and highlight the transformative potential of integrating data
sciences into EM SDOH research.

Methods

Data Sources and Literature Search Strategy
To capture the evolving role of AI and advancing data science
techniques for patients seen in the ED, particularly pertaining
to SDOH, we searched the literature from 2015 to 2022, a period
marked by rapid advancements in AI applications in health care.
We included articles from databases such as Medline (Ovid),
Embase (Ovid), CINAHL, Web of Science, and ERIC,
prioritizing research that melded data science with emergency
care settings.

Our search encompassed terms related to SDOH, data science
techniques such as ML algorithms, NLP, AI, and EM (see
Multimedia Appendix 1 for search terms used). We chose to
include EM patient populations to best understand this clinical
context. While there is no uniform definition for data science,
for this review we have used the definition proposed by Mike
and Hazzan [17] that considers data science as a research method
by “integration of research tools and methods taken from
statistics and computer science that can be used to conduct
research in various application domains, such as social science
and digital humanities”.

Article Selection
We focused our review on studies leveraging data science
techniques to extract or model SDOH data in EM. Recognizing
the paucity of EM-specific research using AI/ML algorithms,
we also considered studies on emergency-related conditions
that might be seen in other clinical non-ED settings. This
included conditions such as opioid use disorder (OUD), HIV,
and epilepsy. We intentionally excluded COVID-19 studies,
given their unique characteristics and sheer volume of literature.
This exclusion ensured a more focused review with current
relevance. Two independent reviewers (DA and EA) assessed
titles and abstracts for final inclusion. Any disagreements were
resolved through joint discussions. We used Covidence
(Covidence systematic review software; Veritas Health
Innovation), a standardized systematic review software.

Data Extraction
We extracted data from the selected studies using a standardized
form, ensuring uniformity. We captured study objectives,
methods, clinical care setting, ML algorithms, modeling
approaches, and specified outcomes (see Multimedia Appendix
2). We focused on broad data science techniques, including
subfields of AI such as ML algorithms, NLP key SDOH
domains, and overall clinical outcomes. While our focus remains
descriptive, we abstained from a quality assessment, aligning
with standard scoping review guidelines.
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Results

Overall Study Characteristics
After screening 1047 studies, 26 met our final inclusion criteria
(Figure 1 and Multimedia Appendix 1). We excluded a
significant number of studies because they did not focus on EM

conditions or complaints and did not use AI/ML techniques in
the overall approach to the study question. Most studies were
published after 2020 (Figure 2) and included patient populations
focusing exclusively on the ED (n=9), pediatric patients (n=2),
patients treated by emergency medical services (n=2), and US
veterans (n=2), among other examples.

Figure 1. Preferred reporting for systematic reviews and meta-analysis flow chart (PRISMA) diagram: 2015‐2022 search of Medline (Ovid), Embase
(Ovid), Cumulative Index to Nursing and Allied Health Literature (CINAHL), Web of Science, and Education Resource Information Center (ERIC).
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Figure 2. Number of publications by year (2015‐2022) identified in this review. Word clouds show main themes of papers for the corresponding
year.

SDOH Domains
Over 60% of studies we identified (n=16) used a broad array
of data science techniques such as ML or NLP to use, model,
or extract features across more than one of the major SDOH
domains, resulting in significant overlap across publications
included in this review (Figure 2). These domains included
housing insecurity and homelessness, neighborhood and built
environment, income and socioeconomic status, employment,
family and social support, food insecurity, insurance status and
stability, and history of incarceration. While individual level
SDOH data was the prevalent unit of analysis, 5 studies used
area level data or aggregated measures such as the Social
Deprivation Index, Area Deprivation Index, or the Gini

coefficient. Housing insecurity and homelessness emerged as
the most predominant SDOH domains assessed among 23% of
the studies identified (n=6). The domain of neighborhood and
built environment was also present across multiple studies and
the focus of several publications (n=4). Exposure to or history
of incarceration (n=2) as well as OUD (n=2) were also notable.

Exploration of Emergency Medicine Conditions
The scope of EM clinical conditions and complaints that were
studied were broad, including sepsis, acute myocardial
infarction, heart failure, asthma, diabetes, chest pain, and
epilepsy (Multimedia Appendix 3). Sepsis was the only specific
EM condition we identified in more than one study (n=2).
Several studies focused on all-cause ED revisits (n=2),
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“preventable visits” and admissions (n=2), and ED utilization
(n=2).

AI and ML Algorithms
AI techniques were used in 23 studies, encompassing methods
like random forest, classification and regression trees, support

vector machines, neural networks, and NLP (Figure 3 and Table
1). Of these, random forest emerged as the most common
(n=13), closely followed by NLP (n=11). Key algorithms are
discussed in further detail.

Figure 3. Overall counts of AI/ML algorithms used. AI: artificial intelligence; ML: machine learning; NLP: natural language processing; CART:
classification and regression trees; LSTM: long short-term memory.
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Table . Emergency medicine applications of random forest techniques used for extraction of social determinants of health data.

Instances (n, %)Category

2 (15.4)Identifying and highlighting pivotal SDOHa variables

1 (7.7)Predictive modeling for potential health trajectories

3 (23.1)Imputation using random forest techniques

5 (38.5)Data integrity and robustness evaluation

2 (15.4)Tree representations

aSDOH: Social Determinants Of Health

Random Forest in SDOH Variable Classification and
Data Management
Random forest, an advanced ensemble ML method, was notably
present across multiple studies identified in this review. This
technique was used to discern and highlight pivotal SDOH
variables. Its ability to create predictive models, offering
foresight into potential health trajectories based on the subtleties
of SDOH indicators was also evident. For example, in
“Improving Fairness in the Prediction of Heart Failure Length
of Stay and Mortality by Integrating Social Determinants of
Health,” the authors used random forest classifiers on sex,
ethnoracial, and insurance for study subpopulations, finding
differences in underdiagnosis and overdiagnosis of heart failure
[18]. The most common use of random forest, however, was to
address missing EHR data through imputation, ensuring the
integrity and robustness of analyses. Beyond its analytical
capabilities, it was also used to create insightful visual
representations, offering a comprehensive view into the intricate
web of variables, their interactions, and their overarching impact
on disease states like acute coronary syndrome, epilepsy, asthma,
and OUD.

NLP for SDOH Data Extraction
The integration of NLP in the realm of EM offers a promising
avenue for the precise extraction of SDOH from EHRs.
Traditional methodologies, such as manual reviews and

rudimentary keyword searches, are increasingly recognized for
their inherent limitations, particularly in the context of vast and
intricate EHR data sets. Our scoping review elucidated the
prevalence of several NLP techniques in the field. Text
representation methods like term frequency-inverse document
frequency (n=4), Bag of Words (n=3), and Word2Vec (n=1)
were prominently used, underscoring their fundamental role in
converting textual data into computationally amenable formats
(Figure 4). In the realm of topic modeling and semantic analysis,
latent Dirichlet allocation was noted in 2 studies, highlighting
its potential in discerning latent topics within medical records.
Approaches favored rule-based methodologies, found in 5
studies, followed by deep learning (n=2) particularly structures
like bidirectional long short-term memory and pattern matching
(n=4). From a software perspective, both proprietary (n=5) and
open source (n=6) tools were harnessed, reflecting the diverse
ecosystem of NLP tools available for research. These NLP
methodologies, especially the dominant ones like Bag of Words,
term frequency-inverse document frequency, and deep learning
structures, have demonstrated notable efficacy. However, to
achieve the pinnacle of precision in SDOH data extraction, it
is imperative to continually refine these NLP techniques.
Collaborative endeavors involving domain experts, iterative
model training, and the assimilation of multifaceted data sources
are paramount to enhancing the accuracy and relevance of
extracted insights.
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Figure 4. Overall counts of NLP techniques used for extraction of SDOH data including natural language processing (NLP), social determinants of
health (SDOH), term frequency-inverse document frequency (TF-IDF) .

Health Information Exchange (HIE) for SDOH Data
Aggregation
Health information exchange (HIE), featured in 4 out of 26
studies (Figure 5), aggregates patient data across health care
entities, providing a comprehensive view of a patient’s clinical
journey. With 40% of patients in one study having encounters
at multiple organizations, the importance of HIE in reflecting

the distributed nature of ED care becomes evident. HIE can aid
in analyzing care transitions and augmenting the sample size
and diversity for SDOH research. However, challenges like data
sharing, data quality, and privacy regulations need to be
addressed. In essence, HIE holds immense potential for EM
research, offering both multi-organizational and
community-level insights.
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Figure 5. Overall counts for identified articles by domain and/or task.

Predictive Applications
ML techniques can be important tools to leverage for clinical
outcome predictions, and we identified a significant number of
studies in our review. A total of 19 studies, representing a
diverse array of ML strategies were identified, each tailored for
distinct predictive outcomes. The efficacy of predictive models
was a pivotal outcome in 10 studies. Performance metrics for
these models, when used as a primary outcome, showcased a
range of F1-scores from 0.4 to 0.75, indicating varied precision
and recall across studies. These ranged from supervised models
like random forest classifiers for acute coronary syndrome
predictions to neural networks targeting sepsis-related
readmission risks. Notably, ensemble methods were adeptly

used to discern primary risk factors for OUDs. Within this realm,
NLP proved instrumental, particularly in classification tasks,
risk stratification, and fortifying clinical decision-making
processes. Beyond this, key outcomes highlighted patterns in
ED revisits (n=6), in-hospital mortality (n=2), algorithmic bias
(n=1), and mismatches between physician annotations and
claims data (n=1).

Data Quality, Privacy, and Algorithmic Bias
In the comprehensive spectrum of studies analyzed, an intriguing
observation surfaced: a noticeable gap in the examination of
data quality and privacy concerns within the realm of SDOH
and EM. Despite sifting through a multitude of research articles,
we did not encounter any study that directly tackled these pivotal
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issues. This omission underlines the potential vulnerabilities in
the application of AI and ML techniques, especially when
handling sensitive patient data. Furthermore, a singular study
broached the topic of algorithmic bias, a topic of paramount
importance given the potential repercussions on health care
outcomes and equity. The underrepresentation of these themes
hints at uncharted territories that warrant meticulous exploration
in future research endeavors, ensuring that the integration of AI
and ML in EM is both robust and ethically sound.

Discussion

Principal Findings
The leveraging of SDOH data within EM research and clinical
care is pivotal for gaining new insights, improving patient
outcomes, and optimizing health care delivery. Our scoping
review highlights the transformative role of data science, chiefly
AI/ML, and the subdiscipline of NLP, in improving SDOH data
integration and modeling within EM. Emerging from our review
is an increase toward using data science to harness,
operationalize, and model SDOH in emergency care settings.
This progression signifies a shift: a pivot toward a
comprehensive, data-infused approach that addresses not just
emergent conditions but also the intricate web of social and
economic determinants impacting health. NLP excels at
extracting SDOH information from the unstructured text of
EHRs, while ML’s predictive strength can transform these
insights into actionable predictions. Such models, equipped
with SDOH data, can catalyze precision interventions,
potentially identifying mechanisms for ED revisits, in-hospital
mortality, and readmissions.

Delving deeper into the SDOH domains, housing insecurity and
the neighborhood environment emerged as primary
determinants, witnessing significant attention across the studies.
Their frequent appearance in the research landscape underscores
their profound impact on health outcomes within emergency
settings. While these domains were at the forefront, other
determinants like education, employment, and social networks
were also featured, albeit to a lesser extent. The emphasis on
these SDOH domains, especially housing insecurity, suggests
a pressing need for targeted interventions and policies within
emergency care settings. As the health care sector continues to
evolve, understanding these predominant SDOH domains and
harnessing the power of data science will be pivotal in offering
a more holistic, patient-centric approach to emergency care.

Our comprehensive review, while offering insights, bears certain
limitations warranting acknowledgment. The time frame for
our study, confined to 2015-2022, captures most contemporary
advancements but might inadvertently omit foundational studies
predating this period, potentially offering evolutionary insights.
While we highlighted NLP and other ML techniques, the vast
expanse of data science boasts other emerging tools such as the
recent and rapid development of large language modeling (LLM)
such as ChatGPT (OpenAI), which were absent in our review.
The potential applications of LLM in harnessing and modeling
SDOH within the EM setting are rapidly emerging and will
likely expand the possibilities for improving health outcomes
and disparities.

Second, the encompassing scope of our review, spanning diverse
SDOH domains and emergency conditions, enriches the study’s
comprehensiveness. Yet, the scope also poses challenges in
distilling specific conclusions regarding the utility of data
science techniques across distinct SDOH or EM conditions.
Comparative analysis across studies was hampered by the varied
outcome measures adopted. Although a significant number
focused on the performance of predictive models, this only
scratches the surface of data science’s potential impact on SDOH
within EM. Lastly, our review refrained from assessing the
methodological quality of the incorporated studies. This
approach aligns with scoping review guidelines but omits
considerations of each study’s methodological soundness during
our synthesis.

Amidst these intricacies and challenges, there are still other
pressing concerns. Data quality, privacy concerns, and
algorithmic biases are potential hurdles that merit attention. In
particular, the limited exploration and assessment of algorithmic
bias in our reviewed studies, given its potential to perpetuate
health care disparities, suggests an urgent avenue for further
investigation. Without careful assessment of algorithmic biases,
there exists the potential for reinforcing racial and ethnic
discrimination and institutional racism. Only one study we
identified in our review specifically assessed ML model bias
and fairness in the context of heart failure outcomes [18]. ML
algorithmic biases are critical to address in the context of SDOH
research, as prior studies have demonstrated the potential for
reinforcement of pre-existing racial, ethnic, and socioeconomic
disparities [19].

Future Works and Recommendations

Potential Areas of Exploration
Our review has illuminated the significance of certain domains
like housing insecurity, within the context of SDOH in EM.
However, the vast landscape of SDOH offers numerous other
domains that remain relatively unexplored:

1. Education: Investigating the role of educational attainment
and access to quality education can provide insights into
its impact on health outcomes. For instance, understanding
how literacy levels influence patient adherence to medical
advice in emergency settings could be pivotal. AI techniques
could be used to better understand the complexity of both
current educational attainment and future or desired
educational needs through careful extraction or modeling
of data.

2. Employment: Employment status, job security, economic
mobility, and workplace conditions can have profound
effects on mental and physical health. Exploring these
factors can shed light on stress-related conditions or injuries
that present in EDs.

3. Social networks: The influence of social support systems,
community engagement, and familial ties can play a crucial
role in patient recovery and mental well-being. Delving
into these aspects can offer a holistic view of a patient’s
environment and its implications for health.

With these potential areas in mind, it becomes evident that a
multi-faceted approach to SDOH within EM is the way forward.
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Building on these areas of exploration, we propose several
recommendations to harness the full potential of SDOH in EM.

Recommendations
1. Establishing gold standard metrics: For the evolution

and standardization of emergency SDOH research, it is
essential to define and adopt gold standard metrics. These
metrics should be robust, universally accepted, and tailored
to capture the nuances of SDOH in emergency settings.
Collaborative efforts among researchers, clinicians, and
policy makers should be made to create these benchmarks.

2. Innovative data capture and implementation: The
high-paced nature of emergency settings necessitates
innovative solutions for capturing SDOH data. Leveraging
AI-assisted tools or predictive algorithms based on existing
patient data could offer one approach. Creating automated
workflows to allow for capture and implementation of
SDOH data at the patient encounter level will be important
for addressing social risks and needs.

3. Algorithmic innovation: The prominence of ML and NLP
in our findings suggests a horizon brimming with
algorithmic advancements and adaptation for EM. As these
tools evolve and new tools emerge, crafting and evaluating
interventions tailored to specific SDOH is crucial.

4. Connecting SDOH with clinical outcomes: Beyond
identifying SDOH, understanding their tangible impact on
patient outcomes is vital. A concerted effort in this direction
can revolutionize our care approach. The intersection of
SDOH and clinical outcomes is recognized by the Centers
for Medicare and Medicaid Services, which requires health
care systems to screen for key SDOH domains.

5. Interdisciplinary collaboration: The confluence of
expertise, from clinicians to data scientists, will be
instrumental in harnessing the full potential of SDOH data.

6. Addressing algorithmic bias: As we increasingly rely on
algorithms, it is imperative to ensure they are free from
biases that could perpetuate or exacerbate health disparities.

Rigorous testing, validation, and refinement of algorithms,
with a focus on fairness and equity, should be prioritized.

Conclusions
This scoping review underscores the transformative potential
of data science in elevating the understanding and application
of SDOH within EM. Through the adept integration of data
science methodologies, particularly ML and NLP, we are poised
to redefine the way SDOH data is adopted within EM. This
offers a broader and more data-informed approach to influencing
critical patient outcomes. The literature landscape indicates a
promising embrace of this cross-disciplinary synergy,
manifesting in an increasing number of studies that deploy data
science methodologies to unearth, interpret, or model SDOH
within emergency care contexts. Such a trajectory not only
affirms the growing acknowledgment of these methodologies’
efficacy but also underlines the health care sector’s commitment
to delivering more holistic care.

Nevertheless, our review also pinpoints avenues that warrant
deeper exploration. Despite the expansive focus on various
SDOH domains, certain determinants like housing insecurity
and the neighborhood environment have garnered
disproportionate attention. A more balanced exploration across
SDOH domains would provide a richer, more comprehensive
insight into their collective and individual impacts on patient
trajectories. Moreover, while the current trend leans heavily on
ML and NLP, there exists a vast expanse of data science
techniques yet to be fully leveraged like LLM. Diving into these
untapped methodologies might further refine our capabilities
in SDOH identification and intervention.

In conclusion, the fusion of data science with EM marks the
dawn of a new health care epoch. It envisions a future where
EDs transcend their traditional roles, evolving into hubs that
address the foundational SDOH challenges within communities.
As we navigate this promising trajectory, the potential to
revolutionize EM and fortify patient-centric care is immense.

 

Acknowledgments
Dr. Abbott was supported by National Heart, Lung, and Blood Institute (NHLBI) of the National Institutes of Health
(1K08HL169980-01A1).

Conflicts of Interest
None declared.

Multimedia Appendix 1
Finalized search strategies.
[DOCX File, 17 KB - medinform_v12i1e57124_app1.docx ]

Multimedia Appendix 2
Finalized complete list of literature included in the review.
[DOCX File, 18 KB - medinform_v12i1e57124_app2.docx ]

Multimedia Appendix 3
Emergency medicine conditions word cloud. Size of word cloud represents aggregated counts of terms from titles of articles
identified for this review (Python (version 3.7), matplot library).

JMIR Med Inform 2024 | vol. 12 | e57124 | p.1449https://medinform.jmir.org/2024/1/e57124
(page number not for citation purposes)

Abbott et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v12i1e57124_app1.docx&filename=6adb4391-96e0-11ef-b723-b16cc12c9125.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e57124_app1.docx&filename=6adb4391-96e0-11ef-b723-b16cc12c9125.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e57124_app2.docx&filename=6af07941-96e0-11ef-b723-b16cc12c9125.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e57124_app2.docx&filename=6af07941-96e0-11ef-b723-b16cc12c9125.docx
http://www.w3.org/Style/XSL
http://www.renderx.com/


[PNG File, 422 KB - medinform_v12i1e57124_app3.png ]

Checklist 1
PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis flow chart) checklist.
[PDF File, 319 KB - medinform_v12i1e57124_app4.pdf ]

References
1. Hood CM, Gennuso KP, Swain GR, Catlin BB. County health rankings: relationships between determinant factors and

health outcomes. Am J Prev Med 2016 Feb;50(2):129-135. [doi: 10.1016/j.amepre.2015.08.024] [Medline: 26526164]
2. Shah R, Della Porta A, Leung S, et al. A scoping review of current social emergency medicine research. West J Emerg

Med 2021 Oct 27;22(6):1360-1368. [doi: 10.5811/westjem.2021.4.51518] [Medline: 34787563]
3. Malecha PW, Williams JH, Kunzler NM, Goldfrank LR, Alter HJ, Doran KM. Material needs of emergency department

patients: a systematic review. Acad Emerg Med 2018 Mar;25(3):330-359. [doi: 10.1111/acem.13370] [Medline: 29266523]
4. Alderwick H, Gottlieb LM. Meanings and misunderstandings: a social determinants of health lexicon for health care systems.

Milbank Q 2019 Jun;97(2):407-419. [doi: 10.1111/1468-0009.12390] [Medline: 31069864]
5. Hosseinpoor AR, Bergen N, Schlotheuber A. Promoting health equity: WHO health inequality monitoring at global and

national levels. Glob Health Action 2015;8:29034. [doi: 10.3402/gha.v8.29034] [Medline: 26387506]
6. Kangovi S, Barg FK, Carter T, Long JA, Shannon R, Grande D. Understanding why patients of low socioeconomic status

prefer hospitals over ambulatory care. Health Aff (Millwood) 2013 Jul;32(7):1196-1203. [doi: 10.1377/hlthaff.2012.0825]
[Medline: 23836734]

7. Samuels-Kalow ME, Ciccolo GE, Lin MP, Schoenfeld EM, Camargo CA Jr. The terminology of social emergency medicine:
measuring social determinants of health, social risk, and social need. J Am Coll Emerg Physicians Open 2020
Oct;1(5):852-856. [doi: 10.1002/emp2.12191] [Medline: 33145531]

8. Adler NE, Stead WW. Patients in context--EHR capture of social and behavioral determinants of health. N Engl J Med
2015 Feb 19;372(8):698-701. [doi: 10.1056/NEJMp1413945] [Medline: 25693009]

9. Chen M, Tan X, Padman R. Social determinants of health in electronic health records and their impact on analysis and risk
prediction: a systematic review. J Am Med Inform Assoc 2020 Nov 1;27(11):1764-1773. [doi: 10.1093/jamia/ocaa143]
[Medline: 33202021]

10. Cook LA, Sachs J, Weiskopf NG. The quality of social determinants data in the electronic health record: a systematic
review. J Am Med Inform Assoc 2021 Dec 28;29(1):187-196. [doi: 10.1093/jamia/ocab199] [Medline: 34664641]

11. Pantell MS, Adler-Milstein J, Wang MD, Prather AA, Adler NE, Gottlieb LM. A call for social informatics. J Am Med
Inform Assoc 2020 Nov 1;27(11):1798-1801. [doi: 10.1093/jamia/ocaa175] [Medline: 33202020]

12. Dorr D, Bejan CA, Pizzimenti C, Singh S, Storer M, Quinones A. Identifying patients with significant problems related to
social determinants of health with natural language processing. Stud Health Technol Inform 2019 Aug 21;264:1456-1457.
[doi: 10.3233/SHTI190482] [Medline: 31438179]

13. Patra BG, Sharma MM, Vekaria V, et al. Extracting social determinants of health from electronic health records using
natural language processing: a systematic review. J Am Med Inform Assoc 2021 Nov 25;28(12):2716-2727. [doi:
10.1093/jamia/ocab170] [Medline: 34613399]

14. Conway M, Keyhani S, Christensen L, et al. Moonstone: a novel natural language processing system for inferring social
risk from clinical narratives. J Biomed Semantics 2019 Apr 11;10(1):6. [doi: 10.1186/s13326-019-0198-0] [Medline:
30975223]

15. Mintz Y, Brodie R. Introduction to artificial intelligence in medicine. Minim Invasive Ther Allied Technol 2019
Apr;28(2):73-81. [doi: 10.1080/13645706.2019.1575882] [Medline: 30810430]

16. Harrison CJ, Sidey-Gibbons CJ. Machine learning in medicine: a practical introduction to natural language processing.
BMC Med Res Methodol 2021 Jul 31;21(1):158. [doi: 10.1186/s12874-021-01347-1] [Medline: 34332525]

17. Mike K, Hazzan O. What is data science? Commun ACM 2023;66(2):12-13. [doi: 10.1145/3575663]
18. Li Y, Wang H, Luo Y. Improving fairness in the prediction of heart failure length of stay and mortality by integrating social

determinants of health. Circ Heart Fail 2022 Nov;15(11):e009473. [doi: 10.1161/CIRCHEARTFAILURE.122.009473]
[Medline: 36378761]

19. Obermeyer Z, Powers B, Vogeli C, Mullainathan S. Dissecting racial bias in an algorithm used to manage the health of
populations. Science 2019 Oct 25;366(6464):447-453. [doi: 10.1126/science.aax2342] [Medline: 31649194]

Abbreviations
AI: artificial intelligence
ED: emergency department
EHR: electronic health record
EM: emergency medicine
HIE: health information exchange

JMIR Med Inform 2024 | vol. 12 | e57124 | p.1450https://medinform.jmir.org/2024/1/e57124
(page number not for citation purposes)

Abbott et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v12i1e57124_app3.png&filename=6b049d81-96e0-11ef-b723-b16cc12c9125.png
https://jmir.org/api/download?alt_name=medinform_v12i1e57124_app3.png&filename=6b049d81-96e0-11ef-b723-b16cc12c9125.png
https://jmir.org/api/download?alt_name=medinform_v12i1e57124_app4.pdf&filename=6b1abd91-96e0-11ef-b723-b16cc12c9125.pdf
https://jmir.org/api/download?alt_name=medinform_v12i1e57124_app4.pdf&filename=6b1abd91-96e0-11ef-b723-b16cc12c9125.pdf
http://dx.doi.org/10.1016/j.amepre.2015.08.024
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26526164&dopt=Abstract
http://dx.doi.org/10.5811/westjem.2021.4.51518
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34787563&dopt=Abstract
http://dx.doi.org/10.1111/acem.13370
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29266523&dopt=Abstract
http://dx.doi.org/10.1111/1468-0009.12390
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31069864&dopt=Abstract
http://dx.doi.org/10.3402/gha.v8.29034
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26387506&dopt=Abstract
http://dx.doi.org/10.1377/hlthaff.2012.0825
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23836734&dopt=Abstract
http://dx.doi.org/10.1002/emp2.12191
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33145531&dopt=Abstract
http://dx.doi.org/10.1056/NEJMp1413945
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25693009&dopt=Abstract
http://dx.doi.org/10.1093/jamia/ocaa143
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33202021&dopt=Abstract
http://dx.doi.org/10.1093/jamia/ocab199
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34664641&dopt=Abstract
http://dx.doi.org/10.1093/jamia/ocaa175
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33202020&dopt=Abstract
http://dx.doi.org/10.3233/SHTI190482
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31438179&dopt=Abstract
http://dx.doi.org/10.1093/jamia/ocab170
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34613399&dopt=Abstract
http://dx.doi.org/10.1186/s13326-019-0198-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30975223&dopt=Abstract
http://dx.doi.org/10.1080/13645706.2019.1575882
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30810430&dopt=Abstract
http://dx.doi.org/10.1186/s12874-021-01347-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34332525&dopt=Abstract
http://dx.doi.org/10.1145/3575663
http://dx.doi.org/10.1161/CIRCHEARTFAILURE.122.009473
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36378761&dopt=Abstract
http://dx.doi.org/10.1126/science.aax2342
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31649194&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


LLM: large language modeling
ML: machine learning
NLP: natural language processing
OUD: opioid use disorder
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Abstract

Background: The importance of real-world evidence is widely recognized in observational oncology studies. However, the
lack of interoperable data quality standards in the fragmented health information technology landscape represents an important
challenge. Therefore, adopting validated systematic methods for evaluating data quality is important for oncology outcomes
research leveraging real-world data (RWD).

Objective: This study aims to implement real-world time to treatment discontinuation (rwTTD) for a systemic anticancer therapy
(SACT) as a new use case for the Use Case Specific Relevance and Quality Assessment, a framework linking data quality and
relevance in fit-for-purpose RWD assessment.

Methods: To define the rwTTD use case, we mapped the operational definition of rwTTD to RWD elements commonly available
from oncology electronic health record–derived data sets. We identified 20 tasks to check the completeness and plausibility of
data elements concerning SACT use, line of therapy (LOT), death date, and length of follow-up. Using descriptive statistics, we
illustrated how to implement the Use Case Specific Relevance and Quality Assessment on 2 oncology databases (Data sets A
and B) to estimate the rwTTD of an SACT drug (target SACT) for patients with advanced head and neck cancer diagnosed on or
after January 1, 2015.

Results: A total of 1200 (24.96%) of 4808 patients in Data set A and 237 (5.92%) of 4003 patients in Data set B received the
target SACT, suggesting better relevance of the former in estimating the rwTTD of the target SACT. The 2 data sets differed
with regard to the terminology used for SACT drugs, LOT format, and target SACT LOT distribution over time. Data set B
appeared to have less complete SACT records, longer lags in incorporating the latest data, and incomplete mortality data, suggesting
a lack of fitness for estimating rwTTD.

Conclusions: The fit-for-purpose data quality assessment demonstrated substantial variability in the quality of the 2 real-world
data sets. The data quality specifications applied for rwTTD estimation can be expanded to support a broad spectrum of oncology
use cases.

(JMIR Med Inform 2024;12:e47744)   doi:10.2196/47744

KEYWORDS

data quality assessment; real-world data; real-world time to treatment discontinuation; systemic anticancer therapy; Use Case
Specific Relevance and Quality Assessment; UReQA framework

JMIR Med Inform 2024 | vol. 12 | e47744 | p.1452https://medinform.jmir.org/2024/1/e47744
(page number not for citation purposes)

Ru et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:boshu.ru@merck.com
http://dx.doi.org/10.2196/47744
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Background
The importance of real-world evidence drawn from real-world
data (RWD) is widely recognized in oncology research [1-5].
Over the past decade, federal legislation and incentives
promoting the secondary use of RWD in the United States [6-8],
coupled with advances in health information technology, have
resulted in an explosion of RWD sources and a complex RWD
ecosystem [1]. However, this rich data landscape can also pose
challenges in identifying fit-for-purpose RWD to meet
biopharma research needs.

Two key obstacles to identifying high-quality data are the
fragmentation of RWD sources and the lack of interoperable
data quality standards. These obstacles are particularly pertinent
in the United States, where progress is slow in reaching full
interoperability of data sourced from thousands of providers
who customized their electronic health record (EHR) systems
from solutions provided by >40 different EHR software vendors
[9]. Therefore, adopting validated systematic methods for
evaluating data quality is important for research leveraging
RWD [10-12].

In 2016, an expert panel proposed the concepts of conformance,
completeness, and plausibility as 3 categories (with
subcategories) to describe the intrinsic data quality of EHR
databases and to serve as a framework for assessing data quality
that could then be verified (with organizational data) or validated
using an accepted gold standard [13]. Several working groups
and authors have applied these terms or proposed others for
defining research data quality [14-16], and multiple initiatives
in the United States, both public and private, have developed
frameworks and tools to evaluate and improve the quality of
EHR data sets [17-21] and to implement model-driven,
quantitative approaches to address RWD completeness and
plausibility issues [22-25]. However, there is no single RWD
source that can fit the needs of all studies, and the selection of
RWD to support an individual use case must also consider data
relevance and measurement thresholds in addition to data
quality.

Objective
In a previous study, we introduced the Use Case Specific
Relevance and Quality Assessment (UReQA) framework, an
RWD quality framework that combines both the data quality
and the relevance aspects of assessing RWD, with the goal of
developing data quality assessment specifications tailored to
use cases [3]. In this study, we aimed to implement this
framework in the use case for estimating real-world time to
treatment discontinuation (rwTTD) in oncology. Our work had
two main components: (1) to design comprehensive data quality
assessment checks for estimating rwTTD for a systemic
anticancer therapy (SACT) and (2) to illustrate how these quality
checks can be used to evaluate EHR-derived RWD products.

We selected rwTTD as the first use case to implement the
UReQA framework because of its high utility as a pragmatic
real-world effectiveness end point for continuously administered
SACTs (such as immunotherapies) and its known correlation

with overall survival [26-28]. Moreover, the estimation of
rwTTD requires information on medication use patterns,
mortality, and follow-up. These data elements are foundational
to outcomes research. Therefore, implementation of the rwTTD
use case can be expanded to other use cases in or beyond
oncology, as well as different data sources, such as claims
databases.

Methods

Ethical Considerations
This study used 2 commercially licensed deidentified structured
secondary data sources accessible to the study team. It was
exempted from institutional review board review because of
the following: (1) each data source contains a significant level
of protection against the release of personal information to
outside entities and (2) the use of such databases presents the
lowest risk to potential subjects because the analysis involves
only anonymous data; hence, conducting the study will not place
the subjects at risk.

Study Overview
This study comprised four main steps: (1) conceptual definition
of the rwTTD use case; (2) mapping of the rwTTD use case
definition to RWD elements (operational definition); (3)
identifying data quality checks for the required data elements
to determine rwTTD for an SACT, designated the “target
SACT”; and (4) implementing the UReQA framework [3] in
assessing the RWD fitness for estimating rwTTD. The data
quality assessment was undertaken on 2 US EHR-based
oncology databases for estimating rwTTD for a target SACT,
an immunotherapy drug that is administered intravenously in
advanced-stage head and neck cancer (HNC). The targeted
SACT received approval in 2016 for the treatment of previously
treated advanced HNC and in 2019 for its use as a first-line
therapy in advanced HNC. The focus of this study is on
designing data quality assessment methods that are tailored for
specific use cases, rather than calculating rwTTD for a particular
medication. Therefore, we mask the name of the actual drug
product.

Step 1: Conceptual Definition of the rwTTD Use Case
The end point, rwTTD, is defined as the length of time from
initiation to discontinuation of a medication ([date of last
recorded dose – date of first recorded dose] + 1 d), with
discontinuation defined as the date of the last dose if a patient
died during therapy or initiated a new treatment or if there is a
gap of ≥120 days between the last recorded dose and last
recorded activity in a data set. Patients who do not meet the
discontinuation criteria are censored at the last medication use
[26-28].

Step 2: Mapping of the rwTTD Use Case Definition to
RWD Elements
Owing to the variations in data element definition and data
structures between real-world EHR databases, we need to
operationalize the concept of rwTTD by deconstructing its
definition and mapping it to four sets of required data elements
that are commonly available from oncology EHR–derived data
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sets: (1) SACT, (2) line of therapy (LOT) specifying the regimen
names and sequence of current treatment in the treatment plan
[29,30], (3) mortality status, and (4) follow-up time, as
summarized in Table 1. Although SACT, mortality status, and

follow-up time are often recorded directly as procedure,
prescription, and administrative events in raw EHR databases,
the LOT was often derived from raw EHR by the algorithm.

Table 1. Required data elements for determining real-world time to treatment discontinuation (rwTTD) for a systemic anticancer therapy (SACT) drug
in a specific line of therapy (LOT).

Commonly used data elementsOperational steps to ascertain rwTTD and type of data category

Identify records of the drug of interest

Drug_name, NDCa, HCPCSb code, RxNorm codeSACT drug

Drug administration datecSACT administration

Drug order datedSACT order

Identify discontinuation date from subsequent LOT start date

LOT nameeLOT

LOT numberLOT

LOT start dateLOT

LOT end dateLOT

If no subsequent LOT, identify discontinuation date from patient death record during treatment

Vital status or date of deathMortality status

If no date of death, identify discontinuation date by last follow-up date subheading

Date of last follow-upfLast follow-up

aNDC: National Drug Code.
bHCPCS: Healthcare Common Procedure Coding System.
cThe drug administration date is defined as the date of receiving medication at a health care facility as a medical service, often applicable to an intravenous
drug.
dThe drug order date is defined as the order date for drugs used at home, often applicable to an oral drug.
eThe LOT name is determined by the combination of SACT drugs administered or ordered from the LOT start to end dates.
fThe date of last follow-up is defined as the last documented clinic visit or procedure in the electronic health record.

We defined SACT as any systemic anticancer medication
received by the patient, documented as given either by a health
care provider at the site of care (eg, by infusion), with the date
defined as the “administration” date, or as a prescription to take
or apply at home, with the date defined as the “drug order” date.
The number of refills (or alternative data elements such as days
of supply or expected medication end date) was used to
determine the last use of oral drugs (Table 1).

LOT was defined as the sequence of the SACT regimens
prescribed for an individual patient, as previously described in
detail [29,30]. In brief, the first LOT (line 1 [1L]) begins with
the first SACT initiated after a study index date (often the
advanced or metastatic cancer diagnosis date), and any other
drug introduced within the next 28 days is considered part of
that LOT [29]. We defined the start of a new LOT when a new
SACT not belonging to the prior LOT was introduced or if a
new SACT was initiated after a ≥120-day gap in therapy.

Because the target SACT was administered intravenously, we
omitted 2 tasks applicable only to oral target SACTs: the check
of patient numbers with target drug order date after the index
date (Multimedia Appendix 1, task 6 [13]) and the check for
distribution of gaps between drug order dates (Multimedia
Appendix 1, task 9).

The patient mortality status was determined based on the
recorded dates of death. For patients who were still alive at data
cutoff, the date of the last follow-up was defined as the last
documented clinical activity date in the EHR (Table 1).

Step 3: Identifying Data Quality Checks for Required
Data Elements
For each of the required data elements, we identified
corresponding verification checks to assess data quality at both
the variable level and the cohort level. A total of 20 data quality
checks (tasks) were identified and categorized into the quality
dimensions of conformance, completeness, and plausibility, as
per the harmonized data quality assessment terms and
framework developed by Kahn et al [13] (Multimedia Appendix
1). Our goal in creating these tasks was to develop a
comprehensive toolbox for assessing data quality for the rwTTD
use case. However, when adapting them to a specific RWD
database and a SACT drug of interest, not every task and check
would be necessary. For example, the checks for LOT, mortality,
and follow-up are not needed if a data set already provides the
reason for discontinuation and censored status for each drug
exposure. In addition, tasks 3-5 were applicable to cancer
therapies received in hospitals or clinics as intravenous or
infusion procedures, whereas tasks 4-9 were dedicated to oral
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cancer therapies that were mostly self-administrated at home.
As tracking the actual time patients took oral therapies was
infeasible, researchers examined days supply and refill records
to estimate the drug exposure period. Therefore, when
investigating the rwTTD of an oral SACT drug, it is necessary
to check the completeness of these oral therapy–specific data
elements (task 7).

Step 4: Implementing the rwTTD Use Case for
Assessing 2 RWD Sets

Data Set Preassessment
We followed the preassessment step in UReQA [3] to identify
2 anonymized, commercially available US real-world oncology
databases, designated as Data set A and Data setB in this report,
which included patients with advanced (metastatic or
unresectable, recurrent) HNC. Both databases contained data
elements sourced from structured and unstructured information
captured within health care providers’ EHR systems as part of
routine cancer care.

Cohort Selection and Patient Characteristics
Data set A was commercialized and included patients with
advanced HNC, whereas Data set B included patients with all
stages of HNC. To align the 2 patient populations as having
advanced HNC, we restricted Data set B to the subset of patients
with HNC and a record of the American Joint Committee on
Cancer stage IV and International Classification of Diseases
(ICD), revision 9 or 10 (ICD-9 or ICD-10) code for metastatic
tumor (ICD-9 codes 196.x, 197.x, and 198.x and ICD-10 codes
C76.x, C77.x, and C78.x). The distributions of the patient
characteristics were then tabulated for the 2 data sets.

Data Elements Harmonization
In Data set A, the names of SACT medications were harmonized
from clinic formulary information and medical service records
to standard generic drug names in a commercial drug database
along with drug category information. In Data set B, all
medication records in the raw EHR data were harmonized into
the RxNorm code [31]; however, drug category information
was not available. To harmonize all SACT medication in Data
set B, we retrieved the RxNorm codes for generic names of all
SACT medications using the RxNav software developed by and
available from the US National Library of Medicine [32].

The LOT information was previously derived by both data
providers but was presented differently in the 2 data sets. In

Data set A, the LOT table provided the LOT number, LOT
regimen name, LOT start date, and LOT end date, with a flag
indicative of maintenance therapy, as appropriate. Instead, Data
set B included only the LOT number and LOT start date.
Therefore, to evaluate the LOT information in Data set B, we
indirectly deduced the end date of each LOT as the date before
the start of the next LOT or as the data cutoff date for the last
LOT in the data set. Then, all individual SACT medications
administered or ordered between the LOT start and end dates
were combined to serve as the LOT regimen name. This
approach was a necessary but imperfect solution because the
LOT end date and the LOT regimen name should ideally be
generated using a more rigorous algorithm [29,30].

The date of death was provided at the month and day levels in
Data set A, whereas in Data set B, the death date was aggregated
by year. Given the relatively short length of survival of many
patients with advanced HNC [33-36], the allocation of death
dates by year was not sufficiently granular for accurate rwTTD
calculation; better precision (ie, month of death) would be
needed for accurate rwTTD calculation. Consequently, quality
assessment tasks related to mortality variables were omitted
(task 17) for Data set B.

Reporting the Verification Results
Descriptive statistics were used to summarize the results of
implementing rwTTD data quality checks on Data sets A and
B. We used frequencies to summarize categorical variables and
mean (SD) and median (IQR or range) to summarize continuous
variables. The study index date was the date of first advanced
HNC diagnosis, and the cutoff date was November 25, 2019.

All analyses were conducted using SAS Studio release 3.8
(Basic Edition; SAS Institute, Inc).

Results

Patient Characteristics
Data set A included 7366 patients with advanced HNC, and we
identified 11,386 patients in Data set B with advanced HNC.
The median patient age at the first advanced HNC diagnosis
was 65 (IQR 58-72) years in Data set A and 61 (IQR 54-68)
years in Data set B, and the percentages of male individuals
were 74.16% (5643/7366) and 69.97% (7967/11386),
respectively (Table 2), similar to the HNC population data from
the United States [33,37].
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Table 2. Baseline characteristics of patients with advanced head and neck cancer (HNC) included in 2 data sets under evaluationa.

Data set B (n=11,386)Data set A (n=7366)Characteristic

Sex, n (%)

3408 (29.9)1723 (23.4)Female

7967 (70)5643 (76.6)Male

11 (0.1)0 (0)Missing or unknown

61 (54-68)65 (58-72)Age at first advanced HNC diagnosis (y), median (IQR)

Age at first advanced HNC diagnosis (y), n (%)

31 (0.27)0 (0)<18

688 (6.04)187 (2.53)18-44

5955 (52.3)3402 (46.19)45-64

4111 (36.11)3777 (51.28)65-88

6 (0.05)0 (0)≥89

595 (5.23)0 (0)Missing or unknown

Race or ethnicity, n (%)

40 (0.35)N/AbAmerican Indian or Alaska Native

165 (1.45)103 (1.4)Asian

1250 (10.98)487 (6.61)Black or African American

0 (0)13 (0.18)Hispanic or Latino

6 (0.05)N/ANative Hawaiian or other Pacific Islander

9239 (81.14)4939 (67.05)White

686 (6.02)650 (8.82)Missing

0 (0)1174 (15.94)Other race

AJCCc stage at first HNC diagnosis, n (%)

28 (0.25)2 (0.03)0

603 (5.3)419 (5.69)I

542 (4.76)505 (6.86)II

798 (7.01)929 (12.61)III

4978 (43.72)4330 (58.78)IV

4437 (38.97)1181 (16.03)Missing or unknown

Year of first advanced HNC diagnosis, n (%)

1245 (10.9)0 (0)Before 2006

1537 (13.5)0 (0)2006-2009

2721 (23.9)1068 (14.5)2010-2012

5577 (49.0)5435 (73.8)2013-2018

306 (2.7)863 (11.7)2019 or later

aPercentages may not add up to 100% because of rounding.
bN/A: not applicable.
cAJCC: American Joint Committee on Cancer.

SACT Data Checks
Overall, 75.91% (5592/7366) and 38.74% (4411/11386) of the
patients in Data sets A and B, respectively, had a recorded drug

administration or drug order for any SACT (Table 3, task 1). A
complete start date (y, mo, and d) was recorded for all SACT
administrations and orders in both data sets (Table 3, tasks 4
and 8).
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Table 3. Data quality assessment of SACTa administration and order records after the advanced HNCb diagnosisc.

Data set BData set ASACT data quality checks

4411 (38.7)5592 (75.9)Task 1: patients with any SACT drug administration or order record after the advanced HNC

diagnosis date, n (%)d

Task 2: SACT drug records with missing drug identity (name and code) information

0 (0)0 (0)Value, n (%)

RxNorm ingredient levelNormalized generic nameNormalization of medication name

5.92 (237/4003)24.96 (1200/4808)Task 3: patients with target SACT administration date after the advanced HNC diagnosis date,

2015 onward, % (n/N)e

37,662 (100)425,505 (100)Task 4: SACT drug administration records with complete administration date, n (%)

21 (11-21; 1-824)21 (21-21; 1-113)Task 5: gap (in d) between the target SACT drug administration dates, median (IQR; range)

N/AgN/Af,gTask 6: patients with target SACT order date after the advanced HNC diagnosis date

N/Ah1732 (53.4)Task 7 SACT drug order records with complete days supply and refill information, n (%)

8380 (100)3241 (100)Task 8: SACT drug order records with complete order date, n (%)i

N/AgN/AgTask 9: distribution of gaps (in d) between target SACT drug order dates, normalized by days
supply, refill, and cancelation record

aSACT: systemic anticancer therapy.
bHNC: head and neck cancer.
cDrug administration refers to drugs administered by health care providers at the site of care, whereas drug order refers to prescriptions for drugs used
at home.
dTask 1 was applied to the full data sets, including 7366 and 11,386 patients in Data sets A and B, respectively.
eTask 3 was applied for patients with the first advanced HNC diagnosis on or after January 1, 2015, including 4808 and 4003 patients in Data sets A
and B, respectively.
fN/A: not applicable.
gTasks 6 and 9 were not conducted because they apply to an oral target SACT.
hInformation about the number of refills, days supply, or alternative data elements was not available in Data set B.
iThe total number of drug order records in Data set A (3241) and Data set B (8380) was used as the denominator in task 8.

We determined that 4808 (65.27%) of the 7366 patients in Data
set A and 4003 (35.16%) of the 11,386 patients in Data set B
had a first advanced HNC diagnosis on or after January 1, 2015,
the timeline we applied for the study index date as it covered
the key diagnostic and therapeutic timeline of the target SACT
(first approved in 2016). A total of 1200 (24.96%) of the 4808
patients meeting this timeline in Data set A and 237 (5.92%)
of the 4003 patients meeting this timeline in Data set B had a
record of receiving the target SACT (Table 3, task 3).

The median length of the gap between target SACT
administrations was 21 days in both the data sets, which aligned
with the expected dose schedule for the target SACT (Table 3,
task 5). However, the range of the gap was considerably shorter
in Data set A (1-113 d) than in Data set B (1-824 d), suggesting
incomplete target SACT administration records in Data set B.

For the oral SACT records, Data set A included the number of
refills and a flag for canceled medication orders, whereas Data

set B did not provide refill information (Table 3, task 7). This
could impact the accuracy of calculating rwTTD for an orally
dispensed SACT because the drug orders for patients remaining
on treatment through refills would not be recorded in the
database.

LOT Data Checks
The 2 data sets differed in terms of the target SACT LOT
distribution over time. The cumulative frequency of target SACT
initiation, including as monotherapy or combination therapy
and in any LOT, tended to be greater in later years in Data set
A, peaking in the third quarter (Q3) of 2019, than in Data set
B, peaking in the first and second quarters of 2018 (Figure 1,
task 10). In Data set A, a greater frequency of target SACT
initiation as second-line or later monotherapy was consistent
with approval timing in this setting (2016), which preceded the
first-line approvals (2019). The later time points for second-line
or later monotherapy initiation in Data set B suggest the
possibility of longer data lags than for Data set A.
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Figure 1. Task 10: number of patients initiating the target systemic anticancer therapy (SACT) by year and quarter in (A) Data set A and (B) Data set
B. Note: Y-axis heights in panels A and B differ but were selected to best depict the patient numbers in Data sets A and B. 1L: first-line therapy; 2L+:
second-line or later therapy; combo: target SACT in any combination therapy (approved or not approved); mono: target SACT monotherapy; Q1: first
quarter; Q2: second quarter; Q3: third quarter; Q4: fourth quarter.

In both data sets, we observed the inclusion of patients who
initiated the target SACT therapy before the applicable first-line
or second-line or later US Food and Drug Administration
approval dates. We believe that these are true real-world
findings, which do not always correspond to recommended or
approved indications, rather than data quality issues.

In Data set B, only 40.3% (4589/11386) of patients had SACT
LOT records (Table 4, task 11), which coincides with the finding
of lower-than-expected SACT drug administration and order
rates (Table 3, task 1).
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Table 4. LOTa rules for SACTb and mortality information.

Data set BData set ATask

Figure 1BFigure 1ATask 10: number of patients initiating the target SACT by year and quarter

Task 11: completeness of LOT information, n (%)c

4589 (40.3)5594 (75.94)Patients with complete line number

N/Ad,e5594 (75.94)Patients with complete line name

4589 (40.3)5594 (75.94)Patients with complete line start date

N/Ae5594 (75.94)Patients with complete line end date

434 (3.81)0 (0)Task 12: patients for whom the first LOT number after the advanced HNCf diagnosis date was

not 1, n (%)c

Task 13: distribution of LOT number at target SACT initiation

2371200Patients who received the target SACT, n

65 (27.43)481 (40.08)Line 1, n (%)

92 (38.82)486 (40.5)Line 2, n (%)

54 (22.78)161 (13.42)Line 3, n (%)

16 (6.75)46 (3.83)Line 4, n (%)

10 (4.22)13 (1.83)Line 5, n (%)

0 (0)13 (1.83)Lines 6-10, n (%)

Task 14: use of target SACT in 1Lg before approval date

1L monotherapy

67.69 (44/65)78.37 (377/481)Patients who received target SACT, % (n/N)

November 10, 2014July 15, 2015First administration dateh in database

February 4, 2016August 29, 2016Cutoff date for the earliest 5% receipt

September 23, 2016November 3, 2016Cutoff date for the earliest 10% receipt

April 27, 2017June 28, 2017Cutoff date for the earliest 25% receipt

Approved 1L combination

6.15 (4/65)7.69 (37/481)Patients who received the target SACT in approved 1L combination, % (n/N)

July 1, 2019December 18, 2018First administration date in database

N/AiFebruary 18, 2019Cutoff date for the earliest 5% receipt

N/AiApril 2, 2019Cutoff date for the earliest 10% receipt

N/AiJuly 9, 2019Cutoff date for the earliest 25% receipt

3531 (31)4695 (63.74)Task 15: patients with death record, n (%)c

N/Aj0 (0)Task 16: patients with multiple death records on different dates, n (%)

N/Aj1497 (31.88)Task 17: patients with clinical records showing health care activity after death date
(n=4695), n (%)

N/Aj1436 (30.59)≥1 d after date of death

N/Aj1290 (27.48)≥3 d after date of death

N/Aj1002 (21.34)≥7 d after date of death

N/Aj79 (1.68)≥30 d after date of death

a LOT: line of therapy.
bSACT: systemic anticancer therapy.
cTasks 11, 12, and 15 were applied to the full data sets, including 7366 and 11,386 patients in Data sets A and B, respectively.
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dN/A: not applicable.
eLine name and line end date were not available in Data set B.
fHNC: head and neck cancer.
g1L: first line of therapy after the advanced HNC diagnosis date.
hDates are written as month/day/year.
iNot calculated as only 4 patients received the target SACT in a 1L combination LOT.
jOnly the year of death was available in Data set B.

The LOT start date in both data sets included year, month, and
day, and the minimum LOT number started from 1 (first line)
after the earliest advanced HNC diagnosis date for all but 3.81%
(434/11386) of the patients in Data set B (Table 4, task 12). A
line number other than 1 after the advanced HNC diagnosis date
suggests that either a definition different from the commonly
used definition [29,30] was used or that there was an earlier
advanced HNC diagnosis date that was not documented.

In Data set A, 40.08% (481/1200) of patients received the target
SACT in first-line therapy and 59.91% (719/1200) in second-line
or later therapy, including 13.42% (161/1200) in third-line
therapy (Table 4, task 13). In Data set B, 27.4% (65/237) of
patients received the target SACT in first-line therapy, and
72.6% (172/237) received it in the second-line or later therapy,
with frequent third-line receipt (54/237, 22.8%). Therefore,
LOT rules may have been applied differently in Data set A and
Data set B.

Complete information about the start date of first-line target
SACT drug administration (as both monotherapy and
combination therapy) was available for 377+37=414 (86.1%)
of 481 patients in Data set A and 44+4=48 (74%) of 65 patients
in Data set B (Table 4, task 14). In Data set A, first-line target
SACT monotherapy was initiated for the first time in 2015, and
approximately 5% of first-line monotherapy initiation dates fell
on or before 2016, when the target SACT was approved for
second-line or later therapy. Target SACT in combination
therapy was first initiated in late 2018, with approximately 25%
of the initiation dates falling before the start of Q3 in 2019,
shortly after the approval of first-line combination therapy. In
Data set B, first-line target SACT monotherapy initiation was
first recorded in the fourth quarter in 2014, earlier than in Data
set A, and close to 10% of initiation dates occurred before the
end of Q3 in 2016. Instead, the approved target SACT

combination therapy was first initiated at the start of Q3 in 2019,
in line with the approval date for this indication.

Mortality Data
Among 7366 and 11,386 patients in Data sets A and B, 4695
(63.74%) and 3531 (31%), respectively, had a recorded date of
death (Table 4, task 15); and 4427 (60%) and 3093 (27%)
patients, respectively, had death records within 3 years after the
date of advanced HNC diagnosis. These percentage differences
indicate that Data set B may have incomplete mortality records
(or a high loss to follow-up).

In Data set A, one-third of patients (1497/4695, 31.88%) with
a recorded date of death had clinical records recorded after the
death date (Table 4, task 17), with a median of 11 days from
the death date to the last activity date. Thus, clinical records
could be entered into the health information system after the
reported death date, but extreme values (eg, >30 d after the
death date) might indicate integrity issues in collecting mortality
data. This information was not available for Data set B, in which
the dates of death were recorded only by year.

Follow-Up Data
In Data set A, most patients (5840/7366, 79.28% to 7269/7366,
99.86%) had recorded data for diagnosis, drug records,
laboratory results, facility visits, and vital sign measurements
(Table 5, task 18). Similarly, in the subset of 7754 patients in
Data set B whose advanced HNC diagnosis date was on or after
January 1, 2011, the earliest date in Data set A, these data
categories were also recorded for most patients (6123/7754,
78.97% to 6893/7754, 88.7%). Records of medical procedures
not related to drug administration and genomic testing were not
available in Data set A, which could result in inaccurate
estimates of follow-up times.
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Table 5. Unique number of patients and patient-date pairs after the advanced HNCa diagnosis date (task 18): follow-up data for patients with advanced
HNC diagnosis on or after January 1, 2011.

Data set B (n=7754)Data set A (n=7366)Variable

Pairs per
patient, n

Unique patient-
date pairs, n

Value, n (%)Pairs per
patient, n

Unique patient-
date pairs, n

Value, n (%)

53.8370,6716893 (88.9)9.260,1786567 (89.15)Diagnosis

39.6269,2256802 (87.72)19.5113,9485840 (79.28)Drug recordsb

23147,3146403 (82.58)26.1179,1776860 (93.13)Laboratory records

57.4392,1756838 (88.19)37.8274,7147269 (98.68)Facility visit

35.6217,7976123 (78.97)32.2233,6237254 (98.48)Vital sign measurements

57.9390,5566740 (86.92)N/AN/AN/AcNondrug medical procedure

1208118 (1.52)N/AN/AN/AGenomic test

N/AN/AN/A1.1469440 (5.97)Biomarker test

N/AN/AN/A17.7100,6075416 (73.53)ECOG PSd

aHNC: head and neck cancer.
bAny drug, not just systemic anticancer therapies.
cN/A: not applicable.
dECOG PS: Eastern Cooperative Oncology group performance status.

The median frequency of visits (normalized by length between
first and last target SACT administration) for patients who
received the target SACT was somewhat less in Data set A,
varying from 0.05 to 0.12, depending on treatment line, than in

Data set B, in which it varied from 0.14 to 0.18 (Table 6, task
19). This might indicate that more clinical activities were
recorded in Data set B during treatment.

Table 6. Follow-up data for patients with advanced HNCa diagnosis on or after January 1, 2011.

Data set B (n=7754)Data set A (n=7366)Task

Value, mean
(SD)

Value, median
(IQR; range)

Value, nValue, mean
(SD)

Value, median
(IQR; range)

Value, n

Task 19: frequency of visits during target SACTb,c

0.17 (0.09)0.17 (0.11-0.24; 0-
0.36)

190.13 (0.07)0.11 (0.07-0.16;
0.02-0.33)

1011Ld combination therapy

0.16 (0.11)0.18 (0.09-0.22; 0-
0.48)

440.07 (0.05)0.05 (0.05-0.08;
0.01-0.50)

3581L monotherapy

0.17 (0.14)0.13 (0.07-0.25; 0-
0.75)

1060.08 (0.06)0.06 (0.05-0.10;
0.01-0.95)

6342L+e monotherapy

0.17 (0.17)0.14 (0.09-0.21; 0-
1.3)

760.14 (0.08)0.12 (0.09-0.17;
0.02-0.48)

104All other

159 (215)70 (29-223; 0-
1755)

167128 (199)28 (6-187; 0-
1118)

708Task 20: for patients still alive, gap (in d) from
the last target SACT administration and last

visitf

aHNC: head and neck cancer.
bSACT: systemic anticancer therapy.
cFrequency defined as number of visits between the first and last target SACT administration dates within the same LOT number and name, divided by
number of days between the last and first target SACT administration.
d1L: first line of therapy after the advanced HNC diagnosis date.
e2L+: second-line or later therapy.
fLimited to patients who (1) were still alive ≥180 days after last receipt of target SACT and (2) received last dose of target SACT ≥180 days before data
cutoff on November 25, 2019 (thus on or before May 29, 2019).
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Discussion

Principal Findings
This study identified 20 data quality assessment tasks for the
use case of estimating the rwTTD of an SACT. By executing
the 18 tasks pertinent to the intravenously administered target
SACT, we demonstrated that the UReQA framework for the
rwTTD use case can be implemented to generate descriptive
summary statistics and charts. These visualizations provide
additional insights into the relevance and quality of 2 US
EHR-based oncology RWD. The approach is generalizable to
implement for other SACT and databases.

Both data sets in the evaluation provided all the required data
elements; however, verification checks revealed that Data set
B might not be suitable for analyzing rwTTD for the target
SACT because (1) the large decrease in patient receiving the
target SACT in recent years suggests longer lags in incorporating
the most recent data and (2) the completeness and plausibility
issues in the SACT, LOT, and mortality data could cause faulty
determination of treatment discontinuation date and status of
censoring.

The fact that Data set B included a lower percentage of patients
receiving the target SACT (237/4003, 5.9% vs 1200/4808,
24.96% in Data set A) limited the utility of the data for
determining the rwTTD. This finding highlights the need and
importance of conducting a rigorous and use case–specific data
quality assessment in the planning stage of RWD studies. In
addition, for Data set B, findings of extremely low and high
gaps between target SACT administration dates would warrant
further investigation of each patient’s trajectory to verify the
specific data quality issue before taking proper data quality
improvement actions such as removing the patient or the SACT
record as outliers.

Limitations
This study has several limitations that require further discussion.
First, adequately assessing the reasons for missingness across
different RWD sources is challenging. In particular, the data
feeds and capture of elements across different data sources are
variable. A lack of transparency and consistency means that
different RWD sources are often not fully interoperable [38].
In this study, we applied cohort attrition steps to align
populations represented in the 2 data sets and imputed the LOT
end date and LOT name that were missing in Data set B.
However, a major remaining roadblock was the vendor’s
privacy-preserving aggregation, which does not allow data
sources to be adequately reviewed on more granular level to
understand the reason behind missing data, data quality issues,
or data discrepancies.

Second, the implementation of data quality checks for new
RWD sources, especially for those with data table structures
that differ from those of prior data sets, requires customization
and reconfiguration that are often time consuming. We are
developing a data dashboard tool that can accelerate this process
for both raw data and a common data model such as that of the
Observational Health Data Sciences and Informatics [17,18].

Third, use case–specific data quality assessment checks often
provide only a limited view of the comparative validity of the
RWD under consideration, particularly when a well-recognized
gold standard is absent. The paucity of data often limits an
effective comparison with the distribution of key data elements
in the general population (external validity). In this study, we
set a priori metrics for these checks by using domain knowledge
such as HNC prevalence [33] and regulatory approval timelines.
It would be interesting for future studies to validate and update
these metrics.

Comparison With Prior Work
Prior studies have evaluated rwTTD, also known as the duration
of therapy and real-world time on treatment, for
immuno-oncology agents used in treating recurrent or metastatic
HNC [39], advanced non-small cell lung cancer [28,40-42], and
other solid cancers [42]. In contrast to this study, these studies
drew on research-ready databases (as would be identified in the
preassessment step of UReQA [3]), and the actions taken to
ensure RWD fitness and quality were limited to aligning patient
eligibility criteria (the cohort definition step of UReQA [3]).

New use cases can be created for other medication-related
outcomes or therapeutic areas by following the first 3 steps of
implementing the rwTTD use case in this study. In addition,
the data quality checks that we identified and created for the
rwTTD use case can be used for other types of use cases. For
example, checks on medication identification and dates can also
be used to evaluate the fitness of RWD sources for studying
medication adherence. The checks on mortality and follow-up
visits could validate the applicability of an RWD source for
survival analyses.

Future Work
We selected 2 US EHR-based oncology databases to implement
the UReQA use case of rwTTD. These were the only 2 databases
the research team had access to that provided both oncology
treatment and LOT information during the time of study
execution. Each database may have its own bias in representing
the overall advanced HNC population in the United States.
Future work could implement (1) evaluation of more US
EHR-based oncology databases to bring more impactful findings
and (2) investigating the associations between rwTTD
calculation and quantitative data quality assessment for various
medications of interest and cancer types.

Conclusions
The fit-for-purpose quality assessment demonstrated the high
level of variability in quality of the 2 real-world data sets for
estimating the rwTTD of an SACT for advanced HNC. This
study illustrates the application and value of use case–specific
data assessment tasks in identifying high-quality RWD for
research studies. The data quality specifications supporting this
comprehensive use case can be expanded to other use cases in
oncology outcomes research. Incorporating such comprehensive
data quality assessment could help the study team select the
most suitable database in the planning stage of a real-world
evidence study. In addition, understanding data quality concerns
particularly relevant to research questions can provide additional
insights for properly preparing data in full study execution.
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Abstract

Background: Data from multiple organizations are crucial for advancing learning health systems. However, ethical, legal, and
social concerns may restrict the use of standard statistical methods that rely on pooling data. Although distributed algorithms
offer alternatives, they may not always be suitable for health frameworks.

Objective: This study aims to support researchers and data custodians in three ways: (1) providing a concise overview of the
literature on statistical inference methods for horizontally partitioned data, (2) describing the methods applicable to generalized
linear models (GLMs) and assessing their underlying distributional assumptions, and (3) adapting existing methods to make them
fully usable in health settings.

Methods: A scoping review methodology was used for the literature mapping, from which methods presenting a methodological
framework for GLM analyses with horizontally partitioned data were identified and assessed from the perspective of applicability
in health settings. Statistical theory was used to adapt methods and derive the properties of the resulting estimators.

Results: From the review, 41 articles were selected and 6 approaches were extracted to conduct standard GLM-based statistical
analysis. However, these approaches assumed evenly and identically distributed data across nodes. Consequently, statistical
procedures were derived to accommodate uneven node sample sizes and heterogeneous data distributions across nodes. Workflows
and detailed algorithms were developed to highlight information sharing requirements and operational complexity.

Conclusions: This study contributes to the field of health analytics by providing an overview of the methods that can be used
with horizontally partitioned data by adapting these methods to the context of heterogeneous health data and clarifying the
workflows and quantities exchanged by the methods discussed. Further analysis of the confidentiality preserved by these methods
is needed to fully understand the risk associated with the sharing of summary statistics.

(JMIR Med Inform 2024;12:e53622)   doi:10.2196/53622
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Introduction

Health Analytics at Scale
Learning health systems (LHSs) are coming of age and are being
deployed to address important health challenges at different
scales. The framework starts by leveraging health data created
across various activities. It obviously includes data points from
clinics and hospitals, but the perimeter of data required to
meaningfully and optimally address important problems is much

wider and includes research cohorts, biobanks, quantified
self-data, environmental exposures, and social service delivery.

While some questions might be addressed at the scale of an
individual organization, LHSs focus on system interactions and
often require the analysis of processes and outcomes from
various organizations. For example, to fully understand a cancer
care trajectory, multiple data sources from multiple
organizations will need to be examined to cover all relevant
aspects (both within the traditional health system and in the
community). This often implies organizations that are at least
regional or of a wider scope (provinces, states, and countries),
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such as in the context of the Health Data Research Network
Canada or Health Data Research United Kingdom. Similarly,
comparing various approaches is often a fruitful way to identify
the best approaches and understand what works, why, and how
to scale the promising projects. It can also be a way to amass a
critical number of observations in the context of rarer diseases.
Nevertheless, working with data from multiple sources, from
multiple organizations, and located in multiple jurisdictions
poses significant challenges.

Traditionally, the analytical methods used by researchers in
health-related and other domains have relied on data pooling
(sometimes referred to as data centralization)—all required data
are physically copied to a single location where analysis can
take place. However, when working with data from multiple
jurisdictions (even when part of the same country, such as the
Canadian provinces and territories), data pooling is often very
difficult, if not impossible, for ethical, legal, and social
acceptability reasons.

Therefore, there is a pressing need to offer analytical methods
allowing for the analysis of such data without the need to
physically copy the data in a central location.

The primary intent of this study was to lay the foundations for
future practical assessments of the feasibility of conducting
distributed statistical analyses in health-related contexts. We
achieved this by reviewing the literature on existing methods,
evaluating which ones could be applied to a class of widely
used regression models, and precisely identifying their
operational and information sharing requirements in a notational
framework that allows for straight comparisons. This unified
framework enables the description of methods’ operational
workflows, quantities exchanged, and algorithmic
implementation and operates under assumptions commonly
satisfied in health analytics.

This paper is structured as follows. We begin with a formal
description of the distributed analytical framework considered
in this study, followed by a discussion on the challenges
associated with its implementation in health analytics. Next,
we state our specific objectives and outline the methodology
used to achieve them, including a scoping review and our
approach to establishing the common notational framework for
method description and comparison. After presenting the results
pertaining to each objective, we discuss our findings and
remaining challenges regarding distributed statistical analyses
for health analytics.

Distributed Analysis

Overview
This study was concerned with frameworks in which the data
needed for a statistical analysis consisted of the data about n
individuals (referred to as the analytical data set), which are
not all stored in a single source but are partitioned among K
locations that will be called nodes hereafter. Therefore, the
mereological sum of all the data held at each node forms the
analytical data set. Data can be partitioned horizontally or
vertically (or in a mixed way).

A horizontal partition implies that all data pertaining to a given
individual can be found in a single node. If we assume that
patients receive care only in 1 province, Canadian provincial
health administrative data sets hosted by organizations such as
Population Data BC, the Institute for Clinical Evaluative
Sciences in Ontario, or the Manitoba Centre for Health Policy
in Manitoba can be part of a horizontal partition. A clinical trial
in which each recruiting site captures all data for a given
participant is another example.

A vertical partition occurs when all data of a certain type are
available in a single node for a group of individuals. A classic
example is a hospital with its various information systems. All
pathology results can be found in the pathology system, all
billing information can be extracted from the finance system,
and all x-rays are accessible in the picture archiving and
communication system. However, to obtain the full picture of
the care received by a patient, multiple systems need to be
interrogated. Similarly, in the research setting, health
administrative data may be in a provincial data center, and
genomics data could be held in a research institute.

A mixed partition occurs when both principles partly
apply—some individuals may have their data spread out across
nodes, and different individuals may be present in different
nodes.

Assumptions
The difficulties in conducting analyses on a large scale
mentioned previously are often associated with horizontally
partitioned data, and this work focused on this type of partition.
Therefore, the methods presented in this paper might not be
directly applicable to vertically partitioned data.

One group of approaches often labeled as distributed analysis
involves calculations at each participating node and exchanges
of the resulting aggregated statistics with a coordinating center
(CC), which can itself also perform additional calculations based
on the received aggregated statistics. The CC can be an
organization not responsible for a data node or a data node
taking on the additional role of CC for a given analysis.

It is important to note that, whether in the more traditional way
of data pooling or using distributed approaches (in which the
data are not copied centrally), data sources will be different on
multiple levels. They will represent information using data
models with significant variability in terms of structure and
technology but also in terms of semantics. This situation also
leads to heterogeneous data in which the presence of predictors
and outcomes is likely to be different in different nodes.
Different approaches (eg, data mediation or extract, transform,
and load) have been developed to address these issues, and this
work assumed that one of them was applied so that the data
nodes mentioned hereafter are assumed to share the same
structure, the same technological syntax, and the same
semantics, as well as no missing data.

Horizontally Partitioned Statistical Analytics
In what follows, the field that pertains to the statistical analysis
of horizontally partitioned and semantically homogeneous data
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that cannot be consolidated into a central location will be called
horizontally partitioned statistical analytics (HPSA).

Methodological contributions to this field have arisen from
several streams of literature. Meta-analysis and meta-regression
methods [1] can be viewed as part of HPSA (eg, by considering
that each node-specific data set belongs to a different
pseudostudy). However, their scope is narrower compared to
that of HPSA because they typically assume that only
established study-level estimates are available as data.
Conversely, HPSA allows for the sharing of additional summary
statistics between the nodes and the CC, such as gradients and
Hessians, to ensure the best possible performance at the global
level. As meta-analysis does not leverage any supplementary
information that could be obtained from studies with access to
patient-level data, it can be susceptible to biased estimation,
especially in settings with rare outcomes or in the presence of
data nodes with limited sample sizes [2]. As meta-analysis and
meta-regression methods have been extensively covered in the
literature, approaches specifically designed for the analysis of
already established study-level estimates will not be discussed
hereafter.

An important research community that has generated a
significant amount of analytical contributions is concerned with
the massive data setting. There, a data set often cannot be
processed by a single server and, therefore, is split across
multiple machines, which are then considered as nodes able to
perform computations and send aggregated results to a CC
tasked with fitting a global model from them. The
methodological avenues proposed in this setting share
similarities with the ones designed for the multi–research facility
setting involved in LHSs but also have important differences.
For example, in a massive data setting, the experimenter has
control over the distribution of individuals across nodes, which
is typically not the case in multi–research facility studies. Thus,
while these approaches share mechanistic similarities and have
been suggested as options to consider in the health domain,
some hypotheses may not hold. In regression settings, it is often
reasonable to assume that the regression link between the
response and covariate predictors is the same across nodes.
However, assuming that the sampling distribution of covariates
involved is equal across nodes is unrealistic in the health
domain, particularly due to the presence of data centers that
may systematically involve different types of patients. For
example, certain clinics may predominantly serve older
individuals. While this may not affect the estimation of
parameter values, it can have implications for computing CIs
to ensure the validity of inferences.

So far, 2 reviews discussing methods applicable to horizontally
partitioned data have been published [3,4]. However, their focus
is on the massive data setting, which works almost invariably
under the assumption of even sampling distribution of covariates
and equal sample sizes across nodes, and statistical inference
tasks beyond parameter estimation are barely covered. This
makes them less helpful for health analytics purposes as most
studies involving data analyses rely on CIs or hypothesis testing
in settings in which predictors’ distribution and sample sizes
vary across nodes.

Contemporary Challenges in HPSA

Overview
The problem is 3-fold. First, there is a need to raise awareness
regarding the existence of HPSA approaches among researchers
aiming at undertaking statistical analyses from horizontally
partitioned data, especially in health analytics. The reflex is
often to request data pooling because it is perceived as the sole
option. This has been the tendency of requests made by
researchers to the Health Data Research Network Canada.
Practitioners are usually concerned with finding the most
appropriate statistical model that will take into account as many
of the features of their specific context of application as possible.
Consequently, a clear and unifying mapping of the state of the
HPSA field is needed for them to be informed of the scope of
existing methods available for their analyses to see whether
alternatives to pooling exist.

Second, as underlined previously, methodological contributions
came from research fields whose working assumptions can be
fundamentally different from the ones researchers would be
willing to make in health analytics. To ensure proper use of
statistical inference techniques, it is necessary that the
underlying assumptions of existing methods be adequately
identified and understood. If necessary, these methods should
be adapted to suit the specific requirements of health
applications, thereby ensuring accurate and reliable results.

Third, data custodians have to be properly informed on data
sharing requirements entailed by the use of a specific HPSA
method applicable to a given research setting. While HPSA
avoids the complexities of pooling data, there are still flows of
information that have to be acceptable to data stewards.
However, even in basic statistical scenarios, available methods
are often presented in a way that makes them challenging to
compare in terms of information sharing requirements and
operational complexity. Therefore, there is a need for clearer
and more accessible presentations of these methods to facilitate
decision-making regarding data sharing and operational
implementation.

Although it would be ideal to offer managers a comprehensive
operational workflow for each identified method to evaluate
the information shared and execution complexity, with their
accompanying underlying modeling assumptions, the abundance
and diversity of available approaches make it unfeasible to
accomplish this in a single paper. In fact, methods often differ
in terms of their targeted application beyond their distributed
aspect. For example, differences may exist in the studied model
(eg, linear, logistic or Cox regression, and additive models), the
dimensionality and sparsity of the predictor variable space, the
use of regularization or shrinkage, the presence of missingness,
confounders, imbalances, and heterogeneity.

Objectives
The objectives of this study were as follows:

1. To identify and map, from the literature, methodological
approaches that make it possible to perform CI estimation
and hypothesis testing from a horizontally partitioned data
set
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2. Among the approaches identified, to describe the ones that
allow for the conduct of generalized linear model (GLM)
analyses and identify their distributional assumptions

3. On the basis of the approaches identified for GLM-based
inferences, to present methods adapted to the setting of
uneven sampling distributions across nodes and compare
them in terms of information sharing requirements and
operational complexity

A scoping review methodology was chosen to achieve objective
1 of mapping the state of the field of HPSA that pertains to
inference procedures. For our second objective (objective 2),
we identified from the articles selected from the literature search
the ones that presented a methodological framework for
conducting statistical inference procedures from a GLM with
horizontally partitioned data. We then used these frameworks
to derive and describe GLM estimators that are applicable to
horizontally partitioned data sets. For each identified method,
we analyzed and reported its communication workflow and the
distributional assumptions. For our third objective (objective
3), we first used statistical theory to adapt the identified
procedures to the unequal sample size and uneven covariate
distribution setting. Algorithms and mathematical expressions
for the quantities involved are reported. For conciseness, we
present mathematical formulas for estimation procedures of CIs
only. Expressions involved for hypothesis testing are similar
and can be deduced following the close connection between
CIs and hypothesis tests in GLMs (eg, see Agresti [5]).

The mathematical description of the GLM setting considered
for this analysis is described in the following section along with
the mathematical notations to be used.

Mathematical Foundations and Notation

Notation
In the following, lowercase letters in bold will represent
vector-valued quantities, whereas uppercase letters in bold will

denote matrices. The jth element of any vector a ∈  p will be
denoted as [a]j. Similarly, the entry at position (j, l) of any

matrix A∈  p×pwill be denoted as [A]jl. If g is a real-valued and

invertible function, we will use g(–1) to represent its inverse. In
addition, if fθ is a real-valued function that depends on a

parameter vector θ and is twice continuously differentiable,

∇θfθ and ∇2
θfθ will, respectively, indicate the gradient and

Hessian matrix of fθ with respect to θ.

Model Mathematical Assumptions
A mathematical depiction of the horizontally partitioned data
framework studied in this paper is as follows. There are n
individuals horizontally partitioned across K data storage nodes.
E a c h  n o d e ’s  d a t a  s e t  i s  d e n o t e d  b y
Dk={zik=x1ik,…,xpik,yik }i=1nk, where 1≤ k≤K. Here, zik
represents the measurements on the ith individual at node k,
where yi(k)∈R denotes their response variable and
[x1i(k),…,xpi(k)] ∈Rp denotes their covariate vector. The total

sample size at node k is denoted by n(k). The combined data set
D(1),...,D(K) make up the whole data set without any duplicated
individuals, indicating that ∑k=1Knk=n.

Throughout the analysis, it is assumed that each zik is

independent across 1≤ i≤n(k) and 1≤ k≤K and there are no
missing data. In addition, the size of the covariate space (ie, the
dimension of x1ik,…,xpik , which is equal to p representing
the number of features to include as predictors in the GLM) is
assumed to be low, eliminating the need for regularization or
variable selection. Finally, it is assumed that each node possesses
a nonnegligible proportion of the whole data set. Specifically,

for each k ∈ {1, ... , K}, the quantity n(k)/n is bounded away
from 0 and 1 as the sample size n tends to infinity, denoted as

n(k)/n → p(k) ∈ (0,1).

Mathematical Description of the GLM Framework
The formulation of the GLM considered in this paper
encompasses various commonly used regression models, such
as linear regression, logistic regression, Poisson regression, and
probit models. It assumes that the density or probability mass
function of each response variable (known as the random
components) belongs to the exponential family of distributions.
Within this formulation, the mean of the response variable is
expressed as a function of a linear combination of the
corresponding covariate vector. Formally, it assumes that there
exist unknown parameters β ∈Rp+1 and ϕ >0 and known
model-specific functions b, c, g, and h such that, with
xik=x0ik,x1ik,…,xpik  and x0ik=1, yi(k)∣xi(k)∼f(⋅ ; xi(k),β ,ϕ )
, where, for any β=[β0,β1,…,βp] ∈Rp+1 and ϕ,

(1)f(y;xi(k),β,ϕ)=exp[yh(β xi(k))−b{h(β xi(k))}ϕ+c(y,ϕ)].

I n  f o r m u l a  1 ,  b  i s  s u c h  t h a t
b′{h(β xi(k))}=E(yi(k)∣xi(k))=g(−1)(β xi(k)), with
b’(x)=∂b(x)/∂x. In this framework, g is called link function, the
term h(β xi(k)) is usually referred to as the natural parameter,
and b is referred to as the cumulant function. ϕ is often called
the dispersion parameter and is either known (eg, with ϕ=1) or
unknown. When h(x)=x (ie, h is the identity function), the link
g is called canonical.

The logistic regression model is obtained upon taking ϕ=1,

h(x)=x, b(x)=log(1+ ex), cy,ϕ=0, and g(x)=log{x/(1 – x)}. The
linear regression model with homoscedastic residual error

variance ϕ is derived upon setting h(x)=x, b(x)=x2/2,
cy,ϕ=-y2/2ϕ-log2πϕ/2, and g(x)=x. Hence, both the logistic and
the linear regression models rely on a canonical link function
in the exponential family distribution.

Methods

Methodology Related to Objective 1

Overview
Scoping reviews are well suited to efficiently map key concepts
within a research area [6]. They are widely acknowledged for
their ability to clarify working definitions and conceptual
boundaries in a specific topic or field [7], facilitating a shared
understanding among researchers regarding the status of the
research area. These considerations make the scoping review
methodology well designed to achieve objective 1.

Scoping studies use systematic searches of relevant databases,
using specific keywords to define the boundaries of the research
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field. However, identifying these keywords can be challenging,
particularly when relevant papers are scattered across different
research streams or in independent clusters that do not reference
each other. To address the risk of overlooking significant
methodological contributions due to a limited number of
keywords, a snowballing literature search was initially
conducted to generate a comprehensive list of keywords related
to HPSA. The scoping review then proceeded with a systematic
literature search using the identified keywords. It is worth noting
that, as the planning of the scoping review is independent of
the search approach, the guidelines presented in the work by
Arksey and O’Malley [6] are still appropriate.

Methodology Pertaining to the Snowballing Keyword
Search
Snowballing is generally used as a literature search method
aimed at identifying papers belonging to a given field [8]. It
typically consists of three steps: (1) initiate searches in
prominent journals or conference proceedings to gather an initial
set of papers, (2) conduct a backward review by examining the
reference lists of the relevant articles discovered in step 1
(continue iterating until no new papers are found), and (3)
perform a forward search by identifying articles that cite the
papers identified in the previous steps.

To avoid selection bias, the initial set of papers for the
snowballing approach in step 1 is sometimes generated through
a search in Google Scholar [9]. The latter strategy was used in
this study, too.

As mentioned previously, in this review, the snowballing search
strategy was used in preparation for the application of the
scoping review protocol with the goal of identifying relevant
keywords. Specifically, the starting set of papers was assembled
by screening titles and abstracts from the first 50 papers
generated through a Google Scholar search using the strings
distributed inference and federated inference. The main
inclusion criterion was “presents, applies or discusses a
statistical inference method to analyse horizontally partitioned
data.” The backward and forward snowballing step approaches
were then applied.

From the set of keywords found in the selected papers, a list of
those relevant to HPSA but not directly associated with any
specific method was retained for the scoping review step. It is
worth noting that, as the objective of this scoping review was
to identify statistical inference methods for horizontally
partitioned data, keywords linked to method identifiers had to
be excluded from the retained list to avoid preselection bias in
the scoping review phase of this project.

The selected keywords that were identified from the snowballing
literature search were distributed algorithms, distributed
estimation, distributed inference, distributed learning,
distributed regression, federated inference, federated estimation,
federated learning, privacy-protecting algorithm,
privacy-preserving algorithm, and aggregated inference.

Methodology Pertaining to the Scoping Review
The scoping review methodological framework by Levac et al
[10] (see also the work by Arksey and O’Malley [6]) was

followed. The steps are briefly described in this section. A
detailed protocol is available in Multimedia Appendix 1
[2,4,6,10-19].

We conducted a comprehensive search across 4 bibliographic
databases—MEDLINE, Scopus, MathSciNet, and zbMATH—to
encompass the interdisciplinary nature of the topic and identify
relevant research articles. Our search strategies were based on
2 key concepts: distributed data and statistical inference. In
addition to the keywords obtained from the snowballing step,
we incorporated terms such as confidence interval to target
articles focusing specifically on statistical inference. To ensure
the inclusion of recent advancements, our search was limited
to papers published from 2000 onward. This cutoff date was
chosen to account for the emergence of distributed data, the
prevalence of massive data sets, and advancements in
technology. It was set conservatively to capture any early
developed methods and ensure comprehensive coverage of the
topic.

After completing the primary search, a 2-stage selection process
was used. Initially, 2 authors (MPD and FCL) collaborated to
screen all articles identified through the search strategy based
on their titles and abstracts. Subsequently, the full texts of the
selected articles were independently reviewed by both authors
to finalize the selection. This rigorous approach ensured a
thorough evaluation of each article’s relevance and eligibility
for inclusion.

The primary inclusion criterion for the selection process was
as follows: presents a solution for conducting inferential
statistics on horizontally partitioned data. This criterion was
used to ensure that the chosen articles specifically addressed
methods associated with performing statistical inference on
horizontally partitioned data.

The following exclusion criteria were derived directly from
objective 1: (1) does not address inferential statistics, including
CIs, hypothesis testing, or asymptotic normality; (2) does not
provide a methodological contribution; and (3) presents a
solution for encryption or secret sharing.

To ensure the inclusion of validated approaches, the selection
process only considered published papers that had full-text
availability in English or French. Discussion papers were
excluded as they do not present novel methods or approaches.

Exclusion was considered if any of the exclusion criteria were
met or if any of the inclusion criteria were not met.

Finally, the references of each included article from the
databases were assessed to identify any relevant articles that
may not have been captured during the initial screening due to
specific keywords. This additional step in the selection process
was necessary given the broad range of vocabulary used to
describe applicable approaches in our context.

Data extraction for the included articles was conducted by one
author (MPD) and followed a collectively developed
data-charting form. Model type (parametric regression,
semiparametric regression, nonparametric regression, or not
specific to regression) and number of communications from the
CC to the nodes (0 or ≥1) were among the data extracted. All
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methods from the included articles were subsequently classified
according to their specified characteristics, as outlined in the
protocol. In addition, as part of the analysis, we conducted a
screening of the general distributed approaches commonly used
across all specific methods.

Methodology Related to Objective 2

Overview
To achieve objective 2, a total of 3 steps were taken. First, we
identified methodological approaches from articles included in
this scoping review that enable parameter and CI estimations
from horizontally partitioned data within a standard GLM
framework. Methods designed specifically for the particular
cases of linear or logistic regression were also reported but were
not analyzed in detail. Second, we extracted workflows for each
approach to determine the information exchanged between data
storage nodes and the CC. Third, we analyzed the mathematical
assumptions necessary for parameter estimation and the
consistency of CI procedures. We specifically reported the
assumptions related to the distribution of node-specific
covariates.

Identification of the Approaches
To identify approaches that enabled the fitting of any GLM
using horizontally partitioned data, 2 authors (FCL and MPD)
independently assessed all articles included in this scoping
review. The reviewers specifically looked for articles that
discussed approaches applicable to the GLM class described in
the Mathematical Foundations and Notation section, including
likelihood-based methods, M-estimation, and estimating
equations. In addition, we identified and reported articles that
specifically focused on regression settings for linear or logistic
regression. However, unless the method described was
considered easily adaptable to the GLM framework, these
articles were not retained for detailed analysis.

A method was selected if it provided an algorithm for fitting
GLMs using horizontally partitioned data, aligning with the
characteristics outlined in the Mathematical Foundations and
Notation section. In cases in which an article presented
asymptotic normality results for the estimators but did not
provide an estimator for the asymptotic variance-covariance
matrix, the article was still retained, and an estimator for the
asymptotic variance was derived using the available calculated
quantities.

As our GLM framework assumes no missing values, low
dimensionality, and a small number of nodes relative to the total
sample size, any terms related to these specific conditions
mentioned in an article’s methodology were disregarded.
Consequently, the calculations for CIs were adjusted
accordingly. If an article solely focused on one of these aspects
without contributing to the overall methodology, it was not
included in the final selection.

Methodological components regarding parameter estimation
and CI procedures were extracted from the screened articles.
Specifically, the focus was on understanding how parameters
should be estimated within a horizontally partitioned framework
and how CIs should be computed for these parameters. For each

article, the formulas related to quantities shared among the nodes
and quantities calculated by the CC were derived and analyzed.
These formulas were examined within a workflow that indicated
the necessary circulation of information for the procedure to be
executed. The derived workflows constituted the first part of
our defined unified framework for HPSA approach comparisons
in GLM settings.

For the reported results, the rationale behind each method that
was deemed suitable for fitting GLMs was documented, along
with the corresponding reference to the paper included in this
scoping review in which the method was introduced or
discussed.

Articles that discussed approaches specifically applicable to the
cases of linear or logistic regression were also mentioned but
not elaborated on in detail.

Methodology Related to Objective 3
In most statistical settings with horizontally partitioned data, it
is commonly assumed that the sample sizes of the data nodes
are equal and that the distribution of covariates is the same
across all nodes. However, when the number of nodes is fixed
and relatively small compared to the sample sizes, it is possible
to adapt a particular approach to handle situations in which the
sample sizes and covariate distributions vary across nodes. This
can be achieved by combining the theoretical arguments
presented in the original article on the method in question with
the principles of asymptotic statistics theory concerning
maximum likelihood estimation.

To adapt a given approach for situations in which sample sizes
and covariate distributions differ across nodes, the following
steps were taken:

1. The formulas for the relevant quantities were modified to
emphasize the changes caused by this scenario. It was
ensured that the adapted quantities were equivalent to their
counterparts presented in the original article for an equal
sample size setting.

2. Using asymptotic theory, an asymptotic normality result
was derived for the estimators of interest considering a set
of assumptions that accommodated potential variations in
sample sizes and covariate sampling distribution across
nodes while still enabling meaningful theoretical arguments.

3. Formulas for the asymptotic variances were derived.
Statistical theory on maximum likelihood estimation was
used to obtain consistent estimators for asymptotic
variances. The latter estimators were derived under the
constraint that they had to be calculated without requiring
any additional communication round between the CC and
the nodes. Thus, throughout the adaptation process, the
communication workflow remained unchanged compared
to the original method.

These steps ensured the mathematical correctness of adapting
the approaches to handle different sample sizes and covariate
distributions across nodes. Importantly, these adaptations
maintained consistency with the original method’s
communication workflows. To adapt and compare the methods
based on their information sharing requirements, common
assumptions and a unified mathematical and algorithmic notation
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were necessary. Ultimately, these assumptions and the notation,
along with the workflow types derived for objective 2, enabled
us to establish a unified notational framework for approach
comparisons when performing HPSA based on GLMs in the
context of health analytics.

We describe the statistical estimates of interest. A standard
GLM typically includes 1 or 2 unknown parametric components.
The first are the β parameters, which are commonly assumed
to be unknown. The second component is the nuisance parameter
ϕ, which can be either known (eg, in logistic models) or
unknown (eg, in linear models). In practical applications, when
ϕ is unknown, its estimated value is often not the main focus,
although the latter is necessary to estimate the asymptotic
variance of the β parameter estimates.

In the upcoming analysis, we will assume that the parameter ϕ
is unknown and estimated using the recommended approach in
the selected methods. However, in cases in which ϕ is known,
the process becomes simpler. This involves substituting the
known value of ϕ and disregarding the estimation step. It is
important to highlight that estimating ϕ requires additional
information to be shared between the nodes and the CC but it
does not necessitate any extra communication round between
them.

The estimation processes for both the β and ϕ parameters are
discussed. In addition, we explain how to compute an estimator
for the asymptotic variance specifically for the estimator of β .
It is important to note that the results presented in the following
section can be modified and extended to develop a similar
procedure for estimating ϕ .

Using these results, based on an estimator of β (eg, β^) and a
formula for the estimator of the asymptotic variance-covariance
matrix involved in its associated asymptotic normality result
(eg, Σ^), Wald-type (1–α) CIs can be computed for each
component of β  using the following formula:

[β^]j±z1−α/2[Σ^]jj/nfor j∈{1,...,p+1}

Regarding the reported results, for each approach considered,
we present the formulas necessary to compute the final estimates
of the β parameters and their corresponding CIs. The
presentation of these formulas was designed to emphasize the
communication workflow. Furthermore, a comprehensive
algorithm is provided outlining the step-by-step process.

In addition, the asymptotic normality of the β parameter
estimators is stated accompanied by the formula for the
asymptotic variance and its consistent estimator. Detailed proofs
for these results can be found in Multimedia Appendix 2 [20-22].

Results

Results Related to Objective 1

Search Outcomes From the Scoping Review
As presented in Figure 1, a total of 1407 articles were initially
identified across all 4 databases after removing duplicates.
Subsequently, most of these articles (1274/1407, 90.55%) were
excluded based on the evaluation of titles and abstracts, leaving
9.45% (133/1407) of the articles for eligibility assessment
through full-text review. Following this assessment, 29 articles
were included from the databases. In addition, by reviewing the
references of the included articles, 12 more articles were
identified and added to the study.
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Figure 1. Article selection process for the scoping review. Detailed inclusion and exclusion criteria are described in the text and in the protocol.

Regarding the additional 12 articles obtained through the
assessment of references of the included articles, it was observed
that most of them did not mention statistical inference or related
terms in their abstracts [2,11,23]. Consequently, these articles
were not captured in the initial database search results.
Furthermore, some articles directly referred to the specific
method used without including any keywords related to
horizontally partitioned data in their abstracts or titles [24,25],
which greatly reduced the chance of initially identifying them.
However, during the process of reviewing the references of the
included articles, all the relevant papers that were initially
identified through the snowballing strategy were eventually

retrieved either through the search strategy or the selection
process based on the references of the included articles.

Results of the Scoping Review
Each article included in this scoping review put forth one or
multiple methodological approaches pertaining to objective 1.
The similarities and differences regarding the communication
schemes involved and their background of origin are
summarized in this section.

First, all the selected articles discussed one or more statistical
procedures that operate on horizontally partitioned data using
one of the communication schemes depicted in Figures 2-5.
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Figure 2. Workflow I: each node calculates summary statistics from its own samples. Results are sent to the coordinating center, which combines the
information provided by each node to produce the final estimates.
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Figure 3. Workflow II: multiple communication rounds are allowed between the coordinating center and the data storage nodes.
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Figure 4. Workflow III: multiple communication rounds are allowed between the coordinating center and the data storage nodes, with node 1 following
a distinct communication pattern compared to the other nodes.
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Figure 5. Workflow IV: multiple communication rounds are allowed between the coordinating center (CC) and the data storage nodes, with 2
back-and-forth distinct communication exchanges between each node and the CC at each iteration.

In workflow I, as shown in Figure 2, each node calculates
summary statistics from its own samples, and the results are
sent to the CC. The CC combines the information provided by
each node to produce the final estimates. This communication
approach is commonly referred to as “one-shot” or
“noniterative” in the literature, although not always consistently.

In workflow II, as shown in Figure 3, multiple communication
rounds are allowed between the CC and the data storage nodes.
This allows for iterative interactions between the nodes and the
CC to refine the estimates.

Some approaches fundamentally differ from the 2 previous
workflows by assigning a different role to one of the nodes (eg,

node 1) compared to the others. These approaches operate using
workflow III, as illustrated in Figure 4, where node 1 follows
a distinct communication pattern compared to the other nodes.
In the papers included in this scoping review that discussed
these approaches, node 1 was invariably designated as the CC.
However, in the context of this paper, their roles were
differentiated. The additional step performed by the CC, which
involves data aggregation, can be particularly well suited for
privacy protection purposes in practice.

The particular setting shown in workflow IV in Figure 5 requires
2 back-and-forth communication exchanges between each node
and the CC at each iteration. This communication pattern
distinguishes this workflow from the others.
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In light of the preceding discussion, from an operational
standpoint, 2 categories of workflows emerge. On the one hand,
there are workflows that do not necessitate any communication
from the CC to the nodes, which are captured in workflow I.
On the other hand, there are workflows that involve one or more
communication exchanges from the CC to the nodes, which are
captured in workflows II, III, and IV.

To emphasize similarities among the methods presented in the
articles in this review and facilitate the identification of methods
suitable for specific purposes, a systematic classification is
presented in Table 1. The articles are categorized based on the
type of models used and the number of communications from
the CC to the individual nodes.

Table . Classification of the articles included in this scoping review.

≥1 communication exchange from CC to nodes0 communication from CCa to nodesType of model

Parametric regression •• Huang and Huo [12]Basiri et al [26]
• •Battey et al [27] Jordan et al [13]

•• Mozafari-Majd and Koivunen [35,36]Fan et al [28]
• •Guo et al [29] Yue et al [37]

•• Duan et al [38]Chen and Xie [25]
• •Lin and Xi [30] Duan et al [2]

•• Tong et al [39]Rosenblatt and Nadler [23]
• •Zhang et al [31] Di et al [40]

•• Edmondson et al [41]Chang et al [32]
• •Wu et al [33] Luo and Li [42]

•• Shu et al [43]Hector and Song [34]

Semiparametric regression •• Luo et al [45]Zhao et al [44]
• •Park et al [14] Duan et al [11]

Nonparametric regression •• Wang et al [49]Liu et al [46]
• Zhang et al [47]
• Volgushev et al [48]

Not specific to regression •• Lai et al [58]Atta-Asiamah and Yuan [50]
• Minsker [51]
• Lin and Xi [52]
• Bruce et al [53]
• Chen and Peng [54]
• Nezakati and Pircalabelu [55]
• Banerjee et al [24]
• Shi et al [56]
• Wu et al [57]

aCC: coordinating center.

Most of the methods were published the big or massive data
and multi-machine methodological setting, whereas some were
reported within the context of health analytics. Within the big
or massive data and multi-machine methodological setting,
many methods involved an initial step of random data
partitioning among multiple machines. However, certain
methods assumed a scenario in which data were already stored
on separate machines, as observed in the studies by Fan et al
[28] and Jordan et al [13]. Furthermore, it is worth noting that
no articles published before 2010 were included, aligning with
our initial hypothesis regarding the identification of
contemporary methodological settings. Most of the included
articles (30/41, 73%) were published after the year 2018.

Most articles (33/41, 81%) addressed a setting in which a CC
existed external to the nodes, as exemplified by articles such as
those by Lin and Xi [52], Volgushev et al [48], and Yue et al
[37]. In contrast, as mentioned previously, some studies (8/41,
19%) designate one of the nodes to assume this central role, as
demonstrated in the study by Chang et al [32].

The methods identified through our search strategy shared a
common characteristic of using a global model that incorporated

population-level parameters. In some cases, these parameters
may also include node-specific components to accommodate
node-specific statistical heterogeneity in the outcome-predictors
relationship, which captures deviations from the population-level
conditional probability distribution of the outcome given the
predictors.

A few of the reported methods had the capability to yield results
identical to those obtained if the individual line data were pooled
from all nodes [33,43].

While most articles (31/41, 76%) featured methods related to
regression models, including semiparametric and nonparametric
designs, a few (10/41, 24%) reported results for other modeling
frameworks. These included methods for M-estimation,
U-statistics, symmetrical statistics, and natural parameter
estimation, some of which encompassed regression models as
a specific instance.

Results Related to Objective 2
In total, 6 approaches were selected as applicable to the standard
GLM framework. They all assumed that nodes had equal sample
sizes and identical distributions for the covariates.
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Simple Averaging
One of the simplest methods for horizontally partitioned data
analysis, often referred to as the “simple averaging method” or
the “divide-and-conquer” approach, has been extensively studied
in the literature, for example, the studies by Zhang et al [31]
and Shamir et al [59], which were included in our scoping
review. This method operates through workflow I in Figure 2.
In this approach, node-level model estimates are gathered and
averaged at the CC to generate the final estimates.

In the context of GLM, each node is initially tasked with
calculating the maximum likelihood estimator (MLE) of the β 
and ϕ  parameters using their respective data. In addition, the
Hessian matrix of the log-likelihood function with respect to
the β parameters must be computed for constructing Wald-type
CIs. The estimated parameters and the computed Hessian matrix
are then transmitted to the CC.

The final parameter estimates of are obtained by averaging the
node-specific estimates while the local Hessians and estimates
of ϕ  are used to compute an estimator for the asymptotic
variance.

Single Distributed Newton-Raphson Updating
The single distributed Newton-Raphson updating method is an
iterative procedure that includes an additional communication
round between the CC and the nodes compared to the simple
averaging method. It was originally proposed as the “distributed
one-step” method in the study by Beyan et al [60], but in this
study, it is referred to by a different term to avoid any confusion
regarding communication complexity. This method operates
using workflow II, as depicted in Figure 3, with t=1 (where T
represents the number of cycles in the iteration scheme). It
enhances the simple averaging estimators by incorporating a
single distributed Newton-Raphson updating step.

In the context of GLM, each node first calculates the MLE of
β  and ϕ  and transmits them to the CC. The CC aggregates
these estimates using averaging and sends the result back to the
nodes. The nodes then compute the gradient and the Hessian
matrix of the log-likelihood function, evaluated at the received
β  and ϕ  estimates. Subsequently, the gradient and the Hessian
matrix are sent back to the CC, which averages them and
computes a Newton-Raphson updating step based on the simple
averaging estimates. An estimator for the asymptotic variance
can be calculated by using the received Hessian matrices and
the updated estimate of ϕ .

Multiple Distributed Newton-Raphson Updatings
The multiple distributed Newton-Raphson updating method
leverages the fact that, for standard GLMs, the algorithm
typically used to calculate the MLE of β  and ϕ  in a centralized
pooled setting can be executed in a distributed manner without
any loss of information. This is possible because the algorithm
relies on Newton-Raphson updatings (or, sometimes, Fisher
scoring updatings) that are expressed using 2 sums of
node-specific summary statistics, namely, local gradients and
local Hessian matrices of the log-likelihood function, evaluated
at the β  and ϕ  estimates from the previous iteration. A version
of this method is proposed in the study by Wu et al [33] under

the logistic regression framework. It operates through workflow
II in Figure 3 for a general T≥1.

Distributed Estimating Equation
The class of estimating equation estimators is vast and
encompasses a broad range of statistical estimation techniques,
including likelihood-based approaches that rely on searching
for critical points. The fundamental idea behind estimating
equation methods is to establish a system of equations that
involve both the sample data and the unknown model
parameters. These equations are then solved to determine the
parameter estimates. MLEs, which are obtained by setting the
gradient of the log-likelihood function with respect to the
unknown parameters equal to 0, belong to the class of estimating
equation estimators.

The distributed estimating equation approach involves gathering
summary statistics from nodes at the CC level, enabling the
reconstruction of the estimating equations, or, more commonly,
an approximation of them that would have been obtained in a
pooled centralized setting. This method is discussed in the study
by Lin and Xi [30] and operates using workflow I, as depicted
in Figure 2.

In the context of GLMs, the distributed estimating equation
approach involves initially assigning each node the task of
computing and sending their local MLEs and the Hessian matrix
of their local log-likelihood, evaluated at those MLEs, to the
CC. The CC uses these received quantities to reconstruct the
global estimating equations or an approximation thereof. This
reconstruction ultimately leads to an analytical solution for
obtaining the resulting estimates. CIs are computed using a
combination of the Hessian matrices and the final estimator of
ϕ .

It is important to note that, when this approach is applied in the
context of linear regression, it enables the acquisition of
β parameter estimates that are identical to those obtained in a
pooled centralized setting.

Distributed Estimation Using a Single
Gradient-Enhanced Log-Likelihood
This method differs fundamentally from the ones discussed thus
far as it involves a distinct role for one particular node in
obtaining model parameter estimates. It operates using workflow
III, as depicted in Figure 4, and was proposed in the study by
Jordan et al [13] under the name “Surrogate likelihood.” This
approach relies on an approximation of the global likelihood
by viewing it as an analytic function. It expands the global
likelihood into an infinite series around an initial guess β^SGE,0
and replaces the higher-order derivatives (order of ≥2) of the
global likelihood with those of a Taylor expansion of a node’s
(eg, node k=1) local likelihood around the same value. By
following this procedure, the so-called surrogate likelihood can
be solved using data from node k=1and aggregated gradients
from nodes k ∈ {2, ..., K}.

In the context of GLM, the CC first collects the necessary
information to compute initial estimates for the parameters β 
and ϕ . These initial estimates can be obtained through various
approaches, such as a simple averaging estimator or the MLEs
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computed using data from node 1. These initial estimates are
then transmitted to nodes k ∈ {2, ..., K}. Each of these nodes
calculates the gradient of the log-likelihood function, evaluated
at the received estimates, and sends it back to the CC. The CC
averages these gradients and sends the result to node 1. Node
1 solves a gradient-enhanced log-likelihood using its own data
and the received average gradient. The resulting estimate is sent
back to the CC as the final estimate. To compute CIs, each node
must send the Hessian matrix of its local log-likelihood function,
evaluated at the initial received estimate.

The steps related to estimation can be repeated multiple times.

Distributed Estimation Using Multiple
Gradient-Enhanced Log-Likelihoods
This method is in the spirit of the distributed estimation using
a single gradient-enhanced log-likelihood approach described
previously except that all nodes have to solve a
gradient-enhanced log-likelihood instead of only one of them.

Results pertaining to statistical inference are discussed in the
study by Fan et al [28] under a penalized setting. A nonpenalized
version of this method was introduced in the study by Shamir
et al [59], although the latter did not discuss CIs or hypothesis
testing and, hence, was not included in our scoping review. It
operates through workflow IV depicted in Figure 5.

The following subsection presents the 6 approaches described
in objective 2 within a unified notational framework that
accounts for the peculiarities commonly encountered in health
analytics. Algorithms were derived using this common notation
to rigorously describe the methods and enable their comparison.
Theoretical results regarding the estimators involved are detailed
and proven in Multimedia Appendix 2. While this section is
necessary to increase trust in HPSA methods by transparently
showing precisely what information is shared with the CC
through comprehensive mathematical formulas, the summary
provided in Table 2 suffices for a high-level understanding of
the overall picture.

Table . Quantities shared in each adapted method’s communication workflow.

Exchanged quantities from
CC to nodes

Exchanged quantities from nodes to CCaMethodMethod number

CtSt(k), t≥1S0(k)

——bβ^MLE(k); ϕ^MLE(k);
VMLE(k)

Simple averaging1

β^NR,0; ϕ^NR,0DNR,1(k); VNR,1(k);
ENR,1(k); FNR,1(k)

β^MLE(k); ϕ^MLE(k)Single distributed Newton-
Raphson updating

2

β^NR,t-1; ϕ^NR,t-1DNR,t(k); VNR,t(k);
ENR,t(k); FNR,t(k)

β^MLE(k); ϕ^MLE(k)Multiple distributed New-
ton-Raphson updatings (with
T Newton-Raphson updat-
ings)

3

——β^MLE(k); ϕ^MLE(k);
VMLE(k); FMLE(k)

Distributed estimating equa-
tions

4

β^SGE,0; ϕ^SGE,0; to node
1 only: DSGE,1 and ESGE,1

Nodes 2 to K: DSGE,1(k),
VSGE,1(k), and ESGE,1(k);
node 1: β^SGE,1, ϕ^SGE,1,
and VSGE,1(1)

β^MLE(k); ϕ^MLE(k)Distributed single gradient-
enhanced log-likelihood

5

β^MGE,0; ϕ^MGE,0;
D¯MGE,1; E¯MGE,1

DMGE,1(k); VMGE,1(k);
EMGE,1(k); β^MGE,1(k);
ϕ^MGE,1(k)

β^MLE(k); ϕ^MLE(k)Distributed multiple gradi-
ent-enhanced log-likelihood

6

aCC: coordinating center.
bNo exchanged quantities.

Results Related to Objective 3

Notation for Shared Quantities
In what follows, let the log-likelihood of the data stored in node

k (using D(k)) be denoted by

l(k)(β,ϕ)=1n(k)∑i=1n(k){yi(k)h(β xi(k))−b{h(β xi(k))}ϕ+c(yi(k),ϕ)}.

In addition, let D(k) (β) ∈ Rp+1 be such that

(2)D(k)(β)=1n(k)∑i=1n(k)xi(k)h′(β xi(k))[yi(k)−b′{h(β xi(k))}]

and define the (p+1)×(p+1) matrix V(k) (β) as

(3)V(k)(β)=1n(k)∑i=1n(k)xi(k)(xi(k)) (h′(β xi(k))2 b′′{h(β xi(k))}−h′′(β xi(k))[yi(k)−b′{h(β xi(k))}]).

As D(k)(β)=ϕ∇βl(k)(β,ϕ), solving the equation D(k)(β)=0 yields
the node-specific MLE of β, denoted hereafter using β^MLE(k).
The matrix V(k)(β) is equal to −∇βD(k)(β) and relates to the
Fisher information matrix through the equation
V(k)(β)=−ϕ∇β2l(k)(β,ϕ).

Finally, set

(4)E(k)(ϕ,β)=1n(k)∑i=1n(k)[yi(k)h(β xi(k))−b{h(β xi(k))}]−ϕ2n(k)∑i=1n(k)∂∂ϕc(yi(k),ϕ)

and

(5)F(k)(ϕ)=2ϕn(k)∑i=1n(k)∂∂ϕc(yi(k),ϕ)+ϕ2n(k)∑i=1n(k)∂2∂ϕ2c(yi(k),ϕ).

Because E(k)(ϕ,β)=−ϕ2(∂/∂ϕ)l(k)(β,ϕ), when ϕ is unknown,
solving the equation E(k)(ϕ,β^MLE(k))=0 for ϕ yields its
node-specific MLE of ϕ . We have F(k)(ϕ)=−(∂/∂ϕ)E(k)(ϕ,β).
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Simple Averaging
The simple averaging method follows upon execution of
algorithm 1 (Textbox 1). First, each data node computes their
local maximum by solving successively D(k)(β)=0 and
E(k)(ϕ,β^MLE(k))=0. To compute the CIs at the CC level, the
entries of the (p+1)×(p+1) matrix VMLE(k)=V(k)(β^MLE(k))
have to be computed from formula 3 with β=β^MLE(k). Then,
the set

(6)S0(k)={β^MLE(k),ϕ^MLE(k),VMLE(k)}

is sent to the CC. The parameter estimates are then aggregated
by the CC through averaging. Specifically, the CC computes

(7)β̂ SA=∑k=1Kw(k)β̂ MLE(k)andϕ̂ SA=∑k=1Kw(k)ϕ̂ MLE(k),

where w(1), ..., w(K) are weights (ie, w(k)≥0 and ∑k=1Kw(k)=1)
used to combine each node’s contribution. Often, weights can
be taken proportional to local sample sizes, leading to the choice

w(k)=n(k)/n.

Textbox 1. Algorithm 1—simple averaging inference procedure.

Input at the coordinating center (CC) level: Weight w(1), ..., w(K) attributed to each node’s contribution

Step required from each node k ∈ {1, …, K}:

Using data in D(k), compute the following quantities:

• MLE β^MLE(k) of β  by solving D(k)(β)=0;

• MLE ϕMLE(k) of ϕ  by solving E(k)(ϕ,β^MLE(k))=0;

• VMLE(k)=V(k)(β^MLE(k)) using formula (3) with β=β^MLE(k)

Send to the CC:S0(k)={β^MLE(k),ϕ^MLE(k),VMLE(k)}.

Step required from the CC:

Using the received sets of quantities S0(1),…,S0(K), calculate

• The simple averaging estimators β^SA=∑k=1Kw(k)β^MLE(k) and ϕ^SA=∑k=1Kw(k)ϕ^MLE(k);

• The estimator of the variance-covariance matrix Σ^SA=ϕ^SA∑k=1Knw(k)2n(k)VMLE(k)

Output from the CC:

Final estimates: R={β^SA,Σ^SA}

Wald-type CIs for β  can be constructed based on the fact that
the sequence n(β^SA−β ) converges in distribution to a centered
normal random variable with covariance matrix

ΣSA=ϕ ∑k=1Kw(k)2p(k)Tβ (k),whereTβ (k)=E{Vk(β )}.

As Tβ (k) is consistently estimated using VMLE(k) and ϕ  by

ϕ^SA, and as p(k) can be estimated using n(k)/n, it follows that
a consistent estimator for ΣSA is given by

Σ^SA=ϕ^SA∑k=1Knw(k)2n(k)VMLE(k).

The simple averaging final estimates are then given by

R={β^SA,Σ^SA}.

Single Distributed Newton-Raphson Updating
The single distributed Newton-Raphson updating method
follows upon execution of algorithm 2 (Textbox 2) with T=1.
First, the CC gathers summary statistics to compute the simple
averaging estimators of β  and ϕ  without their accompanying
CI. Hence, for k∈{1, ..., K}, and with β^MLE(k) as mentioned
previously (equation 6), node k sends to the CC the quantities

(8)S0(k)={β^MLE(k),ϕ^MLE(k)},

and the CC uses them to compute β^SA and ϕ^SA using the
formulas in equation 7.
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Textbox 2. Algorithm 2—distributed Newton-Raphson updatings procedure.

Input at the coordinating center (CC) level: Weight w(1), …, w(K) attributed to each node’s contribution

Step required from each node k ∈ {1, …, K}:

Using data in D(k), compute

• β^MLE(k) by solving D(k)(β)=0;

• ϕ^MLE(k) by solving E(k)(ϕ,β^MLE(k))=0

Send to the CC:S0(k)={β^MLE(k),ϕ^MLE(k)}.

Step required from the CC:

Using the received quantities S0(1),…,S0(K):

• Calculate β^SA=∑k=1Kw(k)β^MLE(k) and ϕ^SA=∑k=1Kw(k)ϕ^MLE(k);

• Initialize β^NR,t=0=β^SA and ϕ^NR,t=0=ϕ^SA.

Execute for t=1, ..., T:

Step required from the CC:

Broadcast to nodes:Ct={β^NR,t-1,ϕ^NR,t-1}

Step required from each node k ∈ {1,…,K}:

Using data in D(k) and quantities in Ct, compute:

• DNR,t(k) using formula (2) with β=β^NR,t-1;

• VNR,t(k) using formula (3) with β=β^NR,t-1;

• ENR,t(k) using formula (4) with ϕ=ϕ^NR,t-1 and β=β^NR,t-1;

• FNR,t(k) using formula (5) with ϕ=ϕ^NR,t-1 and β=β^NR,t-1.

Send to the CC:St(k)={DNR,t(k),VNR,t(k),ENR,t(k),FNR,t(k)}.

Step required from the CC:

Using the quantities in St(k), compute

• D¯NR,t=∑k=1Kw(k)DNR,t(k)

• V¯NR,t=∑k=1Kw(k)VNR,t(k)

• E¯NR,t=∑k=1Kw(k)ENR,t(k)

• F¯NR,t=∑k=1Kw(k)FNR,t(k)

Using, β^NR,t-1, ϕ^NR,t-1 and the aggregated quantities, update previous parameter estimates

• β^NR,t=β^NR,t-1+V¯NR,t−1D¯NR,t

• ϕ^NR,t=ϕ^NR,t+E¯NR,tF¯NR,t

Step required from the CC:

Compute Σ^NR=(V¯NR,T)−1{ϕ^NR,T∑k=1Knw(k)2n(k)VNR,T(k)}(V¯NR,T)−1

Output from the CC:

Estimates R={β^NR,T,Σ^NR}

For reasons of convenience that will become clear later, the
notation β^NR,0 and ϕ^NR,0 will be used instead of β^SA and
ϕ^SA, respectively. In this notation, the set of values

C1={β^NR,0,ϕ^NR,0}

is broadcasted to data nodes, which are then tasked with
computing and sending back the quantities

S1(k)={DNR,1(k),VNR,1(k),ENR,1(k),FNR,1(k)} ,

where, for any integer t≥1, one defines

(9)DNR,t(k)=D(k)(β̂NR,t−1)VNR,t(k)=V(k)(β̂NR,t−1)ENR,t(k)=E(k)(ϕ̂NR,t−1,β̂NR,t−1)FNR,t(k)=F(k)(ϕ̂NR,t−1,β̂NR,t−1)

Upon receiving the S1(k)s from each node, the CC calculates
the following weighted averages:

D̄NR,1=∑k=1Kw(k)DNR,1(k),and V̄NR,1=∑k=1Kw(k)VNR,1(k),ĒNR,1=∑k=1Kw(k)ENR,1(k),andF̄NR,1=∑k=1Kw(k)FNR,1(k).

This enables the CC to execute Newton-Raphson updates from
β^NR,0 and ϕ^NR,0, respectively:
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(10)β̂NR,1=β̂NR,0+V̄NR,1−1D̄NR,1ϕ̂NR,1=ϕ̂NR,0+F̄NR,1−1ĒNR,1.

It is shown in the Multimedia Appendix 2 that

n(β̂NR,1−β )→N(0,ΣNR)whereΣNR=(∑k=1Kw(k)Tβ (k))−1{ϕ ∑k=1Kw(k)2p(k)Tβ (k)}(∑k=1Kw(k)Tβ (k))−1.
As Tβ (k) is consistently estimated using VNR,1(k) and ϕ  by
ϕ^NR,1, and as p(k) can be estimated using n(k)/n, it follows
that a consistent estimator for ΣNR is given by

Σ̂NR=(∑k=1Kw(k)VNR,1(k))−1{ϕ̂NR,1∑k=1Knw(k)2n(k)VNR,1(k)}(∑k=1Kw(k)VNR,1(k))−1=(V̄NR,1)−1{ϕ̂NR,1∑k=1Knw(k)2n(k)VNR,1(k)}(V̄NR,1)−1.
The method’s final estimates are then given by

R={β^NR,1,Σ^NR}.

Multiple Distributed Newton-Raphson Updatings
The multiple distributed Newton-Raphson updatings method
follows upon execution of algorithm 2 with T>1.

The first communication cycle follows the same procedure
described previously for the single distributed Newton-Raphson
updating method. It involves distributively computing a simple
averaging estimator and then performing a Newton-Raphson
iteration starting from this estimator. The Newton descent is
calculated as described in equation 10.

Formally, the algorithm begins with each data node k sending
the set of quantities S0(k), as described in equation 8, to the
CC. Next, the CC calculates the simple averaging estimators
using formula 7 and uses them to initialize β^NR,Step=0=β^SA
and ϕ^NR,Step=0=ϕ^SA.

The following steps are then repeated for a certain number of
iterations. At iteration t, starting from t=1, the CC broadcasts
the values Ct=(β^NR,t-1,ϕ^NR,t-1) to the data nodes. The data
nodes compute the quantities DNR,t(k), VNR,t(k), ENR,t(k),
and FNR,t(k) as defined in equation 9 and send them back to
the CC.

The CC then uses these quantities to perform a Newton update.
Specifically, it calculates β^NR,t=β^NR,t-1+VNR,t−1DNR,t
and ϕ^NR,t=ϕ^NR,t-1+ENR,t/FNR,t.

If the iterative cycle is repeated until convergence, the resulting
estimates of β  are equivalent to the MLEs derived from pooled
data. This is because, in GLMs, for MLEs, if both the pooled
and distributed algorithms are initialized using the same values

for β^NR,Step=0 and ϕ^NR,Step=0, then, at each subsequent
iteration, the distributed Newton update computed by the CC
will be identical to the update obtained in a pooled setting.

For the method to yield consistent estimates, it is not necessary
to initialize it using simple averaging estimators. However,
using simple averaging estimators as initialization may speed
up convergence, particularly in large sample sizes, as these
estimators are n-consistent.

Let β^NR,T denote the estimator obtained at convergence. As
it is (nearly) equal to the pooled MLE of β , we can deduce from
the Multimedia Appendix 2 that

(11)n(β̂NR,T−β )→N(0,ΣNR)whereΣNR=(∑k=1Kw(k)Tβ (k))−1{ϕ ∑k=1Kw(k)2p(k)Tβ (k)}(∑k=1Kw(k)Tβ (k))−1.
Following the same reasoning used previously for the single
distributed Newton-Raphson updating method, we can
consistently estimate the variance-covariance matrix as

Σ̂ NR=(V̄NR,T)−1{ϕ̂ NR,T∑k=1Knw(k)2n(k)VNR,T(k)}(V̄NR,T)−1.

Distributed Estimating Equation
The distributed estimating equation method follows upon
execution of algorithm 3 (Textbox 3). First, each node is
responsible for computing the MLEs β^MLE(k) and ϕ^MLE(k)
of β  and ϕ , respectively, using its own data. These estimators,
along with the Hessian matrix VMLE(k)=V(k)(β^MLE(k)) and
FMLE(k)=F(k)(ϕ^MLE(k)), are then sent to the CC. The set

(12)S0(k)={β^MLE(k),ϕ^MLE(k),VMLE(k),FMLE(k)}

is transmitted to the CC. The CC calculates the weighted average
of the Hessians and the FMLE(k) values as follows:

(13)V̄EE=∑k=1Kw(k)VMLE(k)andF̄EE=∑k=1Kw(k)FMLE(k).

The parameter estimates can then be calculated as

(14)β̂EE=V̄EE−1∑k=1Kw(k)VMLE(k)β̂MLE(k)ϕ̂EE=F̄EE−1∑k=1Kw(k)FMLE(k)ϕ̂MLE(k).

It is shown in the Multimedia Appendix 2 that n(β^EE−β )
converges in distribution to a centered normal random variable
with the variance-covariance matrix given by

ΣEE=(∑k=1Kw(k)Tβ (k))−1{ϕ ∑k=1Kw(k)2p(k)Tβ (k)}(∑k=1Kw(k)Tβ (k))−1

It can be consistently estimated by

Σ̂ EE=(V ĒE)−1{ϕ̂ EE∑k=1knw(k)2n(k)VMLE(k)}(V ĒE)−1
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Textbox 3. Algorithm 3—distributed estimating equation inference procedure.

Input at the coordinating center (CC) level: Weights w(1), …, w(K) attributed to each node’s contribution

Step required from each node k ∈ {1, …, K}:

Using data in Dk, compute the following quantities:

• MLE β^MLE(k) of β  by solving D(k)(β)=0;

• MLE ϕ^MLE(k) of ϕ  by solving E(k)(ϕ,β^MLE(k))=0;

• VMLE(k)=V(k)(β^MLE(k)) using formula (3) with β=β^MLE(k);

• FMLE(k)=F(k)(ϕ^MLE(k)) using formula (5) with ϕ=ϕ^MLE(k).

Send to the CC:S0(k)={β^MLE(k),ϕ^MLE(k),VMLE(k),FMLE(k)}.

Step required from the CC:

Using the received sets of quantities S01,…,S0K, calculate

• Aggregated quantities V¯EE=∑k=1Kw(k)VMLE(k) and F¯EE=∑k=1Kw(k)FMLE(k)

• EE estimators β^EE=V¯EE−1∑k=1Kw(k)VMLE(k)β^MLE(k) and ϕ^EE=F¯EE−1∑k=1Kw(k)FMLE(k)ϕ^MLE(k); the variance-covariance
matrix Σ^EE=(V¯EE)−1{ϕ^EE∑k=1Knw(k)2n(k)VMLE(k)}(V¯EE)−1.

Output from the CC:

Parameter estimates and CIs R={β^SA,Σ^EE}

Distributed Estimation Using a Single
Gradient-Enhanced Log-Likelihood

Overview

This method operates through algorithm 4 (Textbox 4). First,
the necessary information is collected by the CC to compute

the initial estimates of β and ϕ, denoted as β^SGE,0 and
ϕ^SGE,0. In what follows, we assume that these estimates are
obtained using the simple averaging estimators calculated
through algorithm 1.
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Textbox 4. Algorithm 4—inference procedure based on the distributed estimation using a single gradient-enhanced log-likelihood method.

Input at the coordinating center (CC) level: Weights w(1), …, w(K) attributed to each node’s contribution

Step required from each node k ∈ {1, …, K}:

Using data in Dk, compute

• β^MLE(k) by solving D(k)(β)=0;

• ϕ^MLE(k) by solving E(k)(ϕ,β^MLE(k))=0

Send to the CC:S0(k)={β^MLE(k),ϕ^MLE(k)}.

Step required from the CC:

Using the received sets of quantities S01,…,S0K, calculate

• simple averaging estimators β^SA=∑k=1Kw(k)β^MLE(k) and ϕ^SA=∑k=1Kw(k)ϕ^MLE(k)

• initialize β^SGE,0=β^SA and ϕ^SGE,0=ϕ^SA.

Broadcast to nodes:C1,1={β^SGE,0,ϕ^SGE,0}.

Step required from each node k ∈ {2, …, K}:

Using data in Dk, compute the following quantities:

• DSGE,1(k)=D(k)(β^SGE,0) using formula (2) with β=β^SGE,0;

• VSGE,1(k)=V(k)(β^SGE,0) using formula (3) with β=β^SGE,0;

• ESGE,1(k)=E(k)(ϕ^SGE,0,β^SGE,0) using formula (4) with (ϕ,β)=(ϕ^SGE,0,β^SGE,0)

Send to the CC:S1,1(k)={DSGE,1(k),VSGE,1(k),ESGE,1(k)}

Step required from the CC:

Using the received sets of quantities S1,12,…,S1,1K, calculate

• DSGE,1=∑k=2Kw(k)DSGE,1(k)

• ESGE,1=∑k=2Kw(k)ESGE,1(k)

Broadcast to node k=1: C2,1 = {DSGE,1 , ESGE,1}

Step required from node k=1:

Using data in D1, calculate

• DSGE,1(1)=D(1)(β^SGE,0) using formula (2) with β=β^SGE,0;

• VSGE,1(1)=V(1)(β^SGE,0) using formula (3) with β=β^SGE,0;

• ESGE,1(1)=E(1)(ϕ^SGE,0,β^SGE,0) using formula (4) with (ϕ,β)=(ϕ^SGE,0,β^SGE,0)

• D¯SGE,1=DSGE,1+w(1)DSGE,1(1)

• E¯SGE,1=ESGE,1+w(1)ESGE,1(1)

Send to the CC:S2,1(1)={β^SGE,1,ϕ^SGE,1,VSGE,1(1)}

Step required from the CC:

Compute

• A^SGE,1(k)=w(k)Ip+1+{VSGE,1(1)−(∑k′=1Kw(k′)VSGE,1(k′))}(VSGE,1(k))−1 for k ∈ {1, …, K}

• Σ^SGE,1=ϕ^SGE,1(VSGE,1(1))−1{∑k=1Knn(k)(A^SGE,1(k)) VSGE,1(k)A^SGE,1(k)}(VSGE,1(1))−1

Output from the CC:

Parameter estimates R={β^SGE,1,Σ^SGE,1}

Subsequently, the CC broadcasts C1,1={β^SGE,0,ϕ^SGE,0}
to node k ∈ {1, …, K}. Each node is then requested to compute
and transmit back the following quantities:

S1,1(k)={DSGE,1(k),VSGE,1(k),ESGE,1(k)},

w i t h
DSGE,1(k)=D(k)(β̂SGE,0),VSGE,1(k)=V(k)(β̂SGE,0),and ESGE,1(k)=E(k)(ϕ̂SGE,0,β̂SGE,0)

The CC aggregates the D(k)s and the E(k)s using averaging by
calculating
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DSGE,1=∑k=2Kw(k)DSGE,1(k)andESGE,1=∑k=2Kw(k)ESGE,1(k)
.

The Vks are momentarily stored and will be used later to
compute the estimator for the asymptotic variance-covariance
matrix of the final estimator of β . The quantities

C2,1={DSGE,1,ESGE,1}

are then sent to node k=1. Node k=1 computes the global
average of the Dks by adding its own counterpart; that is, it first
computes

D̄SGE,1=DSGE,1+w(1)DSGE,1(1),andĒSGE,1=ESGE,1+w(1)ESGE,1(1),

and then solves the surrogate likelihood function. Formally, it
finds successively the values β^SGE,1(1) and ϕ^SGE,1(1) that
solve

D(1)(β)+D̄SGE,1−DSGE,1(1)=0E(1)(ϕ,β̂ SGE,1)+ĒSGE,1−ESGE,1(1)=0.

The results are sent back to the CC, along with VSGE,1(1),
yielding

S2,1(1)={β^SGE,1,ϕ^SGE,1,VSGE,1(1)}.

If simple averaging estimators for β^SGE,0 and ϕ^SGE,0 are
chosen, then n(β^SGE,1−β ) converges in distribution to a
mean-zero multivariate normal random variable with a
variance-covariance matrix given by

ΣSGE,1=ϕ (Tβ (1))−1{∑k=1Kw(k)2p(k)(Aβ (k)) Tβ (k)Aβ (k)}(Tβ (1))−1whereAβ (k)=p(k)Ip+1+(Tβ (1)−Tβ )(Tβ (k))−1,
with Ip+1, the p+1 square identity matrix, and
Tβ =∑k=1Kw(k)Tβ (k). The Multimedia Appendix 2 contains
the proofs. The latter can be consistently estimated by

Σ̂SGE,1=ϕ̂SGE,1(VSGE,1(1))−1{∑k=1Kw(k)2nn(k)(ÂSGE,1(k)) VSGE,1(k)ÂSGE,1(k)}(VSGE,1(1))−1

where

A^SGE,1(k)=n(k)nIp+1+{VSGE,1(1)−T^β }(VSGE,1(k))−1

With T^β =∑k=1Kw(k)VSGE,1(k).

Remark

In the study by Jordan et al [13], where the method described
previously was originally proposed, the authors discuss a version
in which the latter process is repeated multiple times. Their
version assumes that the data are uniformly and randomly split
across nodes. Under this assumption, the resulting estimator of
β  is asymptotically equivalent to the pooled estimator regardless
of the number of iterations executed. This equivalence occurs
because, when the predictors’ distribution is the same across
nodes and the node sample sizes are equal, then Tβ (k)≡Tβ  and
p(k)≡1/K. By choosing w(k)=1/K, it follows that Aβ (k)=Ip+1,
resulting in the following expression for ΣSGE,1:
ΣSGE,1=ϕ (Tβ )−1. The aforementioned variance-covariance
matrix is also the same as that of the simple averaging estimator
in the setting of equal sample sizes and even predictor
distributions. Consequently, at each iteration, the probability
distribution of the resulting estimator remains unchanged.
However, in a more general setting in which predictor
distributions and sample sizes vary across nodes, these
cancellations no longer occur. Therefore, in this case, the
probability distribution of the obtained estimator changes after
each iteration, and tracking these changes falls beyond the scope
of objective 3 (see the Multimedia Appendix 2). Hence, this
presentation focused on the case in which only 1 iteration is
executed.

Distributed Estimation Using Multiple
Gradient-Enhanced Log-Likelihood
This method operates through algorithm 5 (Textbox 5). First,
the CC collects the necessary information to compute the initial
estimates, denoted as β^MGE,0 and ϕ^MGE,0. In this case, we
assume that these estimates are obtained using the simple
averaging estimators calculated through algorithm 1.
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Textbox 5. Algorithm 5—inference procedure based on the distributed estimation using a multiple gradient-enhanced log-likelihood method.

Input at the coordinating center (CC) level: Weight w(1), …, w(K) attributed to each node’s contribution

Step required from each node k ∈ {1, …, K}:

Using data in D(k), compute

• β^MLE(k) by solving D(k)(β)=0;

• ϕ^MLE(k) by solving E(k)(ϕ,β^MLE(k))=0

Send to the CC:S0(k)={β^MLE(k),ϕ^MLE(k)}.

Step required from the CC:

Using the received sets of quantities S0(1),…,S0(K), calculate

• simple averaging estimators β^SA=∑k=1Kw(k)β^MLE(k) and ϕ^SA=∑k=1Kw(k)ϕ^MLE(k)

• initialize β^MGE,0=β^SA and ϕ^MGE,0=ϕ^SA.

Broadcast to nodes:C1,1={β^MGE,0,ϕ^MGE,0}.

Step required from each node k ∈ {1, …, K}:

Using data in Dk, calculate

• DMGE,1(k)=D(k)(β^MGE,0) using formula (2) with β=β^MGE,0;

• VMGE,1(k)=V(k)(β^MGE,0) using formula (3) with β=β^MGE,0;

• EMGE,1(k)=E(k)(ϕ^MGE,0,β^MGE,0) using formula (4) with (ϕ,β)=(ϕ^MGE,0,β^MGE,0).

Send to the CC:S1,1(k)={DMGE,1(k),VMGE,1(k),EMGE,1(k)}

Step required from the CC:

Using the received sets of quantities S1,11,…,S1,1K, calculate

• D¯MGE,1=∑k=1Kw(k)DMGE,1(k)

• E¯MGE,1=∑k=1Kw(k)EMGE,1(k)

Broadcast to nodes:C2,1={D¯MGE,1,E¯MGE,1}.

Step required from each node k ∈ {1, …, K}:

Using data in Dk, calculate

• β^MGE,1(k) that solves D(k)(β)+D¯MGE,1−DMGE,1(k)=0

• ϕ^MGE,1(k) that solves E(k)(ϕ,β^MGE,1)+E¯MGE,1−EMGE,1(k)=0

Send to the CC:S2,1(k)={β^MGE,1(k),ϕ^MGE,1(k)}

Step required from the CC:

Compute

• β^MGE,1=∑k=1Kw(k)β^MGE,1(k)

• ϕ^MGE,1=∑k=1Kw(k)ϕ^MGE,1(k)

• T^β =∑k=1Kw(k)VMGE,1(k)

• U^β =∑k=1Kw(k)(VMGE,1(k))−1

• Σ^MGE,1=ϕ^MGE,1∑k=1Knw(k)2n(k)[U^β VMGE,1(k)+(Ip+1−U^β T^β )]×[U^β +(Ip+1−U^β T^β )(VMGE,1(k))−1]

Output from the CC:

Parameter estimates R={β^MGE,1,Σ^MGE,1}

Subsequently, the CC broadcasts C1,1={β^MGE,0,ϕ^MGE,0}
to each node, which is then requested to compute and transmit
back the following quantities:

S1,1(k)={DMGE,1(k),VMGE,1(k),EMGE,1(k)}.

H e r e
DMGE,1(k)=D(k)(β̂MGE,0),VMGE,1(k)=V(k)(β̂MGE,0),and EMGE,1(k)=E(k)(ϕ̂MGE,0,β̂MGE,0).
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The CC aggregates the Dks and the Eks using averaging by
c a l c u l a t i n g
D¯MGE,1=∑k=1Kw(k)DMGE,1(k)andĒ MGE,1=∑k=1Kw(k)EMGE,1(k).

The CC then broadcasts C2,1={D¯MGE,1,E¯MGE,1} to each
node, which is then tasked with solving the surrogate likelihood
function. Formally, they find successively the value β^MGE,1(k)
and ϕ^MGE,1(k) that solves

.D(k)(β)+D̄MGE,1−DMGE,1(k)=0E(k)(ϕ,β̂MGE,1(k))+ĒMGE,1−EMGE,1(k)=0

Each node then transmits their set of local surrogate likelihood
estimators to the CC:

S2,1(k)={β^MGE,1(k),ϕ^MGE,1(k)}.

Using the received sets of quantities S2,11,…,S2,1K, the CC
aggregates them through averaging using the following
formulas:

β̂MGE,1=∑k=1Kw(k)β̂MGE,1(k)andϕ̂MGE,1=∑k=1Kw(k)ϕ̂MGE,1(k).

It is shown in the Multimedia Appendix 2 that n(β^MGE,1−β )
converges in distribution to a multivariate normal random
variable with mean 0 and a variance-covariance matrix given
by

ΣMGE,1=ϕ ∑k=1Kw(k)2p(k)[p(k)Uβ Tβ (k)+(Ip+1−Uβ Tβ )]×[p(k)Uβ +(Ip+1−Uβ Tβ )(Tβ (k))−1]
where Uβ =∑k=1Kw(k)(Tβ (k))−1. The latter can be
consistently estimated using

Σ̂MGE,1=ϕ̂MGE,1∑k=1Knw(k)2n(k)[n(k)nÛβ VMGE,1(k)+(Ip+1−Ûβ T̂β )]×[n(k)nÛβ +(Ip+1−Ûβ T̂β )(VMGE,1(k))−1]

w h e r e
T^β =∑k=1Kw(k)VMGE,1(k) and U^β =∑k=1Kw(k)(VMGE,1(k))−1

Summary of Quantities Exchanged in the Adapted
Methods
Table 2 presents a summary of the quantities exchanged between
the nodes and the CC in both directions. Table 2 demonstrates
that the quantities involved in exchanges from the nodes to the
CC consist of parameter estimates, gradients (Dk vectors),
Hessians (Vk matrices), and real numbers (Ek and Fk). On the
other hand, the quantities shared from the CC to the nodes
primarily consist of parameter estimates. Notably, methods 5
and 6 differentiate themselves by requiring the sharing of
aggregated gradient vectors and Hessian matrices as well.

Comparison of Adapted Methods
Table 3 compares the main adapted HPSA methods regarding
the quantities shared between the CC and the nodes and the
operational complexity of the procedures. Methods 1 and 4
require only 1 communication from the data nodes to the CC
and no communication back from the CC to the nodes. These
so-called one-shot methods have the lowest operational
complexity. Method 4 requires the additional quantity FMLEk
to be transmitted from each node to the CC.
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Table . Comparison of adapted methods.

WorkflowNumber of communicationsInformation sharedMethodMethod number

From CC to nodesFrom nodes to CCFrom CC to nodesFrom nodes to CCa

I in Figure 201NoneLocal parameter es-
timates; Hessian
matrix of log-likeli-
hood (with respect
to β only)

Simple averaging1

II in Figure 3 with
T=1

12Simple averaging
aggregated esti-
mates of parame-
ters

Local parameter es-
timates; gradient
and Hessian of log-
likelihood

Single distributed
Newton-Raphson
updating

2

II in Figure 3 with
T>1

TT+1Simple averaging
aggregated esti-
mates of parame-
ters; (T-1) × New-
ton-updated param-
eter estimates

Local parameter es-
timates; T × gradi-
ent and Hessian of
log-likelihood

Multiple distributed
Newton-Raphson
updatings (with T
Newton-Raphson
updatings)

3

I in Figure 201NoneLocal parameter es-
timates; Hessian of
log-likelihood

Distributed estimat-
ing equations

4

III in Figure 4 with
T=1

Nodes 2 to K: 1;
node 1: 2

All nodes: 2To all nodes: sim-
ple averaging aggre-
gated estimates of
parameters; to node
1 only: average of
local gradients and
Hessians

From all nodes: lo-
cal parameter esti-
mates and Hessian
of log-likelihood
(with respect to β
only); from nodes
2 to K: gradient of
log-likelihood;
from node 1 only:
gradient-enhanced
parameter estimates

Distributed single
gradient-enhanced
log-likelihood

5

IV in Figure 5 with
T=1

23Simple averaging
aggregated esti-
mates of parame-
ters; average of lo-
cal gradients and
Hessians

Local parameter es-
timates; gradient of
log-likelihood;
Hessian of log-like-
lihood (with respect
to β only); gradi-
ent-enhanced pa-
rameter estimates

Distributed multi-
ple gradient-en-
hanced log-likeli-
hood

6

aCC: coordinating center.

Methods 2 and 3 perform Newton-Raphson updating using some
initial estimator as a basis, usually the simple averaging
estimator. While method 2 requires this initial estimator to be
n-consistent, if T is large enough, any initial value will work
for method 3 (although convergence may be slower). Both
methods require D(k),V(k),E(k), and Fk to be evaluated and
sent to the CC T times, with T=1 for method 2. Compared to
method 1, method 2 requires the additional quantities Dk, Ek,
and Fk, and method 3 further requires these quantities to be
evaluated and communicated multiple times.

Method 5 relies on an approximation of the log-likelihood
function. It requires an initial estimator, usually the simple
averaging estimator. This approach treats node 1 differently,
making it solve the surrogate log-likelihood using aggregates
from the other nodes and its own data. The CC sends the initial
estimator to each node and then requires them to evaluate
Dk,Vk, and Ek and send the result back to the CC once. It
averages the results and then communicates them to node 1,

which solves the surrogate log-likelihood and sends its results
back to the CC.

Method 6 applies method 5 to every node, making each node
solve the surrogate log-likelihood function using its own data
before averaging the resulting local estimators.

Discussion

Summary of Findings
The first objective of this study (objective 1) aimed to identify
and map the methodological approaches used and developed in
the literature regarding HPSA. To achieve this, we conducted
a scoping review, which included 41 articles following our
protocol. These articles were categorized based on the types of
models and communication schemes involved, as presented in
Table 1. The analysis revealed that most methods included in
this scoping review focused on methodological settings
associated with massive data. The communication schemes of
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these methods were demonstrated through workflows I, II, III,
and IV.

The second objective of this study (objective 2) aimed to
describe the approaches that can be used for basic GLM
regression analyses and identify the distributional assumptions
they require. To accomplish this, we identified 6 approaches
and classified them within workflows I to IV, enabling their
comparison in terms of operational communication protocols
within a unified framework. However, a limitation of these
methods is that they assume identical node sample sizes and
node covariate distributions. This assumption reduces their
suitability in settings commonly encountered in health analytics,
where data-collecting nodes are prone to generating different
covariate distributions.

The third objective of this study (objective 3) was to present
methods that relaxed these assumptions by adapting the
approaches identified in objective 2 to the unequal sample sizes
and nonidentical covariate sample distribution setting. In
addition, we compared these methods in terms of the information
shared and operational complexity. This involved adapting the
quantities and estimators described in the original articles and
deriving new asymptotic results with relaxed assumptions. We
defined a unified framework to describe inference procedures
using these methods. This unified framework encompasses
common hypotheses and notation and allows for both estimation
and the construction of CIs, providing detailed steps for both
the data nodes and the CC.

Challenges and Opportunities
Work pertaining to objective 1 illustrated why it is so
challenging for researchers and data custodians alike to find
information regarding HPSA. While the HPSA literature is very
recent (all the included articles were published in 2010 or later),
the literature is nonhomogeneous, and it has not come to a
consensus on nomenclature. No universal terminology exists,
and different terms are used in the different fields developing
and applying HPSA methods. Many specific methods introduced
in applied contexts are special cases of more general methods
that may or may not be cited. These characteristics make finding
useful and efficient keywords arduous. This required adapting
our search strategy.

This difficulty is compounded by the fact that statistical
inference is not the main focus of most of the HPSA literature.
Most published work falls within the prediction, learning, and
optimization contexts. As a result, method assumptions are
rarely discussed. This can be a problem when adapting these
methods for inference. Furthermore, the methodological setting
is often assumed to be in the massive data context, in which
data are randomly distributed between nodes. This allows the
authors to make strong assumptions on node sample sizes and
covariate distributions that may be unrealistic in the confidential
data context using multiple data sources. These methods cannot
be used directly for inference using confidential health data.

While some work remains to be done when the structure of
association between the covariate and the outcome is
heterogeneous between nodes, we adapted widely used methods
for when the distribution of covariates and sample sizes between
nodes is not identical.

Table 1 illustrates how most HPSA methods are focused on
parametric models. Some work has also been done for
semiparametric and nonparametric regression, and some
methods are introduced outside of the regression framework
(although they can also be applied to regression). Many methods
do not require communication of quantities from the CC to the
data nodes—they only require 1 transmission from the nodes
to the CC. Given the lack of awareness regarding HPSA, starting
by implementing lower–operational complexity methods while
providing useful results offers a promising path.

LHSs seek to improve health by generating knowledge during
practice and making use of that knowledge to improve practice.
This requires analyzing data from a variety of sources. HPSA
methods offer a way to tackle the challenges that come with
multi-jurisdictional data.

The methods can be implemented “manually” (eg, via email
exchanges), but platforms enabling semiautomated distributed
fittings of statistical models have been proposed in the literature
[60]. As LHSs work by continuously monitoring and analyzing
data rather than through cross-sectional studies only, automated
platforms are necessary. Ideally, these platforms should be able
to link and standardize data sources from multiple jurisdictions
as well as perform HPSA. On the other hand, explicit
descriptions of these methods’ algorithms and the quantities
exchanged are not always easily accessible, and this complicates
the evaluation of the tools by data custodians and researchers.

This is especially important as it is essential to clarify here that
operating an HPSA algorithm does not ensure confidentiality
in and of itself.

For example, it is known that sharing sample moments can
compromise confidentiality. It can be shown that a set of n
observations is uniquely determined by its first n sample
moments [61]. This could prove problematic for methods that
rely on sharing the first few moments of each node’s sample,
especially if the number of observations is low, as the sample
could be partially reconstructed by the CC.

The results presented in this paper contribute to this objective
by clarifying the workflows and quantities exchanged in each
method. Nevertheless, further analysis of the confidentiality
preserved by HPSA methods is needed to fully understand the
risk associated with the sharing of summary statistics, especially
as more rounds of communication between the CC and data
nodes are completed. The framework of differential privacy has
been used to guarantee the preservation of confidentiality in a
few HPSA methods, but a wider application of differential
privacy to existing and popular methods has yet to be explored.
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Abstract

Background: The incidence of breast cancer has remained high and continues to rise since the 21st century. Consequently,
there has been a significant increase in research efforts focused on breast cancer prevention and treatment. Despite the extensive
body of literature available on this subject, systematic integration is lacking. To address this issue, knowledge graphs have emerged
as a valuable tool. By harnessing their powerful knowledge integration capabilities, knowledge graphs offer a comprehensive
and structured approach to understanding breast cancer prevention and treatment.

Objective: We aim to integrate literature data on breast cancer treatment and prevention, build a knowledge graph, and provide
support for clinical decision-making.

Methods: We used Medical Subject Headings terms to search for clinical trial literature on breast cancer prevention and treatment
published on PubMed between 2018 and 2022. We downloaded triplet data from the Semantic MEDLINE Database (SemMedDB)
and matched them with the retrieved literature to obtain triplet data for the target articles. We visualized the triplet information
using NetworkX for knowledge discovery.

Results: Within the scope of literature research in the past 5 years, malignant neoplasms appeared most frequently (587/1387,
42.3%). Pharmacotherapy (267/1387, 19.3%) was the primary treatment method, with trastuzumab (209/1805, 11.6%) being the
most commonly used therapeutic drug. Through the analysis of the knowledge graph, we have discovered a complex network of
relationships between treatment methods, therapeutic drugs, and preventive measures for different types of breast cancer.

Conclusions: This study constructed a knowledge graph for breast cancer prevention and treatment, which enabled the integration
and knowledge discovery of relevant literature in the past 5 years. Researchers can gain insights into treatment methods, drugs,
preventive knowledge regarding adverse reactions to treatment, and the associations between different knowledge domains from
the graph.

(JMIR Med Inform 2024;12:e52210)   doi:10.2196/52210

KEYWORDS

knowledge graph; breast cancer; treatment; prevention; adverse reaction

Introduction

Breast cancer is the most common malignant tumor in women
worldwide, with a reported death toll exceeding 600,000 in
2018 alone [1]. Breast cancer has emerged as the most prevalent
cancer and a primary cause of mortality among women. The
global incidence of new cases of female breast cancer witnessed
a sharp increase from 1.05 million in 2000 to 2.09 million in
2018 [2]. In 2020, global cancer burden data revealed that new
breast cancer cases reached 2.26 million, constituting 11.7% of
all newly diagnosed cancer cases worldwide. The newly reported
mortality cases numbered 0.68 million, representing 6.9% of
global newly reported deaths [3]. Factors such as old age, young
age at menarche, family history of breast cancer, smoking, and
drinking alcohol increase the risk of breast cancer [4-6]. On the
contrary, regular physical exercise; breastfeeding; regular work

and rest; and intake of fruits, vegetables, whole grains, and
dietary fiber can appropriately reduce the risk of breast cancer
[7]. Various treatment methods are used for patients with breast
cancer, including surgery, radiation therapy, endocrine therapy,
chemotherapy, and targeted therapy. So far, most countries have
primarily focused on population education for breast cancer
prevention, including encouraging increased physical activity,
controlling BMI, and limiting alcohol intake [8]. Despite the
increasing number of research literature, a large amount of
literature on breast cancer prevention and treatment has not been
systematically integrated. Knowledge graph technology allows
for the independent connection and integration of disparate
literature, resulting in a more comprehensive and cohesive
knowledge framework.

Knowledge Graph is a knowledge repository proposed by
Google in 2012 to enhance the functionality of search engines.
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It describes concepts and their relationships in the real world
using triplets in the form of entity-relation-entity [9]. Knowledge
graphs can integrate information from diverse sources and
domains, including text, databases, and web pages, and
intricately interlink them. These integrations serve to mitigate
information silos, fostering the establishment of a more
comprehensive knowledge framework. Knowledge graphs have
been widely used in various fields, such as medicine, network
security, journalism, finance, and education [10]. Knowledge
graphs in the biomedical domain have applications in studies
related to disease associations [11], genomics [12], drug
interactions [13], and support for physicians in formulating
individualized treatment regimens [14]. At present, there are
well-established knowledge graphs, including DisGeNET [15],
which integrate information on the associations between genes
and diseases; DrugBank [16], a comprehensive bioinformatics
and cheminformatics knowledge base; and ClinVar [17], a
compilation of genetic variation information from diverse
laboratories worldwide. One study extracted breast
cancer–related features from Chinese breast cancer
mammography reports and built a knowledge graph for
diagnosing breast cancer by combining diagnosis and treatment
guidelines and insights from clinical experts [18]. Another study
integrated triples from clinical guidelines, medical
encyclopedias, and electronic medical records to build a breast
cancer knowledge graph [19]. Despite a small number of
scholars having constructed knowledge graphs for breast cancer,
the varied emphases and diverse data sources employed render
their applicability limited. A knowledge graph specifically
focused on the prevention and treatment of breast cancer has
not been constructed at present. Therefore, this study primarily
collects information related to the prevention and treatment of
breast cancer to construct a knowledge graph.

In the biomedical field, there are already mature tools (eg,
SemRep) for extracting knowledge from medical texts. SemRep
is a natural language processing program based on the Unified
Medical Language System (UMLS), which performs operations
such as text tokenization, syntactic analysis, part-of-speech
disambiguation, phrase mapping, semantic predicate
normalization, and syntactic constraints [20]. It extracts entities
and relationships from biomedical texts and outputs triplets
stored in the Semantic MEDLINE Database (SemMedDB) [21].
SemMedDB currently encompasses details on approximately
96.3 million predications derived from all PubMed citations
(around 29.1 million citations) and serves as the foundation for
the Semantic MEDLINE application [22]. We downloaded the
entity and relationship data provided by SemMedDB. NetworkX
is an open-source library for Python, primarily designed for
creating, analyzing, and visualizing complex network structures.
NetworkX plays a significant role in knowledge visualization,
facilitating users in intuitively presenting and comprehending
intricate knowledge graphs or network data.

Methods

Ethics Approval
This study was approved by the Board of Medical Ethics
Committee of Shenzhen Maternal and Child Health Hospital
(SFYLS[2022]003).

Data Source
We conducted a search on PubMed using Medical Subject
Headings terms “breast cancer,” “prevention,” and “treatment,”
covering the period from January 1, 2018, to December 31,
2022, and the study type was clinical trials. A total of 3589
articles were retrieved. We obtained the entity and relationship
data from SemMedDB.

Data Processing and Construction of Knowledge Graph
We matched the PMIDs of the retrieved articles with the
database and extracted the corresponding triplet information.
We initially obtained 33,060 Subject-Predicate-Object (SPO)
triplets of data.

Next, we made improvements according to the SPO cleaning
principles proposed by Fiszman et al [9] (ie, relevance,
connectivity, novelty, and significance). We combined them
with expert manual screening to ensure that the selected SPO
triplets have a higher relevance. In the improved process, we
did not predefine semantic patterns. Instead, we used a series
of cleaning operations to select core SPO triplets and connected
SPO triplets, eliminating SPO triplets lacking specific
information and those that appeared only once in the frequency.
The specific process is as follows:

1. In the same article, there may be repeated occurrences of
identical SPO triplets. To maintain equal contribution from
each article, we counted the repeated SPO triplets once
within the same article.

2. To ensure statistical reliability, we calculated the occurrence
frequency of each SPO triplet across different articles. SPO
triplets with low occurrence frequencies may lack statistical
significance. Therefore, we filtered SPO triplets with
frequencies greater than or equal to 2.

3. Based on expert domain knowledge, we manually screened
the selected SPO triplets with frequencies greater than or
equal to 2 to identify those of research value.

Finally, we obtained 25,449 SPO triplets data. We imported the
filtered SPO triplets information into the NetworkX for visual
analysis to explore knowledge and information related to breast
cancer prevention and treatment.

All analyses were conducted in a Python program (version
3.11.3; Python Software Foundation), primarily using Pandas,
Matplotlib, WordCloud, and NetworkX packages [23-26].

Results

Summary of Included Literatures
A total of 3589 articles were published in 618 different journals.
Among them, 191 articles were published in the same journal,
while 293 journals had only 1 article published. The journals
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were ranked based on the number of publications, and the top
100 journals accounted for 2631 articles, which is 73.30% of
the total.

Semantic Relationships and Semantic Patterns
We mainly summarize semantic associations into 3 types:
treatment and prevention, influencing or associated factors, and
related diseases (Table S1 in Multimedia Appendix 1).
Regarding treatment and prevention, the relationships include
TREATS, ADMINISTERED_TO, USES, and PREVENTS,
representing treatment drugs, surgeries, and preventive measures
for breast cancer. Regarding influencing or associated factors,
the relationships include ASSOCIATED_WITH, AFFECTS,
and CAUSES, which represent diseases’ impact and etiological

factors. Regarding related diseases, the relationship
COEXISTS_WITH represents the coexistence between different
diseases. In the semantic patterns involving treatment
(TREATS), the topp-TREATS-neop and topp-TREATS-podg
have appeared over 1000 times.

Summary of SPO Triples
In terms of breast tumors, malignant neoplasms had the highest
frequency, accounting for 42.3% (587/1387) of the total,
followed by triple-negative breast neoplasms (56/1387, 4%)
and human epidermal growth factor receptor 2 (HER2)–positive
carcinoma of breast (54/1387, 4%; Table 1 and Multimedia
Appendix 2).
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Table . Summary of breast cancer subtypes and stages, treatment methods, and treatment drugs. The top 30 subtypes, treatment methods, and treatment
drugs with higher frequencies in all data are presented for each group.

Values, n (%)Group

Breast cancer subtypes and stages (n=1387)

587 (42.3)Malignant neoplasm of breast

56 (4)Triple-negative breast neoplasms

54 (3.9)HER2a-positive carcinoma of breast

48 (3.5)Carcinoma breast stage IV

47 (3.4)Breast cancer metastatic

42 (3)Early-stage breast carcinoma

31 (2.2)Malignant neoplasms

30 (2.2)Neoplasm

26 (1.9)Metastatic triple-negative breast carcinoma

24 (1.7)High-risk cancer

21 (1.5)Neoplasm metastasis

19 (1.4)Advanced cancer

19 (1.4)Advanced breast carcinoma

18 (1.3)HER2-negative breast cancer

17 (1.2)Locally advanced malignant neoplasm

15 (1.1)Advanced malignant neoplasm

15 (1.1)Nonsmall cell lung carcinoma

14 (1)Noninfiltrating intraductal carcinoma

13 (0.9)Locally advanced breast cancer

11 (0.8)Breast cancer stage III

Treatment of breast cancer (n=1387)

267 (19.3)Pharmacotherapy

88 (6.3)Neoadjuvant therapy

68 (4.9)Hormone therapy

54 (3.9)Chemotherapy (adjuvant)

53 (3.8)Therapeutic procedure

48 (3.5)Radiation therapy

43 (3.1)Treatment protocols

36 (2.6)Adjuvant therapy

35 (2.5)Breast-conserving surgery

31 (2.2)First-line treatment

27 (1.9)Single-agent therapy

27 (1.9)Mastectomy

20 (1.4)Operative surgical procedures

16 (1.2)Interventional procedure

14 (1)Radiotherapy (adjuvant)

13 (0.9)Excision of axillary lymph nodes group

12 (0.9)Combined modality therapy

11 (0.8)Excision

11 (0.8)Targeted therapy
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Values, n (%)Group

10 (0.7)Placebos

Drugs for breast cancer (n=1805)

209 (11.6)Trastuzumab

88 (4.9)Capecitabine

81 (4.5)Paclitaxel

64 (3.5)Aromatase inhibitors

62 (3.4)Immunologic adjuvants

58 (3.2)Letrozole

48 (2.7)Bevacizumab

40 (2.2)Tamoxifen

36 (2)Gemcitabine

36 (2)Pertuzumab

36 (2)Fulvestrant

32 (1.8)Cyclophosphamide

30 (1.7)Pembrolizumab

27 (1.5)Docetaxel

27 (1.5)Taxane

22 (1.2)Ado-trastuzumab emtansine

22 (1.2)130-nm albumin-bound paclitaxel

22 (1.2)Carboplatin

21 (1.2)Eribulin

19 (1.1)Palbociclib

19 (1.1)Exemestane

19 (1.1)Everolimus

18 (1)Olaparib

17 (0.9)Talazoparib

16 (0.9)Pharmaceutical preparations

15 (0.8)Protein-tyrosine kinase inhibitor

14 (0.8)Cisplatin

14 (0.8)Lapatinib

13 (0.7)Fluorouracil

13 (0.7)Preservative free ingredient

aHER2: human epidermal growth factor receptor 2.

Pharmacotherapy is the most common treatment method,
accounting for 19.2% (267/1387) of the overall frequency.
Additionally, other high-frequency treatment modalities include
neoadjuvant therapy (88/1387, 6%), hormone therapy (68/1387,
5%), adjuvant chemotherapy (54/1387, 4%), and radiation
therapy (48/1387, 3%; Table 1 and Multimedia Appendix 3).
In breast cancer treatment drugs, trastuzumab (209/1805,
11.6%), capecitabine (88/1805, 5%), paclitaxel (81/1805, 4%),
aromatase inhibitors (64/1805, 4%), and immunologic adjuvants
(62/1805, 3%) have a relatively high frequency of occurrence
(Table 1 and Multimedia Appendix 4).

Breast Cancer Knowledge Graph
We visualized the SPO triples and displayed 3 subgroups: breast
cancer treatment methods, therapeutic drugs, and relevant
preventive measures. Figure 1 shows the relationship between
different subtypes and stages of breast cancer and treatment
methods. In different subtypes of breast cancer, the highest
frequency is observed in malignant neoplasm of the breast, with
pharmacotherapy having the highest frequency among various
treatment modalities. Different subtypes simultaneously
correspond to multiple treatment modalities; likewise, a single
treatment modality corresponds to multiple breast cancer
subtypes.
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Figure 1. Relationship between different subtypes and stages of breast cancer and treatment methods. HER2: human epidermal growth factor receptor
2.

Figure 2 shows the relationship between different subtypes and
stages of breast cancer and drugs. Among the therapeutic drugs
for breast cancer, trastuzumab has the highest frequency and
corresponds to the most types of breast cancer. Capecitabine,

paclitaxel, aromatase inhibitors, and immunologic adjuvants
also have relatively high frequencies. In comparison,
immunologic adjuvants have the fewest connections with
different types of breast cancer.
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Figure 2. Relationship between different subtypes and stages of breast cancer and drugs. HER2: human epidermal growth factor receptor 2.

Figure 3 shows the relationship between breast cancer treatment
and adverse reactions. Pharmacotherapy is associated with
neuropathy, onycholysis, heart neutropenia failure, alopecia,
febrile neutropenia, anemia, stomatitis, leukopenia,
thrombocytopenia, premature menopause, and gastrointestinal

dysfunction. Additionally, multiple nodes are connected,
forming multiple pathways, such as pharmacotherapy-febrile
neutropenia-adjuvant chemotherapy and
pharmacotherapy-leukopenia-breast cancer therapeutic
procedure-osteoporosis.
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Figure 3. Relationship between breast cancer treatment and adverse reactions.

Figure 4 shows the relationship between adverse events after
breast cancer treatment and preventive measures. Peripheral
neuropathy is associated with cryotherapy, low-level laser
therapy, compression procedure, acupuncture procedure,
pharmacotherapy, and massage. Lymphedema is associated
with resistance education, axillary lymph node dissection,

physical therapy, excision of axillary lymph nodes group, and
drainage of lymphatics. Early radiation dermatitis is associated
with topical administration and bleomycin, cisplatin, or
methotrexate protocol. In addition, there are some adverse
reactions with relatively few treatment measures, such as
stomatitis-diet, alopecia-scalp cooling.
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Figure 4. Relationship between adverse reactions after breast cancer treatment and preventive measures.

We performed a relationship visualization to gain a better
understanding of the association between types of breast cancer,
treatments, drugs, and genes. Figure 5 intuitively reflects the
high frequency of malignant neoplasm of the breast,
pharmacotherapy, and trastuzumab. In addition, breast malignant

tumors are associated with multiple genes, such as the
phosphatidylinositol-4,5-bisphosphate 3-kinase catalytic subunit
alpha (PIK3CA) gene, platelet-derived growth factor receptor
beta (PDGFRB) gene, phosphatase and tensin homolog (PTEN)
gene, and erb-B2 receptor tyrosine kinase 2 (ERBB2) gene.
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Figure 5. Relationship between types of breast cancer, treatments, drugs, and genes.

Discussion

Principal Findings
The knowledge graphs constructed in this study help researchers
understand the research hot spots in breast cancer over the past
5 years. The complex network involving treatment methods,
drugs, adverse reactions, preventive measures, and genes in
breast cancer can assist clinicians in making decisions that
comprehensively consider multiple aspects, ultimately aiding
in decisions that are the most beneficial to patients. Additionally,
the knowledge graph allows for personalized considerations
based on specific genes for individualized patients.

This study found that from 2018 to 2022, breast malignancies
appeared most frequently in the literature and were the primary
concern for researchers. Research interest in triple-negative
breast neoplasms is higher than in other subtypes. This
phenomenon may be due to the higher risk of recurrence and
poor prognosis in patients with early-stage triple-negative breast
neoplasms [10], making it a subject of greater concern to
clinicians and researchers. Among treatment modalities,
pharmacotherapy receives the highest attention.
Pharmacotherapy for breast cancer primarily involves
chemotherapy, endocrine therapy, and targeted therapy [27].
Compared to traditional surgery and radiotherapy,
pharmacotherapy can more precisely intervene in the growth
and division of cancer cells by targeting specific molecules or
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cellular structures, which reduces damage to normal cells and
allows for the formulation of personalized treatment plans based
on the patient’s genotype and molecular characteristics [28].
Medications circulating through the bloodstream can also act
on cancer cells throughout the body, preventing cancer cell
metastasis. These advantages of pharmacotherapy may be related
to the heightened emphasis on pharmacotherapy over the past
5 years. Trastuzumab receives the highest attention in breast
cancer pharmacotherapy; it is a specific cancer-targeting
medication used in the treatment of cancers characterized by
elevated levels of HER2 protein [29].

Pharmacotherapy is associated with various adverse reactions,
including neutropenia, neuropathy, onycholysis, heart failure,
alopecia, and febrile neutropenia. Among these adverse
reactions, peripheral neuropathy and lymphedema have the most
corresponding preventive and treatment measures, with
lymphedema being a common complication after surgery [30].
However, there is limited research on how to prevent and treat
the potential adverse reactions of pharmacotherapy, and further
studies are needed. Various adverse effects of breast cancer
treatment may reduce patients’ adherence to treatment.
Therefore, when clinicians choose different treatments and
drugs, they should pay close attention to their potential adverse
reactions and how to prevent or mitigate them.

In existing knowledge graphs related to breast cancer, one study
from China constructed a knowledge graph using electronic
medical records, clinical guidelines, and expert opinions,
primarily focusing on breast cancer diagnosis [18]. Another
study by Chinese scholars also used data from various sources,
including clinical guidelines, medical encyclopedias, and
electronic medical records, to construct a knowledge graph
primarily applied to medical knowledge question-answering
and medical record retrieval [19]. These studies used data from
multiple sources, including structured, unstructured, and
semistructured data. Data extraction and accuracy face
challenges. Therefore, they used neural network models for
training and calculated a series of metrics to ensure data
accuracy. For instance, they utilized BERT + Bi-LSTM+ CRF
for textual data to achieve named entity recognition. In this
study, SemMedDB was used as the data source, and the database
was constructed by extracting semantic information from
PubMed using SemRep, which demonstrated good performance
in a biomedical text [21].

In summary, the knowledge graph constructed in this study for
breast cancer treatment and prevention encompasses information
on different stages, subtypes of breast cancer, treatment
modalities, medications, adverse reactions, and preventive
measures. This knowledge forms a complex network, providing
clinical practitioners with a comprehensive and referenced
knowledge base. We recommend that clinical practitioners apply
our research findings in several aspects. First, clinicians can
gain insights into the current state of breast cancer treatment
and prevention research through our study. Additionally, there
is a relative lack of preventive measures and strategies for
mitigating postoperative and postmedication adverse reactions
compared to breast cancer treatment, and more efforts are needed
in these areas. Furthermore, our research can assist clinicians
in making comprehensive decisions. For instance, when
selecting a treatment approach for patients, the knowledge graph
facilitates linking to available medications, associated adverse
reactions, and measures to mitigate or prevent adverse effects.

Our research still has several limitations. First, SemRep, as a
natural language processing program based on the UMLS, still
exhibits shortcomings. Despite the extensive coverage and scale
of the UMLS Metathesaurus, it has a relatively limited ability
to recognize entities. There are still areas for improvement in
processing natural language texts [20]. Second, clinical
researchers often prefer causal relationships rather than pure
correlations; however, our study can only reveal the connections
between pieces of information and cannot determine the
magnitude and direction of their effects. Third, with the release
of new literature, the knowledge graph also needs to be updated
promptly, increasing the burden on researchers. Future
improvements should focus on automating the mining of
literature data to ensure timely updates to the knowledge graph
for breast cancer prevention and treatment, thereby alleviating
the burden on researchers.

Conclusions
This study successfully constructed a knowledge graph for
breast cancer prevention and treatment by integrating relevant
literature from the past 5 years and conducting knowledge
discovery. Through this knowledge graph, researchers can learn
about breast cancer treatment methods, medications, and adverse
reactions to preventive treatments and gain insights into the
relationships between different pieces of knowledge.
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Abstract

Background: Activities of daily living (ADL) are essential for independence and personal well-being, reflecting an individual’s
functional status. Impairment in executing these tasks can limit autonomy and negatively affect quality of life. The assessment
of physical function during ADL is crucial for the prevention and rehabilitation of movement limitations. Still, its traditional
evaluation based on subjective observation has limitations in precision and objectivity.

Objective: The primary objective of this study is to use innovative technology, specifically wearable inertial sensors combined
with artificial intelligence techniques, to objectively and accurately evaluate human performance in ADL. It is proposed to
overcome the limitations of traditional methods by implementing systems that allow dynamic and noninvasive monitoring of
movements during daily activities. The approach seeks to provide an effective tool for the early detection of dysfunctions and
the personalization of treatment and rehabilitation plans, thus promoting an improvement in the quality of life of individuals.

Methods: To monitor movements, wearable inertial sensors were developed, which include accelerometers and triaxial gyroscopes.
The developed sensors were used to create a proprietary database with 6 movements related to the shoulder and 3 related to the
back. We registered 53,165 activity records in the database (consisting of accelerometer and gyroscope measurements), which
were reduced to 52,600 after processing to remove null or abnormal values. Finally, 4 deep learning (DL) models were created
by combining various processing layers to explore different approaches in ADL recognition.

Results: The results revealed high performance of the 4 proposed models, with levels of accuracy, precision, recall, and F1-score
ranging between 95% and 97% for all classes and an average loss of 0.10. These results indicate the great capacity of the models
to accurately identify a variety of activities, with a good balance between precision and recall. Both the convolutional and
bidirectional approaches achieved slightly superior results, although the bidirectional model reached convergence in a smaller
number of epochs.

Conclusions: The DL models implemented have demonstrated solid performance, indicating an effective ability to identify and
classify various daily activities related to the shoulder and lumbar region. These results were achieved with minimal
sensorization—being noninvasive and practically imperceptible to the user—which does not affect their daily routine and promotes
acceptance and adherence to continuous monitoring, thus improving the reliability of the data collected. This research has the
potential to have a significant impact on the clinical evaluation and rehabilitation of patients with movement limitations, by
providing an objective and advanced tool to detect key movement patterns and joint dysfunctions.

(JMIR Med Inform 2024;12:e57097)   doi:10.2196/57097
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Introduction

Activities of daily living (ADL) are the most basic tasks of the
person, as they enable them to function with a minimum of
autonomy. ADL are crucial for maintaining quality of life and
personal well-being, serving as indicators of functional status
[1-3]. ADL are an indicator of a person’s functional status and
include basic physical tasks such as moving, eating, dressing,
maintaining personal hygiene, and grooming, as well as more
complex and instrumental activities such as working, shopping,
cleaning, exercising, and participating in recreational activities
[2-4]. Impaired physical function can limit the execution of
these tasks, affecting personal goals and independent living.
This condition can affect the individual’s ability to achieve
personal goals and maintain an independent quality of life
[2,5,6]. Therefore, it is necessary to assess this deterioration
during the execution of ADL in different preventive, clinical,
or rehabilitation contexts [6-8].

The functional assessment of ADL is complex, so it is advisable
to approach it based on the evaluation of fundamental movement
patterns on which these ADL are developed [9-11]. The shoulder
and lumbar region are key joint complexes in this regard.
Specifically, the shoulder joint is essential in many basic ADL,
providing the mobility and stability necessary to perform actions
in all planes of movement. It is essential to position the hand
in space in a way that allows one to reach objects, eat, button
a shirt, unbutton a bra, or comb one’s hair [9,12-14]. The
movement patterns most used in its assessment are
scapula-humeral elevation in the sagittal and frontal plane and
rotations at different elevation angles [9,13,14]. Similarly, the
lumbar region is a joint complex that has a close relationship
with basic movement patterns such as flexion and extension of
the trunk in the sagittal plane but also in extremely important
actions such as sitting and standing up [10,15-18]. Various ADL
derive from this fundamental movement pattern, the most
studied being the gestures of sitting and getting up from a chair,
bending or crouching, and lifting an object or weight [15-17,19].

The precise evaluation, control, and monitoring of ADL
performance are fundamental tasks, although not simple, in the
development of effective intervention tools in these clinical and
rehabilitation contexts. Traditionally, the assessment of ADL
has been based on direct observation and subjective evaluation
by therapists, which entails biases, errors, and lack of precision
in the results [6,20-22]. In contrast, recent advancements in
technology, including wearable health monitoring devices, smart
clothing sensors, and mobility assistance devices, enable the
objective assessment and quantification of personal performance
during ADL [23-27]. This technology includes wearable devices,
motion sensors, and 2D or 3D motion capture systems, which
allow complex movements and functionality of key joints, such
as the shoulder or lumbar region, to be accurately recorded and
analyzed during the performance of ADL [4,9,15]. However,
limitations such as its high acquisition and implementation cost,

its specialized technical knowledge, its lack of transparency and
complexity, or its lack of validation and reliability hinder its
applicability in the specific clinical or rehabilitation context
[4,9,24,25].

A promising solution to overcome the aforementioned
limitations is the use of wearable inertial sensors [28-34]. These
have been gaining substantial scientific interest due to their
potential to provide real-time information on kinematic aspects
of human movement through continuous, dynamic, and
minimally invasive monitoring. In the clinical and rehabilitation
field, this technology has emerged as a simple and low-cost
alternative to obtain precise information on accelerations,
angular velocities, and trajectories in the different planes of
movement during the execution of different basic ADL. This
technology offers several advantages. It allows for a more
accurate and objective assessment of the functionality of key
joint complexes, identifying specific areas of weakness or
limitation in movement during ADL and providing quantitative
data on the person’s progress over time [28,35,36]. On the other
hand, it favors the motivation of patients, by being able to
visualize their evolution, thus improving treatment adherence
[28,31,37].

However, inertial sensors have some limitations. Despite being
light and small, these devices may not be entirely transparent
for users, especially due to the high number of sensors that, in
many cases, must be used to obtain data that accurately interpret
human movement [30,38,39].

Compared with the traditional approach of most studies that
only use wearable inertial sensors to monitor kinematic aspects
of human movement, the use of artificial intelligence (AI)
techniques has been gaining popularity, by helping to improve
the process of assessing and supervising different body
movements using inertial sensors, in addition to reducing the
number of sensors necessary for this [40-42].

In Yen at al [40], a wearable device consisting of a
microcontroller and an inertial sensor placed on the participant’s
waist is presented. The signals collected by the accelerometer
and gyroscope were used to train a 1D convolutional neural
network–based feature learning model, enabling the
identification of 6 ADL. The results demonstrated high accuracy
in both external and study data, validating the effectiveness of
the proposed method.

The study by Huynh-The et al [41] introduces an innovative
method for recognizing ADL- and sports-related activities using
wearable sensors. This method involves converting inertial data
into color images, facilitating the learning of highly
discriminative features using convolutional neural networks.
Experimental results showed recognition accuracy of over 95%,
outperforming other deep learning (DL)–based approaches for
human activity recognition (HAR).
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In Ronald et al [43], a novel DL model inspired by the
Inception-ResNet architecture is presented for HAR tasks. The
proposed model, trained on data collected from smartphones
and inertial sensors capturing accelerometer, gyroscope,
magnetometer, GPS, temperature, and heart rate signals,
achieved remarkable performance across different data sets,
demonstrating its flexibility and adaptability to varying signal
types and quantities.

Meanwhile, Poulose et al [44] address the challenges of HAR
in health care systems by proposing an approach based on a
human image threshing machine using smartphone camera
images. The human image threshing system uses mask
region–based convolutional neural networks for human detection
and a DL model for activity classification, achieving a precision
of 98.53% and surpassing conventional sensor-based HAR
approaches.

This study is based on the combination of accelerometer and
gyroscope signals with AI techniques for the assessment of the
shoulder and lumbar spine. AI algorithms can process the data
captured by inertial sensors and perform sophisticated analyses
to detect patterns, identify alterations in movement, and provide
relevant clinical information. This facilitates a more complete
and accurate evaluation of the joint movement of the shoulder
or lower back, allowing a better understanding of dysfunctions
and personalization of treatment and rehabilitation plans. The
key contributions made by this study are summarized as follows:

1. Accelerometer and gyroscope signals with AI integration
for enhanced ADL assessment: This combination shows
great potential for the assessment of shoulder and lumbar
region motion in basic ADL performance, providing an
objective and advanced perspective in clinical evaluation
and rehabilitation. However, validly and reliably
demonstrating its use as a control and evaluation tool for
ADL performance, in gestures such as eating, combing hair,
dressing, sitting, or standing, still appears as an unresolved
research challenge. Therefore, in this study, we aim to
address the automatic detection and monitoring, using AI

techniques, of the patient’s basic ADL related to the
shoulder and back.

2. Enhanced activity recognition precision: Our study relies
on direct capture of inertial sensor signals, potentially
offering a more precise and less image quality–dependent
solution.

3. Efficient sensors use: For signal capture, only 2 sensors are
used. Furthermore, it is intended to achieve this objective
through minimal, noninvasive, and practically transparent
sensorization for the user, improving adherence to the
monitoring process and facilitating the integration of
technology into the individual’s daily life at a low cost.

4. Direct inertial data approach: Our study focuses on the
direct use of accelerometer and gyroscope data without
requiring additional conversion for model training.

5. Broad scope and versatility: It covers a wide range of
activities, showcasing its versatility and adaptability.

We believe that this novel approach will make a significant
contribution to this field of research, as it can be used in the
prevention, clinical, or rehabilitation contexts of the shoulder
and lumbar region.

The remainder of the paper is organized as follows: the Methods
section addresses how the database was generated, the
processing layers used, and the architecture of the 4 developed
DL models, as well as the parameters selected for their training
and optimization. In the Results section, the evaluation outcomes
obtained by the 4 DL models are presented, analyzed, and
compared. Finally, the Discussion section presents a discussion
of the principal findings and conclusions regarding our study.

Methods

Overview
This research work focuses on the detection and automatic
monitoring of ADL using AI models (DL models) and wearable
inertial sensors to prevent or diagnose injuries, as well as
supervise rehabilitation processes. Figure 1 presents an overview
of the methodology proposed. In the following subsections,
each step is explained in depth.

Figure 1. System overview. HDAR: Human Daily Activities Recognition ; IMU: inertial measurement unit.

Ethical Considerations
This study has been conducted in strict accordance with the
ethical principles outlined in the Declaration of Helsinki.
Approval for this research was obtained from the Ethics
Committee of the University of Alicante (protocol code
UA-2023-11-16).

Prior to commencement, participants provided written informed
consent. Respect for participants, including their autonomy,
confidentiality, and well-being, has been ensured.

All collected data have undergone a rigorous anonymization
process, safeguarding the privacy of the individuals involved
in the research. Protective measures were implemented in
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accordance with institutional guidelines to ensure the security
of participant information throughout the study.

Participants involved in human subjects research were not
provided with any form of compensation. This decision was
made to uphold transparency and fairness in the research process
and to minimize potential biases associated with compensation.

Data Collection
A total of 9 ADLs were included in the study, 6 of them related
to the shoulder (eating [E], combing hair [CH], fastening the
bra [FB], opening the door [OD], reaching for an object [RO],
and buttoning up [BU]) and 3 related to the back (sitting [S],
standing up [SU], and half squat [HS]). Figure 2 graphically
shows these movements.

Figure 2. Graphic description of activities of daily living movements. In the top row (from left to right): eating, combing hair, and fastening the bra.
In the middle row (from left to right): opening the door, reaching for an object, and buttoning up. Bottom row (left to right): sitting, standing up, and
half squat.
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To monitor movements, we used 2 self-developed inertial
measurement unit ERGOtex model sensors [45,46]. This inertial
measurement unit ERGOtex sensor comprises 3 triaxial
accelerometers (±2 g, controlled noise at 100 µg/√Hz), triaxial
gyroscopes (±1000 deg/s, sensitivity error within ±1%, and low
noise level, at ±4 mdeg/s/√Hz), and magnetometers,
encapsulated in a device (weight=8 g, dimensions=23×21×10
mm). The ICM-20602 MEMS MotionTracking (TDK Corp)
device was selected for its high-performance specifications,

critical for the reliability of the device. The incorporation of a
1K-byte FIFO buffer reduces serial bus congestion, enhancing
measurement consistency and optimizing device power use. It
operates at a sampling rate of 20 Hz, has an autonomy of 8
hours, and can be attached to the skin using double-sided tape
or secured elsewhere using an elastic strap. These enhancements
guarantee reliable response times and sensitivity levels, crucial
for maintaining data accuracy (Figure 3).

Figure 3. ERGOtex inertial measurement unit sensors were developed for movement identification.

The inertial sensors were attached to the skin over the sacrum
(S1) and the distal part of the upper extremity (close to the
wrist). Primarily designed for monitoring spine posture and
arm, this device records acceleration data across all 3 axes.
Internal integration of the acceleration signal occurs within the
device, transmitting data instantly via Bluetooth (frequency=2.4
GHz) to a smartphone or tablet equipped with the preinstalled
app. This application enables immediate data visualization and
facilitates export to a spreadsheet in comma-separated text
format (CSV).

The database generated initially had 53,165 records of all
activities. The records were grouped into batches of time series
(of different lengths) that represented the different movements.
Each record was made up of 12 attributes or numerical variables,
corresponding to the value obtained by the accelerometer and
gyroscope of each sensor during the execution of the movement
according to its 3 axes (Acx, Acy, Acz, Gyx, Gyy, Gyz). After
the processing stage, where null, missing, and abnormal values
were eliminated, the database was reduced to 52,600 records
(RO: n=6423, FB: n=6956, E: n=6216, OD: n=6472, SU:
n=3678, CH: n=6010, BU: n=5915, HS: n=6630, and S:
n=4300).

DL Models

Processing Layers
To create the DL models, different processing layers that
perform the transformation, regularization, feature extraction,

regularization, and dependency capture operations were
combined. The basics of each of them are presented below.

1D Convolution Layer for Feature Extraction
A 1D convolutional layer is specifically designed to process
data that follows a 1D structure, such as time series or text
sequences. In the case of a 1D time series, the 1D convolution
operation follows a similar process as a standard convolutional
layer but is performed along 1 dimension instead of 2 [47]. The
convolution operation is the key component of this type of layer.
During the 1D convolution operation, a filter (kernel) of defined
size slides along the time series, multiplying the filter values
by the corresponding values in the time series and summing
them to produce a single value at the output. This process is
repeated for each filter position throughout the time series, thus
generating a feature map that highlights relevant patterns in the
data sequences. The 1D convolutional layer is essential for the
automatic identification of patterns in time series, allowing
efficient extraction of important features during the training
process. By reducing the number of parameters and avoiding
overfitting, 1D convolution helps capture the temporal structure
of data and improve model performance in time series prediction
or classification tasks [48]. Given an input 1D time series X and
a set of filters F, the convolution operation is performed as
follows (equation 1):
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where Yi is the output value at the feature map position i, Xi+j

is the time series value at position i+j, * denotes the convolution
operation, and bi is the bias associated with the output Fj, and
m is the filter size.

Long Short-Term Memory Layer for Modeling Temporal
Dependencies
Long short-term memory (LSTM) layers are a type of recurrent
layer designed to overcome the limitations of traditional
recurrent neural networks in capturing long-term dependencies
in temporal sequences [49]. Its design is based on the idea of
using internal memory structures controlled by gates to manage
information over time and make decisions about what
information to retain and discard. In an LSTM, 3 main gates
are introduced: the forget gate, which decides what information
should be discarded from the previous memory; the input gate,
which decides what new information should be stored in
memory; and the output gate, which determines what memory
information should be used to generate the output of the layer.
These gates are controlled by activation functions and adjustable
weights during training.

An overview of the fundamental equations of an LSTM cell is
presented below, which describe how an LSTM cell manages
information and gates to process and retain relevant information
over time in a temporal sequence, given one input at a time step
t, denoted as xt, and the outputs of the previous time step [ht–1]
(LSTM cell output) and Ct–1 (LSTM cell state).

Forget gate (ft): decides what information should be discarded
or forgotten from the cell state (equation 2)

Input gate (it): decide what new information to store in the cell
state (equations 3 and 4)

The forgotten information and new information are then
combined to update the state of the cell (equation 5).

Output gate (ot): finally, the final activation at the current
position (ht) is calculated with the output gate (ot), which
regulates the amount of information to be output (equation 6)

Where σ is the sigmoid function; tanh is the hyperbolic tangent
function; Wi,WC and Wo are weight matrices that are learned
during training; and bf, bi, bc, and bo are biases. [ht–1,xt] denotes
the concatenation of ht–1 and xt before applying the linear
operation.

Dropout Regularization Layer
The Dropout layer is a regularization strategy that prevents
overfitting by introducing variability into the network during
training [50]. This technique randomly turns off a percentage
of units in each iteration, temporarily removing them and forcing
the network to learn more robust representations. Based on the
assembly concept, it simulates the presence or absence of units,
improving effectiveness and reducing dependence on specific
units. In addition to its impact on generalization, the Dropout
layer acts as an effective regularization mechanism, improving
modeling efficiency and performance by preventing
overoptimization and facilitating generalization to unseen data
[51,52].

Flatten and Fully Connected (Dense) Transformation
Layers
The Flatten layer aims to transform 2D or 3D data into a 1D
format, allowing for a more manageable representation and
facilitating the transition from convolutional layers to dense
layers [53]. Given a 3D input matrix where m, n, and p are the
spatial dimensions, the Flatten layer converts this matrix into a
1D vector X’ of size m * n * p.

The fully connected (FC) or Dense layer connects all neurons
in 1 layer to all neurons in the next layer [48]. It performs linear
transformations on the data followed by nonlinear activation
functions, allowing complex representations to be learned. If X
is the input of the Dense layer, W is the weight matrix, and b is
the bias vector, the output Y is calculated as (equation 8):

where σ is the activation function.

1D MaxPooling Layer for Feature Reduction
The 1D MaxPooling layer is a technique used in neural networks
to reduce the spatial dimensionality of data by retaining only
the maximum values in specific regions [54,55]. In the context
of 1D time series, 1D MaxPooling is used to summarize the
most relevant information and reduce the computational cost
by decreasing the number of parameters in the network. Given
a 1D input data set X with elements and a pooling window of
size p, the output Y is calculated by taking the maximum value
in each window. Mathematically, this can be expressed as
(equation 9):

where i is the index of the pooling window. This process is
repeated until the entire length of the entry is covered.

Proposed Architecture

Overview
The processing layers described above were combined to create
4 DL models of different complexity. Each model was designed
to explore and exploit different approaches in data processing
for the ADL recognition task. The architectures and distinctive
features of each of these models are detailed below.
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Convolutional Approach
The first proposed architecture uses a convolutional approach.
It is composed of 3 main layers: a 1D convolutional layer, a
pooling layer, and an FC layer (Figure 4). The convolutional
layer, with 64 filters and a kernel size of 5, performs local
feature extraction. Next, the pooling layer with pool size 2 is
applied to reduce the dimensionality and preserve the most
relevant features. Subsequently, a Flatten layer is used to convert
the output into a 1D vector before connecting it to an FC layer

with 128 neurons and a rectified lineal unit (ReLU) activation
function. ReLU is a nonlinear activation function commonly
used in neural networks to introduce nonlinearities and aid in
model convergence [56]. Finally, a Dropout layer with a rate
of 40% is incorporated to prevent overfitting. The output layer
uses the Softmax function and is designed for multiclass
classification. The output layer uses the Softmax function, which
is commonly used in multiclass classification tasks to compute
the probabilities of each class outcome and facilitate
decision-making based on the highest probability class [57].

Figure 4. Model architecture based on a convolutional approach.

Deep LSTM Approach
The second architecture is based on a deep LSTM networking
approach. It includes 2 LSTM layers, both with 64 units,
followed by a Flatten layer. Then, 2 FC layers, with 64 and 32
neurons, respectively, and ReLU activation function are
incorporated. The output layer uses the Softmax function for

multiclass classification (Figure 5). This architecture deepens
into the LSTM network with multiple layers, allowing more
complex temporal patterns to be learned. The complexity
increases compared with the convolutional model due to the
deepening of the LSTM layers and the increase in FC
connections. This approach seeks to capture more elaborate
temporal dependencies in time series data.
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Figure 5. Model architecture based on a deep LSTM approach. LSTM: long short-term memory.

Hybrid Approach: 1D Convolutional + LSTM
The third architecture adopts a hybrid approach combining
convolutional layers and LSTM networks (Figure 6). It starts
with a 1D convolutional layer with 32 filters and kernel size 3,
followed by an LSTM layer with 64 units. Subsequently, a
pooling layer and a Flatten layer are applied. A Dropout layer
(30%) is introduced to prevent overfitting before connecting to

an FC layer with 64 neurons and ReLU activation. The output
layer uses Softmax for multiclass classification. This architecture
seeks to take advantage of the ability of convolutional layers to
extract local features and the ability of LSTMs to model
long-term temporal dependencies, offering a combination of
both capabilities. Its complexity lies in the integration of 2
different approaches to improve the representation and
understanding of time series data.
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Figure 6. Model architecture based on a hybrid approach (convolutional + LSTM). LSTM: long short-term memory.

Bidirectional LSTM Approach
The fourth architecture adopts a bidirectional approach using
LSTM layers (Figure 7). It starts with a bidirectional LSTM
layer with 64 units to capture temporal patterns in both
directions. Then, a Flatten layer is applied before connecting

with 2 FC layers of 64 and 32 neurons, respectively, with ReLU
activation function. The output layer uses Softmax for multiclass
classification. This architecture represents a more sophisticated
and complex model by taking advantage of the ability of
bidirectional LSTMs to capture both forward and backward
temporal dependencies.
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Figure 7. Model architecture based on a bidirectional LSTM approach. LSTM: long short-term memory.

Selection of Parameters for Training and Optimization
of Models
For a better understanding of the data and selection of the
hyperparameters of the AI model, the accelerometry and

gyroscope values of each movement were analyzed separately
(Figure 8). Based on this, the temporal sequences were divided
into windows of 100 records with a 10-record overlap between
adjacent windows.

Figure 8. Time series of eating activity: (A) accelerometer and (B) gyroscope.

Each model was trained over 150 epochs, representing a
complete iteration through the training data. The model weights
were updated every 1024 records (batch size), and training was
stopped if the validation accuracy did not improve for 15
consecutive epochs (early stopping) to prevent overfitting.

As the optimization algorithm during training, Adam was used.
Its primary goal is to adjust the network’s weights and biases
so that the model’s loss function is minimized. Adam enhances
the standard gradient descent technique by adjusting the learning

rate for each parameter individually, potentially leading to faster
convergence and better model performance.

Additionally, an L2 regularization term with a strength of 0.0015
was also applied to mitigate overfitting. This term controls the
excessive growth of weights during training by adding a penalty
term to the model’s loss function. The regularization strength
determines how much large weights are penalized. By penalizing
large weights, L2 regularization helps smooth out the model’s
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decisions and prevents it from fitting too closely to the training
data.

Categorical cross-entropy was used as the loss function. This
function measures the discrepancy between the probability
distributions predicted by the model and the actual distributions.
The primary evaluation metric was accuracy, indicating the
proportion of the model’s predictions in the test set that were
correct.

Results

Evaluation Metrics
The experiment was performed on a personal computer with
Microsoft Windows 10, an Intel(R) Core(TM) i5-4210U CPU
@ 1.70GHz-2.40 GHz, 6 GB RAM, and no GPU. All software
was implemented using the Python programming language and
the TensorFlow library in the Spyder development environment.
After preparing the data, the DL models were trained using 70%
of the data, and the remaining 30% was used to evaluate their
performance. For this, popular evaluation metrics were used in
classification problems, including precision, recall, F1-score,
and accuracy.

Accuracy (equation 10) refers to the proportion of correct
predictions, true positives (TPs) and true negatives (TNs) in
relation to the total predictions made by the model, which
include false positives (FPs) and false negatives (FNs).

Precision (equation 11) represents the proportion of positive
predictions that were correct. It is calculated as the number of
TPs divided by the sum of TPs and FPs.

Recall (equation 12) refers to the proportion of TP cases that
were correctly identified by the model, calculated as the number
of TPs divided by the sum of TPs and FNs.

F1-score (equation 13) is a measure that combines precision
and recall. It is calculated as the harmonic mean between
precision and recall and provides a more balanced assessment
of model performance, particularly useful when there is an
imbalance in the class distribution in the data.

Evaluation Outcomes
The obtained results show the high performance of the 4
proposed models, with accuracy, precision, recall, and F1-score
ranging between 95% and 97% for all cases (Table 1), while
the loss function indicates an error rate of approximately 0.10
for the models. The high accuracy, precision, and recall suggest
an ability to accurately identify multiple classes of activities,
while the high F1-score indicates a good balance between
precision and recall. These results suggest that the models have
effectively learned the relationships in the training, enabling
them to identify patterns and generalize effectively to data they
have not encountered during training, demonstrating strong and
reliable predictive capabilities.

Table 1. Evaluation metrics of the designed deep learning models.

F1-score (%)Recall (%)Precision (%)Accuracy (%)Models

97.1497.1497.1997.11CNNa

95.5495.5895.6495.52Deep LSTMd

96.1496.1496.1996.19CNN+LSTM

97.5197.5297.5197.56Bidirectional LSTM

aCNN: convolutional neural network.
bLSTM: long short-term memory.

When comparing different modeling approaches, it is evident
that both the convolutional and bidirectional methods yield
similar results across all evaluated metrics. This suggests that,
despite the bidirectional approach’s inherent complexity in
processing sequences in both directions, it does not offer a
significant improvement over the simpler convolutional method.
The convolutional model may have struck an optimal balance
between learnability and generalization, enabling it to match or
even surpass more complex models in terms of accuracy.
However, it is worth noting that the bidirectional model achieved
convergence in a smaller number of epochs (n=30; Figure 9),
which is particularly valuable when rapid training and model
responsiveness are required.

It is also noteworthy that more complex models, such as deep
LSTM and the hybrid approach, exhibit slightly inferior results
compared with the convolutional approach. This observation
may stem from several factors. First, the generalization ability
of these models may be compromised due to the inherent
complexity of their architectures and sensitivity to weight
initialization. Additionally, the nature of the data and the
suitability of different modeling approaches to capture the
relevant characteristics of the time series should be considered.
The activities represented in the data may benefit more from a
simpler, more straightforward approach, such as convolutional,
rather than more complex methods that may be prone to
capturing irrelevant features or noise in the data.
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At the activity or class level, the confusion matrix provides a
detailed breakdown of the model predictions for each class
compared with the real class. Referring to the confusion matrix
of the model with the best performance (Figure 10), it is
observed that the majority of the predictions align with the main
diagonal of the matrix, indicating that, for the most part, the
classes are classified correctly. However, the activity of eating
exhibits the most erroneous predictions, primarily being
confused with the activities of opening a door and combing

one’s hair. This confusion may arise due to overlapping
movements and shared characteristics, such as acceleration and
rotation patterns, making it challenging for the model to
distinguish between them. Moreover, variations in the sequence
of movements and the context in which these activities are
performed may lead to different interpretations by the model.
Variability in the execution of activities and differences in
movements between individuals can also contribute to confusion
among these classes.

Figure 9. Training sessions progress over iterations.

Figure 10. Confusion matrix of the winning model based on the bidirectional approach: (left) standard and (right) normalized. BU: buttoning up; CH:
combing hair; E: eating; FB: fastening the bra; HS: half squat; OD: opening the door; RO: reaching for an object; S: sitting SU: standing up.
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Discussion

Background
ADL are fundamental tasks that enable individuals to function
with a minimum of autonomy and maintain their quality of life.
Precise evaluation of ADL, especially in clinical and
rehabilitation contexts, is crucial for understanding individuals’
functional status and designing effective interventions.
Traditionally, the assessment of ADL has relied on direct
observation and subjective evaluation by therapists, which can
lead to biases and errors. Innovative technology, including
wearable inertial sensors and AI, offers new opportunities for
objective and quantitative evaluation of ADL performance.

Principal Findings
This study presents an innovative initiative by combining
wearable inertial sensors with AI techniques to evaluate human
movement in ADL. The implemented AI models have
demonstrated solid performance, exhibiting high accuracy,
precision, recall, and F1-score (ranging between 95% and 97%),
indicating an effective ability to identify and classify a variety
of daily activities related to the shoulder and lumbar region.
Furthermore, these results have been achieved through minimal
sensorization, which is noninvasive and practically imperceptible
to the user, thus minimizing interference with their daily life.
This feature is crucial as it promotes user acceptance and
adherence to continuous monitoring, contributing to the
reliability of the collected data.

Comparison to Prior Work
This study presents significant improvements in the
identification and monitoring of activities of ADL compared
with other existing methods. Unlike most previous approaches
that primarily focus on activities involving the lumbar region
(sitting, lying down, standing up, etc), our proposal allows for
the precise identification of complex movements involving both
the lumbar region and the shoulder. This is achieved using only
2 low-cost inertial sensors, contrasting with other solutions that
require a higher degree of sensorization or bulkier devices. This
minimally invasive monitoring enables individuals to perform
daily activities naturally, promoting a more authentic
representation of movement.

The information provided by the sensors is used by DL
algorithms for movement identification, without requiring
additional processing. This enables immediate analysis of
movement patterns during the performance of everyday
activities, avoiding the delay associated with data processing
needed in image-based motion capture systems, which tend to
be more expensive and complex to set up and maintain.

Furthermore, the use of inertial sensors offers versatility and
adaptability, making them suitable for monitoring a wide range
of ADL in different environments and contexts. They provide
valuable information on movement patterns and functional

abilities that may not be effectively captured or may be more
difficult to capture by traditional 2D and 3D motion capture
systems, which are more limited by factors such as image
quality, potential obstructions in the line of sight between the
camera and the person, or the need to use a greater number of
cameras or sensors to capture all movement details.

Limitations and Strengths of This Study
This study demonstrates notable strengths in its methodology
and approach. It uses the integration of inertial sensors and AI
to improve the assessment of shoulder and lumbar motion during
basic ADL performance, providing an objective and advanced
perspective for clinical evaluation and rehabilitation. Although
challenges persist in validating its use across various ADL
gestures, such as eating or dressing, our focus on automatic
detection and monitoring using AI techniques addresses this
gap. Furthermore, by directly capturing inertial sensor signals
and using only 2 sensors, our approach ensures enhanced activity
recognition precision and efficiency. This strategy facilitates
seamless integration into individuals’ daily lives at a low cost,
promoting improved adherence to monitoring. Additionally,
our study’s direct use of accelerometer and gyroscope data
without conversion for model training emphasizes its versatility
and broad scope, highlighting its adaptability across a wide
range of activities.

However, it is essential to acknowledge potential limitations to
encourage further research and refinement. One limitation lies
in the scope of activities monitored, which primarily focuses
on specific muscle groups. Future research should aim to expand
the scope of using AI and wearable inertial sensors beyond the
assessment of shoulder and lumbar motion, broadening the
range of monitored ADL. Given this limitation, it would be
interesting to conduct in the future more extensive studies that
encompass a broader range of ADL and other more distal body
segments. For instance, investigations could explore the
application of these technologies in assessing motion patterns
related to limb motion (ie, elbow and wrist, or knee and ankle
movements), offering valuable insights into biomechanical
segmentary dynamics and enhancing our understanding of
musculoskeletal movement patterns through AI approaches.
Despite this limitation, the study sets a solid foundation for
future endeavors in this field, showcasing its potential for
advancement and application in clinical and rehabilitative
settings.

Conclusions
This research has the potential to significantly impact the clinical
evaluation and rehabilitation of patients with movement
limitations, offering an objective and advanced tool to detect
key movement patterns and joint dysfunctions. Such information
can assist professionals in tailoring treatment plans to be more
precise and personalized, addressing specific areas of weakness,
and designing interventions to improve the patient’s
functionality and quality of life.
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SU: standing up
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TN: true negative
TP: true positive
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Abstract

Background: The problem list (PL) is a repository of diagnoses for patients’ medical conditions and health-related issues.
Unfortunately, over time, our PLs have become overloaded with duplications, conflicting entries, and no-longer-valid diagnoses.
The lack of a standardized structure for review adds to the challenges of clinical use. Previously, our default electronic health
record (EHR) organized the PL primarily via alphabetization, with other options available, for example, organization by clinical
systems or priority settings. The system’s PL was built with limited groupers, resulting in many diagnoses that were inconsistent
with the expected clinical systems or not associated with any clinical systems at all. As a consequence of these limited EHR
configuration options, our PL organization has poorly supported clinical use over time, particularly as the number of diagnoses
on the PL has increased.

Objective: We aimed to measure the accuracy of sorting PL diagnoses into PL system groupers based on Systematized
Nomenclature of Medicine Clinical Terms (SNOMED CT) concept groupers implemented in our EHR.

Methods: We transformed and developed 21 system- or condition-based groupers, using 1211 SNOMED CT hierarchal concepts
refined with Boolean logic, to reorganize the PL in our EHR. To evaluate the clinical utility of our new groupers, we extracted
all diagnoses on the PLs from a convenience sample of 50 patients with 3 or more encounters in the previous year. To provide a
spectrum of clinical diagnoses, we included patients from all ages and divided them by sex in a deidentified format. Two physicians
independently determined whether each diagnosis was correctly attributed to the expected clinical system grouper. Discrepancies
were discussed, and if no consensus was reached, they were adjudicated by a third physician. Descriptive statistics and Cohen κ
statistics for interrater reliability were calculated.

Results: Our 50-patient sample had a total of 869 diagnoses (range 4-59; median 12, IQR 9-24). The reviewers initially agreed
on 821 system attributions. Of the remaining 48 items, 16 required adjudication with the tie-breaking third physician. The calculated
κ statistic was 0.7. The PL groupers appropriately associated diagnoses to the expected clinical system with a sensitivity of 97.6%,
a specificity of 58.7%, a positive predictive value of 96.8%, and an F1-score of 0.972.

Conclusions: We found that PL organization by clinical specialty or condition using SNOMED CT concept groupers accurately
reflects clinical systems. Our system groupers were subsequently adopted by our vendor EHR in their foundation system for PL
organization.

(JMIR Med Inform 2024;12:e51274)   doi:10.2196/51274

KEYWORDS

electronic health record; problem List; problem list organization; problem list management; SNOMED CT; SNOMED CT
Groupers; Systematized Nomenclature of Medicine; clinical term; ICD-10; International Classification of Diseases

Introduction

The electronic health record (EHR) problem list (PL) is a
dynamic repository of a patient’s current and historical
conditions as well as other health-related issues. As such, it

supports communication across a wide range of potential
caregivers and clinical environments. An accurate PL serves as
a foundation for clinical care and population health management,
with multiple derivative secondary processes, including
phenotype extraction and disease prediction.
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Understanding the history of the PL helps to illustrate why this
construct has become the default format for summarizing
patients’ clinical history. In the 1960s, Lawrence L Weed, MD,
proposed the concepts of the problem-oriented medical record;
the PL; and the Subjective, Objective, Assessment, and Plan
(SOAP) notes for documentation [1]. The idea was to colocate
clinical problems with clinical results to focus on systematically
addressing all of a patient’s diagnoses [2]. Although the SOAP
note became the standard format for clinical notes, the PL has
encountered more inconsistent use, struggling with problems
of inaccuracy, missing diagnoses, not being updated, and
bloating [3]. In 2009, the HITECH (Health Information
Technology Economic and Clinical Health) Act codified the
requirement for an up-to-date PL for meaningful use [4]. Until
recently, our vendor EHR had relied on relatively ineffective
organization strategies for the PL.

With no one owner, the PLs have become disorganized and
cluttered with duplications, conflicting entries, and
no-longer-valid diagnoses that contribute to information
overload and bloat, obscuring the patient’s clinical picture [5].
In its former state, our EHR PL was organized primarily
alphabetically, with other options based on primary specialty
or priority, all of which have limited clinical utility, especially
as the number of diagnoses on the PL increases (Figure 1) . For
example, for one patient, we found active diagnoses of lung
nodule (Respiratory System), then lung cancer (Oncology
System), and then lung cancer with brain metastases (Oncology
System). These diagnoses were all related to the same problem
but were added sequentially with previous diagnoses that were
no longer clinically relevant and were not removed.
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Figure 1. Appearance of a problem list before and after grouping algorithm application. Items were reorganized into 21 system groupers using Boolean
logic with the Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) codes; they were then translated into the International Classification
of Diseases, Tenth Version (ICD-10) codes. Groupers were based on a combination of traditional medical specialty categories, clinically relevant care
coordination, and procedure-based groupings, some of which were themselves combined due to overlapping diagnostic coverage. The final order of the
problem list items was determined by Epic System’s base hierarchy. CMS: The Centers for Medicare and Medicaid Services; HCC: Hierarchical
Condition Category; HHS: US Department of Health and Human Services; FEN/GI: Fluids, Electrolytes, Nutrition/Gastrointestinal; GFR=Glomerular
Filtration Rate.

There are several major terminology standards that capture
patient diagnoses, symptoms, and other health-related
conditions, two of which are the International Classification of
Diseases (ICD) [6] and the Systematized Nomenclature of
Medicine Clinical Terms (SNOMED CT) [7]. The World Health
Organization maintains ICD codes, which are designed to
classify diseases, conditions, and other health-related issues
[8,9]. Organized into 21 chapters, they use an alphanumeric
classification format to identify diseases, injuries, and factors

influencing health. The United States uses an additional Clinical
Modifier for further specificity [10]. The ICD codes are used
in various clinical and nonclinical settings, including disease
description, treatment selection, billing, and research
applications [11]. There are 78,044 total codes in the 2024 code
set, according to the Centers for Medicare and Medicaid
Services [12].

Currently managed by Systematized Nomenclature of Medicine
(SNOMED) International (previously known as the International
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Health Terminology Standards Development Organization
[IHTSDO]), SNOMED CT was designed to be a US standard
for health information exchange. It functions as a highly granular
ontology used to describe clinical observations and findings
[13]. SNOMED CT uses a polyhierarchal (parent-child) format
organized around a general root concept (eg, a clinical finding,
procedure, situation with explicit context, or event) with
increased granularity achieved by differentiating more specific
descriptions of that root concept. This process allows for the
representation of specific clinical content in a machine-readable
format [14,15]. Updated monthly, the total number of concepts
is 512,087 (as of April 1, 2024 [16]) and continues to increase
over time.

Though required for billing, the ICD, Tenth Revision (ICD-10)
terminology is not used directly in clinical care, as many code
names are not consistent with clinical vernacular. For example,
code Z91.038 “Allergy status to unspecified drugs, medicaments
and biological substances” is not as intuitive as “Allergy to
insect stings.” For this example, our third-party vendor,
Intelligent Medical Objects (IMO), transforms the ICD-10 codes
into clinically relevant human-readable concepts. IMO
additionally maps at least 1 SNOMED CT concept for each
diagnosis, attached as metadata, upon which the PL groupers
can be organized. Although SNOMED CT concepts are mapped
to ICD-10 codes [17,18], as with most ontologies, there are gaps
in clinical concept coverage.

PL organization and cleanup is challenging for many reasons,
including there being no single owner of a patient’s PL [19]
and its maintenance and cleanup being secondary to other direct
clinical care priorities. The tools in the EHR for cleanup are
limited to a single patient and do not allow for automated
processing or opportunities to categorize or define the state of
the PL or large-scale maintenance at the population level.
Multiple interventions, including reconfiguration of the EHR

PL and re-education, have been met with limited success [20].
Despite these attempts, PL bloat and inaccuracy are widely
recognized as issues affecting clinical care and secondary
downstream uses of the data [3]. We have come to recognize
that curating a clinically relevant and updated PL is a difficult
challenge; our primary option for improving its organization
was to extend and improve SNOMED CT groupers.

In this paper, we present a PL reorganization developed around
clinical specialty groupings using SNOMED CT codes and
Boolean logic. We describe the evaluation of the new PL
groupers for clinical accuracy and efficiency using a
convenience set of patients and their diagnoses. This system
allows for future characterization of the PLs at the patient and
population levels; it also provides potential for automated
cleanup options in the future.

Methods

SNOMED CT Grouper Development and Evaluation
Author EMH extended and extensively modified 19 previously
defined groupers initially developed by Heidi Twedt, MD, and
added 2 newly defined system- or condition-based groupers,
one for pediatric and one for transplant-specific conditions
(Table 1). System groupers included traditional medical
specialty categories as well as clinically relevant care
coordination and procedure-based groupings. Some specialties
were combined due to overlapping diagnosis domains (eg,
“Respiratory and Allergy” and “Orthopedic and
Musculoskeletal” domains). The primary focus was for the
system grouper diagnoses to be organized around clinical use.
For example, “acute myocardial infarction” and “venous
thromboembolism” were sorted into the “Cardiovascular and
Peripheral Vascular” grouper, while addiction issues, such as
“alcohol use disorder,” were sorted into the “Behavioral Health”
grouper.
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Table . List of system groupers with example diagnoses.

Notable deviationsExample diagnosisCondition or specialty grouper

Includes health-related social needsPhysical deconditioning, food insecurity, risk for
falls

1. Care Coordination

Excludes dermatology cancers and includes
treatment complications

Malignancies and radiation therapy diagnoses2. Oncology

Excludes cerebral vascular diagnosesAtrial fibrillation and deep vein thrombosis3. Cardiovascular and Peripheral Vascular

—aAsthma and peanut allergy4. Respiratory and Allergy

—Diabetes mellitus, gout, and hypothyroidism5. Endocrine

—Schizophrenia and opioid use disorder6. Behavioral Health

Includes transplant complicationsLiving-related kidney transplant and graft versus
host disease

7. Transplant

—Pneumonia and immune deficiencies8. Infectious Disease, Immune, or Lymphatic

—Anemia9. Blood

Excludes chronic painSeizure and sleep disorders10. Neurology or Sleep

—Nasal polyps, cleft palate, and hearing loss11. Ears, Nose, Throat (ENT)

—Hyponatremia and Crohns disease12. Fluids, Electrolytes, Nutrition, and Gastroin-
testinal

Female-specific diagnosesOvarian cysts; hemolysis, elevated liver enzymes,
low platelet count (HELLP) syndrome; and dense
breast tissue

13. Obstetrics and Gynecology

Includes male-specific genitourinary issuesUreteral calculus and prostatitis14. Genitourinary and Nephrology

Includes all dermatology-specific cancers (eg,
squamous or basal cell carcinoma)

Atopic dermatitis and melanoma15. Dermatology

—Rheumatoid arthritis16. Rheumatology

—Hip fracture17. Orthopedic and Musculoskeletal

Includes complications of eye from other diseasesUveitis18. Ophthalmology or Eye

Includes all nonspecific system genomic issuesTrisomy 2119. Genetics

Includes developmental disorders28-week prematurity20. Pediatrics

—Gunshot wound and complex regional pain syn-
drome

21. Surgery, Trauma, Wound, and Pain

Includes any diagnosis that does not fit into an-
other grouper

Edema and medication management22. Other

aNot applicable.

Due to its polyhierarchal framework, all child-related SNOMED
CT concepts include all related downstream concepts, unless
excluded by the Boolean logic. In this format, fewer SNOMED
CT concepts can represent many derivative ICD-10 codes more
comprehensively than could be achieved by directly curating
ICD-10 codes. For example, 167 SNOMED CT concepts within
the Neurology grouper were mapped to 9243 IMO ICD-10
diagnoses. Our default EHR PLs were reorganized according
to this system-based methodology in the order presented in
Table 1.

Using our EHR vendor’s built-in tools for grouper build, author
EMH iteratively refined the groupers to be consistent with
clinical systems using 1211 SNOMED CT concepts. System
groupers included the highest parent concept that was
appropriate with logic to exclude child-related SNOMED CT
concepts not clinically appropriate for a system. For example,

squamous cell carcinoma and skin cancers in general are
managed clinically by dermatology. In the build for the
Oncology grouper, therefore, all dermatologic cancers were
excluded and instead added to the Dermatology grouper. As
another example, our Cardiovascular grouper includes peripheral
vascular diseases like “deep venous thrombosis” but excludes
cerebral vascular concepts. This allows diagnoses like “cerebral
avascular malformation” to be presented within our Neurology
grouper. Both examples highlight the focus of this grouper
organization to support clinical specialty coordination of
diagnoses.

Multisystem disorders were grouped according to the specialty
that would typically manage each disease entity. For example,
systemic lupus erythematosus was grouped under
“Rheumatology.” If a diagnosis’s SNOMED CT concept was
too broad to be captured by one of the 21 groupers, it defaulted
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into the “Other” category. For example, “edema” is a clinical
finding that can be reasonably attributed to multiple diseases.
As such, it does not have a specific condition or specialty and
instead falls into the “Other” category.

To evaluate the effectiveness of specialty sorting, we used a
convenience sample of 50 patients randomly identified in
January 2022. These patients had at least 3 encounters in the
previous year and were selected across all age groups, ranging
from newborn to geriatric patients, with an equal ratio of sexes
(Table 2). The encounter criteria ensured that identified patients
had multiple recent opportunities to have their PLs updated.
The PLs for these patients were extracted through screen capture
software by author EMH to develop a cohort with no patient
identifiers. Standard EHR PL functionality included system
grouper name, time frame since the problem was added to the
PL, and a limited free-text overview if included with the entry.
These study PL entries were reconfigured into a study document

with labels indicating sequential patient number, patient age,
and patient sex.

Two of the authors, both family medicine physicians (TT and
RS), independently examined each patient’s PL to determine
the clinical accuracy of system groupings for all diagnoses
(Table 3). For any items whose system attribution they
questioned, the reviewers identified the SNOMED CT code
attached to the ICD-10 code. Diagnoses that were deemed
correctly grouped into the appropriate system grouper were
considered true positives, while those that were incorrectly
grouped were considered false positives. All diagnoses in the
dropout “Other” category were examined by their associated
SNOMED CT code for options for attribution to a defined
system grouper. A diagnosis for which the SNOMED CT code
was too vague or not specific enough to be grouped was
considered a true negative. Any diagnosis that had a SNOMED
code that could have been placed in a relevant system grouper
but was not was considered a false negative.

Table . Patient demographics and baseline descriptive statistics. A total of 50 patients, subdivided by age and sex, with descriptive statistics, were
reported for each age range.

ProblemsGenderAge ranges (years)

Min-MaxMedianMeanTotal, nFemale, n (%)Male, n (%)Total, n (%)

6-201012.0723 (50)3 (50)6 (12)<1

4-352622.41574 (57.1)3 (42.9)7 (14)1-17

4-431014.334213 (54.2)11 (45.8)24 (48)18-64

4-592122.92985 (38.5)8 (61.5)13 (26)≥65

4-591217.486925 (50)25 (50)50 (100)All ages

Table . Description of metrics used to determine the effectiveness of automated system grouping. Two reviewers examined individual problem list
items and their assigned grouping, placing each into a category.

ExampleDefinitionAssessment category

“Community-acquired pneumonia” in the Infec-
tious Disease system

Diagnosis falls into the right disease system—the

SNOMEDa grouper is specific and attributable.

True positive (correct system association)

“Diaphragmatic stimulation by cardiac pacemak-
er” grouped under “Central Hypoventilation
Syndrome”.

Diagnosis falls in the wrong system grouper.False positive (incorrect system association)

“Anticoagulated” placed with the SNOMED
grouper “Drug therapy finding”. This is not spe-
cific enough to be attributed to just anticoagula-
tion status.

The SNOMED grouper associated with a diagno-
sis is not specific enough to be in anything but
the Other category.

True negative (Other—correct system associa-
tion)

“Genetic disorder” falling into the “Other” cate-
gory until the VCG Grouper is corrected.

Diagnosis belongs to a specified system grouper
but falls into the Other category due to logic
deficits in the grouper.

False negative (Other—incorrect system associ-
ation)

aSNOMED: Systematized Nomenclature of Medicine.

Each diagnosis was independently categorized according to the
scheme in Table 3; then the reviewers compared their
determinations. A third independent clinician (author LN) served
as a tie-breaker for those PL items for which an agreement was
not reached. We calculated descriptive statistics to summarize
the volume of diagnoses for the 50 test patients and performance
metrics to assess the accuracy and validity of the groupers. The
correlation coefficient (κ statistic) was calculated for the degree

of agreement between reviewers and for SNOMED CT grouper
attributions.

This work was performed using Epic Systems (version May
2021; Verona, WI) initially deployed with ambulatory
applications in July 2012 and inpatient applications in June
2013 within the Duke University Health System.
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Ethical Considerations
All patient data were anonymized with all demographic
identifiers removed except for age. This study was approved
by the Duke University Internal Review Board for exempt status
(IRB #PRO-00108903).

Results

Across the 50 patients, aged 14 days to 93 years, there were a
total of 869 (range 4-59) diagnoses identified, with a median
of 12 diagnoses per patient. Table 2 includes the breakdown of
the volume of PL entries across age and sex.

After their independent evaluations of the PLs, the reviewers
initially agreed on 821 (94.4%) of the 869 total problems (Cohen

κ coefficient of 0.7, indicating moderate agreement [21]). Of
the remaining 48 diagnoses, they subsequently agreed on 32
for a revised agreement rate of 98.2%. The remaining 16 were
adjudicated by author LN for attribution.

Based on the definitions presented in Table 3, Figure 2 describes
our results. Our final attribution evaluation found that the
diagnoses were correctly attributed to a system grouper (ie,
sensitivity) in 97.6% of cases, and the nonspecific diagnoses
were correctly placed in the “Other” category (ie, specificity)
in 58.7% of cases. The positive predictive value, or the correct
grouper accuracy rate, was 96.8%. We found 37 (4.3%) true
negatives, representing concepts without a SNOMED CT code
or diagnoses too general to be attributed to a clinical system.
The calculated F1-Score was 0.972.
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Figure 2. Two clinicians’ review of problem list sorting algorithm. FN: false negative; FP: false positive; PPV: positive predictive value; NPV: negative
predictive value; TN: true negative; TP: true positive; Sn: sensitivity; SNOMED CT: Systematized Nomenclature of Medicine Clinical Terms; Sp:
specificity.

Discussion

Overview
The PL is the repository of medical diagnoses intended to reflect
the patient’s clinical conditions. Without groupings reflective
of the larger specialty formats of clinical care, the PL can
become overloaded and difficult to use as a tool to communicate
a patient’s clinical status across encounters. We developed 21
SNOMED CT groupers for system concepts to standardize the
organization of our EHR PL based on 1211 concepts (Table 1).
We chose to evaluate these PL groupers across all ages and
sexes to provide a more representative sample of diagnoses

across our EHR patient population, recognizing that this is only
a subset of the total potential diagnoses. Taking advantage of
the hierarchal logic of the SNOMED CT concepts refined with
Boolean logic allowed for more than 95% of the diagnoses to
be attributed to a system grouper [22,23].

We established the effectiveness of these SNOMED CT
groupers in organizing the PL by clinical system related to
clinical specialty or condition. We propose that this standardized
format for PL organization permits the sharing and reproduction
of concepts across other health systems and EHRs.
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Comparison to Prior Work
Other groups have used conceptually similar methods with
SNOMED CT codes for clinical phenotyping [22]. However,
those code sets are typically more narrow in scope for a more
specific clinical description. The United Medical Language
System Clinical Observations Recordings and Encoding Problem
List Subset is meant to “facilitate the use of SNOMED CT as
the primary coding terminology for PLs or other summary level
clinical documentation” [24]. Compared to these other
SNOMED CT code sets, our implementation includes broader
clinical coordination groupings (eg, surgical, transplant, care
coordination, and infectious disease) that are more reflective of
the PL clinical care needs within our institution. Our work here
builds upon those efforts and applies them at the system level,
which is more accessible for clinical use.

Limitations
We noted some limitations and challenges in using SNOMED
CT concepts for this build. Despite ongoing international
mapping efforts [17,18], SNOMED CT concepts are not fully
representative of all the ICD-10 codes because of differences
in original intended uses [8,13] and baseline granularity [25,26].
For example, the ICD-10 code “Encounter for pre-transplant
evaluation for chronic liver disease” is mapped to the SNOMED
CT concept “patient encounter status,” as there is no other
comparable SNOMED CT coding option. Estimates for the
proportions of completely mapped concepts or codes are found
in studies reviewing the automation of mapping SNOMED CT
and ICD-10 codes; one study estimated the proportion of
complete mappings to ICD-10-Clinical Modification
(ICD-10-CM) at 74% in 2012 [25], and another one estimated
the proportion of complete mappings to ICD-10-Procedure
Coding System (ICD-10-PCS) (used to capture inpatient
procedures) to be about 86% in 2017 [27].

There were many ICD-10 diagnoses that were too broad to
easily match a SNOMED CT system grouper. “Fatigue” is a
good example of an inherently vague constitutional or
multisystemic symptom that does not have a clearly identifiable
system-level grouper in our schema. For these diagnoses, the
“Other” category was used to capture the remaining nonspecific
diagnoses. It is important to note that this category is not the
same as the ICD-10 options for “Not Otherwise Specified“
(NOS) or “Not Elsewhere Classifiable” (NEC) codes for lesser
defined diagnoses. For example, “Pneumonia due to other
infectious organisms, NEC” still falls into our “Infectious
Disease, Immune, Lymphatic” grouper.

We also note that the mappings are not completely represented
across all specialties in terms of the breadth of coverage of
concepts. For example, we found more SNOMED CT
cardiology-specific concepts and fewer pediatric-specific
concepts. These differences may reflect the relative volume of

cardiology diagnoses in the general population. The more
specific diagnosis of “Encounter for assessment of implantable
cardioverter-defibrillator” was mapped to an appropriate
SNOMED CT concept and was correctly placed into our
cardiovascular system grouper. However, the pediatric diagnosis
“Concern about growth” was only mapped to the SNOMED
CT code “Finding reported by subject or history provider,”
which was too broad to be added to the Pediatric grouper only,
consequently falling into the “Other” category. Specialties such
as pediatrics also require greater levels of specificity for their
diagnoses than is always possible with the SNOMED CT
concepts currently available.

There were also multiple ICD-10 codes mapped to the same
SNOMED CT code that made attribution to a system grouper
challenging. For example, the diagnoses “Diaphragmatic
stimulation by pacemaker” and “Disorder of cardiac pacemaker
system” mapped to the same SNOMED CT code of “Disorder
of cardiac pacemaker system,” placing them into the
Cardiovascular grouper, although the former would ideally be
attributed to the Pulmonary grouper.

As we consider the future challenges of algorithm-based PL
sorting, it will be important to investigate the implications of
updating ontologies as the World Health Organization has
already published the 11th edition of ICD (ICD-11) with 35
countries now implementing it [28]. We do not suspect that
ICD-11 will replace SNOMED CT as an ontology organization
method, as SNOMED CT maintains greater flexibility for
clinical use. Health systems are always evolving, and it will be
important to consider how such algorithms and their applications
will evolve within them.

Conclusions
We leveraged a PL sorting algorithm based on the clinical
system–based SNOMED CT groupers to create a standardized
PL format in our EHR, reorganizing the diagnoses, symptoms,
and medical problems for better clinical utility. We found
subjective positive outcomes for our clinical users who reported
streamlining their clinical review processes and easier ability
to identify similar and duplicate diagnoses. This may be
especially helpful for patients with complex issues and many
associated diagnoses. A structured PL also enables a shift from
patient-level evaluation to potentially population-level
assessments and cleanup automation.

As with improvements in the provider experience, automated
PL maintenance may also impact researchers leveraging PL
diagnoses for machine learning and other similar research. Such
possibilities underscore the need for accurate and updated PL
diagnoses to achieve and maintain high-fidelity outputs. It will
be important to further evaluate methods to automate the
maintenance of accurate Pls and best influence care delivery.
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Abstract

Background: Dermoscopy is a growing field that uses microscopy to allow dermatologists and primary care physicians to
identify skin lesions. For a given skin lesion, a wide variety of differential diagnoses exist, which may be challenging for
inexperienced users to name and understand.

Objective: In this study, we describe the creation of the dermoscopy differential diagnosis explorer (D3X), an ontology linking
dermoscopic patterns to differential diagnoses.

Methods: Existing ontologies that were incorporated into D3X include the elements of visuals ontology and dermoscopy
elements of visuals ontology, which connect visual features to dermoscopic patterns. A list of differential diagnoses for each
pattern was generated from the literature and in consultation with domain experts. Open-source images were incorporated from
DermNet, Dermoscopedia, and open-access research papers.

Results: D3X was encoded in the OWL 2 web ontology language and includes 3041 logical axioms, 1519 classes, 103 object
properties, and 20 data properties. We compared D3X with publicly available ontologies in the dermatology domain using a
semiotic theory–driven metric to measure the innate qualities of D3X with others. The results indicate that D3X is adequately
comparable with other ontologies of the dermatology domain.

Conclusions: The D3X ontology is a resource that can link and integrate dermoscopic differential diagnoses and supplementary
information with existing ontology-based resources. Future directions include developing a web application based on D3X for
dermoscopy education and clinical practice.

(JMIR Med Inform 2024;12:e49613)   doi:10.2196/49613

KEYWORDS

medical informatics; biomedical ontology; ontology; ontologies; vocabulary; OWL; web ontology language; skin; semiotic; web
app; web application; visual; visualization; dermoscopic; diagnosis; diagnoses; diagnostic; information storage; information
retrieval; skin lesion; skin diseases; dermoscopy differential diagnosis explorer; dermatology; dermoscopy; differential diagnosis;
information storage and retrieval
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Introduction

Dermoscopy is a noninvasive, in vivo microscopic technique
used to examine skin lesions by detecting morphological features
that may not be seen by the naked eye [1-4]. Studies have
demonstrated that dermoscopy improves the diagnosis of both
pigmented skin lesions [3,5-7] and nonpigmented skin lesions
[8], including neoplasms [9] and infectious and inflammatory
skin diseases [4,10]. Notably, the diagnostic accuracy of
dermoscopy is dependent on the examiner’s experience, as
dermoscopy by untrained or less experienced examiners was
found to be no better than clinical inspection without
dermoscopy [6]. Learning dermoscopy is not just relevant to
dermatologists, but also for physicians in other medical
specialties. Patients with new or changing skin lesions often
first consult their primary care physician (PCP) rather than a
dermatologist. Dermoscopy has shown to be an effective tool
for the assessment and triage of pigmented skin lesions in
primary care, with improved diagnostic accuracy and referral
accuracy to dermatologists [11-13]. However, dermoscopy
training for PCPs is currently highly variable, with many PCPs
citing a lack of training as a key barrier to the use of dermoscopy
[14-16]. Furthermore, short dermoscopy training programs [14]
may be insufficient to establish long-term competency in
dermoscopy, with poor continuing use of dermoscopy and the
need for refresher sessions [17]. The need for dermoscopy
training among plastic surgeons has recently been documented
as well [18]. Thus, the development of machine-based tools for
dermoscopy may enhance clinical practice for dermatology
providers and other medical professionals.

The use of standard terminologies organized through taxonomies
has a long history with the life sciences, starting with Carl
Linnaeus’ taxonomy [19]: a classification system to name and
group species according to their shared characteristics. Centuries
later and with advances in computing infrastructure, these types
of classification systems have continued to be of interest to the
science community. An ontology is “a representational artifact
comprising a taxonomy as proper part, whose representational
units are intended to designate some combination of universals,
defined classes, and certain relations between them” [20].
Essentially, an ontology is a graphical representation of linked
concepts to formalize a schema (Tbox) for data (Abox). The
formalization leverages semantic links (Rbox) between the
concepts to give data more meaning and to aggregate related
data of any heterogeneous format. This ensures the
normalization of heterogeneous data. Furthermore, with
semantics, ontologies could support machine reasoning to
generate references via deductive reasoning. As related to the
medical field, ontologies can extend the computability of
standard controlled terminologies to provide descriptive and
composite representations of medical information (such as
features related to various diagnoses). Ontologies represent the
data in a machine-readable format to give computing tools more
context, making them highly valuable for artificial intelligence.

Within the dermatology domain, some existing ontologies aim
to describe cutaneous disorders. For example, the dermatology
lexicon (DERMLEX) was created with the American Academy
of Dermatology with a nosology, anatomical distributions,

classical signs, and therapeutic procedures; however,
maintenance was discontinued in 2009 [21,22]. More recently,
the human dermatological disease ontology (DERMO) was
developed to classify cutaneous diseases by etiology, anatomical
location or cell type, and phenotype consistent with current
clinical practice [23,24]. Some other dermatology-specific
ontologies exist, including the skin physiology ontology (SPO;
last updated in 2008) [25], but notably, none of these ontologies
connect cutaneous disorders to metaphoric terms like
“strawberry pattern” which may be difficult for a machine to
understand. Similarly, none of the aforementioned ontologies
specifically address dermoscopy, which is a specialized
technique that may have special considerations when used in
diagnosis. For instance, the colors of certain lesions are best
seen under polarized light [26]. As such, there is a need to
develop an ontology that adequately addresses the field of
dermoscopy, with the capability of processing both descriptive
and metaphoric terminology.

In our previous work, we developed the elements of visuals
ontology (EVO) to decompose the fundamental features of
visualizations, such as shapes, colors, and textures. The
dermoscopy elements of visuals ontology (DEVO) then applied
the visual features described in EVO to dermoscopic
terminology [27]. For instance, DEVO characterizes
dermoscopic metaphoric terms such as “shiny white streaks”
and “leaflike areas” by shapes, colors, and textures, along with
other features involved. Discussion with domain experts
revealed that while DEVO is capable of responding to queries
to find visual features associated with metaphoric terms and
vice versa, linking the dermoscopic terms to differential
diagnoses would significantly enhance its clinical utility. A list
of differential diagnoses indicates many possible diagnoses that
share similar features to the patient’s symptoms and signs. These
differential diagnoses can then be narrowed down to aid the
clinician in identifying the final diagnosis. As dermatology is
a technical field, the landscape of differential diagnoses is wide
and difficult to parse [28]. In this study, we describe the
extension of EVO and DEVO to create the dermoscopy
differential diagnosis explorer (D3X), an ontology linking
metaphoric terms to differential diagnoses. We further propose
a use case integrating D3X into a web application in dermoscopy
education and clinical practice.

Methods

Ethical Considerations
This article adheres to the Committee on Publication Ethics
guidelines. This research did not involve human subjects.

Integration of Existing Ontologies

Overview
A common practice in the development of ontologies [29] is to
reuse existing ontologies’ components to ensure semantic
interoperability. We used the following ontologies to build the
D3X ontology.
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About EVO
EVO is a foundational ontology model that describes the basic
constituents of visualizations: shapes, colors, strokes (lines),
size, perceived texture, etc. It also represents the dimensional
extended 9-intersection model, a mathematical model for spatial
relationships between elements [30]. Further, EVO imports and
reuses controlled terminologies and standards from the W3C
scalable vector graphics, Wikidata, phenotype and trait ontology,
and the simple knowledge organization system to supplement
our core representational model of visualizations. EVO is hosted
on GitHub for public release and is coded in the OWL 2 web
ontology language.

About DEVO
DEVO is an extension of EVO that reuses the foundational
understanding of visualizations for the dermoscopy domain.
DEVO incorporates some of the controlled
terminologies—“metaphoric” and “descriptive”—that are used
in practice by dermatologists, with a focus on the metaphoric
terminologies. With DEVO, we developed a core model that
encodes and describes the “visual language” of the dermoscopic
terms’ definitions. Further, one important outcome of this work
was a computable representational model of an agreed
understanding of visual elements of dermoscopic patterns, which
we used as a framework to generate differential diagnoses.
Similarly, DEVO was coded in OWL 2 and is hosted on GitHub
for public consumption.

Miscellaneous Ontologies and Vocabularies
We also aligned D3X with commonly used top-level ontologies.
The information artifact ontology (IAO) [31] is part of the open
biological and biomedical ontology (OBO) foundry. IAO
represents a general abstraction of informational objects (like
documents and components within those documents—eg,
figures, images). Like many OBO foundry ontologies, IAO uses
the basic formal ontology and relation ontology as part of its
architecture model. We minimally reused some of the term
entities and properties like IAO:image and “denoted by.” We
also reused the software ontology (SWO) [32] for its licensing
entity terms—SWO:license and “has license”—to describe the
licensing information for any imaging resource of skin lesions.
Lastly, we used Schema.org’s [33] schema::image to link image
resources.

Development of D3X
To generate a list of differential diagnoses, we started with the
metaphoric terms defined in DEVO from the third consensus
conference conducted by the International Society of
Dermoscopy [34]. We then searched the literature [34-36] for
corresponding differential diagnoses for each term and consulted
2 domain experts to independently edit the list of diagnoses for
accuracy. These differential diagnoses were later encoded using
Protégé [37] in our ontology. Following this, we reviewed
open-source resources (DermNet, Dermoscopedia, and
open-access research papers) for a collection of hosted images
that matched individual differential diagnoses. We tracked the
provenance information and associated data (caption,
description, etc) in a spreadsheet as a central organized resource
that mapped the images for each diagnosis to the concept

diagnosis used in D3X. To streamline the data transfer process,
we developed a management code to transfer data from the
spreadsheet to the ontology. The source code is available on
our GitHub repository, using the OWL API to facilitate efficient
custom import. This approach allowed centralized data
collection and also enabled an ad-hoc import and data creation
pipeline.

Semiotic Evaluation
Semiotic theory is the study of signs and symbols, and
considering ontologies are symbolic representations of a specific
domain, we used a metric suite grounded in that theoretical
framework [38]. Semiotic theory is composed of 3 basic
qualities: syntactic, semantic, and pragmatic. Essentially, in the
context of ontologies, the metric suite components refer to
aspects of the ontology artifact—syntactic concerning encoding
adherence and standards; semantic concerning the effective use
of human-friendly labels for entities and concepts; and
pragmatic concerning function. Each of these qualities is
quantified based on a computation of representative quantifiable
features of an ontology file (eg, the number of classes, the
average number of word senses for labels, etc). This is described
in detail in previously published works [38]. This suite helps
to measure some of the intrinsic qualities of our ontology
concerning other ontologies in the same domain. We used
publicly available ontologies from the skin and dermatology
domain—DERMLEX, DERMO, and SPO—that are found in
the National Center for Biomedical Ontology (NCBO)
BioPortal. We used a command line version of our tool
OntoKeeper [39] to quickly generate scores from the metric
suite and then calculated z scores to determine how D3X fares
in terms of intrinsic quality with other ontologies of the
dermatology domain.

Results

Development of D3X
The D3X ontology was encoded in the OWL 2 web ontology
language. In terms of the size of the ontology, there are 3041
logical axioms, 1519 classes, 103 object properties, and 20 data
properties. Imported image data are encoded as 387 instances.
Figure 1 displays a sample series of screenshots showing Kaposi
sarcoma, as an example entity, linked to DEVO’s rainbow
pattern, standard medical terminologies (eg, Systematized
Nomenclature of Medicine–Clinical Terms [SNOMED CT],
National Cancer Institute [NCI] Thesaurus), and the
open-sourced image example. For ongoing data management,
we host the spreadsheet with image data (n=364 images) and
the OWL API software code to allow for an automated process
of adding new image data. The software will pull the data from
the spreadsheet and will add and export a version of our
ontology that has the image instance data. Both the spreadsheet
and the software are available on our GitHub repository [32].
As more dermoscopy images become available for the public
domain, we will include them in our spreadsheet and generate
an encoded export with the new instance data. D3X uses our
pre-existing work of DEVO and also leverages terminology
from the IAO, SWO, and Schema.org. Figure 2 shows a global
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overview of the D3X ontology and the various linked terminologies that compose the entire model.

Figure 1. Sample screenshot of the D3X ontology through Protégé showing related metadata and information about Kaposi sarcoma. D3X: dermoscopy
differential diagnosis explorer; DDX: differential diagnosis.

Figure 2. Global overview of the D3X ontology and linked ontologies, including the DEVO, BFO, IAO, and SWO. BFO: basic formal ontology; D3X:
dermoscopy differential diagnosis explorer; DEVO: dermoscopy elements of visuals ontology; IAO: information artifact ontology; rdfs: resource
description framework schema; RO: relation ontology; SWO: software ontology.

Each dermoscopy sample image is represented as a single
instance data value with a unique ID (DDX_IMG_[DIGITS]).
As an instance data value representing the digital image, it links
to the exact file on the web using schema:image from

Schema.org. Caption information is used as an annotation for
RDF:comment (RDF: resource description framework) and
rdf:label (rdf: resource description framework). The instance
data value is an instantiation of a specific image class from the
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following sources: IAO—open access journal images, DermNet
images, National Center for Biotechnology Information–hosted
images, and Dermoscopedia images. For some of them, the “has
licenses” predicate links to a license, signifying that any instance
of this image class has some license agreement (eg, Creative
Commons). The licensing terminology is derived from the SWO
and is hosted on our GitHub repository as an external import.

With D3X, we declared a new dermoscopy differential diagnosis
class. This class provides a list of associated diagnoses for skin
lesions. Each of the dermoscopy differential diagnosis classes
is linked to a pattern from DEVO. The pattern in DEVO
ontologically describes each dermoscopic pattern (metaphoric
term) using visual elements, such as lines, shapes, colors, and
spatial relationships. Table S1 in Multimedia Appendix 1
provides a comprehensive list of the metaphoric patterns listed
in DEVO and their corresponding differential diagnoses in D3X.
Each pattern in DEVO is linked to its differential diagnoses
using OBO’s “is marker for” (eg, angular lines > is a marker
for > Lentigo_maligna). Additionally, the instance images
described above are linked to the differential diagnoses using
“denoted by,” such that each diagnosis is provided with at least
one visual example. Lastly, for each of the dermoscopy
differential diagnosis classes, there are associated annotations
that link the class to the other standardized ontologies like the
Medical Dictionary for Regulatory Activities (MedDRA),
SNOMED CT, NCI Thesaurus, and LOINC (logical observation
identifier names and codes). MedRA covered 63% (n=25) of
the classes, while SNOMED CT and NCI Thesaurus covered

53% (n=21) and 55% (n=22) of the classes, respectively. The
remaining, like DERMO and LOINC, covered 15% (n=6) and
3% (n=1) of the classes.

Semiotic Evaluation
Semiotic theory is composed of 3 basic qualities: syntactic,
semantic, and pragmatic. Table 1 displays the z scores for each
of the qualities and subqualities of D3X compared to other
publicly available ontologies in the dermatology domain.
Examining the syntactic quality of D3X (z=0.17), while it lacks
diverse syntactic richness (z=–0.74) in comparison with its other
domain counterparts, D3X does adhere to syntactic lawfulness
(z=0.49). D3X compares satisfactorily with other ontologies in
the semantic quality (z=0.77). Although the semantic clarity
subquality was below average than its peers (z=–0.91; the
ambiguity of labels), D3X does better with semantic consistency
(z=0.56; the number of essentially unique labels) and semantic
interpretability (z=0.65; whether the label has meaning). The
pragmatic quality is composed of 1 score: comprehensiveness,
a measure of the coverage of the domain scope of the ontology
based on the number of entities encoded, which was nearly
below average for D3X (z=–0.66). Lastly, the overall score of
D3X (z=0.58) points to a somewhat better overall quality score
than DERMLEX and SPO (z=–1.41 and 0.00, respectively).
Although DERMO had a slightly higher overall quality than
D3X (z=0.83), its score is still within 1 SD of the D3X ontology
score, so the quality of D3X appears at least comparable to that
of the other ontologies within its own domain.

Table 1. Semiotic comparison of D3Xa to other dermatology ontologies: the DERMLEXb, DERMOc, and SPOd using z scores.

SPO-zDERMO-zDERMLEX-zD3X-zMean (SD)Quality and subquality

1.09e0.08–1.330.17e0.57 (0.11)Syntactic

1.08e–0.960.62e–0.740.26 (0.11)Richness

0.51 e0.51e–1.500.490.87 (0.25)Lawfulness

–0.080.70e–1.380.77e0.85 (0.13)Semantic

–0.820.82e0.91e–0.910.99 (0.01)Clarity

0.51e0.43–1.500.56e0.73 (0.49)Consistency

–1.460.160.65e0.65e0.87 (0.21)Interpretability

–0.69–0.09e1.44e–0.660.11 (0.15)Pragmatic

–0.69–0.09e1.44e–0.660.11 (0.15)Comprehensiveness

0.000.83e–1.410.58 e0.52 (0.03)Overall score

aD3X: dermoscopy differential diagnosis explorer.
bDERMLEX: dermatology lexicon.
cDERMO: human dermatological disease ontology.
dSPO: skin physiology ontology.
eThese values indicate the 2 highest values for each quality and subquality.
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Discussion

Principal Results and Limitations
D3X is an ontology that connects dermoscopic patterns
(metaphoric terms) with differential diagnoses. It is an extension
of the DEVO to describe patterns based on their visual elements,
which is in turn an extension of the EVO. D3X also leverages
terminology from IAO, SWO, Relation Ontology, and
Schema.org, and its differential diagnoses are linked to
MedDRA, SNOMED CT, and NCI Thesaurus. Using the
semiotic theory framework proposed by Burton-Jones et al [38],
we measured D3X in comparison with similar publicly available
ontologies to assess its intrinsic quality. Our assessment
indicates that while comparably better to the other ontologies
of the same domain in its overall score, D3X does lack diverse
syntactic richness and could improve its semantic clarity
(despite a better overall semantic quality score than its ilk) and
pragmatic comprehensiveness. Leveraging additional OWL 2
syntactic features could improve the syntactic richness.
However, since the purpose of our ontology is to retrieve and
aggregate information and metadata about dermoscopic features,
some of the more sophisticated OWL 2 features like symmetry,
inverse, etc, may not be necessary for our use case. As for the
pragmatic score, it might improve over time as we collect more
instance data of images to link to our ontology. Further, our
assessment was limited to 3 ontologies as there are no other
publicly available ontologies that deal solely with a dermatology
subject. Additionally, OntoKeeper uses a subset of scores as
the social quality (composed of authority and history), and the
pragmatic subscores of accuracy and relevancy are difficult to
compute, so they are not listed in our semiotic analysis [39].
Despite this, the quality scores are sufficient for an application
ontology, since the role of this artifact is to aggregate and
consolidate skin diagnostic information—an area where it is
likely to shine.

The aforementioned evaluation included DERMLEX, DERMO,
and the SPO. DERMLEX was originally created by the

American Academy of Dermatology to describe dermatological
diagnosis and related domain vocabularies, aligned to
International Classification of Diseases, Ninth Revision (ICD-9).
However, the upkeep ended in 2009 [22]. DERMO is another
ontology that also aims to describe dermatological diseases, but
unlike DERMLEX, it is aligned to International Classification
of Diseases, Tenth Revision (ICD-10). The latest version was
last released in 2015, according to the NCBO BioPortal record
[23]. Not much is known about SPO, other than a presence on
NCBO BioPortal and the latest release dating back to 2008 [25].
Compared to these existing works, D3X yields richer semantics
and applicability by the OWL2 encoding in EVO and DEVO
that describes lesions using primitive visualization elements.
Another advantage of this work is the use of semantic web
properties of our work, namely the linking of heterogeneous
resources (external entities, images, metadata, etc). This allows
D3X to be an application-driven artifact that can be integrated
into software tools, and other analytical and educational tools.
According to researchers, terminologies enriched with semantics
will yield opportunities to develop innovative tools and
applications [40]. We further discuss our vision in the
subsequent sections (see Proposed Web Application and Use
Case). Overall, we presume this work provides a richer
ontological artifact compared to similar ontologies of the same
domain.

Aside from our aforementioned application use case, this work
can advance machine learning models for dermoscopy diagnosis
support. There has been some preliminary evidence that machine
learning models can be supported or improved by ontologies
[41-43]. Potentially, the combined stack of EVO, DEVO, and
D3X could augment tools that analyze real-world entities (eg,
lesions). In Figure 3, we illustrate a hypothetical example where
a software application segments signals from an entity using
machine learning in a sensor array to detect shape, color, and
pattern data. The structured information from the sensor array
could then be linked to an ontological knowledge base system
that expresses meaning and context.

Figure 3. Diagram of a software system using segmented machine learning with a sensor array linked to an ontological knowledge base system. Pixel
art icon by DesignContest is licensed under CC BY 4.0. Earth icon by Treetog ArtWork. Globe icon and user female icon by paomedia.
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Data Upkeep and Management Plan
Noted earlier, we produced a basic management system to allow
for continued integration of data and information from external
sources to be added to D3X. Continued data management is an
issue with some ontology and controlled terminology resources.
By having this basic management system, we can ensure that
D3X will be up to date with little resources and time needed to
integrate new diagnostic information and metadata. Figure 4
shows the basic management pipeline, with the tools needed,
hosted on our GitHub repository under the

ddx_data_management folder. In the aforementioned figure,
any new or updated digital resources (images, web page text,
knowledge graph, and ontology resources) will be added to a
centralized spreadsheet for the human-friendly organization of
data for diagnosis information. The management software will
import the spreadsheet and parse the data for the D3X ontology.
The final output of the software is the D3X ontology with the
updated linked information. Future plans could include using
shapes constraint language (SHACL) to ensure the quality of
the data is validated, and further development of data
management software to facilitate ease of use.

Figure 4. Outline of the D3X ontology data upkeep and management plan. D3X: dermoscopy differential diagnosis explorer. OWL Lite icon and OWL
Lite document icon by Picol Team are licensed under CC BY 4.0. File excel icon, database icon, window system icon, user female alt icon by paomedia.

Proposed Web Application and Use Case
For use in clinical practice, an ontology-based software
application could be designed using D3X to guide the
identification of differential diagnoses. After the user performs
dermoscopy on a skin lesion, they can open the web application
and select various features about the lesion, which will then
suggest differential diagnoses. A mock-up for the use case of
Kaposi sarcoma is shown in Figure 5. The user can select
options for the first 3 boxes (“dermoscopy,” “feature,” and the
chosen feature [eg, “color”], with multi-select functionality
available for the latter). The web application would then
generate the relevant patterns and a list of differential diagnoses.
Thus, if the user indicates that under polarized light, red, pink,
blue, violet, and white colors were visualized, this corresponds
to a “rainbow pattern,” which is associated with Kaposi sarcoma,
among other differential diagnoses. Clicking on each differential
diagnosis will then display any relevant dermoscopic images
in the “viewer,” as well as a description under “details” with a
link to learn more about the condition. By reviewing images
and descriptions of these differential diagnoses, this would
ideally help the user narrow down the list and identify the most
likely diagnosis. This web application was independently
reviewed by 2 domain experts who agreed that the format was

understandable to the user; they also stated that the information
provided would be useful in clinical practice as a quick search
for differential diagnoses. Of note, the aforementioned example
illustrates a query based on features or patterns, but the web
application would also be capable of querying based on
diagnoses (eg, “what dermoscopy patterns are associated with
Kaposi sarcoma?”). This would be more useful in an educational
setting for those who want to gain an understanding of
dermoscopic patterns and the features comprising each pattern.
Furthermore, we proposed the development of a web application
harnessing D3X capable of carrying out the following queries:
(1) given dermoscopic features or patterns, output a list of
differential diagnoses; and (2) given a differential diagnosis,
output associated features and patterns. Along with a description
of each differential diagnosis, the application would also display
images from DermNet, Dermoscopedia, National Center for
Biotechnology Information Hosted, or open-access journals for
ease of understanding the relationship between each differential
diagnosis and its visual elements. There is a growing body of
literature on machine learning models for automated diagnosis
of dermoscopic images, such as convolutional neural networks
(CNNs) [9]. Both ontologies and CNNs fall under the artificial
intelligence umbrella, but ontologies relate to knowledge
representation, while CNN is statistical machine learning. These
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are fundamentally different approaches to power artificial
intelligence that are difficult to compare directly. While
automated diagnosis via CNNs is a very promising area of study,
research has largely focused on the diagnosis of melanoma
[44-46], with few studies including pigmented nonmelanocytic
lesions [47,48] and largely ignoring nonpigmented lesions. D3X
labels dermoscopic patterns of pigmented and nonpigmented
lesions, so it may apply to a broader range of patient visits.

Additionally, the likelihood of provider acceptance of automated
diagnosis systems is unclear. With our proposed web
application, providers would be able to input search criteria
themselves and see a list of differential diagnoses, rather than
a binary output for 1 diagnosis (eg, melanoma) suggested by
the machine, which may not be as likely to be accepted by
physicians.
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Figure 5. Mock-up of a web application harnessing the D3X ontology to perform queries for differential diagnoses associated with dermoscopic features
and patterns, with Kaposi sarcoma as a use case. Doctor Icon by MedicalWP is licensed under CC BY 4.0. Computer icon and text x java icon by Papirus
Dev Team are licensed under GNU GPL (version 3.0). Database icon, file text icon, file picture icon, device mobile phone icon by paomedia. Abox:
assertion component of a knowledge base; D3X: dermoscopy differential diagnosis explorer; DEVO: dermoscopy elements of visuals ontology; DL:
description logic; EVO: elements of visuals ontology; OBO: open biological and biomedical ontology; SPARQL: SPARQL protocol and RDF query
language (recursive acronym); Tbox: terminology component of a knowledge base.

In discussion with domain experts, we chose not to integrate
diagnostic rules into D3X, as experienced dermoscopy users
could assess the list of differential diagnoses fairly quickly and
decide on the most likely diagnosis using their clinical expertise.
If the user is relatively inexperienced, they may gain more

understanding by reading the description of each differential
diagnosis, viewing the images, and accessing additional
information by clicking “learn more” in the web application.
Nevertheless, in the future, it may be useful to integrate
diagnostic rules into D3X for more sophisticated suggestions
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of differential diagnoses (eg, ranking the most to least likely
differential diagnoses in a prioritized list). Another limitation
is that there are dermoscopic terms and differential diagnoses
not included in D3X, given that we built D3X from the terms
mentioned in the International Society of Dermoscopy’s third
consensus conference [34]. Similarly, while we aimed to include
images from a variety of external sources, we acknowledge that
they may not be fully representative of all patient skin tones.
Our work is only a starting point, as we plan to continue
updating D3X and anticipate that its library will become more
comprehensive with time.

To conclude, the web application based on D3X has great
potential for use in several areas. First, it could be included
alongside formal dermoscopy training as a supplementary
educational tool for dermatology trainees and providers in other
specialties (PCPs, plastic surgeons). Given that providers may
require ongoing dermoscopy refresher sessions to feel fully
comfortable even after completing an initial training program
[17], this web application could be a helpful reference to deepen
understanding of dermoscopic patterns associated with different
skin conditions. Furthermore, in a clinical setting, providers
could quickly query the web application for a list of differential
diagnoses after dermoscopic examination of a lesion, which
would aid in the identification of their patient’s diagnosis. This
may be useful for inexperienced and experienced dermoscopy
users alike, as it is intended to augment, not replace, the
provider’s clinical reasoning. The next steps include using our

proposed interface to build a functional web application.
Creating the web application could reveal additional flaws in
the design that require clarification, and we would continue to
improve aspects of D3X and the web application in an iterative
process. After a beta version of the web application is finalized,
we would aim to conduct user testing to evaluate the user
experience as well as clinical or educational utility among
physicians.

Conclusions
We introduce and discuss the design and development of the
D3X ontology as a resource that can link and integrate
dermoscopic differential diagnoses and supplementary
information with existing ontology-based resources (MedDRA,
SNOMED CT, and NCI). We repurposed a previous work of
the EVO and DEVO to construct and support D3X, along with
other supplementary standardized ontologies, like IAO and
SWO. Using the semiotic theoretical framework to compare
D3X with other dermatology-related ontologies, its overall
quality score was similar to existing ontologies’ scores. One of
the outcomes of this work is providing a means to aggregate
and link dermoscopic patterns to differential diagnoses, thereby
enhancing understanding of dermoscopy for educational and
clinical use. This outcome has fueled our next objective in
developing a web-based application that can query D3X and
fetch the linked information for the user. Currently, D3X and
its resources are available on GitHub for public release and use.
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Abstract

Background: Chronic obstructive pulmonary disease (COPD) is a chronic condition among the main causes of morbidity and
mortality worldwide, representing a burden on health care systems. Scientific literature highlights that nutrition is pivotal in
respiratory inflammatory processes connected to COPD, including exacerbations. Patients with COPD have an increased risk of
developing nutrition-related comorbidities, such as diabetes, cardiovascular diseases, and malnutrition. Moreover, these patients
often manifest sarcopenia and cachexia. Therefore, an adequate nutritional assessment and therapy are essential to help individuals
with COPD in managing the progress of the disease. However, the role of nutrition in pulmonary rehabilitation (PR) programs
is often underestimated due to a lack of resources and dedicated services, mostly because pneumologists may lack the specialized
training for such a discipline.

Objective: This work proposes a novel knowledge-based decision support system to support pneumologists in considering
nutritional aspects in PR. The system provides clinicians with patient-tailored dietary recommendations leveraging expert
knowledge.

Methods: The expert knowledge—acquired from experts and clinical literature—was formalized in domain ontologies and
rules, which were developed leveraging the support of Italian clinicians with expertise in the rehabilitation of patients with COPD.
Thus, by following an agile ontology engineering methodology, the relevant formal ontologies were developed to act as a backbone
for an application targeted at pneumologists. The recommendations provided by the decision support system were validated by
a group of nutrition experts, whereas the acceptability of such an application in the context of PR was evaluated by pneumologists.

Results: A total of 7 dieticians (mean age 46.60, SD 13.35 years) were interviewed to assess their level of agreement with the
decision support system’s recommendations by evaluating 5 patients’ health conditions. The preliminary results indicate that the
system performed more than adequately (with an overall average score of 4.23, SD 0.52 out of 5 points), providing meaningful
and safe recommendations in compliance with clinical practice. With regard to the acceptability of the system by lung specialists
(mean age 44.71, SD 11.94 years), the usefulness and relevance of the proposed solution were extremely positive—the scores
on each of the perceived usefulness subscales of the technology acceptance model 3 were 4.86 (SD 0.38) out of 5 points, whereas
the score on the intention to use subscale was 4.14 (SD 0.38) out of 5 points.
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Conclusions: Although designed for the Italian clinical context, the proposed system can be adapted for any other national
clinical context by modifying the domain ontologies, thus providing a multidisciplinary approach to the management of patients
with COPD.

(JMIR Med Inform 2024;12:e50980)   doi:10.2196/50980

KEYWORDS

ontology-based decision support system; nutritional recommendation; chronic obstructive pulmonary disease; clinical decision
support system; pulmonary rehabilitation

Introduction

Background
Chronic obstructive pulmonary disease (COPD) is one of the
leading causes of morbidity and mortality worldwide. In Italy,
3.2% of the population in 2019 had a diagnosis of COPD, and
such numbers are expected to increase in the next years due to
the worsening of risk factors [1]. COPD is characterized by
chronic inflammation in the lungs and airflow obstruction.
Starting from the respiratory system, COPD has several systemic
effects, including skeletal muscle wasting (which limits exercise
capacity), increased risk of cardiovascular disease, osteoporosis,
depression, and anxiety [2]. Pulmonary rehabilitation (PR) is
an evidence-based, nonpharmacological intervention that helps
people with COPD improve their health condition and quality
of life by increasing exercise capacity and reducing symptoms
of dyspnea and fatigue [3]. PR is based on a multidisciplinary
approach and includes several components, among which
nutritional status evaluation is considered relevant.

However, as highlighted recently by the American Thoracic
Society, the scarcity of resources often limits the nutritional
component, which, in some settings, can be accessible only
outside the PR program [4]. Moreover, even though the
influence of nutrition on COPD has been recognized and a
relationship between some nutrients and pulmonary functions
has been identified, PR programs often do not formally include
patient-specific dietary recommendations. Therefore, more
studies are required to drive the implementation of tailored
nutritional strategies [5].

The Role of Nutrition in Patients With COPD:
Evidence
The relationship between COPD and nutrition has been
investigated by many authors, who have put together a set of
evidence that underlines the role of nutrients in PR and the
disease exacerbations. The results of the systematic review and
meta-analysis by Collins et al [6] demonstrated that nutritional
support, primarily in the form of oral nutritional supplements,
improves total energy intake, anthropometric measurements,
and grip strength in patients with COPD. This work highlighted
how dietary changes supported protein and energy intake in
patients with COPD, resulting in weight gain and a moderate
increase in muscle strength—which can significantly impact
respiratory muscle strength, walking distance, and quality of
life. Another systematic review [7] found that nutritional
supplementation improves body weight gain in patients with
COPD, especially when malnourished, in terms of body
composition, respiratory muscle strength, and quality of life.

Inadequate nutritional intake, higher daily energy expenditure,
weight loss, and fat-free mass (FFM) depletion affect the
functional capacity of patients with COPD. The progression of
the disease also contributes to an increased respiratory muscle
load, hypoxemia, physical inactivity, and release of
inflammation mediators [8]. In addition, Liu et al [9] explored
the associations among COPD, diet, and inflammation,
identifying a correlation between diet and COPD inflammatory
status. By calculating the Diet Inflammatory Index in COPD,
they observed that COPD was more prevalent in patients with
a worse Diet Inflammatory Index.

A systematic review of factors influencing the risk of developing
COPD [10] concluded that the Western diet, characterized by
the consumption of processed meat and alcohol and a low intake
of fruit and vegetables, is associated with the prevalence of
COPD. A cross-sectional study [11] assessed the nutritional
status of outpatients with COPD and found a significant
association between malnutrition and COPD—most of the
patients did not have an adequate daily food intake and showed
a lower quality of life, highlighting the need for a more tailored
nutritional intervention for managing malnutrition in patients
with COPD with cachexia. In COPD, low FFM and sarcopenia
are predictive factors of mortality [12]. Considering that
literature data demonstrate that the presence of malnutrition
and, above all, a low FFM index is associated with an increased
risk of mortality, Schols et al [13] identified different nutritional
risk profiles based on nutritional phenotypes that appear to be
predictors of outcome independent of impaired respiratory
function. These nutritional phenotypes included obesity,
sarcopenic obesity, sarcopenia, and cachexia and required at
least three items for their identification: (1) BMI and body
circumference, (2) bioelectrical impedance analysis, and (3)
history of unintentional weight loss. A recent study [14]
demonstrated that patients with COPD with sarcopenia and
sarcopenic obesity had worse muscle strength than patients with
healthy body weight, claiming that body composition is
associated with physical functions. Patients with COPD with
obesity have a higher risk of developing comorbidities such as
diabetes and metabolic and cardiovascular diseases in addition
to typical COPD symptoms.

Research Challenge: Nutritional Status to Prevent
COPD Exacerbation
The evidence reported previously indicates that clinicians and
dietitians must evaluate the nutritional status and body
composition of patients when giving nutritional advice or diet
recommendations to patients with COPD with obesity to foster
an adequate intake of macro- and micronutrients and control
obesity as well [15].
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Malnutrition plays a pivotal role among the challenges that must
be faced in treating COPD. The study by Mete et al [16] affirms
that malnutrition and risk of malnutrition are very frequent
conditions among patients with COPD and, together with a
significantly lower BMI, are associated with disease severity,
as highlighted by pulmonary function tests. In clinical practice,
sarcopenia assessment is not part of the standard of care,
implying a loss of personalized treatment that should be essential
to improve health outcomes related to the disease [17]. The
current literature illustrates that screening for sarcopenia and
tailored nutrition intervention in patients with COPD could
cost-effectively achieve better health outcomes [18,19].
Functional capacity, respiratory muscle strength, and quality of
life can all be improved through nutritional supplementation
and a better assessment of nutritional status.

The future nutrition challenges require the identification of
specific targets of intervention, considering body composition,
nutritional status, and inflammation in addition to the strictly
clinical aspects. Nowadays, diet is not always an integral part
of COPD therapeutic strategy [20]. Moreover, different studies
have highlighted the necessity of new methods to assess
malnutrition and evaluate nutritional status in patients with
COPD, not considering the BMI alone [21] as it misses
important changes in body composition.

This new vision places nutritional intervention as an integral
part of COPD management, not only in the advanced and early
stages but also to prevent the evolution toward respiratory
failure. Creating a decision support system (DSS) that brings
together data and knowledge in the nutritional field to identify
the different nutritional phenotypes and suggest specific dietary
recommendations could be useful to meet these challenges. In
particular, this DSS could become a valuable tool for
pulmonologists to develop nutritional interventions as an integral
part of the COPD therapeutic strategy even in the absence of
specific resources.

Objective of This Study
Digital health care applications are already used to improve PR
models, mainly for self-management; modification of lifestyle
factors; and modification of risk factors, such as smoking
cessation and fostering physical activity [22]. However, to the
best of our knowledge, there are only a few applications focused
on nutritional aspects associated with COPD. This work
leveraged clinical expert knowledge—formalized into domain
ontologies—from the Italian health care context to develop a
DSS to support pneumologists in considering nutritional aspects
in PR to avoid the disease’s exacerbation and provide patients
with tailored dietary guidelines. The application exploiting the
DSS fits the context of a preprototype according to the World
Health Organization (WHO) guidelines for the monitoring and
evaluation of digital health interventions [23].

Related Work

Overview
Ontology-based technologies have been adopted for both clinical
DSSs and patient-centered DSSs. Regarding the ontological
formalization of requisites and tailored suggestions for patients
with COPD in DSSs, no work has tackled this issue in

PR—except for an early version of the system we propose in
this work [24]. Nonetheless, the use of ontologies to formalize
COPD has been established in some works. Moreover, specific
digital applications for patients with COPD have been developed
in the past years. This section presents works relevant to the
fields of ontology-based clinical and patient-centered DSSs and
digital applications specifically developed for patients with
COPD.

Ontologies and Ontology-Based Systems for COPD
Management
COPD has been formalized in ontologies or knowledge bases
since the early 2010s. The COPD ontology by Greenberg et al
[25] was developed to support COPD longitudinal research and
clinical trials, leveraging a preexisting model dedicated to
representing subpopulations of patients. Cano et al [26]
developed a knowledge base devoted to collecting clinical
experimental data; the COPD Knowledge Base can semantically
map data to physiological and molecular data to support clinical
decision-making through a predictive mathematical model.

Ontologies can play a pivotal role in diagnostic systems. In the
case of COPD, Rayner et al [27] developed an ontology for the
early diagnosis of the illness. The ontological model takes
advantage of clinical tests and patients’ data (eg, spirometry,
forced expiratory volume in the first second [FEV1], age, and
smoking status) and tests its robustness against a large data set
of patients. The model proved able to categorize patients as
“Unlikely COPD,” “Probable COPD,” and “Definite COPD”
cases.

As ontology-enabled reasoning processes are appreciated in the
context of clinical decision-making, the adoption of formal
models in health care systems aimed at managing chronic
conditions—including systems for patients with COPD—has
also been established. CHRONIOUS [28] is an open and
ubiquitous system that exploits ontology-based inferential
reasoning to adapt the platform’s services, including monitoring
patients’ conditions—which is also performed leveraging
wearable sensors. Lasierra et al [29] developed an
ontology-based telemonitoring system aimed at monitoring
patients with chronic diseases at home. The ontology layer
(Home Ontology for Integrated Management in Home-Based
Scenarios) represents the patient profile, vital signs, and chronic
conditions (including COPD) to observe the patient’s evolution
and plan activities. Similarly, Ajami and McHeick [30]
developed a domain ontology encompassing environmental
features, patient data, clinical status and diseases (including
COPD), and devices to monitor and identify patients’conditions.
This DSS aimed to foster patients’ adherence to a healthy
lifestyle and identify and avoid possibly dangerous situations.

Digital Applications for Patients With COPD
Digital applications may offer solutions to both clinicians—to
ease the process of assessment and support clinical
decisions—and patients—mainly to support them in the
management of the disease. Digital applications currently
available for patients with COPD are mainly telemedicine and
telerehabilitation solutions. Most of them are focused on
educational programs, symptom tracking, behavior change,
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support for medication or treatment, and activity report [31]. In
some cases, as both research prototypes [32] and commercial
products [33], the educational programs include specific sections
on nutrition, in which helpful tips and recommendations are
provided to manage symptoms during meal consumption and
help maintain a balanced diet. However, such applications do
not provide personalized information tailored to the patient’s
nutritional status. In such cases, the applications targeted at
health care professionals comprise the “clinician side” of
telemedicine platforms (ie, monitoring dashboard allowing for
remote visualization of patients’data and applications for remote
teleconsulting).

Differently from the aforementioned solutions, the DSS
proposed in this work tackles the role of nutritional therapy in
the PR of patients with COPD—an aspect neglected in existing
DSSs.

Methods

A DSS was developed to tackle the aims described in the
Introduction section and the research challenge described in the
Objective of This Study section, thus supporting pneumologists
in suggesting specific dietary recommendations for patients
with COPD. The DSS leverages expert knowledge in the form
of ontologies and, through automatic inference processes, is
expected to provide guidelines to prepare a tailored dietary plan.

The development of the ontology underlying the DSS leveraged
expert clinical knowledge to maximize its acceptability.
Contrary to purely data-driven approaches, ontologies formalize
information to enable a system to perform inferences (based on
the knowledge formalized in the ontology). The inference
process simulates human inference capabilities [34] so that
ontology-based approaches are perceived as transparent. Thus,
ontologies are widely adopted in several artificial intelligence
and health-related applications [35].

However, the development of a domain ontology is not a trivial
task—it is a process that may involve several activities (eg, the
acquisition of knowledge, its conceptualization, the survey of
existing models that can be reused, the development of the
model in a formal language, and the testing of the developed
ontology [36]). The ontology engineered for the proposed DSS
was developed following the Agile, Simplified, and
Collaborative Ontology Engineering Methodology (AgiSCOnt)
[37] engineering methodology, which involves knowledge
elicitation techniques and domain experts in the development
phase of the ontology. This collaborative ontology engineering
methodology adopts unstructured interviews, scientific literature
surveys, and discussions to elicit the necessary knowledge to
minimize the impact of the “knowledge elicitation bottleneck”
(ie, it takes longer to gather knowledge from experts and
documentation than to write the software [38]). Its collaborative
and agile features and validation [37] were the reasons behind
the adoption of AgiSCOnt in this work.

The methodology involves three phases:

1. Domain analysis and conceptualization, which includes
the identification of the knowledge to be included and the
preparation of competency questions (CQs) [39] that the

ontology is expected to answer; it enables the
conceptualization of the domain (which results in a
conceptual map) and the preliminary identification of
existing ontological resources that can be reused.

2. Development and testing, which involves the selection of
the ontological languages to formalize the conceptualization
developed in the previous step and the identification of
ontology design patterns (ie, “micro-ontologies” that can
be reused to model recurrent problems in ontology
engineering [40]). This step results in the prototypization
of the ontology, which undergoes a preliminary test to
assess the validity of its inferences.

3. Ontology use and updating, which includes activities such
as use of the developed ontology in an application, extended
validation, and feedback collection. The following
subsections delve into the engineering process.

The development of this ontology involved the following team
members: 1 ontologist with experience in modeling using agile
ontology engineering methodologies, 1 biomedical engineer
with previous experience in ontology engineering and
knowledge of COPD, 2 senior dieticians with clinical experience
with patients with COPD, and 1 senior pneumologist. The team
was composed of clinical personnel from universities (dieticians)
and a research and cure center (Scientific Institute for Research,
Hospitalisation and Health Care) with a specialization in COPD
(pneumologist) and yearly experience treating such patients.
The team delved into nutrition and diet’s role in tackling this
disease, with examples from the literature and clinical trials in
which the clinical personnel was involved. The discussion was
then oriented to identify some of the issues that the ontology
was expected to answer (ie, the CQs).

Ethical Considerations
This study does not include human subjects research (no human
subjects experimentation or intervention was conducted) and
so does not require institutional review board approval.

Results

This section describes the development of the COPD and
Nutrition domain ontology for the DSS and the ontology-based
application for clinical personnel.

The COPD and Nutrition Domain Ontology

Domain Analysis and Conceptualization
The considerations reported in The Role of Nutrition in Patients
With COPD: Evidence and Research Challenge: Nutritional
Status to Prevent COPD Exacerbation sections were gathered
by the team in this phase. Leveraging the objective (ie, providing
clinical personnel with support in identifying tailored nutritional
recommendations for patients with COPD), the team decided
that the ontology should focus on representing the patients’
health condition and the stage of their COPD. On the basis of
their expertise, clinicians pointed out that the purpose of the
ontology should be to illustrate, for each patient, a tailored
percentage of macro- and micronutrients they are advised to
consume on a daily basis to avoid exacerbations, as well as to
provide nutritional guidance. The summary of the entities and

JMIR Med Inform 2024 | vol. 12 | e50980 | p.1553https://medinform.jmir.org/2024/1/e50980
(page number not for citation purposes)

Spoladore et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


expected outputs of the ontology is provided in Textbox 1, listing the CQs and their answers.

Textbox 1. The list of competency questions and answers for the Chronic Obstructive Pulmonary Disease (COPD) and Nutrition ontology engineering
process.

What information identifies a patient? What basic information is used to identify the patient? What clinical information is used to identify
the patient?

• A patient is identified by an ID and gender. Each patient is associated with 1 health condition and 1 anthropometric phenotype (defined via BMI
cutoffs). Each patient can be classified as a patient with sarcopenia or cachexia or as a patient without sarcopenia or cachexia.

How is COPD evaluated?

• COPD is evaluated according to the criteria defined in the gold standard—it can be mild, moderate, severe, and very severe. The criterion to be
analyzed is the forced expiratory volume in the first second.

How is sarcopenia evaluated?

• The status of sarcopenia is evaluated according to clinical standards (operational definition of sarcopenia). The first criterion comprises low
muscle strength, the second criterion comprises a low muscle quantity or quality, and the third criterion comprises low physical performance.
The presence of the first criterion alone indicates probable sarcopenia, the presence of both the first and second criteria indicates diagnosed
sarcopenia, and the presence of all 3 criteria indicates severe sarcopenia.

How is cachexia evaluated?

• Cachexia is evaluated by means of biochemical indicators according to the study by Evans et al [41]. Albuminemia, iron transport, and polymerase
chain reaction (PCR) criteria must be copresent to indicate a cachexia diagnosis.

Which data characterize the patient’s health condition? How is the nutritional risk index assessed?

• Patients’ health condition must indicate the stage of COPD and the nutritional risk index profile characterizing the patient. Each health condition
must illustrate anthropometric measures (current weight, usual weight, height in meters, and BMI), physical performance indicators (hand grip
and gait speed), and biochemical indicators (albuminemia, PCR, resistance, reactance, and iron transport). The nutritional risk index assessment
is performed following clinical standards.

What recommendations are given to clinical personnel?

• The recommendations provided to clinical personnel indicate (for each patient) the basal metabolic rate and the corrected caloric intake, the daily
macronutrient shares (protein, minimum and maximum share of carbohydrates, minimum and maximum share of fats, minimum and maximum
share of fiber, maximum share of sugar, and maximum share of saturated fats), the amount of cholesterol and sodium, and whether the patient
should increase their caloric intake by means of branched-chain amino acid or energy-protein supplementations.

How are recommendation values calculated?

• The indications provided in the patient’s recommendation are calculated according to clinical standards and differentiated according to the
patient’s gender, stage of COPD, and anthropometric phenotype.

In this phase, the pneumologist specialized in clinical nutrition
and a clinical dietitian defined the phenotypes and their
nutritional requirements based on anthropometric and clinical
parameters and comorbidities according to national and
international guidelines. For the definition of each
anthropometric phenotype, COPD stage (defined via FEV1 and
forced vital capacity and in particular FEV1–to–forced vital
capacity ratio [42,43]; Table 1) and the presence of sarcopenia
or cachexia were considered. A total of 5 metabolic phenotypes
for patients with COPD were developed (underweight, normal
weight, overweight, first-degree obesity, and second-degree
obesity), and each can be characterized by the presence of
sarcopenia, cachexia, or none of the 2 conditions (Table 2).

Moreover, nutritional risk was assessed by means of the
nutritional risk index (NRI) formula [44] as follows:

(1)

Thus, patients were classified according to this formula (Table
3).

The diagnosis of sarcopenia was based on the analysis of
specific patients’ value indicators. The first one was the
appendicular skeletal muscular mass, which is calculated
according to the work by Sergi et al [45]:

(2)

Appendicular skeletal muscular mass and other indicators allow
for the classification of patients’ sarcopenic condition according
to the 3 criteria in Table 4 [46].

If the first criterion applied, then the patient was probable
sarcopenic; if the first and second criteria applied, then the
patient was diagnosed sarcopenic; if all 3 criteria applied, then
the patient was severe sarcopenic.

JMIR Med Inform 2024 | vol. 12 | e50980 | p.1554https://medinform.jmir.org/2024/1/e50980
(page number not for citation purposes)

Spoladore et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


A similar approach was adopted to identify whether a patient
was cachectic. If a patient’s polymerase chain reaction was >10,
the level of iron transport was <150, the level of albuminemia
was <3.5, and the patient was sarcopenic, then they were also
cachectic [41]. As such, it is safe to infer that cachexia is a
particular case of sarcopenia.

Calculation of nutritional recommendations was performed
using the “if-then” type rules produced by clinical personnel
considering reference values reported in scientific literature and
national and international guidelines. The COPD DSS provides
the following nutritional information and recommendations:
(1) basal metabolic rate (BMR), (2) total daily energy
requirement (kcal), (3) meal frequency, (4) indication for
energy-protein supplementation (yes or no), (5) indication for
branched-chain amino acid (BCAA) supplementation (yes or
no), (6) protein intake (percentage and grams), (7) carbohydrate
intake (percentage and grams), (8) lipid intake (percentage and
grams), (9) sugar intake (maximum percentage and grams), (10)
saturated fat intake (maximum percentage and grams), (11)
cholesterol intake (maximum milligrams), (12) fiber intake
(minimum and maximum grams), (13) sodium intake (maximum
milligrams), and (14) calcium intake (milligrams).

For BMR calculation, Harris-Benedict or Mifflin predictive
equations based on sex, age, weight, and height were considered.
The Harris-Benedict equation was preferred for patients who
were underweight or had normal weight, whereas the Mifflin
equation was used for patients with COPD with overweight or
obesity [47-49]. According to the COPD stage, different
correction factors to BMR were applied (Multimedia Appendix
1)—for patients who were underweight, had a normal weight,
were overweight, or had first- or second-class obesity presenting
with COPD at the first or second stage and who were
nonsarcopenic and noncachectic or sarcopenic, a 1.5 correction
factor was used to calculate total daily energy requirement; for
the same categories of patients presenting with COPD at the
third or fourth stage, a correction factor of 1.8 was preferred to
counteract the important energy expenditure due to the
respiratory work of these patients. Only for patients with
cachexia a 1.8 correction factor was always applied regardless
of BMI and COPD stage.

The impact of physical activity was deemed marginal for the
correction factor’s definition as patients with COPD are a
vulnerable population presenting with comorbidities that limit
their capacity to perform physical activity. As seen in the
pathological lung mechanics of patients with COPD, dynamic
hyperinflation influences the proper operation of the chest’s
horizontal and vertical diameters that expand during inspiration
due to the activation of the external intercostal muscles and the
diaphragmatic contraction. This impairment plays a role in how
much exercise a patient with COPD can tolerate. As shown in
individuals with severe-stage COPD and weight loss related to
COPD, respiratory muscle weakness exacerbates the breathing
mechanism. Increased dyspnea and decreased exercise tolerance
are directly related to this respiratory muscle weakening.
Moreover, it has been observed that patients with COPD are
characterized by higher levels of physical inactivity [50]. As
far as protein requirement was concerned, clinical experts
decided to provide different recommendations according to real

or ideal weight or BMI or focusing on FFM considering specific
body composition or COPD stage to give personalized
recommendations to not compromise health and nutritional
status as well as prevent further decrease in metabolically active
lean mass [12]. For this reason, cachectic phenotype, regardless
of BMI and COPD stage, was always given a high percentage
of protein intake. BCAA was suggested when energy
requirements but not protein requirements were met through
diet. Differently, protein-caloric supplements were indicated
when neither energy nor protein requirements were satisfied
through food intake [51]. Phenotypes characterized by cachexia,
regardless of BMI, underweight sarcopenic and normal-weight
phenotype, and COPD stage, were always recommended BCAA
and energy-protein supplementation in consideration of their
health status. For the same reason, BCAA supplementation was
always suggested for sarcopenic phenotypes [52]. As far as
carbohydrate metabolism was concerned, and in line with the
lower levels reported in the reference values of nutrients and
energy for the Italian population [13,47], a carbohydrate intake
of 45% to 50% of total daily calories and a maximum sugar
intake of 15% of total calories were indicated except for
individuals with type 2 diabetes mellitus, for whom a maximum
of 10% of total calories was indicated to be reached through
sugar intake. A lower recommendation for carbohydrate intake
permits the promotion of protein and lipid intake, which are
functional for respiratory work and to prevent further weight
or lean mass loss. Regarding dietary fiber, it was decided that
providing a lower indication than that provided by the Livelli
di Assunzione di Riferimento di Nutrienti ed energia (LARN;
National Recommended Energy and Nutrient Intake Levels)
was preferred to encourage the intake of energy and protein
foods, especially considering the difficulties met by patients
with COPD in feeding and the early sense of satiety as a result
of high-fiber food intake. Compared to the LARN, a higher
intake of lipids was recommended, especially for phenotypes
presenting with a partial pressure of carbon dioxide of >50
mm Hg, a measure of carbon dioxide in arterial or venous blood
[53]. For saturated fats, a maximum intake of 10% of total daily
calories was suggested according to LARN guidelines.
Regarding cholesterol intake, a LARN nutritional goal for
prevention, a maximum of 300 mg per day was recommended
except for patients with high cholesterol levels, for whom the
target was lowered to 200 mg per day. Hypercholesterolemia
was defined as elevated total or low-density lipoprotein
cholesterol levels or low levels of high-density lipoprotein
cholesterol. Regarding micronutrients, sodium and calcium
intake was considered. According to the recent WHO report on
sodium intake [54], a maximum intake of <2000 mg per day of
sodium (<5 g per day of salt) was recommended. A slightly
higher recommendation than that of the LARN was given for
calcium to prevent or counteract osteoporosis [55]. Finally,
given the difficulties in feeding and early satiety observed, an
indication for fractioned meals was given to meet energy and
nutritional requirements throughout the day with small and
frequent meals.

All the parameters involved in the evaluations presented
previously (ie, FEV1; partial pressure of carbon dioxide;
resistance; reactance; iron transport; albuminemia; polymerase
chain reaction; hand grip; gait speed; and general patient

JMIR Med Inform 2024 | vol. 12 | e50980 | p.1555https://medinform.jmir.org/2024/1/e50980
(page number not for citation purposes)

Spoladore et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


information such as age, gender, height in meters, current
weight, and usual weight) are usually acquired during patient
assessment (such as spirometry and blood tests). AgiSCOnt’s

outputs for the domain analysis phase consisted of the
conceptual map reported in Figure 1 and a list of CQs (Textbox
1).

Table 1. The cutoffs identifying the chronic obstructive pulmonary disease (COPD) stages based on the forced expiratory volume in the first second
(FEV1) values.

FEV1 (%)COPD stage nameCOPD stage number

≥80MildI

≥50 to <80ModerateII

≥30 to <50SevereIII

<30Very severeIV

Table 2. World Health Organization cutoffs for nutritional status categories based on BMI.

BMI (kg/m2)Nutritional status

<18.5Underweight

≥18.5 to ≤24.9Healthy weight

≥25.0 to <29.9Overweight (preobesity)

≥30.0 to <34.9Obesity degree I

≥35.0 to <39.9Obesity degree II

≥40Obesity degree III

Table 3. The cutoffs identifying the 4 levels of nutritional risk based on the nutritional risk index (NRI).

IndexNRI

>100Absence of risk

≥97.5 to ≤100Mild risk

≥83.5 to <97.5Moderate risk

<83.5Severe risk

Table 4. Criteria for the classification of sarcopenia in patients.

Cutoff for female patientsCutoff for male patientsCriteria

<16 kg<27 kgLow muscular strength—hand grip

ASMM<15 kg; ASMM/height2<5.5 kg/m2ASMMa<20 kg; ASMM/height2<7 kg/m2Low muscular quantity

≤0.8 m/s≤0.8 m/sPoor physical performance

aASMM: appendicular skeletal muscular mass.
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Figure 1. An excerpt of the conceptual map developed by the team involved in the ontology engineering process for the clinical chronic obstructive
pulmonary disease (COPD) and nutrition ontology. BCAA: branched-chain amino acid; BMR: basal metabolic rate; NRI: nutritional risk index; PCR:
polymerase chain reaction.

Development and Testing
The development phase adopted the conceptual map and CQs
produced in the previous phase to guide the entire development
process and discuss whether to model some concepts pertaining
to the patients or their health conditions. The ontology editor
Protégé (Stanford Center for Biomedical Informatics Research)
[56] that supports Resource Description Framework [57] and
Web Ontology Language [58] with a DL (description logic)
profile [59] was adopted. Clinicians explicitly asked any
significant advancement in the development of TBox and Abox
(eg, patient modeling, health condition characterization, and
recommendation modeling) to be illustrated to ensure that
undesired entailments were not modeled in the ontology. From
a reuse perspective, no ontology able to describe the
conceptualization reached in this study was found; the only
ontology design pattern reused in this ontology was the one that
relates a copd:Patient to their copd:Health_Condition via the
copd:isInHealthCondition object property [60]. The developed
ontology (prefixed with copd:), discussed in this subsection, is
accessible in Multimedia Appendix 2.

The development started with the identification of concepts that
could be translated into owl:Classes. The concept of copd:Patient
is pivotal in this ontology. Each patient is defined by exactly 1
patient ID, is given at least 1 nutritional recommendation
individual, and is characterized by a health condition individual.

Each patient needs to be classified as copd:Female or
copd:Male—disjoint classes—and as copd:Cachectic (or its
complement copd:non-Cachectic) or copd:Sarcopenic (or its
complement copd:non-Sarcopenic). Sarcopenia and cachexia

are modeled as attributes of the patient and not of their health
condition. The clinical personnel deemed essential to state that
these 2 conditions have systemic status; therefore, they
characterize the individual as a whole. The class
copd:Sarcopenic is further detailed into the subclasses
copd:Probable_Sarcopenic, copd:Diagnosed_Sarcopenic, and
copd:Severe_Sarcopenic to reflect the operational definition
standard provided by clinicians (presented in the previous
subsection).

In the same way, the copd:Anthropometric_Phenotypes are
characteristics of the copd:Patients, and this class lists 5
subclasses for the representation of the phenotypes.

Similarly to copd:Patient, the development of the TBox
pertaining to the patient’s health condition was discussed among
the team members—each health condition is characterized by
an NRI profile, but in general, a copd:Health_Condition is not
necessarily characterized by COPD. The terms adopted in the
conceptual map to sketch the relationships among
copd:Health_Condition, copd:Nutritional_Risk_Index_Profile,
and copd:COPD_HC were found indicative of the clinicians’
perspective—both NRI and COPD are considered particular
attributes of a health condition (ie, there could be health
conditions characterized only by an NRI profile but lacking
C O P D ) .  T h e r e f o r e ,  t h e  c l a s s e s
copd:Nutritional_Risk_Index_Profile and copd:COPD_HC were
modeled as rdfs:subclassOf copd:Health_Condition. This
decision was also encouraged by the fact that the datatype
properties copd:FEV1 and copd:nutritionalRiskIndex have
copd:Health_Condition as the domain.
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The copd:Nutritional_Risk_Index_Profile and copd:COPD_HC
subclasses are characterized by restrictions that allow for the
classification of individual health conditions whose
copd:nutritionalRiskIndex and copd:FEV1 object values fall
under specific restrictions.

Each copd:Health_Condition is described by a set of datatype
properties, which represent the clinical data elicited in the
previous phase and are required to enable the patient’s
classification and recommendations. Each owl:Individual
belonging to this class also materializes inferred triples related
to the copd:AppendicularSkeletalMuscleMass, the
copd:ResistiveIndex, and the copd:nutritionRiskIndex. While
the copd:nutritionalRiskIndex is calculated using semantic web
rule language (SWRL) rules and used to classify each
copd:Health_Condition into one of the NRI’s subclasses, the
copd:ResistiveIndex is a piece of information necessary to
calculate the copd:AppendicularSkeletalMuscleMass (both are
inferred as the result of 2 different SWRL rules). Figure 2
illustrates an example of copd:Health_Condition completed
with all its datatype properties (both asserted and inferred).

The ontology makes use of 39 datatype properties and 2 object
properties (copd:isInHealthCondition and
copd:hasRecommendation)—almost all datatype properties
were used to provide values for the patient’s health condition
and nutritional recommendation.

The ontology also contains 79 SWRL rules, which are largely
used to represent the tuples in Multimedia Appendix 1, depicting
the conditions that determine the shares and amounts of nutrients
characterizing a patient’s diet (see the full ontology in
Multimedia Appendix 2). The equations adopted to calculate
the BMR and the corrected caloric intake were adapted with
SWRL using mathematical built-ins [61]. Taking as an example
a copd:Overweight, copd:non-Sarcopenic, and
copd:non-Cachectic male patient characterized by copd:Stage2
disease, the BMR is inferred through the following rule (for
each male patient not characterized by sarcopenia or cachexia,
calculate the BMR using the Harris-Benedict equation and round
the result):

Male(?p), Overweight(?p), (not (Cachectic))(?p), (not
(Sarcopenic))(?p), hasRecommendation(?p, ?rec),
isInHealthCondition(?p, ?hc), age(?hc, ?age),
currentWeight(?hc, ?kg), height_meters(?hc, ?m),
multiply(?a, ?kg, 13.75), multiply(?b, ?m, 5, ?100),
multiply(?c, 6.78, ?age), add(?d, 66.5, ?a, ?b),
subtract (?e, ?d, ?c), round(?f, ?e) ->
regularRecommendedCaloricIntake(?rec, ?f)

Then, the correction is applied (for each male patient not
characterized by sarcopenia or cachexia with stage-1 or stage-2
COPD, correct the BMR calculated using the Harris-Benedict
equation by multiplying it by 1.5):

(Normal_Weight or Obesity_1st_Degree or
Overweight or Underweight)(?p),
hasRecommendat ion(?p ,  ?rec) ,
isInHealthCondition(?p, ?hc), (Stage1 or
Stage2)(?hc), (not (Cachectic))(?p), (not

( S a r c o p e n i c ) ) ( ? p ) ,
regularRecommendedCaloricIntake(?rec, ?reg),
multiply(?corin, ?reg, 1.5), round(?f, ?corin) ->
correctedRecommendedCaloricIntake(?rec, ?f)

The definition of the share of protein that a patient with COPD
needs is calculated by identifying the amount (in grams) of
protein. With the sole exception of patients with cachexia—who
are given a 25% protein share for clinical reasons—for each
patient, the daily quantity of protein is calculated according to
their weight (for each patient with normal or overweight status
and not characterized by sarcopenia or cachexia, obtain the
amount of protein in grams by multiplying their current weight
by 1.2):

(Normal_Weight or Overweight)(?p), (not
(Cachectic))(?p), (not (Sarcopenic))(?p),
hasRecommendation(?p, ?rec), isInHealthCondition
(?p, ?hc), currentWeight (?hc, ?w), multiply (?pgra,
?w, 1.2) -> proteinsGrams (?rec, ?pgra)

This amount is then converted into calories, bearing in mind
that 1 protein is equal to 4 kcal, and then the daily protein share
is calculated. This approach also enables the possibility to
correct the amount of protein for particular classes of patients;
for example, dieticians indicated that patients classified as
copd:non-Sarcopenic, copd:non-Cachectic, and
copd:Underweight should have their protein share calculated
considering a different BMI (which is set to a higher value to
fight their underweight condition and is established at 22.5

kg/m2).

As mentioned previously, the ontology provides enough SWRL
rules to model all the information identified by the domain
experts and elicited in Multimedia Appendix 1. As established
by the development step in AgiSCOnt, the ontology underwent
a test with data from 6 patients provided by clinicians. The test
was divided into 2 steps. The first was dedicated to assessing
whether the ontology provided a correct classification of the
patients (ie, whether it identified copd:Sarcopenic and
copd:Cachectic status for each patient and whether the stage of
COPD and the copd:Nutritional_Risk_Index_Profile were
correctly inferred). Thus, by querying the ontology using
SPARQL (World Wide Web Consortium) [62], it was possible
to assess the accuracy of the inferences (reported in Table 5).

The pneumologist and dieticians verified the correctness of the
classification for each patient. All 6 individuals representing
patients were found to be correctly classified. The second phase
dealt with the retrieval of nutritional suggestions and their
evaluation by the clinical personnel with the aim of assessing
the validity of the SWRL rules modeled in the COPD and
Nutrition ontology. The ontology was queried using SPARQL
to retrieve all the nutrient minimum and maximum shares and
quantities deemed important for patients with COPD (the results
of the query are reported in Multimedia Appendix 3). Each
copd:Nutritional_Recommendation and its inferred nutrient
values were evaluated by clinical personnel and were found to
be correct—although, for some values such as the
copd:proteinShare and copd:fiberMINamount, a rounding of
the decimal was suggested by dieticians.
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Figure 2. The complete datatype property set for a copd:Health_Condition. The datatype properties with a yellow background represent inferred values.

Table 5. An excerpt of the results retrieved for the query investigating, for each patient, their ID, their status (whether they had sarcopenia or cachexia),
the stage of chronic obstructive pulmonary disease (COPD), and their nutritional risk index profile. For patients characterized by sarcopenia, all the
subclasses of copd:Sarcopenic are illustrated so that clinical personnel can easily see the importance of this condition.

?nri?copdstage?antrPhen?status?id

copd:Severe_Riskcopd:Stage1copd:Underweightcopd:Cachectic001

copd:Severe_Riskcopd:Stage1copd:Underweightcopd:Diagnosed_Sarcopenic001

copd:Severe_Riskcopd:Stage1copd:Underweightcopd:Female001

copd:Severe_Riskcopd:Stage1copd:Underweightcopd:Probable_Sarcopenic001

copd:Severe_Riskcopd:Stage1copd:Underweightcopd:Sarcopenic001

copd:Severe_Riskcopd:Stage1copd:Underweightcopd:Severe_Sarcopenic001

...............a

copd:Absence_of_Riskcopd:Stage4copd:Normal_Weightcopd:FemaleBB

copd:Absence_of_Riskcopd:Stage4copd:Normal_Weightcopd:non-CacheticBB

copd:Absence_of_Riskcopd:Stage4copd:Normal_Weightcopd:non-SarcopenicBB

copd:Mild_Riskcopd:Stage3copd:Obesity_1st_Degreecopd:MaleCV

copd:Mild_Riskcopd:Stage3copd:Obesity_1st_Degreecopd:non-CacheticCV

copd:Mild_Riskcopd:Stage3copd:Obesity_1st_Degreecopd:non-SarcopenicCV

...............

aData not reported for conciseness.

Ontology Use and Updating
The COPD and Nutrition ontology described in the previous
subsection is a tested prototype able to classify patients properly
and provide clinicians with nutrition-related recommendations.
To support clinical personnel, the ontology-based DSS needs
to be integrated into digital applications, enabling clinicians to
access its functionalities intuitively and easily (as described in
the following section). This would also enable the assessment
of the usefulness and accuracy of the inferences by leveraging
on clinicians outside the development team.

The Application for Clinical Personnel
The clinician application was developed to run on a Windows
PC or laptop and allows the lung specialist to obtain an overview
of the patient’s nutritional condition and generate tailored dietary
recommendations. To achieve this, the application is connected
to the DSS (hosted on a semantic repository) with permission
to modify the ontology, reason over new input data, and obtain

a new set of dietary recommendations. The application and DSS
communication are based on SPARQL queries running over
the Stardog reasoner. The entire architecture has already been
tested in previous work [24,63].

The application is based on a simple and intuitive graphical user
interface (GUI). Its flow is as follows:

1. The clinician logs in to the application either to create a
new patient profile or to modify an existing one. The Patient
Profile (Scheda Paziente) panel (Figure 3A) has several
fields corresponding to the input information needed by the
DSS to represent the user’s health condition. These include
personal data and the results of the patient assessment.

2. Once the new patient profile is saved, the application sends
a SPARQL query INSERT to upload the new information
into the ontology. The DSS reasons over the new data to
obtain the patient’s classification and the nutritional
recommendations. The output is sent back to the application
in the form of a JSON file to populate the GUI panels.
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3. The Health Condition (Condizione di Salute) panel, shown
in Figure 3B, shows the classification results: metabolic
phenotype, presence of sarcopenia and cachexia,
anthropometric phenotype, COPD stage, and NRI.

4. The subsequent panel, the Nutritional Recommendations
(Indicazioni Nutrizionali), shown in Figure 3C, summarizes
the nutritional recommendations, indicating basal

metabolism, daily intake, type of diet, suggested BCAA
supplement, percentage, and grams of micro- and
macronutrients.

5. The clinician can save the recommendations in a PDF file
or print them to share them with the dietician to support
them in preparing a diet for the patient.

Figure 3. The 3 main graphical user interface panels of the clinician application: (A) patient profile, (B) health condition, and (C) nutritional
recommendations.

Preliminary Validation With Clinical Personnel

Overview
Before the implementation in a real use-case scenario, we
performed an expert validation of the DSS as a preliminary but
necessary step. In total, 2 experiments were
performed—considering the multidisciplinary nature of the tool,
it was necessary to validate 2 aspects of the DSS with 2 different
groups of clinicians.

Therefore, each experiment was carried out by a specific group
of clinical experts: (1) a group of nutrition experts validated the
recommendations generated by the DSS, and (2) a group of
specialists in respiratory diseases evaluated the acceptability of
the digital application in clinical practice based on the COPD
DSS.

Procedure
Participants were recruited through email invitations among the
national experts in nutrition and pulmonology, identified by
searching the literature and professional networks. Once they
expressed willingness to participate in the study, they signed a
written informed consent form and agreed to the data treatment
according to the General Data Protection Regulation. In total,
2 experimenters scheduled the web-based video calls—one for
each participant—between November 2022 and January 2023.
During the test, the experimenters briefly introduced the aim
of the system and the main steps of the validation and recorded
the participants’ answers to brief ad hoc questionnaires and
spontaneous comments. Descriptive statistics were calculated
for each variable, and the spontaneous comments were analyzed
and categorized based on their content.
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Experiment 1: Validation of the DSS Recommendations
The first experiment focused on validating the nutritional
recommendations generated by the DSS. A total of 7 nutrition
experts participated in the validation. The experimenters showed
the participants the profiles of 5 real patients and the inferred
recommendations. The patient profiles were obtained from real
clinical cases provided by the clinicians involved in the project.
Each profile included the patient ID, age, gender, and health
condition containing all the clinical parameters needed as input
to the system.

After presenting the patient’s condition, the experimenter
showed the recommendations generated by the DSS, which
included the patient’s inferred classification (metabolic
phenotype, presence of sarcopenia or cachexia, anthropometric
phenotype, COPD stage, and NRI) and the nutritional

recommendations with information on metabolism and
suggested quantities of macro- and micronutrients. An example
of a patient profile used during the experiment is presented in
Figure 4, whereas all the patient profiles used during the
evaluation are available in Multimedia Appendix 3. Participants
were granted up to 15 minutes to observe the presented patient’s
health condition. During this time, participants were free to
perform calculations using the data shown, ask questions (if
necessary) to the experimenter, and consult external sources
(eg, books and papers). After the 15-minute period, for each
patient, we asked the participants to rate on a scale from 1 to 5
how much they agreed with the recommendation; in case of a
score of <5, we asked the participant to provide a brief
explanation. We also collected spontaneous comments that
emerged during the experiment. The maximum duration of the
experiment for each participant was 1 hour and 15 minutes.

Figure 4. An example of a patient profile provided to clinicians (on the left) and the inferences drawn by the ontology-based decision support system
(on the right).

Experiment 2: Acceptability Evaluation
The second evaluation focused on assessing the overall system
acceptability, including the DSS and a digital application
working as a GUI for inserting patient data and retrieving
personalized recommendations. A total of 7 lung specialists
agreed to participate in the experiment. The experimenter
explained to each participant the expected process of use of the
system and the application data flow in a daily clinical routine,
as summarized in Figure 5. The lung specialists performed the
patient assessment; inserted the clinical data to generate the
patient profile on the application GUI, as described in the
Application for Clinical Personnel section; and generated the
nutritional recommendations.

Participants were granted 10 minutes to assess the application,
ask the experimenters questions, or ask to be presented with the
data flow again.

After this time, the experimenter administered an ad hoc
questionnaire based on the subscales of the technology
acceptance model by Davis [64] and its subsequent amendments
[65] focused on perceived usefulness and intention to use. The
participants had to rate on a scale from 1 to 5 the level of
agreement with the following statements: (1) “I think that the
proposed system is useful for clinicians”; (2) “I think that by
using this application could enhance the treatment of individuals
with COPD”; and (3) “if I had this application at work, I would
use it.”

We also asked them to specify at least one reason why the
application could be useful or not.
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Figure 5. The process of use of the chronic obstructive pulmonary disease decision support system allowing the professionals to generate nutritional
recommendations for a specific patient and some screenshots of the main graphical user interface panels (patient profile, patient classification, and
nutritional recommendations).

Results

Experiment 1 Results: Validation of the DSS
Recommendations

A total of 7 experts (mean age 46.60, SD 13.35 years; n=7,
100% female) participated in the first validation phase. They
were all dieticians with an average of 25.57 (SD 11.49) years

of professional experience. The level of agreement with each
recommendation is reported in Table 6 in terms of mean, SD,
and minimum and maximum score.

The comments provided by each participant were analyzed and
categorized according to their content. The categorization and
frequency of the comments and the patient profiles that
originated them are reported in Table 7.

Table 6. Validation—level of agreement scores (mean and SD) for each patient profile (BB, FG, LA, TM, and XY2 are the patient IDs) expressed by
each participant; mean and SD for each patient profile.

Values, mean (SD)Scores (1-5)

4.43 (0.79)5435545BB

3.29 (1.38)4432415FG

4.43 (0.53)4445545LA

4.43 (0.79)5435545TM

4.57 (0.53)5445545XY2
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Table 7. The list of comments provided by clinicians categorized according to their content (category and comment) and linked to the patients that
originated them (patient IDs); the frequency of each comment is reported in parentheses.

Patient ID (frequency)CommentCategory

BB (1), FG (6), TM (1), and ANM (1)“Too high-calorie uptake”Quantity

FG (2) and LA (2)“Too high protein uptake”Quantity

FG (1), LA (1), TM (2), and ANM (1)“Consider reducing simple sugars from 15 to 10%”Quantity

All (2)“I suggest including the physical activity level during the
assessment and adjust correction factors accordingly”

Assessment

Experiment 2 Results: Acceptability Evaluation

A total of 7 experts (mean age 44.71, SD 11.94 years; n=7,
100% female) participated in the second validation phase. Of
the 7 experts, 5 (71%) were lung specialists, 1 (14%) was a
specialized lung physician, and 1 (14%) was a surgeon of the
respiratory system. They had, on average, 14.73 (SD 9.67) years
of professional experience, ranging from a minimum of 1 year
for the specialized physician to 31 years. The acceptability score
for the 3 subscales of perceived usefulness and intention to use
was >4 points out of 5, as reported in Table 8.

Our system was considered useful for clinical practice because
(1) it promotes the importance and facilitates the inclusion of
the nutritional aspect in PR, as stated by 43% (3/7) of the
participants; (2) it quickly provides a complete overview of the
patient’s condition, according to 57% (4/7) of the participants;
and (3) it fosters the multidisciplinary collaboration between
lung specialists and dieticians. In addition, 86% (6/7) of the
participants spontaneously commented on the ease of use of the
application GUI that allowed the clinician to insert the patient
assessment and obtain the nutritional recommendations.

Table 8. Acceptability—technology acceptance model subscale scores reported by each participant for perceived usefulness (PU1 and PU2) and
intention to use (INT); mean and SD are reported for each subscale.

Values, mean (SD)Scores (1-5)

4.86 (0.38)4445444INT

4.86 (0.38)5545555PU1

4.14 (0.38)4555555PU2

Discussion

Principal Findings
We performed 2 types of evaluation with 2 different experiments
aimed at validating the nutritional recommendations generated
by our system by nutrition experts and assessing the system’s
acceptability by lung specialists. The first validation—performed
by 7 nutrition experts—demonstrated that our system is able to
provide meaningful and safe recommendations overall in
compliance with clinical practice. In 80% (4/5) of the cases, the
level of agreement between the human and the “digital” expert
was approximately 4.5 points out of 5. In one case (patient FG),
the experts did not completely agree with the recommendations,
reporting a score of 3.29, which is not considered a
disagreement. However, such a score was associated with the
case of a critical patient who, in addition to COPD, had
second-degree obesity. This is because our system is highly
specialized in treating patients with COPD, who need a higher
energy intake to cope with impaired respiratory functionality.
In such critical cases, the active involvement of the clinician in
the process becomes essential. For instance, the clinician may
adjust the nutritional recommendations for the patient to lose
weight while monitoring them. It is crucial that such a patient
does not lose muscular mass instead of fat mass.

The comments were positive overall and could be considered
more as suggestions than criticisms. The presence of small
disagreements among experts (eg, regarding the calculation of
the quantity of macro- and micronutrients) confirms the need

for maintaining “the clinician in the loop,” as prescribed by the
AgiSCOnt methodology adopted for the development of our
DSS. In fact, although our system provides a useful and easy
way of generating recommendations, each clinical case should
be carefully considered, and slight modifications should be
made by the clinician themselves in person.

The same considerations apply to the spontaneous comments,
summarized in Table 7. The main concerns were about the
percentage of simple sugars, which, for 4 patients, could be
reduced from 15% to 10%. The guidelines indicate 15% as the
maximum value, which should be adjusted by the clinician
based on the percentage of other macronutrients. The other
comments revealed a slight disagreement on the overall energy
and protein intake, which was sometimes considered too high.
However, our system is specifically focused on COPD;
therefore, a higher intake was justified by the need to
compensate for impaired respiratory function. Our group of
experts was representative of the Italian clinical scenario, in
which the influence of COPD on a patient’s nutrition is
sometimes neglected. Therefore, such a result strengthens the
rationale of our work, which provides a system able to help
professionals and clinical care facilities, which often lack
specialized services, identify particular needs toward more
personalized and effective care.

The second evaluation demonstrated the acceptability of our
system by a group of final users (ie, lung specialists involved
daily in the assessment and therapy of patients with COPD).
The usefulness of our system was confirmed and was especially
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related to the possibility of strengthening the consideration of
nutritional aspects as part of PR standard practice. This is
considered crucial by most specialists and the scientific
community; however, due to organizational issues, it is not
always considered [4]. Another crucial aspect that emerged was
related to the importance of a multidisciplinary approach, and
our system could especially help ease the cooperation between
lung and nutrition specialists. At the same time, it could help
lung professionals in extending their knowledge by considering
aspects not strictly related to their expertise. Finally, all
participants expressed their willingness to have such a system
available in their daily clinical routine. They also considered it
easy to use as the GUI was clear and the process was intuitive.

Limitations
This work is not without limitations. First, our system was
designed for the Italian context. The DSS is based on the
national nutritional guidelines—it was necessary to follow a
recognized standard, which may be different from one country
to another. Similarly, the dietary recommendations are based
on the Italian diet. This was necessary to provide a tool that can
be effectively used by our target users (ie, lung specialists
treating patients with COPD in the Italian health care system).
The DSS’s modularity allows it to overcome such a limitation
easily—the DSS could be adapted to include nutritional
recommendations for other countries. The second limitation is
about the participants of our validation experiments. The first
experiment was based on the evaluation of 5 patient profiles by
a group of nutrition experts. The number of patients examined
was identified as the best compromise between a comprehensive
representation of the clinical context and organizational aspects.
Despite being few, the proposed patient profiles covered most
of the potential real clinical cases. Regarding the acceptability
evaluation, the main limitation resides in the fact that
participants were homogeneous in terms of age (most of them
were aged 45-50 years), culture, geographical location, and
language (all of them were Italian). Such sociocultural factors
are known to impact digital health technology use [66]; however,
as previously stated, our work at this stage is focused on the
Italian scenario, and therefore, our sample can be considered
representative of the final population of target users.

Future Work
As recently noted, most digital health applications remain
limited to pilot studies—mainly because they fail in the proposed
aims or face significant implementational barriers [67]. From
a digital health application perspective, our experiments aimed
to verify the stability of the developed solution—in line with
the WHO’s guidelines [23]. In particular, the validations verified
the performance consistency, the proposed solution’s overall
feasibility, and the digital tool’s efficacy. Considering the early
stage of the DSS and its application, we need to further
investigate the implementation protocols and to acquire
long-term proof of the efficacy of the tool among pneumologists
and patients with COPD (ie, the acceptability of the tool needs
to be verified with a larger sample of end users and in a real
clinical setting so that more pneumologists can provide feedback
regarding the tool’s perceived usefulness, ease of use, and
satisfaction; moreover, the effectiveness of the proposed diets

should be tested with patients with COPD). To achieve these
objectives, more extensive experimentation with larger samples
of participants (clinical nutritionists, dieticians, and
pneumologists) is necessary. Moreover, the involvement of
clinical personnel can support the identification of
implementation protocols suitable for the adoption of the digital
tool in clinical practice. In this way, the application’s level of
maturity could move from early to mild (according to the WHO
[23]), where its effectiveness can be tested in a nonresearch
(uncontrolled) setting.

To support the prompt identification of barriers and
implementational challenges, reporting the development of the
COPD DSS within a framework for the definition of digital
health application implementation can be useful. In particular,
the Guidelines and Checklist for the Reporting on Digital Health
Implementations [67], by providing a list of 20 items to be
monitored, can foster the identification of issues in the Technical
design phase in the Interoperability and Data management areas.

In this regard, the availability of data and the implementation
of the application within the health system are another relevant
node to be investigated. Although the current version of the
digital application is still in its prototypical phase, scaling up
the application to the regional or national level (ie, coverage in
the Guidelines and Checklist for the Reporting on Digital Health
Implementations) is essential to ensure its use in clinical
practice. Therefore, toward this aim, strategies for collecting
the outputs and making them available in patients’ data (or
electronic health records) need to be investigated. In this regard,
scientific literature offers some interesting approaches grounded
in the Italian health care system that could be considered to
make the COPD DSS interoperable with existing tools [68-70].
As the COPD DSS leverages ontologies to represent its data,
this technology can be used to achieve semantic interoperability
of the information [68], moving a step toward the longitudinal
collection of health data about patients [70] while ensuring data
protection according to the national and European laws [69].

Finally, from an ontological perspective, the domain ontology
regarding COPD presented in this work could benefit from
mapping with existing (and larger) biomedical standard
ontologies to increase its shareability (eg, the WHO’s
International Classification of Diseases and International
Classification of Functioning, Disability and Health, as well as
upper biomedical ontologies)—a best practice of ontology
engineering [71]. Moreover, considering that the proposed
system can be adapted to any other national clinical context by
modifying the domain ontologies, a possible future research
direction consists of involving international clinicians to increase
the knowledge formalized in the ontologies so that it is possible
for the DSS to cover the specific nutritional indications of
different countries.

Conclusions
The role of nutrition in the management of patients with COPD
is often underestimated, although scientific evidence points
toward the important role that diet plays in PR. The nutritional
status of patients with COPD is essential to prevent
exacerbations and avoid comorbidities, but attention to the
patient’s body composition and nutritional status is often
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secondary in clinical practice. This may be partially because
lung specialists may lack specialized training in clinical
nutrition, although they recognize the relevance of dietary
recommendations in PR.

An ontology-based DSS was developed to support
pneumologists in considering nutritional aspects. The DSS
formalizes expert knowledge in computable models able to infer
patient-tailored nutritional recommendations, leveraging a set
of information to capture the nutritional and physical status of
the patient; therefore, by applying rules, it can support the
classification of patients with COPD and provide tailored
recommendations indicating the percentages and amounts of

micro- and macronutrients that should make up their diet. The
domain ontologies act as the backbone of a clinician-dedicated
application.

The application was validated to assess the clinical compliance
of the DSS’s recommendations and the acceptability of such an
application in clinical practice by lung specialists. For both
validations, the proposed system performed more than
adequately—in particular, pneumologists underlined the role
that such an application may play in achieving a
multidisciplinary approach in PR. This paper concludes by
investigating future research directions to implement the COPD
DSS further into a fully-fledged digital health application.
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Abstract

Background: Out-of-hours primary care (OOH-PC) is challenging due to high workloads, workforce shortages, and long waiting
and transportation times for patients. Use of video enables triage professionals to visually assess patients, potentially ending more
contacts in a telephone triage contact instead of referring patients to more resource-demanding clinic consultations or home visits.
Thus, video use may help reduce use of health care resources in OOH-PC.

Objective: This study aimed to investigate video use in telephone triage contacts to OOH-PC in Denmark by studying rate of
use and potential associations between video use and patient- and contact-related characteristics and between video use and triage
outcomes and follow-up contacts. We hypothesized that video use could serve to reduce use of health care resources in OOH-PC.

Methods: This register-based study included all telephone triage contacts to OOH-PC in 4 of the 5 Danish regions from March
15, 2020, to December 1, 2021. We linked data from the OOH-PC electronic registration systems to national registers and identified
telephone triage contacts with video use (video contact) and without video use (telephone contact). Calculating crude incidence
rate ratios and adjusted incidence rate ratios (aIRRs), we investigated the association between patient- and contact-related
characteristics and video contacts and measured the frequency of different triage outcomes and follow-up contacts after video
contact compared to telephone contact.

Results: Of 2,900,566 identified telephone triage contacts to OOH-PC, 9.5% (n=275,203) were conducted as video contacts.
The frequency of video contact was unevenly distributed across patient- and contact-related characteristics; it was used more
often for employed young patients without comorbidities who contacted OOH-PC more than 4 hours before the opening hours
of daytime general practice. Compared to telephone contacts, notably more video contacts ended with advice and self-care (aIRR
1.21, 95% CI 1.21-1.21) and no follow-up contact (aIRR 1.08, 95% CI 1.08-1.09).

Conclusions: This study supports our hypothesis that video contacts could reduce use of health care resources in OOH-PC.
Video use lowered the frequency of referrals to a clinic consultation or a home visit and also lowered the frequency of follow-up
contacts. However, the results could be biased due to confounding by indication, reflecting that triage GPs use video for a specific
set of reasons for encounters.

(JMIR Med Inform 2024;12:e47039)   doi:10.2196/47039

KEYWORDS

primary health care; after-hours care; referral and consultation; general practitioner; GP; triage; remote consultation; telemedicine

Introduction

General practice serves as a gatekeeper to secondary care in
many countries [1]. However, the services in out-of-hours
primary care (OOH-PC) are challenging due to high workloads,
workforce shortages, and long waiting and transportation times
for patients. This development has received much political
attention and has caused public debate and reorganization [2,3].

Existing health care systems are currently undergoing a digital
transformation, which was pushed by the COVID-19 pandemic
[4-9]. As a central part of this digitization, video consultations
have been implemented broadly in general practice [5,8-12].

Many countries have introduced video as part of telephone triage
in OOH-PC [12-14]. Video use enables triage professionals to
visually assess patients, which may imply that more contacts
can be ended in a telephone triage contact instead of referring
patients to clinic consultations or home visits, which demand
more resources. Thereby, video use might reduce use of health
care resources related to clinic consultations and home visits.

Research has shown that patients welcome the use of video in
general practice in the daytime and also after hours [4,14-16].
However, in daytime general practice, general practitioners
(GPs) experience both benefits of (eg, care delivery) and barriers
to (eg, technical difficulties, varying suitability for different
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health problems and patient groups) video use [6,10,16-19].
Two qualitative studies indicated that video use in OOH-PC is
beneficial to both triage professionals (eg, it improved patient
assessment and reassurance) [13,14] and patients (eg, it led to
better reassurance and higher satisfaction) [14]. Two
register-based studies found that video use in OOH-PC increased
during the COVID-19 pandemic [12,20]. However, little is still
known about video use and its effects. This study aimed to
investigate video use in telephone triage contacts to OOH-PC
in Denmark by studying rate of use and potential associations
between video use and patient- and contact-related
characteristics and between video use and triage outcomes and
follow-up contacts.

Methods

Design and Population
We conducted a register-based study of video use in telephone
triage contacts to OOH-PC in 4 of the 5 Danish regions (North
Denmark Region, Central Denmark Region, Region of Southern
Denmark, and Region Zealand). As the Capital Region of
Denmark runs a different OOH-PC system than the other 4
regions, this region was not included in this study. We included
all telephone contacts from March 15, 2020, to December 1,
2021, and followed each patient for 7 days to record the
outcomes. In Region Zealand, telephone contacts were included
from March 1, 2021, because this region started using video
from this date.

Setting
Denmark has free public health care for its residents. The health
care system is centrally regulated, but most services are provided
by the local governments of the 5 regions. Outside office hours,
Danish GPs and GP trainees cover shifts in the regional
OOH-PC service, which is open on weekdays from 4 PM to 8
AM and 24 hours during weekends and holidays. GPs and GP
trainees in their last year of specialist training (hereinafter
referred to jointly as triage GPs) perform telephone triage and
determine the triage outcome: telephone triage with video use
(video contacts) or telephone triage without video use (telephone
contacts), clinic consultation, home visit, or hospital admission.
The triage GPs assesses whether the problem is suitable for a
video contact. If so and if the patient approves, a video link is
sent to the patient via text message. When the link is activated,
the triage GP can see the patient, but the patient cannot see the
triage GP. Triage GPs are paid a fee for service using
remuneration codes.

Outcome Measures
The following outcome measures were defined: the proportion
of video contacts (number of video contacts per 100 telephone
contacts); the association between video contact and patient-
and contact-related characteristics (sex and age of the patient,
cohabitation status, comorbidity, educational level, ethnicity,
income, urbanization, employment status, region, and time of
contact); the frequency of triage outcomes (advice and self-care,
referral to clinic consultation, home visit, or hospital admission)
and their association with video contact; and the frequency of
follow-up contacts in daytime general practice or OOH-PC

within 7 days or a hospital admission within 1 day and their
association with video contact.

Data Collection
We used data from the OOH-PC electronic registration system,
which provided information on date, time, region, type of
contact (telephone contact or video contact), and triage outcome
(advice and self-care, referral to clinic consultation, home visit,
or hospital admission). We constructed a “time of contact”
variable, which was defined by its relation to the next opening
time of daytime general practice and dichotomized into >4 hours
or ≤4 hours, as the option to refer a patient to their regular GP
may influence the triage decision.

To investigate follow-up contacts, we linked data from the
OOH-PC registration system to 2 Danish national registers using
each patient’s unique personal identification number [21]. The
Danish National Health Service Register [22] provided
information on date and type of contact to daytime general
practice (telephone contacts, video contacts, clinic consultations,
or home visits). The Danish National Patient Registry [23]
provided information on date of contact to the hospital
(emergency department visits and unscheduled hospital
admissions) and comorbidity. Comorbidity was defined as the
number of diagnoses from the Charlson Comorbidity Index that
were recorded as diagnosis codes in hospital charts. Data on
socioeconomic characteristics of the patients (sex, age,
cohabitation status, educational level, ethnicity, income,
urbanization, and employment status) were obtained from
Statistics Denmark [24]. All covariates (except for age, sex, and
comorbidity) were reported at the household level. For example,
household educational level was determined by the member
with the longest education. Hence, it was possible to avoid
excluding contacts involving children because of missing values.
We included only persons with registered socioeconomic
characteristics.

Data Analyses
People with more than 25 contacts to OOH-PC during the study
period (comprising 98,126/2,900,566 contacts, 3.4%) were
excluded from the data analyses since they were considered
outliers. Likewise, people aged >104 years (162/2,900,566
contacts, 0%) and patients with missing covariates
(18,740/2,900,566 contacts, 0.7%) were excluded.

Descriptive analyses were used to describe the study population.
To ensure convergence of the regressions, we used Poisson
regression models to measure the association between patient-
and contact-related characteristics and video contacts, and we
calculated incidence rate ratios (IRRs) and 95% CIs [25]. Results
are presented as a forest plot (Figure 1). Using a Poisson
regression model, we also calculated crude and adjusted IRRs
(aIRRs) of triage outcomes and follow-up contacts after a video
contact compared to after a telephone contact. IRRs were
adjusted for patient- and contact-related characteristics. Stata
(version 17; StataCorp) was used to analyze all data. Reporting
of results was conducted in accordance with the STROBE
(Strengthening the Reporting of Observational Studies in
Epidemiology) statement.
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Figure 1. Forest plot presenting the association between patient- and contact-related characteristics and the likelihood of having a video contact
(incidence rate ratios [IRRs] with 95% CIs). An IRR >1 indicates a higher use of video contacts compared to the reference group, marked in the right
column of the figure. Conversely, an IRR <1 indicates a lower use of video contacts.

Ethical Considerations
The Committee on Health Research Ethics in the Central
Denmark Region approved the data collection from the
electronic patient records in the OOH-PC registration system
(1-45-70-22-22) without informed consent from participants or
any provision for them to opt out. The study was listed in the
record of processing activities at the Research Unit for General
Practice in Aarhus in accordance with the provisions of the
General Data Protection Regulation (GDPR). All data on

participants were deidentified. Finally, conduct of the study was
endorsed by the regional association of GPs.

Results

Study Population
During the study period, 2,900,566 telephone triage contacts to
OOH-PC were identified (Table 1). Patient- and contact-related
characteristics varied between telephone and video contacts;
the largest variation was seen for patient age, comorbidity,
employment status, region, and time of contact.
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Table . Distribution of patient- and contact-related characteristics (N=2,900,566).

Total (n=2,900,566, 100%),
n (%)

Video contacts (n=275,203,
9.5%), n (%)

Telephone contacts
(n=2,625,363, 90.5%), n (%)

Characteristics

Sex

1,568,602 (54.1)140,684 (51.1)1,427,918 (54.4)Female

1,331,964 (45.9)134,519 (48.9)1,197,445 (45.6)Male

Age (years)

395,421 (13.6)83,672 (30.4)311,749 (11.9)0-4

163,941 (5.7)25,196 (9.2)138,745 (5.3)5-10

351,009 (12.1)40,830 (14.8)310,179 (11.8)11-20

752,962 (26)64,780 (23.5)688,182 (26.2)21-40

549,513 (18.9)40,955 (14.9)508,558 (19.4)41-60

449,442 (15.5)16,042 (5.8)433,400 (16.5)61-80

238,278 (8.2)3728 (1.4)234,550 (8.9)≥81

Cohabitation status

1,012,269 (34.9)70,266 (25.5)942,003 (35.9)Single

558,427 (19.3)69,928 (25.4)488,499 (18.6)Cohabiting

1,329,870 (45.8)135,009 (49.1)1,194,861 (45.5)Married

Comorbidities (n)

2,187,742 (75.4)241,173 (87.6)1,946,569 (74.1)None

454,006 (15.7)27,329 (9.9)426,677 (16.3)1

160,301 (5.5)4647 (1.7)155,654 (5.9)2

98,517 (3.4)2054 (0.8)96,463 (3.7)≥3

Education (years)

644,677 (22.2)42,890 (15.6)601,787 (22.9)<10

1,299,674 (44.8)124,310 (45.2)1,175,364 (44.8)10-15

912,795 (31.5)105,160 (38.2)807,635 (30.8)>15

43,420 (1.5)2843 (1)40,577 (1.5)Unknown

Ethnicity

217,428 (7.5)21,790 (7.9)195,638 (7.4)Non-Western

60,534 (2.1)5773 (2.1)54,761 (2.1)Western, not born in Den-
mark

2,622,604 (90.4)247,640 (90)2,325,363 (90.5)Native, born in Denmark

Income (quintiles)

538,438 (18.6)50,997 (18.5)487,441 (18.6)1

643,640 (22.2)45,088 (16.4)598,552 (22.8)2

649,401 (22.4)62,783 (22.8)586,618 (22.3)3

605,377 (20.9)65,139 (23.7)540,238 (20.6)4

456,664 (15.7)50,674 (18.4)405,990 (15.5)5

7046 (0.2)522 (0.2)6524 (0.2)Negative or zero

Urbanization (population)

562,092 (19.4)54,166 (19.7)507,926 (19.4)>100,000

722,988 (24.9)67,516 (24.5)655,472 (25)20,000-100,000

952,688 (32.9)85,347 (31)867,341 (33)1,000-20,000

661,812 (22.8)68,121 (24.8)593,691 (22.6)<1,000
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Total (n=2,900,566, 100%),
n (%)

Video contacts (n=275,203,
9.5%), n (%)

Telephone contacts
(n=2,625,363, 90.5%), n (%)

Characteristics

986 (0)53 (0)933 (0)Unplaceable

Employment status

359,733 (12.4)27,305 (9.9)332,428 (12.7)Unemployed

537,039 (18.5)11,941 (4.3)252,098 (20)Retired

2,003,794 (69.1)235,957 (85.8)1,767,837 (67.3)Employed

Time of contact (hours until opening time of daytime general practice)

2,796,605 (96.4)268,668 (97.6)2,527,937 (96.3)>4 before office hours

103,961 (3.6)6535 (2.4)97,426 (3.7)<4 before office hours

Region

440,415 (15.2)34,556 (12.5)405,869 (15.5)North Denmark Region

1,078,370 (37.2)88,821 (32.3)989,549 (37.7)Central Denmark Region

1,080,960 (37.3)134,029 (48.7)946,931 (36.1)Region of Southern Den-
mark

300,821 (10.4)17,807 (6.5)283,014 (10.7)Region Zealand

Proportion of Video Contacts
During the study period, 9.5% (275,203/2,900,566) of telephone
triage contacts to OOH-PC were video contacts. After the
introduction of video, a range of 5%-15% video contacts was
achieved within weeks across all regions. This level remained
stable throughout the study period (data not shown).

Association Between Video Contact and Patient- and
Contact-Related Characteristics
The frequency of video contacts was unevenly distributed across
patient- and contact-related characteristics. The strongest
associations were seen for age, comorbidity, employment status,
region, and time of contact (Figure 1). Patients aged <20 years
had a notably higher frequency of video contacts than patients
aged 21 to 40 years (aIRR range: 2.39-1.31). This was also the
case for employed compared to unemployed patients (aIRR
1.21). The frequency of video contacts was significantly higher
for contacts to OOH-PC at more than 4 hours before the opening
of daytime general practice (aIRR 1.40; reference: ≤4 hours),
and was more frequent in the Region of Southern Denmark

(aIRR 1.55; reference: North Denmark Region). In contrast, the
frequency of video contacts was significantly lower for patients
>40 years (aIRR range: 0.40-0.90; reference: 21-40 years),
patients with comorbidities (aIRR range 0.59-0.90; reference:
no comorbidities), and retired patients (aIRR 0.66; reference:
unemployed). The frequency of video contacts was also
significantly lower in Region Zealand (aIRR 0.73; reference:
North Denmark Region).

Triage Outcomes
Patients receiving a video contact had a significantly higher
frequency of ending the contact with advice and self-care
compared to patients receiving a telephone contact (aIRR 1.21,
95% CI 1.21-1.21) (Table 2). Conversely, patients receiving a
video contact had a significant lower frequency of being referred
to a clinic consultation (aIRR 0.59, 95% CI 0.59-0.60) or a
home visit compared to patients receiving a telephone contact
(aIRR 0.31, 95% CI 0.29-0.32). The frequency of being admitted
to a hospital was significantly higher after a video contact
compared to a telephone contact (aIRR 1.20, 95% CI 1.17-1.23).

Table . Frequency of triage outcomes and their association with video contacts (incidence rate ratio).

Incidence rate ratio (95% CI)Total (n=2,900,566), n
(%)

Video contacts
(n=275,203), n (%)

Telephone contacts
(n=2,625,363), n (%)

Outcome

AdjustedaCrude

1.21 (1.21-1.21)1.24 (1.23-1.24)1,879,567 (64.8)215,484 (78.3)1,663,681 (63.4)Advice and self-care

0.59 (0.59-0.60)0.66 (0.66-0.67)759,948 (26.2)49,262 (17.9)712,255 (27.1)Clinic consultation

0.31 (0.29-0.32)0.12 (0.11-0.12)168,233 (5.8)1926 (0.7)165,052 (6.3)Home visit

1.20 (1.17-1.23)0.95 (0.93-0.97)92,818 (3.2)8531 (3.1)84,375 (3.2)Hospital admission

aAdjusted for patient sex, age, cohabitation status, comorbidity, educational level, ethnicity, income, urbanization, employment status, region, and time
of contact.
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Follow-Up Contacts
In general, patients receiving a video contact had a significantly
higher frequency of no follow-up contact compared to patients
receiving a telephone contact (aIRR 1.09, 95% CI 1.08-1.09)
(Table 3). For those who had a follow-up contact, the patients
who received a video contact had a significantly higher

frequency of having a follow-up contact with their regular GP
compared to those receiving a telephone contact (aIRR 1.02,
95% CI 1.01-1.03). Conversely, patients receiving a video
contact had a significant lower frequency of a follow-up contact
in OOH-PC (aIRR 0.96, 95% CI 0.95-0.97) or at the hospital
(aIRR 0.75, 95% CI 0.74-0.76) compared to patients receiving
a telephone contact.

Table . Frequency of follow-up contacts and association between use of video contacts and subsequent follow-up contacts (incidence rate ratio).

Incidence rate ratio (95% CI)Total (n=2,900,566)Video contacts

(n=275,203), n (%)

Telephone contacts
(n=2,625,363), n (%)

Type of follow-up con-
tact

AdjustedaCrude

1.09 (1.08-1.09)1.20 (1.19-1.20)1,232,741 (42.5)137,601 (50)1,097,402 (41.8)No follow-up

1.02 (1.01-1.03)0.94 (0.93-0.94)791,854 (27.3)70,728 (25.7)719,349 (27.4)Daytime general prac-

ticeb

0.96 (0.95-0.97)0.90 (0.90-0.91)435,085 (15)37,703 (13.7)396,430 (15.1)OOH-PCc,d

0.75 (0.74-0.76)0.68 (0.67-0.69)440,886 (15.2)29,171 (10.6)412,182 (15.7)Hospitale

aAdjusted for patient’s sex and age, cohabitation status, comorbidity, educational level, ethnicity, income, urbanization, employment status, region, and
time of contact.
bContacts (telephone contacts, video contacts, clinic consultations, or home visits) to daytime general practice within 7 days from the index contact to
OOH-PC.
cOOH-PC: out-of-hours primary care.
dAll telephone triage contacts to OOH-PC within 7 days from the index contact to OOH-PC.
eAll nonscheduled hospital contacts (emergency department visits and hospital admissions) within 1 day from the index contact to OOH-PC.

Discussion

Principal Results
Video was used in 9.5% (275,203/2,900,566) of all telephone
triage contacts to OOH-PC. Video contacts were unevenly
distributed across patient- and contact-related characteristics;
video contacts were more often used for patients who were
employed, young, without comorbidities, and contacting
OOH-PC more than 4 hours before the opening hours of daytime
general practice. Compared to telephone contacts, significantly
more video contacts ended with advice and self-care and
significantly fewer had follow-up contacts.

Strengths and Limitations
This study was based on a large data set, including codes for
remuneration by GPs. The economic incentive for GPs to
register all services provided contributed to the completeness
of the data, though validity has not been studied [22].

Our study also had some limitations. First, we had no
information on the reasons for encounters (RFEs), as this is not
systematically registered in OOH-PC contacts. In each telephone
triage contact, the triage GP assessed the relevance of video use
based on the current RFE balanced against the specific patient-
and contact-related characteristics. Therefore, telephone contacts
and video contacts had different diagnostic scope, which could
have influenced the differences found in triage outcome and
follow-up contacts through confounding by indication. Second,
we followed each patient for 7 days to record follow-up contacts
to OOH-PC and to daytime general practice, as previously
described in the literature [26]. This led to an overestimation

of follow-up contacts, as we could not link these follow-up
contacts to the index contact in OOH-PC using the RFE.
However, any overestimation would be independent of type of
contact. Finally, we used the Charlson Comorbidity Index to
define comorbidity based on hospital diagnosis codes. This
approach might have led to an underestimation of comorbidity
[27], as patients with mild chronic diseases are often treated
solely in general practice.

Several factors must be considered when generalizing the results
of this study. First, the study period was defined according to
the date of initiation of video contact in each of the regions.
Therefore, the regions were included in different periods of the
COVID-19 pandemic, and they had different contact patterns
to primary care both inside and outside office hours [8,12,20,28]
and probably also different distributions of triage outcomes.
Second, triage GPs perform telephone triage with no decision
support tool in Danish OOH-PC; this is unlike most countries
with comparable OOH-PC services, which often use other health
care professionals with decision support systems [3]. Compared
to other triage professionals, GPs may be able to triage more
patients via video contact. Lastly, Danish triage GPs were
remunerated on a fee-for-service basis. As the fee for a video
contact was higher than the fee for a telephone contact, this
could have been an incentive to aim for a higher share of video
contacts in this setting compared to countries with other payment
structures.

Comparison With Prior Work
We found a 9.5% rate of use of video contacts to OOH-PC. To
our knowledge, no previous studies used a data collection period
of this length to report on video use in OOH-PC. Studies on
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changing contact patterns in OOH-PC during the COVID-19
pandemic have found an overall increase in telehealth
consultations (email, video, or telephone) [8,12,28]. Video use
in daytime general practice has previously been reported to
range from 1% to 6.4% [15,29-32]. However, as patient
populations and RFEs are known to differ between daytime
general practice and OOH-PC [33], these results cannot be
compared with our findings. Furthermore, video contacts in
OOH-PC guide triage professionals in the assessment of patients
and in improving patient reassurance [13,14]. In contrast, video
contact has often been used as a substitute for clinic
consultations in daytime general practice for practical reasons,
for example, to reduce travel time or limit the risk of
contamination, but both patients and GPs seem to prefer
in-person consultations in the postpandemic era [10,13,18].

Our study showed that video contacts were used more often for
employed young patients without comorbidities. To the best of
our knowledge, this is the first study to report on associations
between patient- and contact-related characteristics and video
contacts in OOH-PC. Studies conducted in daytime general
practice have found higher video rates of use during COVID-19
lockdown periods [34] and among people from
socioeconomically advantaged areas [34,35]. Previous studies
have reported inconsistent results on the association between
patient age and video use, as higher use has been reported for
both younger [32,35] and older patients [30]. Moreover, daytime
video use seems to be associated with patients with high
morbidity [36] compared to patients with low morbidity. These
findings are not in line with our study results, which could be
due to differences in patient populations between daytime
general practice and OOH-PC [33]. Furthermore, some previous
studies were conducted during the peak of the COVID-19
pandemic, and different countries have different health care
systems and had different approaches to tackling the pandemic.

We found that video contacts more often ended with advice and
self-care and no follow-up contact compared to telephone
contacts. Two qualitative studies investigating the effect of

video contacts on the patient flow in daytime general practice
found that GPs experience uncertainties when referring patients
to secondary care after a video contact [9,37]. A UK study on
follow-up contact after using a video contact service (used by
hospitals, daytime general practices, and other services) found
no significant difference in the number of subsequent referrals
compared to telephone contacts [38]. However, these studies
focused on video use in the daytime rather than on telephone
triage in OOH-PC.

Implications for Practice and Future Research
Our study suggests that video contacts could help reduce the
use of health care resources in the OOH-PC setting by lowering
the number of subsequent clinic consultations and home visits.
More studies are needed on the effect of video contact on patient
flow. First, further research is needed to investigate the impact
of video contact in relation to different RFEs. Second, future
studies should explore if the findings of this study are
maintained in the postpandemic period and across different
OOH-PC organizations. Third, future studies should investigate
if the video option might generate more contacts to OOH-PC
overall. Fourth, our study indicates an association between video
contacts and specific patient characteristics: video was more
often used for employed young patients without comorbidities.
This finding contrasts with most studies in daytime general
practice and should be further investigated. Finally, it is
important to note that we did not study costs associated with
video use and its effects on resource use. Therefore, future
studies should investigate the costs as well.

Conclusion
This study supports our hypothesis that video contacts could
reduce use of health care resources in OOH-PC. Video use
lowered the frequency of referrals to a clinic consultation or
home visit and also lowered the frequency of follow-up contacts.
However, the results could be biased due to confounding by
indication, reflecting that triage GPs use video for a specific set
of RFEs.
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Abstract

Background: The Hispanic community represents a sizeable community that experiences inequities in the US health care
system. As the system has moved toward digital health platforms, evaluating the potential impact on Hispanic communities is
critical.

Objective: The study aimed to investigate demographic, socioeconomic, and behavioral factors contributing to low telehealth
use in Hispanic communities.

Methods: We used a retrospective observation study design to examine the study objectives. The COVID-19 Research Database
Consortium provided the Analytics IQ PeopleCore consumer data and Office Alley claims data. The study period was from March
2020 to April 2021. Multiple logistic regression was used to determine the odds of using telehealth services.

Results: We examined 3,478,287 unique Hispanic patients, 16.6% (577,396) of whom used telehealth. Results suggested that
patients aged between 18 and 44 years were more likely to use telehealth (odds ratio [OR] 1.07, 95% CI 1.05-1.1; P<.001) than
patients aged older than 65 years. Across all age groups, patients with high incomes were at least 20% more likely to use telehealth
than patients with lower incomes (P<.001); patients who had a primary care physician (P=.01), exhibited high medical usage
(P<.001), or were interested in exercise (P=.03) were more likely to use telehealth; patients who had unhealthy behaviors such
as smoking and alcohol consumption were less likely to use telehealth (P<.001). Male patients were less likely than female
patients to use telehealth among patients aged 65 years and older (OR 0.94, 95% CI 0.93-0.95; P<.001), while male patients aged
between 18 and 44 years were more likely to use telehealth (OR 1.05, 95% CI 1.03-1.07; P<.001). Among patients younger than
65 years, full-time employment was positively associated with telehealth use (P<.001). Patients aged between 18 and 44 years
with high school or less education were 2% less likely to use telehealth (OR 0.98, 95% CI 0.97-0.99; P=.005). Results also
revealed a positive association with using WebMD (WebMD LLC) among patients aged older than 44 years (P<.001), while
there was a negative association with electronic prescriptions among those who were aged between 18 and 44 years (P=.009)
and aged between 45 and 64 years (P=.004).

Conclusions: This study demonstrates that telehealth use among Hispanic communities is dependent upon factors such as age,
gender, education, socioeconomic status, current health care engagement, and health behaviors. To address these challenges, we
advocate for interdisciplinary approaches that involve medical professionals, insurance providers, and community-based services
actively engaging with Hispanic communities and promoting telehealth use. We propose the following recommendations: enhance
access to health insurance, improve access to primary care providers, and allocate fiscal and educational resources to support
telehealth use. As telehealth increasingly shapes health care delivery, it is vital for professionals to facilitate the use of all available
avenues for accessing care.

(JMIR Med Inform 2024;12:e57717)   doi:10.2196/57717

KEYWORDS

telehealth; telemedicine; ICT; eHealth; e-health; Hispanic; health equity; health access; Hispanics; digital divide; usage; utilization;
equity; inequity; inequities; access; accessibility; Spanish; observational; demographic; demographics; socioeconomic;
socioeconomics; information and communication technology

Introduction

Health inequities among people of racial and ethnic minority
groups are a significant concern across the United States of

America. The Hispanic or Latino (hereafter “Hispanic”)
population is a community that experiences inequities in access
to care. However, health inequities in the United States of
America are primarily compared between non-Hispanic White
and non-Hispanic Black populations, with some positioning of
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the Hispanic population. Therefore, we must highlight the needs
of the Hispanic community as a matter of priority. A previous
study suggested that health inequities between non-Hispanic
Black and Hispanic people are similar in health risks and
outcomes [1]. Boen and Hummer [1] attributed much of the
similarities to the influence of socioeconomic status and stress
in these communities. Social determinants of health significantly
impact the health and wellness of people of color. In addition,
the inequity in health outcomes is confounded by challenges in
access to care. Gaining access to and using health care services
is essential to mitigating adverse health outcomes and promoting
equity in quality care [2]. Low access to health care services is
due to a complexity of factors, which include a lack of insurance,
education, and fiscal resources [2]. Non-Hispanic White women
and men experienced greater usage of care, 83% and 74%,
respectively; among Hispanic individuals, women had higher
usage rates than men, 68% and 50%, respectively; however,
they still fall short of their non-Hispanic White counterparts
[2].

While there are considerable efforts to decrease inequities in
health care access, recent events such as the proliferation of
technology in health care and the global COVID-19 pandemic
eclipse equity in access efforts. COVID-19 accelerated the use
of telehealth, which was essential to access health care
information and services [3]. Telehealth was highly encouraged
to mitigate the ill effects of the contagion and support lockdown
measures. While other racial and ethnic communities
experienced telehealth growth, the Hispanic population
experienced relatively lower amounts of telehealth increases
and had a disproportioned rise in the use of health care resources
[4-7]. When compared to non-Hispanic White individuals,
Hispanic patients had lower usage of telehealth services (27%
and 6.8%, respectively) [8]. Telehealth usage among Hispanic
people fell below that of their non-Hispanic Black counterparts.
Hispanic people showed lower adjusted odds of using telehealth
when compared to non-Hispanic Black persons before and
during the pandemic [9,10]. However, Hispanic patients and
people in low-income positions had increased levels of telehealth
use during the pandemic [11]. People who experience inequities
in access are more likely to have unmet health care needs and
have a higher prevalence of morbidity and mortality rates [12].
The lack of telehealth usage was a critical issue during this time.
Qian et al [13] found higher rates of COVID-19 cases in regions
with low telehealth use. Given the lack of telehealth usage and
reduced access to in-person services during the pandemic, it is
reasonable to assume that overall health outcomes were
compromised.

Research suggested that telehealth use differed by demographics
such as gender, age, and education [14]. Studies have noted
gender differences in telehealth use, as male participants are
less likely to use telehealth than female participants [3,9,15,16].
Among racial and ethnic groups, Hispanic patients often opt
for in-person rather than telehealth visits [5,10]. Whether a
patient has access to and knowledge to use telehealth depends
on socioeconomic factors [5]. Ramirez et al [5] observed that
the Hispanic community had lower telehealth use due to cultural
perceptions, inadequate financial resources, and digital literacy
barriers. Health inequities are concerning, as research suggests

that health outcomes are favorable across racial and ethnic
groups when services are used [17,18]. The persistence of
inequity in health care suggests that access to care is complex
and should consider economic and social factors. To effectively
incorporate factors influencing care, we comprehensively assess
the components contributing to lower usage among Hispanic
people. This study aims to examine the socioeconomic,
demographic, and behavioral factors that influence telehealth
use among people who identify as Hispanic.

Methods

Data Source
The study period was from March 2020 to April 2021. The
COVID-19 Research Database Consortium provided access to
the Office Ally and Analytics IQ PeopleCore consumer
databases. The Office Ally database provided access to US
claims data from 100 million unique patients and 3.4 billion
medical claims. The Analytics IQ PeopleCore consumer
database provides individual-level data across demographics,
behaviors, and economic indicators and is a national
representation of 242.5 million US adults aged 19 years and
older. We joined the Office Ally claims data with Analytics IQ
PeopleCore consumer data through an identifier, which enabled
us to retrieve patient claims data during the study period and
examine telehealth usage from socioeconomic and behavioral
perspectives, as shown in the “Results” section.

Ethical Considerations
The COVID-19 Research Database was established by
complying with regulatory standards to protect patient privacy.
The COVID-19 Research Database received a waiver of patient
consent certified from the Western Institutional Review Board
for using HIPAA (Health Insurance Portability and
Accountability Act)–certified deidentified data on April 20,
2020 [19]. The Western Institutional Review Board granted
exemption status for HIPAA-limited data sets and
non-HIPAA–covered data on May 14, 2020. This exemption
covers all research performed in the COVID-19 Research
Database. In addition, researchers with approved study proposals
are granted access only to specific data sets necessary to answer
their research question or questions. Only deidentified and
limited data sets are made available through the database and
certified before access is granted. Individual project institutional
board approval was optional.

Results

Overview
We retrieved 16.43 million Office Ally claim records of
Hispanic patients during the study period, and 3,478,287 unique
Hispanic patients were included to investigate telehealth usage.
A descriptive summary of the patients included in the analyses
is in Table 1. Telehealth claims were identified by screening
for the procedure modifier codes 95, GT, and GQ. Among the
patients, 16.6% (578,945/3,478,287) had one or more telehealth
claims during the study period. Female patients had slightly
higher telehealth usage (338,795/1,958,350, 17.3%) than male
patients (240,150/1,519,937, 15.8%).
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Table . Characteristics of participants in the study (N=3,478,287).

ValueCharacteristics

Sex, n (%)

1,958,350 (56.3)Female

1,519,937 (43.7)Male

Age group (years), n (%)

1,133,417 (32.6)18-44

1,326,391 (38.1)45-64

1,018,479 (29.3)65+

Education qualification, n (%)

922,435 (26.5)Bachelor or higher

2,555,852 (73.5)High school or less

Employment status, n (%)

1,227,541 (35.3)Unemployed

634, 818 (18.2)Part-time

1,615,928 (46.5)Full-time

Household annual income (US $), n (%)

941,294 (27.1)Low: <46,000 (1st quartile)

1,670,747 (48)Medium: 46,000-144,000

866,246 (24.9)High: >114,000 (4th quartile)

Having a primary care doctor, n (%)

2,782,591 (80)Yes

695,696 (20)No

Exhibit high medical use, n (%)

671,349 (19.3)Yes

2,806,938 (80.7)No

Interest in exercise, n (%)

700,691 (20.1)Yes

2,777,596 (79.9)No

Measure of alcohol consumption, n (%)

353,921 (10.2)No consumption

2,855,276 (82.1)Some consumption

269,090 (7.7)High consumption

Frequency of smoking, n (%)

413,982 (11.9)Never

2,919,447 (83.9)Some

144,858 (4.2)Daily

Using electronic prescription services, n (%)

578,768 (16.6)Yes

2,899,519 (83.4)No

Using WebMD, n (%)

828,260 (23.8)Yes

2,650,027 (76.2)No

4.73 (4.71)Total number of claims during the study period, mean (SD)
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Logistic Regression Analysis
The data were aggregated at the patient level to investigate
telehealth use and determine whether a patient used telehealth
during the study period. A patient with one or more telehealth
claims during the study period was assigned a value of 1 for the
dependent variable; otherwise, the value was assigned as 0.
Categorical variables were created to stratify patients into groups
by their demographics and socioeconomic status, as listed in
Table 1. We conducted a multiple logistic regression to
determine the odds of patients using telehealth. Each patient’s
total number of claims during the study period was included as
an offset variable in the logistic regression to control its potential
impact on the dependent variable. Results suggested that
compared to patients aged older than 65 years, patients aged
between 18 and 44 years are 1.07 times (odds ratio [OR] 1.07,
95% CI 1.05-1.1; P<.001) likely to use telehealth, while patients
aged between 45 and 64 years showed a nonsignificant
difference (P=.49).

Results from our logistic regression analysis of the 3 age groups
are shown in Table 2. Male patients in the older group (aged
older than 65 years) are 6% less likely to use telehealth (OR
0.94, 95% CI 0.93-0.95; P<.001), while male patients in the
young group (aged between 18 and 44 years) are 5% more likely
to use telehealth (OR 1.05, 95% CI 1.03-1.07; P<.001). Patients
with a primary care doctor (P=.01) or high medical usage
(P<.001) are significantly more likely to use telehealth,

especially in the patients aged older than 65 years group. Patients
who use WebMD (WebMD LLC) are significantly (P<.001)
more likely to use telehealth among those who are aged older
than 44 years. In comparison, the negative association with
electronic prescriptions is significant among those who are aged
between 18 and 44 years (P=.009) and aged between 45 and 64
years (P=.004). Patients aged between 18 and 44 years with
high school or less education are 2% less likely to use telehealth
(OR 0.98, 95% CI 0.97-0.99; P=.005). Patients with high
incomes across all age groups were more likely to use telehealth
than patients with lower incomes, as follows: aged between 18
and 44 years (OR 1.25, 95% CI 1.23-1.28; P<.001), aged
between 45 and 64 years (OR 1.33, 95% CI 1.3-1.35; P<.001),
and aged older than 65 years (OR 1.2, 95% CI 1.18-1.22;
P<.001). Patients younger than 65 years with full-time
employment (P<.001) are significantly more likely to use
telehealth.

Patients with unhealthy behaviors such as alcohol use and
smoking are significantly less likely to use telehealth (P<.001).
In the patients older than 65 years group, patients with high
alcohol consumption are 39% less likely to use telehealth than
patients with no alcohol consumption (OR 0.61, 95%CI
0.56-0.65; P<.001). Patients aged 65 years and older who smoke
daily are 36% less likely to use telehealth than patients who
never smoke (OR 0.64, 95% CI 0.6-0.69; P<.001). Meanwhile,
patients interested in exercise were significantly more likely to
use telehealth (P=.03).
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Table . Odds ratios from logistic regression analysis by age groups.

Aged between 18 and 44
years

Aged between 45 and 64
years

Aged 65+ yearsVariables

Sex: male (reference: female)

1.05 (1.03-1.07)0.99 (0.98-1.01)0.94 (0.93-0.95)Odds ratio (95% CI)

<.001.35<.001P value

Primary care doctor (reference: no)

1.06 (1.05-1.08)1.02 (1-1.04)1.19 (1.1-1.29)Odds ratio (95% CI)

<.001.01.001P value

Medical use (reference: no)

1.03 (1.02-1.05)1.07 (1.06-1.08)1.09 (1.07-1.1)Odds ratio (95% CI)

<.001<.001<.001P value

WebMD (reference: no)

1.01 (0.99-1.02)1.05 (1.04-1.07)1.07 (1.04-1.1)Odds ratio (95% CI)

.32<.001<.001P value

Electronic prescriptions (reference: no)

0.93 (0.87-0.98)0.97 (0.95-0.99)1 (0.99-1.02)Odds ratio (95% CI)

.009.004.46P value

Education: high school or less (reference: bachelor or higher)

0.98 (0.97-0.99)1 (0.99-1.01)1.01 (0.98-1.04)Odds ratio (95% CI)

.005.61.34P value

Employment: full-time (reference: unemployed)

1.05 (1.02-1.08)1.07 (1.06-1.09)1.02 (0.97-1.07)Odds ratio (95% CI)

<.001<.001.40P value

Income: high (reference: low)

1.2 (1.18-1.22)1.33 (1.3-1.35)1.25 (1.23-1.28)Odds ratio (95% CI)

<.001<.001<.001P value

Exercise fan: yes (reference: no)

1.03 (1.02-1.05)1.05 (1.03-1.07)1.04 (1-1.08)Odds ratio (95% CI)

<.001<.001.03P value

Alcohol: high consumption (reference: no consumption)

0.81 (0.78-0.85)0.79 (0.77-0.82)0.61 (0.56-0.65)Odds ratio (95% CI)

<.001<.001<.001P value

Smoking: daily (reference: never)

0.93 (0.89-0.97)0.85 (0.82-0.88)0.64 (0.6-0.69)Odds ratio (95% CI)

<.001<.001<.001P value

Discussion

Overview
This study found that among Hispanic people, male participants
aged between 18 and 44 years were more likely to use telehealth
than female participants, but male participants aged older than
44 years were less likely to use telehealth than female
participants. Across all age groups, people with high incomes,
people with primary care physicians, current users of the health
care system, people who used WebMD, and people who reported

full-time employment were more likely to use telehealth.
Patients aged between 18 and 44 years with high school or less
education were 2% less likely to use telehealth. There was a
negative association with electronic prescriptions among those
aged between 18 and 44 years and aged between 45 and 64
years. In addition, regardless of age, people with unhealthy
behaviors, such as smoking, alcohol consumption, and a lack
of interest in exercise, were less likely to use telehealth services.
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Telehealth and Demographic Factors
The presented analyses represent factors contributing to
telehealth use among Hispanic people. Like other studies, people
aged older than 65 years were less likely to use telehealth than
people in younger age groups [3,9]. Male participants in the
aged older than 65 years group were 6% less likely to use
telehealth, while male participants in the youngest group were
5% more likely to use telehealth. Saeed and Masters [16]
indicated that female participants have higher telehealth usage
due to caregiver burdens that make attending in-person visits
more challenging. Furthermore, our findings indicate that the
positive influence of health care use factors (eg, having a
primary care doctor, medical usage, and use of WebMD) and
the detrimental effects of unhealthy behaviors (alcohol
consumption and smoking) are more pronounced among patients
aged older than 65 years compared to younger age groups. Our
findings suggest the necessity of considering various age groups
when examining usage differences between age and gender
groups.

Telehealth and Socioeconomic Factors
This study’s results on educational background align with other
studies that suggested that people with more than a high school
diploma have higher telehealth usage [18]. A lack of education
contributes to low health and digital literacy and interferes with
a person’s inability to access and use health-related information
[20,21]. This study suggests that people with a primary care
physician and those using the health care system (medical usage)
are more likely to use telehealth [9,22]. These characteristics
describe people who already have access to the health care
system and are perhaps representative of the segment of the
Hispanic population that experiences more health-related equity
[23]. This has implications for increasing convenient access to
care rather than increasing access for people who do not already
have access to care. Research suggested that a primary care
physician was critical to accessing traditional, in-person services.
Having access to a primary care physician provides an avenue
to get telehealth services; therefore, we can reasonably speculate
that people who have access to in-person health care will have
access to telehealth [16,24]. People who live in low-income
communities are particularly vulnerable due to a lack of
resources [14]. Darrat et al [15] suggested that among people
with incomes less than US $30,000 annually, 29% lacked a
smartphone, 44% did not have home broadband access, and
46% did not own a computer. The lack of internet access
exacerbates the inequity in service access [18]. Jain et al [25]
suggested that 84% of telehealth users had broadband internet
access [26]. A study by Chau et al [27] indicated that 30% of
Hispanic people do not have a computer in their home and are
10 years behind non-Hispanic White people with regard to
broadband internet access. Researchers suggested that cultural
perspectives influence technology use even when Hispanic
individuals have similar technologies [2,26,28]. The results of
this study indicate that Hispanic persons who used the internet
for health information, such as WebMD, were more likely to
use telehealth services; however, there was no relationship with
electronic prescription behavior. Haun et al [29] also suggested
no statistically significant relationship exists between telehealth
use and electronic prescription behavior, as the provider, not

the patient, initiates this service. Among Hispanic patients who
used telehealth, they had the highest rate of missed telehealth
visits at 42% [3]. A study by Ghaddar et al [6] suggested that
60% of Hispanic individuals access the internet or send or
receive emails. However, only 24% communicate electronically
with health care providers, and 40% report having low digital
literacy [6].

Telehealth and Health Behaviors
In this study, people with unhealthy behaviors, such as smoking,
alcohol consumption, and a lack of interest in exercise, had
significantly lower odds of using telehealth across all age
groups. Researchers suggested that smoking disproportionately
affects people of low income and educational status, and alcohol
misuse is increasing among people of color and people older
than 60 years [30,31]. Health behaviors often include factors
such as smoking, drinking, and physical activity and contribute
to health inequity [32,33]. In addition, health behaviors have a
significant effect on health care usage [34,35]. The association
between telehealth use and smoking and alcohol is not
conclusive in the body of literature. Jaffe et al [36] suggested
that smoking has no relationship with exercise behavior, alcohol
use, smoking, or telehealth. They suggested that 12% of people
who smoked had a telehealth visit, as compared to 61% of
people who never smoked and had a telehealth visit; however,
it was not statistically significant (P=.45) [36]. The authors also
suggested that alcohol consumption was not a deterrent to
telehealth use, as 69% of alcohol users experienced a telehealth
visit. A study by Wegermann et al [3] indicated that there were
minimal to no differences in telehealth use among people who
reported alcohol use or smoking. However, another study by
Kim [37] indicated that exercise and alcohol use were associated
with telehealth acceptance, whereas smoking status was not. A
study by Jagielo et al [38] noted that during the COVID-19
pandemic, the stay-at-home order was more predictive of
telehealth use than race or ethnicity among smokers. Among
people with alcohol use disorders, researchers reported no
differences in preference for telehealth or in-person treatment
[39,40]. While beyond the scope of this study, it is imperative
to note the rapid usage of telehealth and other digital
technologies for smoking and alcohol cessation programs and
exercise promotion. Given the aforementioned socioeconomic
status of people who engaged in unhealthy behaviors, it is not
surprising that challenges were noted in access to technology,
digital literacy, and quiet session locations [30].

Recommendations
Glasgow et al [41] suggested that socioeconomic factors, cultural
perceptions, and patient preferences significantly impact health
care use. By considering patient health behaviors and
preferences, providers and decision-makers can support
“individual health and public health through enhanced care”
[41] and gain a comprehensive understanding of the complex
factors contributing to low telehealth access. We make several
recommendations based on the results of this and other studies.
First, primary care providers serve as the point of care and
cost-efficient entry into the health care system [42]. Primary
care supports access to other physician specialties, and its
services are relatively more amenable to telehealth compared
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to other physician specialties (42% and 35%, respectively); 73%
of primary care services could be offered through telehealth
[43]. Community-based primary care clinics can close the health
equity gap [44]. Primary care clinics are uniquely positioned to
engage communities in the sociocontent of their environment
and culture. Using this strategy, local clinics can promote
culturally relevant educational strategies and encourage positive
behavior change for health outcomes. Second, as we consider
supporting telehealth in primary care, it is imperative that we
support a digital public health infrastructure. Primary care
providers serving people vulnerable to health inequities report
that the lack of digital access remains a barrier. Chang et al [14]
suggested that primary care providers report that as much as
70% of their patients lack digital or internet access, and 50%
are uncomfortable with the technology. Digital access provides
a gateway to education and employment; thus, with effective
interventions, we can mitigate this social determinant of health
[45]. This suggests that discussions about including digital
access in the public health infrastructure and as a social
determinant of health warrant priority consideration [46].

Limitations
This study used a unique population-based data source. This
allowed us to examine the Hispanic population in the Office
Ally and Analytics IQ databases. We studied socioeconomic,
health behavior, and demographic factors in the Hispanic
community and determined the odds of using telehealth during
a public health crisis. The results may not be reproducible, as
the data collection was during COVID-19, and patients may
not have gained proficiency with the technology or lack internet
access. The study used the COVID-19 Research Database and
is subject to the limitations of administrative databases. The
validity of the data is dependant upon the facilities to report
accurate data and code visits correctly in the Office Ally

database. Analytics IQ PeopleCore consumer data rely on the
accuracy of reporting by the consumer. In this study, the
Hispanic population considered all persons of Hispanic or Latino
identification. In addition, data were not available on geography
(rural and urban), access to home internet, and the ability to
read and write English proficiently. In future research, it is
imperative to account for variances in usage patterns between
urban and rural populations, given the potential impacts of
geographic disparities, technological infrastructure, and internet
accessibility on health care usage. Future studies should consider
measures of English health literacy and its association with
health care access. Furthermore, future studies should consider
patient and provider relationships in local communities to
explore additional information not captured in surveys and
claims data that explicates attitudes and challenges with
telehealth access and use.

Conclusions
Telehealth supports favorable health outcomes across
populations. However, without equity in usage, these benefits
are not realized across communities. This study highlights that
telehealth use among Hispanic communities can be influenced
by demographic, socioeconomic, and health behavioral factors.
Telehealth use among Hispanic communities is dependent upon
several important factors, such as age, gender, education,
socioeconomic status, current health care engagement, and
health behaviors. To overcome these barriers, we recommend
interdisciplinary strategies that call for medical professionals,
insurance providers, and community-based services to engage
meaningfully with Hispanic communities to support telehealth
use. As telehealth becomes increasingly prevalent in our society,
it is imperative that we support this method for accessing the
health care system.
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Abstract

Background: Patient navigation interventions (PNIs) can provide personalized support and promote appropriate coordination
or continuation of health and social care services. Online PNIs have demonstrated excellent potential for improving patient
knowledge, transition readiness, self-efficacy, and use of services. However, the characteristics (ie, intervention type, mode of
delivery, duration, frequency, outcomes and outcome measures, underlying theories or mechanisms of change of the intervention,
and impact) of existing online PNIs to support the health and social needs of individuals with illness remain unclear.

Objective: This scoping review of the existing literature aims to identify the characteristics of existing online PNIs reported in
the literature.

Methods: A scoping review based on the guidelines outlined in the Joanna Briggs Institute framework was conducted. A search
for peer-reviewed literature published between 1989 and 2022 on online PNIs was conducted using MEDLINE, CINAHL, Embase,
PsycInfo, and Cochrane Library databases. Two independent reviewers conducted 2 levels of screening. Data abstraction was
conducted to outline key study characteristics (eg, study design, population, and intervention characteristics). The data were
analyzed using descriptive statistics and qualitative content analysis.

Results: A total of 100 studies met the inclusion criteria. Our findings indicate that a variety of study designs are used to describe
and evaluate online PNIs, with literature being published between 2003 and 2022 in Western countries. Of these studies, 39 (39%)
studies were randomized controlled trials. In addition, we noticed an increase in reported online PNIs since 2019. The majority
of studies involved White females with a diagnosis of cancer and a lack of participants aged 70 years or older was observed. Most
online PNIs provide support through navigation, self-management and lifestyle changes, counseling, coaching, education, or a
combination of support. Variation was noted in terms of mode of delivery, duration, and frequency. Only a small number of
studies described theoretical frameworks or change mechanisms to guide intervention.

Conclusions: To our knowledge, this is the first review to comprehensively synthesize the existing literature on online PNIs,
by focusing on the characteristics of interventions and studies in this area. Inconsistency in reporting the country of publication,
population characteristics, duration and frequency of interventions, and a lack of the use of underlying theories and working
mechanisms to inform intervention development, provide guidance for the reporting of future online PNIs.

(JMIR Med Inform 2024;12:e50307)   doi:10.2196/50307

JMIR Med Inform 2024 | vol. 12 | e50307 | p.1590https://medinform.jmir.org/2024/1/e50307
(page number not for citation purposes)

Marsh et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:kristina.kokorelias@sinaihealth.ca
http://dx.doi.org/10.2196/50307
http://www.w3.org/Style/XSL
http://www.renderx.com/


KEYWORDS

online; patient navigation; peer navigation; patient navigation interventions; online patient navigation interventions; scoping
review; patient portals; social care services; online medical tools; eHealth; telehealth; personal support; social care; patient
navigation intervention

Introduction

Background
Individuals living with chronic illness or illnesses or disability
have reported increased reliance on the health care system, as
well as social supports for relevant resources or services (ie,
medication, equipment, therapy, and counseling), particularly
emphasizing the past decade [1-4]. This poses a problem, as
they also face a number of challenges when navigating the health
care system. These challenges can be attributed to various
factors, such as a lack of proper care coordination and continuity
of health care services [5-8]. Other concerns include patients’
inadequate knowledge related to their conditions or disabilities
and the lack of adherence to treatment plans [2,9]. It is also
specifically challenging for patients with complex health needs
to find appropriate health care services as there is a lack of
training in specialized care provision [10-12]. Altogether, these
challenges pose a threat to the use, coordination, and
continuation of health care services for patients with chronic
health conditions or disabilities.

In particular, individuals struggle with coordination difficulties
[13]. Literature supports this finding, with a relationship between
self-reported care coordination difficulties and the level of
patient engagement and chronic illness complexity being
observed [13,14]. It is critical to address this gap by providing
navigation services for these patients with multiple and complex
chronic conditions as a lack of proper coordination and
continuation of services can lead to negative outcomes related
to one’s health and well-being, including one’s ability to
integrate and participate within the community [5-8,13,15].

Patient navigation commonly involves the use of one-to-one
interactions between navigators and patients or their family
members and caregivers to promote recommended health care
use behaviors from patients’ screening, to diagnosis, to
resolution [10,16-19]. Patient navigation can be provided in the
form of a professional, lay, or peer (with training) navigator
[20].

Current literature has identified patient navigation interventions
(PNIs) as an effective care approach for populations with chronic
illness or disabilities in relation to managing their care through
assistance with navigating the health care system
[1,10,13,16,21-27]. In a systematic review, McBrien et al [27]
assessed the impact of patient navigation on patients living with
chronic diseases such as cancer, diabetes, HIV or AIDS,
cardiovascular disease, chronic kidney disease, and dementia.
The authors found that of the included 67 randomized controlled
trials (RCTs), 44 trials indicated that patient navigation
improved primary outcomes, specifically those related to the
patients’ care or health care navigation process [27]. A
meta-analysis of RCTs involving various patient populations
revealed that compared to usual care, patient navigation more
than doubled the likelihood of patients’ health screening rates

and attendance at care events [25]. Similar findings were
reported in a scoping review by Kokorelias et al [10] that
summarized the literature on patient navigation for adults with
chronic conditions, whereby patient navigation increased a
patient’s overall satisfaction with their care and improved access
to care, education, and adherence to medication and treatment
completion. Likewise, in the context of cancer care, reviews of
patient navigation have concluded that PNI programs were
found to be cost-effective approaches to care when considering
factors such as life expectancy, incremental cost-effectiveness
ratios, and quality-adjusted life-years [28,29], thus further
supporting the benefit and need for patient navigation. While
informative, these reviews focused on PNIs in general and were
not specific to online PNIs.

One example of patient navigation is peer navigation, which
involves trained peer navigators who have lived experiences of
health conditions or disabilities that they can use to provide
personalized support to patients with different needs
[19,23,30-33]. Personalized support in patient or peer navigation
may involve the following types of support: educational or
informational (sharing of advice, personal experiences,
first-hand knowledge, resources, and factual information),
psychosocial (provision of emotional and social support using
empathy, validation, mentorship, motivation, feedback, and
reflection), and instrumental (assistance with administrative
activities, accessing and navigating services or resources,
advocacy) [19,23,30-33].

Consistent with the theoretical underpinnings of the Social
Cognitive Theory [34], the provision of such personalized
support in patient navigation can promote patients’ perceived
self-efficacy, appropriate health care use behaviors, and related
outcomes (ie, community integration, quality of life, and
well-being). For instance, Cabassa et al [35] systematic review
identified peer-based navigation interventions to be among the
most promising interventions for improving the health outcomes
of individuals with serious mental illnesses. Peer navigators
with lived experience improved health outcomes by facilitating
linkages between individuals seeking care and health care
services [10,36-39].

One area of development that warrants further exploration is
online PNIs for a breadth of chronic conditions in the adult
population. Research has shown that online-based PNIs have a
great potential for improved health outcomes (eg, increased
patient knowledge, transition readiness, self-efficacy, and
appropriate use of health care services) in various patient
populations. Casillas et al [40] conducted a three-arm RCT to
test the efficacy of both a peer navigation intervention and an
intervention involving the use of mobile technology (ie, SMS
text messaging) in promoting cancer survivorship care in
adolescents and young adults. Compared to standard care, these
online interventions demonstrated the following statistically
significant benefits: online peer navigation improved

JMIR Med Inform 2024 | vol. 12 | e50307 | p.1591https://medinform.jmir.org/2024/1/e50307
(page number not for citation purposes)

Marsh et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


participants’ self-efficacy in survivorship care, SMS text
messaging improved survivorship-focused knowledge, and both
interventions improved participants’ attitudes in seeking
survivorship care [40]. Specifically, the SMS text messaging
group exhibited higher levels of survivorship care knowledge
compared to the control group (P<.05), while the peer navigation
group showed increased survivorship care self-efficacy
compared to the control group (P<.05). Both intervention groups
demonstrated more positive attitudes toward seeking
survivor-focused care compared to the control group (SMS text
messaging group: P<.05; peer navigation group: P<.05) [40].
Considering the initial efficacy observed in both interventions,
each has the potential to be used in the future to educate and
empower adolescent and young adult cancer survivors in
accessing necessary survivorship care [40]. Online support has
also been deemed a more flexible and sustainable care model
when offered to individuals with intellectual disabilities,
especially during the COVID-19 pandemic [41]. Moreover,
online patient navigation can better reach rural, remote, and
other underserved communities.

Objective
Despite the demonstrated benefits of online patient navigation
for various patient populations, the extent of the literature
specifically focused on online PNIs across a range of chronic
conditions or disabilities is uncharted. Therefore, the purpose
of this scoping review is to comprehensively search databases
and summarize data from peer-reviewed publications to address
the following research question: What is known from the
existing literature about the key characteristics (ie, intervention
type, mode of delivery, duration, frequency, outcomes and
outcome measures, underlying theories or mechanisms of change
of the intervention, and impact) of online PNIs used across a
range of chronic conditions or disabilities?

Methods

Research Design and Methodological Framework
A scoping review methodology was used given the broad nature
of the research objective and question, and the lack of previous
comprehensive reviews conducted in this area. A scoping
review, also known as a scoping study, serves as a form of
knowledge synthesis designed to explore research questions
and map key concepts, types of evidence, and research gaps
related to a defined area or field. This approach involves
systematic searching, selection, and synthesis of existing
knowledge [42] (page 28). Thus, a scoping review was deemed
suitable to help identify key concepts and evidence related to
online PNIs for adults with chronic conditions or disabilities.
This scoping review was guided by the framework proposed
by the Joanna Briggs Institute (JBI) Manual for Evidence
[43-45]. The JBI framework was selected as it was developed
based on previously reported methodological frameworks by
Arksey and O’Malley [46] and Levac et al [47]. This refined
framework provides additional guidance and clarity on the steps
involved in the collection, analysis, and dissemination of
research findings [43-45]. Specifically, the JBI framework
focuses on aspects of the research process that have not been
addressed as extensively in previous frameworks. The methods

and the findings are reported according to the PRISMA-ScR
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses extension for Scoping Reviews; Multimedia
Appendix 1) to further enhance the reporting of findings, as
consistent with the JBI methodology [43-45,48]. A protocol
was not published prior to the completion of this scoping review.

Inclusion and Exclusion Criteria
All empirical study designs (eg, experimental,
quasi-experimental, observational, qualitative studies, not review
methodologies) reported in peer-reviewed, full text (eg, no
conference abstracts) were included to increase the scope of the
literature found. To address the identified gaps in the current
literature on online PNIs, only peer-reviewed studies involving
trained navigators and PNIs delivered using an online format,
and software or application-based PNIs both with or without
allocated trained navigator support were included. Our review
encompasses a broad spectrum of online PNIs including those
featuring hybrid formats. These interventions incorporate both
online elements and face-to-face or other non–internet-related
components, ensuring a comprehensive assessment of diverse
intervention modalities and their characteristics. Participants in
these studies had to be adults (aged 18 years and older) with
chronic conditions or disabilities as recognized by the Public
Health Agency of Canada (PHAC) [49], the Canadian Chronic
Disease Surveillance System, and the World Health
Organization. These conditions based on their PHAC
categorization could include exclusively physical or mental
health–based conditions, or both. Examples of common chronic
diseases and conditions, as defined by the PHAC, the Canadian
Chronic Disease Surveillance System, and the World Health
Organization, include cardiovascular disease (eg, heart failure,
hypertension, and stroke), chronic respiratory disease (eg,
asthma and chronic obstructive pulmonary disease), diabetes
mellitus (types combined, but not gestational diabetes), mental
illnesses (alcohol or drug-induced disorders, mood and anxiety
disorders, and schizophrenia), musculoskeletal disorders (eg,
arthritis and osteoporosis), and neurological conditions (eg,
dementia, epilepsy, multiple sclerosis, and Parkinson) [49-51].
Additionally, studies with participants living with HIV and
AIDS were also included [52]. Only studies published between
1989 and 2022 and available in full text in English were included
due to feasibility considerations (ie, members of the research
team could only read in English) and resource constraints. The
Report to the Nation on Cancer in the Poor that began work in
the area of patient navigation began in 1989 [21]. Exclusion
criteria included PNIs that were delivered in alternate formats
(eg, face-to-face, telephone, and mail).

Data Collection and Management
Comprehensive literature search strategies based on the inclusion
and exclusion criteria of this scoping review were developed in
collaboration with an experienced librarian (LP). The search
strategies were further informed by the
Participants/Concept/Context framework as recommended in
the JBI methodology. The search strategy included medical
subject headings and text words related to adults with chronic
conditions or disabilities and online PNIs (Multimedia Appendix
2). The search strategy was first developed, tested, and refined
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in MEDLINE (OVID interface) prior to being used in other
databases. The following databases were searched using the
finalized MEDLINE strategy: CINAHL (EBSCO interface),
Embase (OVID interface), PsycInfo (OVID interface), and
Cochrane Central Register Controlled Trials (Cochrane Library).
The use of multiple health care–related databases helped broaden
the scope of the comprehensive literature search. Data yielded
from the comprehensive literature search strategies were stored
and screened using the online Covidence software program
(SaaS Enterprise) [53,54]. These data were screened at 2 levels
(ie, level 1 and level 2 screening). Study titles and abstracts
were screened first, followed by the screening of full-text
studies. Screening at both levels was conducted by 2
independent reviewers (MM and SRS) to ensure accuracy in
the included results. Discrepancies were addressed through
consensus between the reviewers and the senior author (KMK).
Reference lists of all included studies were reviewed to
determine any studies that may have been missed from the
database search. Gray literature was not included.

Data Extraction and Analysis
Data extraction was carried out by extracting key information
or data from the included studies. A data extraction form,
developed by the authors, was used to chart and record this
information to ensure easy referencing and tracking of each
study to ensure clarity. The form was first piloted on the first 5
included studies by all members of the research team. The
extraction template was further informed by the Template for
Intervention Description and Replication (TIDieR) checklist
and guide, which is a framework that aims to promote
replicability and implementation of interventions through the
consistent reporting of key intervention characteristics [55].
The following data were extracted from the full-text studies:
study characteristics (ie, title, author or authors, publication

year, publication country, study purpose or objective or
objectives, and study design), participant population
characteristics (ie, sample size, race or ethnicity, condition or
disability, age, and sex), and key characteristics of the
intervention (ie, name, type, description, setting, duration,
frequency, mode of delivery, underlying theories, behavior
change techniques or working mechanisms, context, outcome
measures used, and quantitative and qualitative outcomes). In
line with scoping review methodologies, we did not evaluate
the quality of included studies [56]. Data were extracted by 2
independent reviewers (MM and SRS) and any disagreements
were resolved through consensus. Following data extraction,
the following information was specifically summarized using
descriptive statistics [57] and directed content analysis [58] to
provide an accurate overview of the published literature on the
key characteristics of online PNIs in adults with chronic
conditions or disabilities. The research team reviewed the coded
data to create a set of categories that capture the key themes,
concepts, and variables relevant to the research question. This
involved both inductive categories (emerging from the data)
and deductive categories (informed by the TIDieR framework).
The authors then began coding the selected studies according
to this scheme, using Excel (Microsoft Corp) to facilitate this
process. The Excel document was then reviewed by all members
of the research team to identify patterns and trends. The team
met over a series of meetings to determine key interpretations
of the results.

Results

Overview
The PRISMA-ScR flowchart displayed in Figure 1 shows an
overview of our comprehensive literature search, which yielded
11,925 studies.
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Figure 1. PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) flowchart.

Study Characteristics
The publication dates ranged from 2003 to 2022, with some
years yielding no publications. The greatest number (n=20,
20%) were published in 2019 with 19 (19%) studies published
in 2020. As for the publication country, all studies were
published in Western countries. A total of 48 (48%) studies
were conducted and published in the United States, followed
by 23 (23%) studies from Canada, and 19 (19%) studies from

the United Kingdom. There was a variation of study designs
observed in the review. The most common study design included
RCTs (n=39, 39%). The included studies focused on the
development, implementation, and testing of online PNIs. Of
the studies included, 82 (82%) studies specified their sample
size. There was a significant range in the overall participant
sample size (including intervention and control arm or arms),
observed from 9 to 14,584 participants, with the median being
97 (IQR 342) participants. When comparing the sample sizes
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of the intervention and control arms, 24 studies had an
approximately equal division, while 21 studies did not. In
addition, 55 studies did not specify the sample size of the
intervention or control groups. Multimedia Appendix 3 outlines
the study characteristics.

Population Characteristics
Among the included full-text studies, the majority (n=79, 79%)
of the studies’ participants had conditions or disabilities that
would be classified exclusively as physical health-based
conditions according to the PHAC (including cancer, heart
disease, diabetes, and stroke), while only 11% (n=11) of the
studies represented participants with solely mental health-based
conditions (eg, mood disorders, substance use and addictions,
and eating disorders). A total of 10% (n=10) of the studies
represented participants who had both physical and mental
health–based conditions. One study represented participants
who had post–COVID-19 condition. In terms of the participants’
age, 55% (n=55) of the studies provided this information. Across
the studies that reported age (regardless of study design), the
mean age range (with SD) of the participants included in the
studies’ intervention arms (ie, those who participated in online
PNI) was between 19.84 (SD 1.61) and 69.6 (SD 9.1) years.
When comparing the age of the participants in the intervention
and control arms, 37% (n=37) of the studies had similarly aged
participants (ie, 20-70 years of age). With regards to the sex of
participants, 20 (20%) studies included only female participants
while only 4 (4%) studies included only male participants. A
total of 19 (19%) studies had an approximately equal distribution
of females and males, and 14 (14%) studies did not specify the
sex of the participants or inconsistently reported this
information. In terms of the racial or ethnic representation of
participants in studies, more than half (n=54, 54%) of the studies
did not specify this information. Among those that did, in 20
(20%) studies, the majority of the participants were White,
followed by the following racial groups: Black, African, or
African-American (16 studies), Hispanic or Latinx (5 studies),
and Asian or Asian American (4 studies; terminology as used
by the original authors of the included studies). Only one study
focused on the Indigenous population (in Australia).

Intervention Characteristics

Types of Intervention
Among the 100 included studies, the most common intervention
type was a combination (n=61, 61%), which included a mix of
peer, patient, and other navigation types including coaching,
digital navigation (including mobile, eHealth, or telehealth-based
interventions, or software application-based interventions), and
self-management. Within the “other” category, intervention
types included a mixture or combination of peer, patient, and
other navigation intervention types, as well as the exclusive
implementation of interventions such as coaching, counseling,
health promotion, digital navigation, self-monitoring, or
self-management. A total of 32 (32%) studies were exclusively
patient navigation-based, and 7 (7%) studies were exclusively
peer navigation-based. Other studies did not clearly specify the
intervention type (ie, who the intervention was led by or what
it involved).

Several studies explored diverse online PNIs for cancer-related
support and care. While the interventions varied across studies,
commonalities and differences emerged. One study introduced
a virtual navigation tool providing comprehensive cancer
information accessible 24/7, emphasizing its value in validating
information and controlling exposure, while another used nurse
navigators sending scripted messages, resulting in improved
quality of life and symptom burden among participants [59]. A
similar modality was used by other studies that used peer
navigation and SMS text messaging interventions for educating
cancer survivors on late effects and survivorship care, leading
to improved survivorship knowledge, attitudes, and self-efficacy
[40]. On the contrary, some scholars focused on self-monitoring
and physical activity, noting enthusiasm and continued use
among participants [60,61].

In the context of multimorbidity, the studies featured various
adaptations and design elements tailored for both physical and
mental health conditions and examined technology use for
patients with multiple chronic conditions, focusing on
communication tools, tracking medical information, and
decision-making support, intending to address self-management
challenges and health care navigation issues [62]. Allen et al
[63] developed an internet-based health coaching intervention
targeting chronic pain, depression, and mobility difficulties,
emphasizing patient-clinician communication improvement and
patient empowerment through goal-setting and constructive
communication tools. On the other hand, some interventions
focused on peer visitation, support groups, and educational
materials, enhancing recovery expectations and satisfaction
[64,65]. Thus, both chronic conditions, like cancer and multiple
chronic conditions, used strategies such as technology
integration for communication, support, and information
dissemination, tailored interventions addressing specific
conditions and associated challenges, peer support networks
fostering engagement and optimism, and empowerment
strategies encouraging collaborative patient-clinician
communication, goal-setting, and self-efficacy. Multimedia
Appendix 4 outlines the intervention characteristics.

Duration and Frequency
Of the included studies, the duration and frequency of
interventions were varied. Of the 100 included studies, 55 (55%)
studies specified a duration and only 17 (17%) studies specified
a frequency of the intervention. Other studies included a variable
duration or frequency that was tailored to the needs of individual
patients. Of the 55 (55%) studies that specified duration, 7 (7%)
studies were offered for a year. A total of 41 (41%) studies were
offered for 1 month up to 11 months, 3 studies were offered
weekly (eg, one time per week), and 4 (4%) studies were held
on a daily basis. In addition, of the total studies included, 14
studies had a variable duration, 24 (24%) studies did not specify,
and there were 7 (7%) studies where the duration was not
applicable (eg, proof of concept, usability, and beta-testing). In
terms of frequency, of the 17 (17%) studies that specified
frequency for interventions, 3 (3%) studies were month-based,
10 (10%) studies were week-based, and 4 studies required
day-to-day engagement from participants. Of the total studies
included, 46 (46%) online PNIs had variable frequency, 30
(30%) did not specify frequency, and there were 7 (7%) studies
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that reported interventions where the frequency was not
applicable as the interventions only occurred once.

Mode of Delivery
Of the included studies, 56 (56%) of the 100 studies reported
using an online mode of asynchronous or synchronous delivery
for interventions, without any other components. A total of 13
(13%) studies used a format that was hybrid, with both online
and offline intervention formats. In total, 22 (22%) studies
included SMS text messaging as the main component of
intervention delivery, of which 14 (14%) studies had SMS text
messaging mixed with other intervention formats such as the
use of telephone calls, educational videos, websites, and online
support groups. Finally, 9 (9%) of the 100 studies used a mixed
format including intervention components such as software
programs and applications, telephone calls, in-person
interactions, email, automated phone lines, and other
online-based intervention formats.

Underlying Theories
In total, 78 (78%) studies did not specify the use of any
underlying theories, models, and frameworks, that were used
to guide the PNIs. Of the 22 (22%) studies that did specify an
existing theory, a total of 21 different theories were identified.
Four studies indicated that the intervention was based on more
than one theory. Social cognitive theory followed by the
self-determination theory, self-efficacy theory, behavior change
theory, and community empowerment were the most common
theories used. The most common working mechanism among
these was a combination (n=20, 20%) of various mechanisms,
which included coaching, education, peer support, navigation,
self-management, and cognitive behavioral therapy among
others. Self-management (n=19, 19%) and navigation (n=19,
19%) followed as other commonly identified mechanisms.

Outcome Measures
Multiple outcome measures were used in these studies; however,
the most commonly used outcome measures included: the Short
Form-36 survey questionnaire to measure participants’
health-related quality of life, the Patient Health Questionnaire-9
to measure participants’psychological outcomes, and the Health
Education Impact Questionnaire to measure participants’
knowledge and self-management related outcomes. Additional
standardized and nonstandardized outcome measures were used
to report on common intervention outcomes such as the
interventions’ feasibility, acceptability, efficacy, effectiveness,
uptake, use, and retention, and participants’ clinical symptoms
or outcomes (physical, mental, emotional or psychosocial),
lifestyle or behavioral changes, quality of life, user experience
or satisfaction, adherence, knowledge, attitudes, and
self-efficacy.

Outcomes and Impact of Online PNIs
Out of the 76 (76%) studies that reported quantitative findings
(including RCTs and non-RCTs), 46 (60.5%) studies
demonstrated significant improvements. Improvements were
commonly demonstrated in the following outcomes:
appointment adherence, intervention retention, knowledge,
self-monitoring of symptoms, and physical and mental health
symptoms. Of the 23 (23%) studies that reported qualitative

findings, 8 (35%) studies identified specific themes and
subthemes [62,66-72]. The included qualitative studies spoke
of themes that described usability or user experience, as well
as participants’ experience with the PNI as it related to
self-management, education, knowledge, navigation,
engagement, encouragement or support, and feedback.

Discussion

Principal Findings
This scoping review aimed to investigate the key characteristics
of reported online PNIs to inform future intervention
development and research evaluation. A total of 100
peer-reviewed studies were included. Overall, online PNIs are
highly variable with various modalities for delivery, durations,
frequencies, and contexts of support provided. Few studies
reported participants’ sex, diagnoses, age, and race or ethnicity.
Moreover, most of the literature was published in Western
countries, resulting in a lack of data from non-Western countries,
as well as PNIs that reflect the needs of individuals from
non-Western countries. Despite this, we were able to ascertain
through the results of 20 RCTs (the highest level of evidence)
[73] that in general, online PNIs improve outcomes of patients’
self-management, knowledge, clinical symptoms (physical or
mental health–based), and use and navigation of health care
services.

The majority of the online PNIs were designed for physical
health-based conditions (including cancer, heart disease,
diabetes, and stroke), while few studies focused solely on mental
health–based conditions. Our investigation revealed a notable
scarcity of online PNIs specifically targeting multimorbidity of
physical and mental health conditions (n=10), signifying a
considerable gap in available interventions addressing the
complex needs of individuals with multiple chronic conditions.
This paucity carries significant implications, indicating an unmet
need within the digital health landscape, that is needed to ensure
comprehensive care for those navigating multifaceted health
challenges. Participants in the RCTs ranged from 20 to 70 years
of age. As with other reviews of digital health interventions to
support the coordination of care [74,75], our review noted a
lack of inclusion of particular groups of older adults (ie, 70
years and older), despite this group representing a large
proportion of individuals living with chronic conditions [76]
who could benefit from online health interventions [75,77].
Moreover, our review found a lack of literature exploring the
impact of online PNIs on Indigenous populations and non-White
populations such as Black, Asian, and Hispanic individuals,
making it difficult to ascertain their unique needs to inform
further online PNIs. As such, future research on online PNIs is
encouraged to explore the interaction of racial and cultural
factors of different groups to improve service delivery [78].

Our review highlights how future online PNIs can better support
various patient populations. Only one study cited in our review
noted the racial preferences of participants in which Black
patients preferred the services of a Black (virtual) provider [79].
Ethnic minorities and other underserved populations often face
unique barriers to accessing health services that patient
navigation is able to assist with overcoming [10,80,81]. Social
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and environmental factors, such as finances, health literacy, and
availability of health services, influence health access [82-84].
To overcome these barriers, it is necessary to create efficient
processes for referring communities affected by social and
environmental factors to suitable resources, ensuring that their
needs are adequately met [85,86]. Culturally appropriate patient
navigation can assist with learning about the unique information
needs and barriers that face particular communities and facilitate
an appropriate referral and support process to services [10,87].
While online PNIs can help overcome traditional barriers to
seeking support, such as transportation [88], it is important to
consider that shifting to online PNIs may also increase risks to
access and equity as a result of digital inequity (ie, gaps in use
and participation in the use of technology) [89]. Future research
efforts on online PNIs should also consider the individual needs
of target populations (eg, access and geographical location,
income, and digital literacy), as well as the significance of an
individual-based versus group-based mode of delivery of online
PNIs.

We also noted the lack of consistent reporting of intervention
characteristics. For example, the duration and frequency of
interventions were not reported consistently or were variable
among the included studies in our review. Moreover, multiple
studies did not specify the exact frequency of their intervention.
Similar trends were observed in a previous review on web-based
peer support interventions where the authors reported “a lack
of consistency” and variation regarding the reporting of
intervention characteristics such as duration and frequency [75].
The reporting of intervention doses associated with improved
outcomes is important to guide other jurisdictions looking to
implement or build upon existing interventions [90].
Frameworks, such as the TIDieR, have been posited as helpful
for guiding researchers in reporting a full description of complex
interventions [55] such as PNIs. The TIDieR can help guide the
reporting of future online PNIs to ensure transparency and
improve the quality of patient navigation research. Relying
solely on reported intervention characteristics, however, can
imply a limitation of the personalization of interventions (ie,
inflexibility in the duration and frequency tailored to participant
needs). While this can be a great guide for replicating the
interventions, and further testing and implementation, patients
with chronic illness may require individualized approaches to
care [91]. Further research is needed to understand how the
duration, frequency, and support provided within existing online
PNIs may evolve across the illness and care trajectory of
patients. Moreover, the TIDieR is only beneficial for
reproducibility in the setting specified by the original individual
study and therefore cannot guide researchers to implement the
intervention in different contexts or settings [90]. Researchers
should then reply on implementation frameworks, such as the
PRACTical planning for Implementation and Scale-up guide
to provide practical direction on implementing online PNIs into
new sessions [92].

Despite a substantial portion (78%) of the studies not explicitly
delineating underlying theories or frameworks, the 22% of
studies that did highlight a diverse array of theoretical
foundations (ie, Social Cognitive Theory emerged prominently,
followed by self-determination theory, self-efficacy theory,

behavior change theory, and community empowerment among
others). This diversity underscores the need for a more
comprehensive and structured integration of theoretical
frameworks within the design and implementation of online
PNIs. Integration of frameworks within online PNIs can help
researchers understand the underlying mechanisms driving these
interventions and will help to establish standardized evaluation
metrics. Moving forward, comprehensive research could delve
into exploring the efficacy and synergies of combining multiple
theories to inform the design and implementation of online PNIs
effectively. Furthermore, investigating how specific mechanisms
within these theories (eg, coaching, education, and peer support)
contribute to PNI outcomes can enrich our understanding and
potentially optimize intervention strategies. This calls for a
systematic and comparative analysis to discern the differential
impact of diverse theoretical orientations on the effectiveness,
sustainability, and scalability of PNIs across various health
contexts and participant demographics.

Digital health interventions often incorporate elements akin to
navigation programs including patient education, remote
monitoring, and personalized feedback. These features aim to
empower patients in self-management and facilitate
communication with health care providers. In contrast,
navigation programs traditionally focus on guiding patients
through complex health care systems, providing support in
appointment scheduling, access to resources, and continuity of
care. However, as digital health evolves, distinctions between
these approaches can blur. Many digital health solutions now
integrate navigation functionalities such as decision support
tools and care coordination platforms. This integration raises
questions about the delineation between virtual care and
navigation programs, particularly regarding their roles in
improving health outcomes and patient experience across
different chronic diseases. Moving forward, future research
should explore synergies between digital health interventions
and navigation programs to optimize their combined impact on
chronic disease management. This includes examining the
effectiveness of integrated approaches in enhancing patient
adherence, reducing health care disparities, and improving the
overall quality of care.

Finally, we found that online PNIs are an accessible and
user-friendly option for navigational support to patients. Similar
trends were observed in other studies involving peer and
professional navigators [10,19,20,36,93-101]. Similarly, positive
and statistically significant outcomes were also reported in
another scoping review on web-based peer support, where the
authors found that interventions in 4 of their 6 included RCTs
improved the health navigation, emotional self-management,
self-efficacy, social participation, and attitudes of adults with
chronic conditions [75]. Overall, these findings demonstrate
how online PNIs could play a crucial role in improving health
use and navigation among adults with chronic conditions and
disabilities. Additionally, a common theme that was reported
by patients, specifically among the qualitative findings of studies
from our review was that online PNIs provided more
accessibility, engagement, and encouragement to participants
navigating their health. Gaining insight on what would construe
the ideal patient navigator and ideal patient navigator program
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for patients with chronic health conditions is still in its infancy
[102,103], and as such conducting more qualitative research
with diverse patient populations would be valuable in refining
and co-designing novel online PNIs and navigator roles.

Limitations
Although a systematic, comprehensive review was conducted
to identify key characteristics of online PNIs, the authors
acknowledge that this scoping review has some limitations.
First, search results were limited to publications in English
studies published after 1989, and while the broad search strategy
made it unlikely that potentially eligible publications were
missed as a result, we may have created a bias toward studies
from English-speaking countries, which might have contributed
to the majority of data coming from Western countries. We also
excluded gray literature. The majority of the data extraction
was not completed in duplicate, which may have affected the
reliability of the extracted data. Incomplete reporting on study
characteristics by original study authors also made it challenging
to comment on additional participant characteristics (eg,

socioeconomic status, education level, and digital literacy) that
would have provided valuable information.

Conclusions
This review has mapped the existing literature on online PNIs,
and in doing so, has identified several gaps that should be
addressed in future research and intervention development
efforts. Although many positive outcomes were reported for
online PNIs, a lack of variation in included study samples, as
well as a lack of consistency in reporting, was observed in the
reporting of TIDieR intervention characteristics including the
following: the publication country of studies, population
characteristics such participants’ age, sex, and racial or ethnic
background, duration and frequency of interventions, and the
use of underlying theories and working mechanisms to inform
intervention development. Future research and development
efforts should consider using theories and models, expanding
inclusion criteria, and reporting key intervention characteristics
more consistently.
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Abstract

Background: Modern approaches such as patient-centered care ask health care providers (eg, nurses, physicians, and dietitians)
to activate and include patients to participate in their health care. Mobile health (mHealth) is integral in this endeavor to be more
patient centric. However, structural and regulatory barriers have hindered its adoption. Existing mHealth apps often fail to activate
and engage patients sufficiently. Moreover, such systems seldom integrate well with health care providers’ workflow.

Objective: This study investigated how patient-provider communication behaviors change when introducing patient-generated
data into patient-provider communication.

Methods: We adopted the design science approach to design PatientHub, an integrated digital health system that engages patients
and providers in patient-centered care for weight management. PatientHub was developed in 4 iterations and was evaluated in a
3-week field study with 27 patients and 6 physicians. We analyzed 54 video recordings of PatientHub-supported consultations
and interviews with patients and physicians.

Results: PatientHub introduces patient-generated data into patient-provider communication. We observed 3 emerging behaviors
when introducing patient-generated data into consultations. We named these behaviors emotion labeling, expectation decelerating,
and decision ping-pong. Our findings show how these behaviors enhance patient-provider communication and facilitate
patient-centered care. Introducing patient-generated data leads to behaviors that make consultations more personal, actionable,
trustworthy, and equal.

Conclusions: The results of this study indicate that patient-generated data facilitate patient-centered care by activating and
engaging patients and providers. We propose 3 design principles for patient-centered communication. Patient-centered
communication informs the design of future mHealth systems and offers insights into the inner workings of mHealth-supported
patient-provider communication in chronic care.

(JMIR Med Inform 2024;12:e57406)   doi:10.2196/57406
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Introduction

Background
The quality of the patient-provider relationship is strongly linked
to patients’ increased adherence and better health outcomes
[1-3]. Patient-provider communication requires exchanging
accurate and relevant information to better understand patients
and their preferences and context [4,5]. However, provider
instructions are complex and not communicated adequately to
patients [3,6] as health care providers often lack the time or
communication training [7]. In turn, patients have difficulties
recalling crucial information (eg, their adherence to taking
medication regularly), impeding providers’ ability to quickly
assess their medical condition and derive actions [8,9].
Therefore, adherence and health outcomes are often
subpar—especially in people with chronic conditions [6,10,11].
Due to its centrality, improving patient-provider communication
is a topic of continued interest in medical research.

Patient-Centered Care
Over the last decades, the understanding of good
patient-provider communication has evolved. Historically,
providers have possessed most of the power in patient-provider

communication [12]. These power dynamics mainly occurred
due to the significant knowledge difference between providers
and patients [13]. The resulting paternalistic model, in which
the providers made all the decisions, led to poor adherence and
increased health care costs [14,15]. Newer approaches such as
shared decision-making and patient-centered care ask providers
to adopt more inclusive methods focusing on the collaborative
nature of patient-provider communication [4,5,16-18].

Patient-centered care proposes a holistic clinical method that
centers on the patients and their preferences and contexts
[4,5,19]. It is defined as “respectful of and responsive to
individual patient preferences, needs, and values and ensuring
that patient values guide all clinical decisions” and is 1 of 6 key
elements of high-quality care [16]. The clinical method of
patient-centered medicine by Stewart et al [4] is among the most
frequently used frameworks. It proposes a communication
approach that suggests looking beyond a patient’s acute problem
and into their history and context (Figure 1). The framework
suggests (1) exploring health, disease, and the illness
experience; (2) understanding the whole person; and (3) finding
common ground to (4) enhance the patient-clinician
relationship. In the following paragraphs, we describe each of
those dimensions.

Figure 1. Patient-centered care framework by Stewart et al [4].

Exploring health, disease, and the illness experience highlights
the importance of understanding the patient’s experience. People
have different interpretations and unique experiences of health
and illness. Someone with an asymptomatic disease may
perceive themselves as healthy, whereas others feel ill without
having a disease. Providers should seek to understand and
support the patient’s view of their situation and their experience

of health and illness by listening to their concerns and feelings
[4,20]

Understanding the whole person focuses on understanding the
patient’s proximal and distal context [4]. It enables meaningful
conversations about the illness and treatment options as
providers know their patients as people (eg, what is currently
important to them) [20]. Younger patients might struggle more
with a diagnosis than older people. A patient’s relationships,
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work, education, lifestyle, and culture play a significant role in
their treatment.

Patients and providers work together to find common ground
regarding the problems and priorities, the goals of the therapy,
and the roles of the patient and the provider [4]. It stresses the
emotional engagement with the patient and the genuinely
collaborative aspect of finding common ground to arrive at
mutual decisions [4].

Enhancing the patient-clinician relationship is the goal of every
encounter in patient-centered medicine [4]. Health care becomes
genuinely patient centered through an integrated understanding
of the patient’s experience, understanding them as a whole
person, and mutual decisions [20]. The framework by Stewart
et al [4] conceptualizes patient-provider communication to
achieve patient-centered care. It proposes a mindset that places
patients at the center of clinical practice.

Patient-Generated Data in Patient-Provider
Communication
This shift in the mindset has attracted increasing interest in
health informatics research that studies the effect of technology
on patient-provider communication [21-27]. In face-to-face
consultations, patient data generated on mobile health (mHealth)
apps become increasingly important as they allow patients and
providers to gain deeper insights into patients’ routines and
adherence to therapy plans. Patient-generated data are
health-related data gathered or created by patients, usually
through wearables and mHealth [28]. Studies in health
informatics and related fields have demonstrated the potential
of patient-generated data to increase patient-provider
communication [22,29,30]. mHealth allows patients to generate
abundant health information, such as dietary patterns, emotional
conditions, or objective measures such as blood pressure
[22,23,31]. These data allow for insights into the patient’s health
experience and journey unlike ever before [32,33].

mHealth-supported approaches have significantly improved
patient-provider communication, adherence, and health
outcomes in chronic care [34-36]. Studies have shown how
these patient-generated data allow patients and providers to
engage in collaborative sensemaking that improves

decision-making [23,30,31,37]. It allows for deeper discussions
about personal values [14,16] and improves patients’
understanding of their condition and treatment [38].
Furthermore, introducing patient-generated data into
consultations affects the role dynamics of therapeutic sessions
[34]. For example, sharing clinical notes shifts power in the
patient-provider relationship [36]. Other studies report how
sharing patient-generated data through mHealth leads to greater
disclosure and better communication in consultations, resulting
in better health outcomes [30,31].

These insights have been validated for different age groups
[30,39,40] and chronic conditions (eg, chronic kidney disease)
[21,25,35,41]. This previous research shows the positive impact
of introducing patient-generated data into consultations on
adherence and health outcomes [35,36]. For example, Vitger et
al [35] describe the positive impact of generating data on a
smartphone app on patient activation, communication
confidence, and preparedness for decision-making in patients
with schizophrenia.

While existing research agrees on the vital role of
patient-generated data in patient-provider communication
[19,21,23], significant obstacles remain to leverage their
potential. So far, structural and regulatory barriers have slowed
advances [42,43]. mHealth apps seldom integrate with the
provider’s workflow, leading to a fragmentation of health data
[44,45]. More importantly, Cozad et al [46] found that only a
few mHealth apps engage and activate patients to participate in
patient-centered care. Finally, most studies report on the positive
effects of patient-generated data on patient-provider
communication, but they often fail to investigate the
communication behaviors that use patient-generated data.
Accordingly, patient-provider communication remains a black
box that receives patient-generated data as input and creates
better communication as output (Figure 2). Little to no research
focuses on the design of systems that (1) integrate
patient-generated data into the provider’s workflow and (2) use
these data in consultations to enhance patient-provider
communication. This study aimed to address this research gap
by designing and evaluating an integrated digital health system
that enhances the patient-provider communication.

Figure 2. The process of patient-provider communication as a black box.

Methods

Overview
This study addressed the research gap described previously by
developing PatientHub in a design science research (DSR)
approach to enhance the patient-clinician relationship [47,48].
DSR is a suitable approach as it systematically solves important
general problems and generates new knowledge in the form of

design principles, theoretical models, approaches, and impacts
of technology use [49]. DSR proposes to ground a solution’s
design in existing knowledge and theories, so-called kernel
theories, to justify design decisions [50]. Due to these properties,
design science is increasingly applied in medical informatics
to study emerging technologies [48,51,52].

To address the research gap, we (1) designed PatientHub and
(2) studied its impact on patient-provider communication by
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adopting the patient-centered care framework proposed by
Stewart et al [4] as our kernel theory. PatientHub is an integrated
digital health tool that introduces patient-generated data into
consultations. We build on the strong correlation between
patient-generated data and improved patient-provider
communication established in recent work [34-36]. While the
patient-centered care framework offers a holistic foundation for
improving patient-provider communication, it lacks a clear

operationalization of the 3 dimensions that offer mHealth
designers and health care providers guidance on implementing
patient-centered care. Specifically, it is unclear how to integrate
patient-generated data into the consultation process and how
patients and providers use them for patient-centered care.
Accordingly, we formulated a design goal and several subgoals
in line with our kernel theory (Figure 3 [4]).

Figure 3. Design goal and subgoals based on the patient-centered care framework [4].

The following sections present the PatientHub design, our field
study approach, and the data analysis method.

PatientHub Design
The project team designed PatientHub in 4 iterations. Our
project team included a medical informatics company, a health
institute specializing in chronic care, and 2 research institutions.

PatientHub’s design is grounded in the patient-centered care
framework [4] and leverages existing design knowledge
[21-23,34,39,53]. Over the 3 preliminary iterations, we
continuously evaluated and improved the design. We tested the
first design iteration by applying the think-aloud method with
7 participants acting as patients [54]. After refining the design
in the second iteration, a focus group of 5 domain experts from
software development, medicine, and research evaluated the
revised PatientHub. In the third iteration, 3 health care providers
and 5 patients evaluated the design in role-plays of consultations.
This paper reports on the field study evaluating the prototype
with actual patients and physicians.

PatientHub aims to enhance patient-provider communication
by integrating patient-generated data into the consultation. It
consists of a patient app, where patients generate data, and a
consultation app, where patient-generated data provide a
foundation for discussion in the consultation. In the following

section, we describe the design implementation using a scenario
and screenshots of PatientHub. It represents a potential user
story of PatientHub during the field study.

PatientHub Scenario
John is a patient at Laura’s clinic struggling with obesity. Last
week, Laura proposed that John try PatientHub to help them
advance John’s journey to better health. In the patient app on
his smartphone, John tracked his dietary and activity habits in
daily notes in a digital journal, filled out a general health
questionnaire, and selected favorites for behavior change
interventions as part of a 1-week preparation phase.

In the initial consultation, Laura and John review the journal
entries, questionnaire answers, and intervention favorites in the
consultation app on a tablet. The consultation app consists of 4
screens: goal setting, defining dietary and activity interventions,
planning, and closing. For goal setting, John and Laura discuss
target weight and therapy duration with a tablet-based
visualization using sliders (Figure 4, left). As the visualization
relates weight loss and duration to each other, they can discuss
healthy weight loss and set realistic goals. To define dietary
and activity interventions, John liked 3 interventions he would
like to explore. John and Laura can discuss additional
interventions from a list of obesity-friendly interventions (Figure
4, right; selected by medical professionals).
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Figure 4. Goal setting (left) and dietary intervention (right) app screens.

To create an intervention, they specify a name, a description
(eg, 8000 steps per day), a duration (if applicable), recurrence
(ie, regular or irregular), and preferred days and times (Figure
5, left). The consultation app allows them to discuss the
interventions to arrive at a patient-centered therapy plan
considering John’s specific context. In planning, John and Laura

see an overview of the interventions in calendar form (Figure
5, right). They can adjust the therapy plan if necessary (eg, move
an intervention from Monday to Tuesday). Once the therapy
plan is finalized, all information is automatically shared with
John on the patient app.

Figure 5. Measure specification (left) and planning (right) app screens.

John tracks his health journey in PatientHub’s journal for 2
weeks. He tracks his adherence to the therapy plan and his
experience while executing it. John sees each intervention in
the calendar, where open interventions are grayed out and
become colored once completed (Figure 6, left). For example,
John had to limit carbohydrate-dense foods today. He clicks on
the gray task icon to create a task-specific entry. He marks the

task as completed and sets his emotional state to medium as he
missed out on dessert today. John then uploads a picture of his
lunch and writes a note (Figure 6, middle). He can now review
his entries in his journal (Figure 6, right). John carried out the
therapy plan and kept his digital journal during the 2-week
implementation phase leading up to the follow-up consultation
with Laura.
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Figure 6. Calendar (left), journal entry (middle), and journal overview (right) app screens.

The follow-up consultation focuses on reviewing John’s journal.
Laura and John apply different filters to the journal entries, such
as task type (ie, diet, activity, and daily note), emotions,
execution, and media type (Figure 7, left). This way, they can
review interventions that were not completed or completed but
not enjoyed by John (Figure 7, right). Through this discussion,
they identify opportunities to improve the therapy plan and

adherence. They adjust interventions as in the initial consultation
by going through diet, activity, and planning before closing the
consultation. Again, all data are shared across the PatientHub
apps and the loop between consultations is closed. John enters
a new implementation phase where he records his progress,
which he will review again with Laura.

Figure 7. Filter options (left) and journal overview (right) app screens.

Data Collection

Overview
In line with the “human risk and effectiveness” strategy [55],
we evaluated PatientHub in a naturalistic setting to assess its
effects on patient-provider communication. For this purpose,
we collected data in a 3-week field study. The data set contained

video recordings of each consultation and interviews with each
participant after both consultations. We analyzed 27 initial and
follow-up consultations (54 recordings) to study emerging
behaviors when integrating patient-generated data into the
consultations. Furthermore, we analyzed interviews with all
participants to study how patient-generated data enhance
patient-provider communication (66 interviews in total;
physicians were interviewed once per phase). In the interviews,
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the participants reflected on their experiences throughout the
field study. The authors and the project team developed the
interview guides based on the kernel theory (ie, patient-centered
care). The interview guide further included questions about the
participants’ experience using PatientHub and their
implementation of the therapy plan. There were separate
interview guides for patients and physicians and initial and
follow-up consultations. English translations of the interview
guides can be found in Multimedia Appendices 1-4. The
interviews were held either in Swiss German or German by the
lead author and experienced project members with digital health
backgrounds. They were transcribed verbatim and anonymized.

The combination of video recordings and interviews provided
us with a rich data set to evaluate the impact of PatientHub on
patient-provider communication behaviors. Furthermore,
evaluating in the field offered us valuable insights into the
experience of patients and physicians when engaging with
PatientHub.

The 3-week field study comprised five phases: (1) onboarding,
(2) preparation phase, (3) initial consultation, (4) execution
phase, and (5) follow-up consultation. Patients were asked to
engage with the patient app of PatientHub during the preparation
and execution phases. In the following sections, we outline the
study design in detail, depicted in Figure 8.

Figure 8. Field study design. SOAP: Subjective, Objective, Assessment, Plan.

Onboarding

Patients

The study team explained the study design to the patients,
including the process for the 3 weeks and the study aim, and
answered any questions. All patients were interviewed and
completed a survey regarding their previous experience in
chronic care. The patients installed and logged into the system
with help from the study team. Finally, they received instructions
for the upcoming week, the so-called preparation phase.

Physicians

The physicians were introduced to the study design and goal.
They received training on PatientHub before the initial
consultations. While the training focused on the consultation
app, we also introduced the patient app to the physicians.

Preparation Phase (Patients Only)
Patients kept a journal regarding diet and physical activity as
daily notes in the patient app. They were asked to complete a
general health questionnaire and select 3 favorite dietary and
activity interventions.

Initial Consultation (Patients and Physicians)
The goal of the initial consultation was for the patients and
physicians to create a therapy plan with dietary and activity
interventions. They reviewed the patient-generated data (ie,
questionnaire and journal entries). Furthermore, they discussed
a desired weight loss goal and therapy duration. Finally, they
created a therapy plan for the following 2 weeks. During the
consultation, patients and physicians could use the consultation
tool (see the aforementioned description). Physicians saw 4 to

5 patients throughout the field study, and the patient-provider
matching stayed the same.

Execution Phase (Patients Only)
Over 2 weeks, patients implemented the therapy plan and
generated data on their progress in the journal. Before the
follow-up consultation, they filled out a shortened health
questionnaire.

Follow-Up Consultation (Patients and Physicians)
The goal of the follow-up consultation was to tailor the therapy
plan to the individual patients. Patients and physicians reviewed
the patient’s adherence to the therapy plan together. Insights
from the discussion led to adjusting the therapy plan for the
next execution phase. This marked the end of the field study.

Participants
The field study included 28 patients and 6 health care providers
(ie, physicians in this study). Only 4% (1/28) of the patients
dropped out after the initial consultation (patient 24), whereas
all physicians completed the 3-week study. Before the field
study, we conducted a pretest in December 2022 with 2
participants to uncover and resolve software bugs and flaws in
the study design. The actual field study took place in 2 clinics
in Switzerland in 2 rounds between January 2023 and April
2023 for logistic reasons. The first round was conducted in
January 2023 with 18 patients and 4 physicians, and the second
round started in March 2023 involving 10 patients and 2
physicians. We maintained the same study design and evaluated
the same prototype.

To evaluate the effects of PatientHub on patient-provider
communication in the most realistic setting, the inclusion criteria

for patients were (1) age of ≥18 years, (2) a BMI of >25 kg/m2
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or specific medical indications for weight loss (eg, diabetes),
(3) ability to communicate in written and verbal German, and
(4) ownership of a computer and smartphone and adequate
handling of both. Physicians were selected through personal
contacts and had to meet the following inclusion criteria: (1)

licensed physicians in Switzerland, (2) experience counseling
patients with overweight, (3) ability to speak German, and (4)
familiar with computers and tablets in consultations. Tables 1
and 2 present the demographic data of the participating patients
and physicians, respectively.

Table 1. Demographic data of participating patients.

OccupationBMI (kg/m2)Age (y)SexParticipant

Electrician36.863MalePatient 01

Retired35.472FemalePatient 02

Retired34.481FemalePatient 03

Lecturer27.641MalePatient 04

Librarian29.372FemalePatient 05

Retired30.884MalePatient 06

Retired30.578FemalePatient 07

Auditor31.962MalePatient 08

Production manager32.581MalePatient 09

Bank clerk46.337FemalePatient 10

Electrician25.765MalePatient 11

Office clerk41.555FemalePatient 12

Musician30.676MalePatient 13

Homemaker35.684FemalePatient 14

Retired30.765FemalePatient 15

Driver36.858MalePatient 16

Teacher22.360MalePatient 17

Chairwoman35.361FemalePatient 18

Lecturer30.556MalePatient 19

Scientific assistant36.657MalePatient 20

Retired40.471FemalePatient 21

Depositary37.658FemalePatient 22

Retired31.166MalePatient 23

Office clerk41.159FemalePatient 25

Remedial teacher27.253MalePatient 26

Office clerk39.575MalePatient 27

Architect26.765FemalePatient 28

Table 2. Demographic data of physicians.

DisciplineWorkplaceAge (y)SexParticipant

SurgeryHospital28FemaleProvider 01

PsychosomaticsHospital27FemaleProvider 02

General medicineHospital59MaleProvider 03

General internal medicinePrivate clinic58FemaleProvider 04

General medicinePrivate clinic52MaleProvider 05

General internal medicinePrivate clinic44FemaleProvider 06
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Data Analysis
The framework for evaluation in DSR proposes a continuum
from formative to summative evaluation [55]. The framework
offers 4 evaluation strategies, from which this study adopted
the “human risk and effectiveness” strategy as the addressed

problem is social and user centered [55]. Our analysis consisted
of summative and formative elements as the study aimed to
improve on the process under evaluation (ie, patient-provider
communication). Accordingly, we applied deductive and
inductive coding methods in 3 steps for the data analysis, as
depicted in Figure 9.

Figure 9. Data analysis approach.

To study the effect of PatientHub on patient-provider
communication, we analyzed individual interviews with patients
and physicians and 54 video recordings of face-to-face initial
and follow-up consultations (27 recordings each). This three-step
analysis allowed us to assess (1) whether and (2) how
PatientHub enhances patient-provider communication
(interviews) and to (3) observe recurring behaviors when
engaging with patient-generated data in consultations (video
recordings). The research team consisted of a graduate student
with a medical and information systems background (coding
author), a PhD student in digital health (lead author), and 2
senior researchers in DSR.

First, we assessed the design goal attainment “enhance
patient-provider relationship” by analyzing the interviewees’
accounts regarding their perception of their relationship with
the physicians (summative). After determining whether
PatientHub had enhanced the patient-provider relationship, the
coding author conducted a thematic analysis of the interviews
[56]. This allowed us to identify the aspects that characterize
high-quality patient-provider communication when using
PatientHub (formative). The coding author created in vivo codes
focusing on the effects on patient-provider communication
attributed to patient-generated data in the consultation. The lead
author conducted quality assurance by reviewing and revising
the codes. In an iterative process, the lead and coding authors
then grouped the codes into 4 characteristics of high-quality
patient-provider communication: personalization, actionability,
trustworthiness, and equality.

Second, we assessed the attainment of our subgoals “exploring
experience,” “understanding person,” and “common ground”
by applying a mixed deductive and inductive analysis [57,58].
We developed an initial coding scheme from related work on
our kernel theory, patient-centered care [4,20]. We
complemented the coding scheme with codes derived from the
literature on patient-provider communication [22,23,38,39,59].
Again, the coding author created in vivo codes to capture

emerging phenomena. She coded approximately 20% of the
interviews before discussing the results with the lead author to
refine the coding strategy. The coding author then finished
coding all interviews. Finally, the lead author reviewed and
refined the coding by discussing discrepancies with the coding
author. In a workshop, the author group synthesized how
PatientHub improved each dimension of patient-centered care.

Third, we deductively analyzed the video recordings regarding
emerging behaviors [58]. The coding author analyzed the
recordings based on the coding scheme applied and refined in
the interview analysis. The coding scheme sensitized us to
patient-centered behaviors enabled through PatientHub. During
the coding of the videos, the coding scheme was expanded with
in vivo codes to include emerging phenomena [58]. The video
recordings were analyzed in 2 rounds on-site at one of the clinics
(to ensure data privacy). We extracted emerging behaviors from
the first coding round by drawing sequential processes. Initial
drafts of these processes were discussed in a workshop including
the author group and members from the project consortium. In
the second coding round, we iterated on all video recordings
based on the identified behaviors to refine our understanding
and transcribed relevant sequences from the recordings. This
step allowed us to formalize the 3 communication behaviors
described in the Results section.

Ethical Considerations
While the ethics committee of the canton of Zurich confirmed
that this study is not subject to the Swiss Human Research Act
(BASEC-Nr. Req-2018-00847), we still decided to obtain
written consent from all patients and physicians before the field
study. The informed consent form educated participants about
their rights and responsibilities, data use, and privacy measures
following the World Medical Association Declaration of
Helsinki [60]. The participants had the possibility to opt-out at
any time during the study. The form also informed the
participants’ data will be gathered deidentified by assigning
each participant with an identifier (ie, patient 1 to patient 28
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and provider 1 to provider 6). Multimedia Appendix 5 provides
the authors’ positionality statement to give the readers a better
understanding of the authors’ backgrounds.

The participating clinics selected patients using a purposeful
sampling approach [61]. The compensation for patients was
CHF 50 (approximately US $60) and a raffle ticket for a
restaurant voucher worth CHF 200 (US $230.15).

Results

Overview
In this section, we present our findings. First, we examine the
attainment of the design goal (ie, enhance the patient-provider
relationship) and discuss the 4 characteristics of high-quality
patient-provider communication identified in the analysis. We
then examine how patients and providers perceived
patient-centered care in these consultations (ie, subgoals).

Finally, we introduce 3 emerging communication behaviors
when engaging with patient-generated data.

Enhancing the Patient-Provider Relationship With
PatientHub

Overview
When asked about their relationship with the providers, the
patients reported high satisfaction with their interaction
compared than previous experiences. They often described an
intimate connection that would feel significantly older than the
3 weeks of the valuation. In total, 4 central characteristics
emerged from our data analysis that explain this enhanced
patient-provider communication. Patients and providers
commonly raised these characteristics when asked about their
perception of the new approach supported by PatientHub
compared with previous experiences. In the following sections,
we explore each characteristic in more detail. Textbox 1
provides quotes from patients and providers for each
characteristic.

Textbox 1. Characteristics of enhanced patient-provider communication with exemplary quotes.

Personalization of health care

• “She has tried to address the fact that I am not allowed to be overburdened with walking because the knees just do not work” (patient 07). Others
highlighted the enriching discussions they had with the physicians “because I noticed that these are not standard answers.... He looks at you [the
patient] as a human being, as an individual” (patient 25).

Actionability of interventions

• “It is simply a clean data basis. Now we’re talking facts and not ‘How did you perceive it?’ or ‘How was it for you?’ but Bam! There! Suddenly,
‘how many times did you go on the cross trainer?’ ‘how many times did you get the interval fasting done?’” (patient 04).

• “I was really happy to see the results. Because I remember the last time you said that you do so much, and you don’t see any results, and now
we have the result” (provider 01).

Trustworthiness of communication

• “She was prepared. So, she read my brainy entries [laughs].... So, she obviously prepared for me. She looked at the questionnaire that I filled out
[during the preparation phase]. She wrote down questions about it. That really feels good” (patient 17).

• “They were unbelievably more trusting. They revealed so many, many things. So, I think it was a very different level of trust already compared
to last time” (provider 05).

Equality of partners

• “I came here prepared and I already had ideas. If I had to choose favorites now [in the consultation], I would have come and I would have accepted
[the physician’s proposal]. Then you are externally steered” (patient 26).

Personalization of Health Care
Patient-generated data support patients and providers in
personalizing health care as they facilitate in-depth discussions
about the patients, their context, and their experience with their
health. The data provide a solid foundation based on facts
instead of gut feelings and memory. Therefore, the mutually
agreed upon therapy plans consider the patient to be a person
with their preferences, needs, and limitations. The physicians
were understanding when proposing interventions and
considered the patients’ circumstances. All patients in the
interviews highly appreciated this (Textbox 1).

Actionability of Interventions
Patients and providers appraised the concreteness of the
discussions facilitated by the consultation tool with the

intervention screens (Figure 4, right). Many patients reported
previous frustrating experiences in which providers stayed
abstract in their recommendations (eg, “eat less sweets”). Due
to the more integrated and holistic understanding of the patients,
providers and patients could concretely discuss problems and
priorities, goals, and expectations regarding each other’s roles.
Many specifically highlighted how the patient-generated data
allowed them to agree on actionable interventions. Therefore,
patients perceived providers as more empathic and engaged in
their health journey. For example, patient 26 “felt joy from the
provider.... I think she was very motivating and also praised
that I had done well.” The providers proved the perception right
as many were pleased with their patients’ progress, such as
provider 01 and patient 02 (Textbox 1).
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Trustworthiness of Communication
Patients and providers believed that sharing patient-generated
data requires trust in the first place and creates trustworthy
communication. Patients perceived it as appreciation (Textbox
1, patient 17). The providers reciprocated this appreciation.
When asked about the relationship between her and the patients
after only 2 consultations, provider 05 highlighted how
PatientHub created a trusting foundation that made the
discussions in the consultations much more meaningful (Textbox
1, provider 05).

Approximately half (15/27, 56%) of the patients raised the topic
of surveillance concerning sharing their data. However, most
patients appreciated the subtle surveillance as it made the
therapy plan more binding. Only 19% (5/27) of the patients felt
uncomfortable sharing too much personal information.
Accordingly, they only shared what they felt comfortable with
in the journal.

Equality of Partners
Finally, PatientHub leads to a shift in the perceived roles of
patients and providers. Many patients perceived control over
the decisions made in the consultation. This perceived control
leads to the feeling of cooperation between equal parties in the
decision-making process. The patients felt strengthened in their
position as they were the experts on their data (Textbox 1,
patient 26).

The preparation allowed patient 26 to have an opinion instead
of mindlessly accepting the provider’s proposition. Furthermore,
in the follow-up consultations, patients defended their
standpoints and argued for changes to the therapy plan. For
example, patient 18 demanded the reintroduction of
carbohydrates into her diet due to her physically demanding
job. As a result of this approach, patient 23 experienced the
consultation as “an open conversation and not somehow
top-down. On the same level and friendly.” Many providers,
too, remarked on the shift in power balance.

The Process of Patient-Centered Care
Our analysis elicited the 4 characteristics of high-quality
patient-provider communication. In the following sections, we
explore the process of enhancing patient-provider
communication by discussing the 3 dimensions of
patient-centered care (ie, subgoals)

Finding Common Ground
Overall, we observed that the consultations centered on the 3
aspects of finding common ground: problems and priorities,
goals, and roles. PatientHub introduced patient-generated data
into the natural consultation process through screens for goal
setting, interventions, and planning. Patients and providers
reported that the tool was a significant part of the consultation
as it formed the starting point for exploring problems, priorities,
and roles. The data also served as a reference to argue for or
against a proposition, thereby shaping the individual roles.
Therefore, patients and providers arrived at mutual decisions
regarding all 3 aspects of finding common ground. When asked
about the reasons for the positive impact of PatientHub, provider
01 answered the following:

You are pulling in the same direction. And are in the
same reality. And that makes a much better team. And
just have a more balanced, I do not want to say power
balance, but a more balanced decision-making.

However, patient-generated data did not solely support finding
common ground directly. Each behavior explored the other 2
components to indirectly inform mutual decisions made in the
consultations.

Exploring Health, Disease, and the Illness Experience
The general health questionnaire and journal entries allowed
patients and providers to discuss the patients’unique perceptions
of their health in both consultations (ie, the “exploring
experience” subgoal). For example, provider 02 recognized in
the journal overview (Figure 7, right) that patient 08 ate too few
vegetables and drank too much alcohol, which the patient agreed
with. Instead of staying abstract about the consumed amount
of alcohol, they had a clear impression of the number of
alcoholic beverages that the patient drank in a week. Several
patients realized during the consultation that they were
emotional eaters. The patient-generated data prompted the
provider or patient to highlight such experiences. In addition to
behaviors, they often discussed emotional aspects of the patient’s
experience. For example, 2 patients said that they did not like
swimming because they did not want to show themselves in
bathing suits. Patient 11 mentioned in the questionnaire that he
feared the health problems associated with obesity. During the
consultation, provider 03 could follow-up on this answer by
asking why the patient was afraid. Patients and providers
explored the target weight reported in the questionnaire during
goal setting. Often, they discussed the origin of this specific
target, such as a feeling of well-being or a historic weight they
had during a significant part of their life (eg, before they became
parents).

Patient-generated data had an even more profound impact during
the follow-up consultation. Patients and providers could gather
an integrated understanding of the patients’ experience in the
execution phase. The patients documented their emotions and
thoughts using emojis, pictures, and text in journal entries
(Figure 6). These data provided patients and providers with a
rich foundation for discussions in the follow-up consultation.
Instead of relying on the patients’ memory and accuracy,
providers had in-depth insights into the adherence and patient
experience. Sometimes, patients highlighted a journal entry
because they believed that it was significant for their (lack of)
success in following the therapy plan. For example, patient 07
referred to the picture of an icy peer to explain her nonadherent
behavior to the “walking” intervention. Most providers
emphasized the benefit of recording a patient’s emotional state.
This way, they could inquire about negative feelings related to
a specific intervention. For example, provider 01 could identify
a potential correlation between patient 01’s emotional state and
his adherence to intermittent fasting. Together, they explored
that patient 01 was under pressure at work during the execution
phase. This led to him feeling tense and not sleeping well.
Therefore, he was not motivated to adhere to intermittent fasting.
However, they realized that the patient indeed felt better on
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days when he could adhere to the intervention, as provider 01
recalled in the interview:

And then you could break that down nicely and say,
hey, you did it. The mood was good. Look at the app.
It was ALWAYS good for you to do [intermittent
fasting]. And then it really came back from the
patients like this: Yes, that’s right.

Understanding the Whole Person
Traditionally, consultation time is limited to a few minutes per
patient. This limited time often does not allow providers to ask
questions not directly associated with the presented problem.
Consequently, understanding the whole person often falls victim
to other, more pressing matters. However, the journal entries
and the corresponding overview and filters allowed providers
to understand the patient’s daily life (“understanding person”
subgoal). In addition, the journal entries served as the foundation
to further gain a better understanding of the whole person during
the consultation (Figure 7). For example, provider 03 and patient
12 discussed her consumption of vegetables, where patient 12
said the following:

Probably too little in proportion. Because I have to
be honest, I don’t like to cook..... And many times, it
is so my partner works irregularly. And when we come
home in the evening, something should just quickly
be on the table. And I don’t want to stand two hours
in the kitchen when I have worked all day.

This quote illustrates how patient-generated data prompted
provider 03 to learn about patient 12’s experience and her

proximal context—her partner working shifts might interfere
with regular habits. In general, the available information and
the subsequent discussion yielded interesting insights that
providers usually would not obtain, as they all said during the
interviews. For example, it became evident that chocolate yogurt
was a central piece of patient 18’s diet. Patient 28 preferred to
walk alone as he was an only child. Patients 01 and 25 had dogs,
but another household member usually walked them. Patient
03 cooked for her husband and did not think he would want to
eat less meat or try different grains. In addition, she drove him
to therapy and, therefore, had less time for cooking.

In general, patients believed that their data helped providers
obtain a better understanding of them. For example, patient 16
liked that the provider had more background information before
the initial consultation. Patient 10 shared this opinion as she
believed that it would be impossible to obtain such a deep
understanding in such a short time. The providers agreed with
the patients and explicitly mentioned PatientHub’s advantages
to understand the whole person better. Providers 01 and 04
referred to “look beneath the patient’s surface” as a significant
advantage.

Emerging Patient-Provider Communication Behaviors

Overview
In the following sections, we outline 3 behaviors that we could
repeatedly observe across consultations when using PatientHub.
First, we describe each behavior. Then, we provide examples
of the behaviors and highlight how patients and providers
perceived them. Figure 10 provides visual representations of
the sequential activities of the behaviors.

Figure 10. Visual representations of the 3 emerging patient-provider communication behaviors.

Emotion Labeling
This behavior is called emotion labeling as patients and
providers discussed patients’ experiences based on
patient-generated data and attached a label to it (Figure 10). The
behavior occurred at the beginning of each consultation (initial

and follow-up). Patients and providers sat around the table’s
edge so that both had visual access to the tablet facing them.
The tablet showed the journal overview with patient-generated
data (Figure 7, right). The 2 variations of this behavior differed
depending on the person who initiated the behavior. Providers
commonly selected specific patient-generated data to start the
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behavior (eg, a journal entry or a questionnaire response). Often,
providers referred to pictures shared by the patients. They were
picked due to the client’s reported adherence or nonadherence,
emotional state, or uploaded pictures. Less often, patients
initiated the behavior by referring to a specific item that
represented a problem or priority. The initiator pointed to the
specific item and sometimes opened the journal entry. After
both acknowledged the item, they moved the focus from the
tablet to the other person, adjusting their seating position and
turning their bodies and heads toward one another. The provider
even moved the tablet out of the shared interaction space in
some consultations. Then, patients and providers labeled the
patients’ emotions regarding the matter represented by the
selected item. They discussed the item and its meaning for the
patient’s experience or context to arrive at a common
understanding of the patient’s problems and priorities.

One example of emotion labeling is patient 18, who craved
chocolate yogurt. The photos and text in the journal allowed
provider 04 to elicit the issue and sensibly raise the topic of the
large amount of sugar in chocolate yogurt. During the
discussion, they explored this craving to discover 2 reasons for
it. First, chocolate yogurt was a fast and enjoyable meal after a
long and stressful workday. Second, the yogurt satisfied an
emotional need as it was something to look forward to.
Therefore, provider 04 proposed reducing the quantity of
chocolate yogurt and adding plain yogurt with fruits or jam as
a low-sugar alternative. This resonated well with patient 18:

Ah, I’m allowed to eat chocolate yogurt (laughs). I
noticed right away that she was not telling me: You’re
not allowed to do that anymore; from now on, there’s
only this and that. It’s often restrictions that make
things difficult. I have seen that I should lose weight
over a long time, and then it doesn’t have to be as
radical. This way, we can mix it up.

Patients also raised issues on their own. Patient 02 believed that
one of her core problems was drinking too much alcohol, which
she documented in the journal. During the interview, provider
01 explained that the journal helped her assess the quantity as
unproblematic and that she would have reacted differently
without the patient-generated data. They identified the guilt
associated with drinking alcohol as a constant stressor.

Expectation Decelerating
Expectation decelerating (Figure 10) occurs when one party
needs to reduce the momentum that the other is exhibiting. The
behavior followed the emotion labeling behavior, where patients
and providers mutually agreed on the patients’ problems and
priorities regarding weight management.

Expectation decelerating varied between the initial and
follow-up consultations. In the initial consultation, the providers
changed the topic to discuss target weight. They reviewed the
patient’s desired weight and therapy duration before the
consultation. However, they first invited patients to talk about
their target weight and the reason for this specific target. Upon
understanding the patient’s reasoning, they focused on the
goal-setting screen (Figure 4, left), where the patient-generated
data are prefilled (ie, target weight and therapy duration).

Providers proposed an intermediate goal and explained their
reasoning depending on the targeted weight loss and therapy
duration. To illustrate the proposal, providers moved the weight
and time slider to the proposed goal. A scale icon indicated the
sustainability of the target weight and time frame on a color
scale from green to red. A 500-gram weekly weight loss was
considered sustainable [62]. If the chosen target was beyond
this limit (ie, the scale icon was in the red area), the providers
would highlight this and explore the relationship between weight
and time with the patient. They simulated different scenarios
to understand sustainable weight loss. In the end, they left the
decision up to the patients. The exploration led to either a
prolonged therapy duration or setting an intermediate goal.

In the follow-up consultation, expectation decelerating occurred
after reviewing the patient’s adherence using the journal entries.
To conclude the emotion labeling behavior, patients or providers
often proposed adding new interventions or increasing their
frequency (eg, running more often). While substituting
ineffective interventions usually generated mutual agreement,
adding to the existing interventions was often more intensely
debated. Frequently, the providers advised against a patient’s
request, referring to patient-generated data to highlight the
continued effectiveness of the existing interventions. However,
patients also had to decline similar propositions by providers.
Similarly, they referred to their journal entries or insights based
on these data to argue their position. The following excerpt
shows a discussion regarding the therapy duration in the initial
consultation between patient 06 and provider 02:

Provider 02: I have seen your target weight or desired
weight would be 76 kg.

Patient 06: I am also already satisfied with 77 to 78
kg.

Provider 02: So, let’s say we want to aim for 78 kg
(sets target weight with slider). What is your wish
when you want to reach it?

Patient 06: Yes, that’s what I am like. I want it as
soon as possible. But then you gain it back again
soon, right?

Provider 02: Yes exactly. So, what does soon mean
concretely? We can now play it through virtually what
that means as a weekly goal. So that would be 4 kg
if we say 78 kg. When do you want to have that?

Patient 06: I don’t know, I say in two months it should
be possible.

Provider 02: In two months, that would be eight weeks
(Provider adjusts the slider on the tablet). That is not
completely unrealistic for 4 kg, but it is relatively
strict. So, if you actually don’t want it to be an extra
burden, an additional task, then it’s too ambitious.
Then I would rather put it at three months, right?
(adjusts slider). Then you see, there is the scale that
shows how much weight you would have to lose or
how ambitious that it is. We are now well in the green
zone. Concretely that would mean a little more than
300 grams decrease per week.
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Often, patients entered the consultation with overambitious
goals, as they recalled themselves in the interviews.
Furthermore, they were enthusiastic after the 2-week execution
phase as they could follow most interventions and proposed
including more interventions. Providers used patient-generated
data to decelerate the patients’ drive to maintain sustainable
progress and prevent setbacks. While deceleration might be
negatively connotated, most patients drew motivation from this
behavior. For example, patient 02 mentioned that the 5 kg they
decided on motivated her more than if she had tried to lose the
initial 15 kg. Furthermore, patient 12 summarized the following:

Yes, and what really stuck with me was that he took
a little bit of the pressure off. When you always have
the feeling that you have to lose as much weight as
possible as quickly as possible. That he then said: It’s
good and healthy to lose 500 grams a week. That has
stayed with me very much, and has also motivated
me, so that I did not think: Oh in 14 days I should be
10 kg lighter.

Patient 16 agreed and mentioned the sliders, visualizing the
relationship between weight loss and time, as essential for
setting realistic goals. The providers agreed with this perception
as the patient-generated data would provide a solid foundation
to assess the therapy plan’s effectiveness, which is usually
missing in conventional consultations. Provider 06 highlighted
the following:

Yes, I always have the feeling that I always have to
make suggestions. And [with the patient-generated
data] you could say, we’ve done a good job. We are
good. We continue to do so. Done.

Provider 02 agreed that patients usually quit because they want
to achieve overly ambitious goals. With patient-generated data,
they could credibly show that it is possible to lose weight with
small and sustainable changes.

Decision Ping-Pong
Decision ping-pong refers to the back-and-forth process of
mutual decision-making (Figure 10). It occurred when creating
and adapting the therapy plan. The input for this behavior was
patient-generated data created outside the consultations. During
the preparation phase, patients selected favorites from a list of
dietary and activity interventions and documented their daily
lives in journal entries.

In the initial consultation, providers initiated the behavior by
moving to the interventions screen to display the patient’s
favorites, marked with a “heart” icon (Figure 4, right). Providers
asked the patients why they selected the specific interventions
to start the decision ping-pong. Often, patients chose the
interventions as they had previously engaged in an activity or
started the intervention themselves only recently. Next, providers
asked patients which favorites to add as an intervention. After
the patients decided on an intervention, they discussed details
such as frequency and duration. A back-and-forth followed to
first agree on a frequency and duration (if applicable). Once
agreed, patients and providers negotiated the timing of this
intervention (ie, days and time of the day). While providers
often proposed the frequency and duration, the patients usually

initiated the discussion on timing according to their professional
and private situations. This ping-pong was repeated until both
were satisfied with the therapy plan. Interestingly, patients
started proposing interventions themselves after some repetitions
(eg, after adding 2 interventions).

In the follow-up consultation, the behavior occurred slightly
differently. First, patients or providers initiated the behavior to
discuss the necessity of exchanging ineffective interventions
based on the journal entries crafted by the patients in the
execution phase. The behavior ended if they mutually agreed
not to adjust the therapy plan. If they decided to adjust, the
behavior continued as in the initial consultation.

The following excerpt shows a discussion between patient 10
and provider 03 about an activity intervention:

Patient 10: Or aerobics would be something I would
like to do.

Provider 03: So once in the evening?

Patient 10: Yes.

Provider 03: Thursday is busy [with other
interventions]

Patient 10: Then, we will take Monday.

Provider 03: Or after cleaning (both laugh).

Patient 10: No, thank you.

Provider 03: Monday?

Patient 10: Yes.

Provider 03: In the evening?

Patient 10: Mhm.

Provider 03: How long?

Patient 10: Half an hour.

Provider 03: Half an hour. I think so too. We will just
put that in now.

A total of 30% (8/27) of the patients explicitly mentioned their
appreciation for the realistic goals as an outcome of this process.
Patient 21 liked that the provider said that “You cannot just
cancel everything overnight. Then you just stop again.” After
2 weeks, patient 16 compared the results to other diet regimes
he had followed in the past:

The whole thing is calmer and less stressful. It feels
easier. It goes on for a longer time, but it is more
pleasant to get through the day that way.

The provided selection of tasks and the talk with the physician
helped produce ideas that the patients usually would not have
produced. Patient 04 said that he would not have chosen
intermittent fasting but he did because a professional explained
it. The decision ping-pong showed that it could be adapted to
his situation. The process also inspired the providers as provider
05 said that he would not have all these ideas spontaneously.

Discussion

Principal Findings
Supporting patient-provider communication using
patient-generated data is a growing topic of interest in health
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informatics and related fields. However, the existing literature
often overlooks the processes (ie, communication behaviors)
when enhancing patient-provider communication using
patient-generated data. More importantly, existing mHealth
apps are seldom integrated into the provider’s workflow and
do not sufficiently engage and activate patients in
patient-centered care [44-46]. Through a design science
approach, we explored how to design an integrated digital health
system and its impact on the communication behaviors of 27
patients and 6 providers.

Previous work has demonstrated the benefits of integrating
patient-generated data into consultations [32,35,38,45,63,64].
We expand on this work by studying the effect of
patient-generated data on patient-provider communication
behaviors. As argued in the Introduction section, current
research focuses on the input (patient-generated data) and output
(enhanced patient-provider communication; Figure 2). Our
analysis elicited 3 emerging behaviors that open the black box
of patient-provider communication. On the basis of our
theoretical foundation and empirical findings, we propose
patient-centered communication in 3 design principles to
operationalize the patient-centered care framework.

Facilitate Emotion Labeling to Explore Health, Disease,
and the Illness Experience and Understand the Whole
Person
The emotion labeling behavior highlights how the input is
initially processed. Patient-generated data enable patients and
providers to reflect on patients’ emotions related to their health.
For example, patients speak about their insecurities when
engaging in physical activities in public due to being overweight.
Prompted by photos, emojis, and text, patients and providers
explore patients’unique experience with their health and disease
(“exploring experience” subgoal). Furthermore, emotion labeling
uncovers obstacles in the patients’ journeys to better health. As
described in the Results section, journal entries allowed patient
03 and provider 01 to uncover and discuss the reason for the
patient’s nonadherence. Patient-generated data allowed the
patient and provider to understand the patient as a whole person
and their proximal context (“understanding person” subgoal).

Existing research has shown how visualizations of health data
increase health literacy in patients [38]. Our results show how
patient-generated data are used to not only educate patients but
also collaboratively generate new insights. We argue that
patient-generated data enhance patient-provider communication
by stimulating the exploration of a patient’s experience and
context. Providers can usually only scratch the surface of a
patient’s story in consultations. PatientHub introduces them to
their patients’ world, allowing them to dive below the surface
and gain an integrated understanding. The patients themselves
also profit from their data. Our results show that generating data
often initiates self-reflection that fosters patients’understanding
of themselves. Therefore, patient-provider communication
becomes more patient centric. Patients and providers explore
the patient’s experience and context to find common ground
regarding problems and goals.

Facilitate Expectation Decelerating to Find Common
Ground on Problems and Solutions
The expectation decelerating behavior processes
patient-generated data differently. Instead of beginning with a
patient’s experience or context, patients and providers used
patient-generated data to assess problems or goals. Our results
show 2 areas in which patient-generated data decelerated
patients and providers: setting goals and developing therapy
plans. Providers referred to these data in the former to decelerate
the patients’ ambitions. They suggested either more long-term
planning or a more achievable intermediate goal. When
developing therapy plans, patients and providers resisted the
urge to add more or exchange interventions too quickly due to
patient-generated data (“common ground” subgoal). As seen in
the Results section, patient 01 could successfully argue his
standpoint on keeping intermittent fasting in his therapy plan
due to his data. The data allowed them to assess the therapy
plan’s effectiveness, resulting in the mutual decision not to
adapt it if the effectiveness persisted. Existing research
demonstrates the value of patient-generated data for
problem-solving and decision-making [23,64]. While we agree
with their findings, the saying “It’s a marathon, not a sprint”
highlights the importance of expectation decelerating. Our
results show how patient-generated data are applied in
consultations to resist the urge to hurry long-term behavior
change. Accordingly, expectation decelerating might counteract
the common pressure of a quantified self to always strive for
more [65]. Quantified humans use data to continuously find
inefficiencies and improve on those, often resulting in unhealthy
pressure. Instead of expanding the therapy plan, patients and
providers could assess the effectiveness of the current plan in
the follow-up consultation. They had a reliable foundation for
decision-making instead of hampering long-term success with
impulsive actions. They defined achievable targets with a
personalized therapy plan tailored to the patient. Therefore,
patients might have more endurance in their marathon race to
change their lifestyle.

Facilitate Decision Ping-Pong Between Patients and
Providers to Find Common Ground on Their Roles
Decision ping-pong reflects on how patient-generated data affect
the dynamics of patient-provider communication. Existing
research in medicine and human-computer interaction postulates
the importance of shared decision-making [4,17,21,23,53]. Our
results expand on these insights by examining how
patient-generated data include the patient in decision-making
as an expert and how this changes the consultation dynamics
(“common ground” subgoal). Many patients noticed how their
position had changed in the initial consultation compared with
their previous experience. We argue that introducing
patient-generated data goes beyond facilitating informed
decision-making. With these data, patients provide “proof” of
their adherence, for example, through pictures. Moreover, they
have a much deeper knowledge of PatientHub’s content. It
contains patient-generated data and evokes memories that might
not be documented in the system. Equipped with this knowledge,
patients become experts in their own domain: their health
journey.
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In shared decision-making, the implicit understanding is that
providers assess the patient’s state and offer options [17].
Existing research often sees patient-generated data as crucial
information for providers to offer better health services [22,64].
Studies explore ways to design technology to make large
amounts of patient-generated data consumable for providers
[23]. Implicitly, this focus places the responsibility for data
interpretation on the providers. However, we believe that
patient-generated data could partially relieve providers from
this burden. Patient-centered care emphasizes mutual decisions;
therefore, patients should carry this burden with their providers.

Our results show that most patients willingly accepted such a
role as they felt taken more seriously, could defend their
position, and perceived having control over the decision-making
process. Integrating patient-generated data into the consultation
empowers patients to assume a more active role in their health
care. We argue that providers must not be solely responsible as
our results highlight how patients become experts in their health
journey. Instead, the responsibility is shared between patients
and providers according to their expertise. While providers
assess the data against their medical knowledge, patients
interpret the data in the context of their lives and experiences.
Therefore, their communication becomes truly “respectful of
and responsive to individual patient preferences, needs, and
values and ensuring that patient values guide all clinical
decisions” [16].

Conclusions
This study evaluated communication behaviors that emerge
when introducing patient-generated data into patient-provider
communication. We studied how these behaviors in
patient-provider communication actualize the potential of
patient-generated data to increase patient-centeredness. Our
analysis uncovered 3 communication behaviors in medical
consultations when using PatientHub. Furthermore, we
demonstrated how enhanced patient-provider communication
is necessary for patient-centered care. On the basis of our
findings, we believe that this study contributes to research in 2
ways. First, we emphasize the value of patient-provider
communication. The identified behaviors demonstrate how
data-supported patient-provider communication creates value,
not the technology and data themselves. Second, the behaviors
offer actionable insights into implementing patient-centered
care.

However, this study does not come without limitations. First,
while we evaluated PatientHub in the most realistic setting, its
applicability in the real world depends on regulatory and security
frameworks. Second, the generalizability could be further
increased with a larger sample size and a randomized controlled
trial. Future research could also investigate how
patient-generated data empower patients individually to study
the changing role dynamics in medical consultations.
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Abstract

Background: Information control is a promising approach for managing surgical specimens. However, there is limited research
evidence on surgical near misses. This is particularly true in the closed loop of information control for each link.

Objective: A new model of surgical specimen process management is further constructed, and a safe operating room nursing
practice environment is created by intercepting specimen near-miss events through information safety barriers.

Methods: In a large hospital in China, 84,289 surgical specimens collected in the conventional information specimen management
mode from January to December 2021 were selected as the control group, and 99,998 surgical specimens collected in the
information safety barrier control surgical specimen management mode from January to December 2022 were selected as the
improvement group. The incidence of near misses, the qualified rate of pathological specimen fixation, and the average time
required for specimen fixation were compared under the 2 management modes. The causes of 2 groups of near misses were
analyzed and the near misses of information safety barrier control surgical specimens were studied.

Results: Under the information-based safety barrier control surgical specimen management model, the incidence of adverse
events in surgical specimens was reduced, the reporting of near-miss events in surgical specimens was improved by 100%, the
quality control quality management of surgical specimens was effectively improved, the pass rate of surgical pathology specimen
fixation was improved, and the meantime for surgical specimen fixation was shortened, with differences considered statistically
significant at P<.05.

Conclusions: Our research has developed a new mode of managing the surgical specimen process. This mode can prevent errors
in approaching specimens by implementing information security barriers, thereby enhancing the quality of specimen management,
ensuring the safety of medical procedures, and improving the quality of hospital services.

(JMIR Med Inform 2024;12:e52722)   doi:10.2196/52722
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Introduction

Overview
Pathological specimens are an important basis for judging the
outcome of a patient’s disease [1]. Surgical specimen
management involves many aspects, and errors in any part of
the specimen management process may lead to serious
consequences. The management of surgical pathological
specimens directly affects the quality and safety of nursing
management in the operating room. Therefore, how to reduce
the occurrence of abnormal events has become the focus of
nursing in the operating room.

A near miss is a commonly used term in clinical nursing,
referring to a kind of nursing abnormal event that may damage
the life, health, and safety of patients but has not yet developed

to the end point [1,2]. It has similar causes and development
paths with adverse events (the event caused inconvenience or
harm to the patient), but the number is far greater than adverse
events. At the same time, it has little harm to patients and
hospitals and can give early warning before harm to patients,
help the medical management system to carry out
forward-looking and proactive risk assessment and prevention,
which is regarded as a better learning resource and a risk
management method advocated by the hospital’s fine
management. Studies have shown that specimen approach failure
is related to a variety of factors, such as human negligence,
unreasonable workflow, and communication problems [3-7].
In recent years, information management of surgical specimens
has gradually become the core issue that operating room
managers continue to explore.
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Surgical specimen informatization refers to the digital
management process of specimen information obtained during
surgery. It enhances data traceability, improves management
efficiency, and ensures the accuracy and security of medical
information. Specimen informatization involves digitally
performing specimen collection, identification, transport, and
reception [8]. Surgical specimen control refers to the effective
management and control of specimen collection, processing,
recording, and storage during surgery. It aims to ensure the
quality of surgical specimens and data integrity. Process control
should be implemented at critical nodes, with risk control points
established throughout the entire process. Furthermore, problems
occurring at all stages should be closely monitored and
supervised [9].

Study Purpose
In the quality and safety of nursing care in the operating room,
it has always been a hot issue to explore the application of
intelligent management to the surgical specimen inspection
process and safety management [10]. The purpose of this study
is to further explore the effectiveness evaluation and
improvement methods of information safety barriers, and fill
the gap in the research field of the quality and safety impact of
surgical specimens. At the same time, a new model of surgical

specimen process management is further constructed and a safe
operating room nursing practice environment is created by
intercepting specimen approach error events through information
safety barriers.

Methods

Study Design and Participants
The objects of this study were different transportation modes
of surgical specimens from 2021 to 2022. The acquisition and
preliminary processing of surgical specimens were carried out
by standardized trained surgeons and surgical nurses. The
exclusion criteria for participants in this study were (1) there
was no fixed time information for labeled specimens and (2)
no specimen transport time was indicated. In this research, the
information transportation process management model of
surgical specimens in 2021 was classified as the control group
(group A) and the improved information transportation process
management model of surgical specimens in 2022 was classified
as the experimental group (group B). The data related to these
specimens were retrospectively analyzed to explore the
advantages of the new mode over the traditional mode of
information transportation process management of surgical
specimens (Figure 1).
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Figure 1. Flowchart of pathological sample test in operating room.

Platform Run Time
The system uses a C/S (Client/Server) structure, using
PowerBuilder (version 11.5; SAP) development tools and Oracle
database (Oracle Corporation) development. It follows a 3-layer
technical architecture mode, with each application module
functioning independently to support multiuser concurrent
operations. Users access the system through the computer client.
The platform consists of 4 ports, each with specific components
and functions illustrated in Table S1 in Multimedia Appendix
1.

Surgical specimen process management modes are first,
label—handwashing nurse, itinerate nurse, and the attending
surgeon tripartite the type and name of the surgical specimen
sent for examination and print the primary and secondary
barcodes of specimen information. Second, transport and
fixation—dedicated surgical specimen delivery personnel.
Finally, reception—the pathology department staff scanned the
2D barcode of the surgical specimen, received the surgical
specimen, and scanned the code for traceability in all links. All
links are scanned for traceability (Figure 2).
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Figure 2. Flowchart of specimen inspection in the operating room.

Procedure for Each Port Specimen

Overview
The computer operation of the nurse in the operating room is
as follows. First, the itinerant nurse selects the type of surgical
specimen in the operation interface of the operating room
management system nurse (Figure S1A in Multimedia Appendix
2). Then the itinerant nurse prints the first-level barcode (Figure
S1B in Multimedia Appendix 2) and the second-level barcode
(Figure S1C in Multimedia Appendix 2) of the specimen
information and pastes the second-level barcode on the specimen
while checking the type and name of the specimen confirmed
by the handwashing nurse, the itinerant nurse, and the surgeon.
Finally, the system automatically pops up a box to select the

person who submitted for testing and pushes the corresponding
specimen submission method and information into the operating
room (Figure S1D in Multimedia Appendix 2).

The operation of sending and storing specimens on the hospital’s
mobile app is as follows. First, the transport personnel used
formalin for specimen fixation. Then the transport personnel
scans the 2D barcode code on the surgical specimen on the
hospital’s mobile app (Figure S1E in Multimedia Appendix 2)
and confirms it (Figure S1F in Multimedia Appendix 2). Finally,
the transport personnel sent the surgical specimen to the
pathology department for confirmation.
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Confirmation of Receiving Surgical Specimens in the
Pathology Department
The personnel of the pathology department scan the 2D code
of surgical specimens at the receiving window to confirm receipt
and import into the pathology reporting system (Figure S1G in
Multimedia Appendix 2).

Maintenance of Basic Items of the System and Approval
of Pathological Application Form Modification
The operating room management system only allows the head
nurse to approve the application form modification of incorrect
surgical specimens. The manager of the pathology department
can modify the application form approved by the head nurse
and query the history record (Figure S1H in Multimedia
Appendix 2).

Testing of Platform Functions
Before launching the platform, the research and development
team repeatedly simulated tests to improve platform functions,
simplify operation steps, beautify the appearance of the
interface, increase the output traffic of the base station, and
solve problems, such as slow network speed and running lag.

Presurgical Specimen Analysis Stage

Link Control Step Diagram
The pictures below describe the control of each step in detail
(Figure S2A in Multimedia Appendix 2).

Step 1
Control the error of filling in surgical specimen information.
(1) Enter the operation specimen selection page and (2) select
the specimen type (Figure S2B in Multimedia Appendix 2).

Step 2
Control patient identity information errors. (1) Label—surgical
specimens, (2) the itinerant nurse enters the specimen’s name,
(3) the system bounce window 1 prompts “Please scan the
wristband 2D barcode code to confirm,” (4) the information is
correct, and (5) the scan code is approved (Figure S2C in
Multimedia Appendix 2).

Step 3
Control the error of surgical specimen information. (1) The
system bounce window 2 prompts “The key information of the
newly added surgical specimen site is inconsistent with the
diagnostic site,” (2) the system automatic bounce box to please
check with the surgical doctor again “Please enter the checker’s
account password,” (3) double-check the information, (4)
itinerant nurse input the surgeon’s account with the doctor’s
consent, and (5) the surgeon can print the pathology bar code
after confirming the information is corrects (Figure S2D in
Multimedia Appendix 2).

Step 4
Control the qualified rate of specimen fixation. In the fixation
process of ordinary pathological specimens, the system will
automatically remind the unfixed surgical specimens after 20
minutes (Figure S2E in Multimedia Appendix 2).

Step 5
Control the error of the diagnosis site of the pathology report.
Selecting the automatic import and retention of surgical
specimens (Figure S2F in Multimedia Appendix 2).

Step 6
Control abnormal error tracking management of surgical
specimens. The status of surgical specimens in each step is
distinguished by different color blocks. The full-time specimen
staff and the full-time receiving staff of the pathology
department check whether each surgical specimen has reached
the closed-loop state. If the surgical specimen is not received
more than half an hour after isolation, the system will
automatically warn that the specimen has not received the
prompt. In case of surgical specimen execution error, the
itinerant nurse should report the cause of the failure in applying
for close proximity on the pathology application sheet interface,
and the specimen should be correctly executed after the
examination and verification by the leader nurse. Analyze and
rectify each data fetching exception problem (Figure S2G in
Multimedia Appendix 2).

Primary Outcomes
The objective of this study is to compare the effectiveness of
implementing information safety barriers in reducing the
incidence of surgical specimen errors. These errors encompass
inaccuracies in patient information registration, specimen
identification and localization, as well as errors in the
submission of specimens for examination. The error rate of
surgical specimen’submission is equal to the number of surgical
specimen submission errors divided by the total number of
surgical specimen submissions divided by 100%.

Secondary Outcomes
This study aimed to compare the timeliness of fixing common
pathological specimens before and after implementing the
surgical specimen management mode with information security
barrier control. The timeliness of fixation was assessed based
on the passing rate and average fixation time of common
pathological specimens. The fixed pass rate of common
pathological specimens is equal to the number of fixed
specimens completed within 30 minutes divided by the total
number of fixed specimens multiplied by 100%. The average
fixation time of common pathological specimens is equal to the
total fixation time of a single common pathological specimen
divided by the total fixation time of all common pathological
specimens.

The reporting rate of surgical specimen near misses was
compared between the 2 groups—the near miss events included
wrong patient information registration, wrong specimen name
and location, and wrong specimen type (such near miss events
were corrected before the pathology report was issued by the
pathology department, which did not cause serious consequences
to patients, but there were great safety risks). The close error
reporting rate of surgical specimens in the 2 groups was
compared. The near error reporting rate is equal to the actual
number of reported cases divided by the total number of reported
close errors multiplied by 100%. The actual number of reported
cases was the number of cases actually reported after the

JMIR Med Inform 2024 | vol. 12 | e52722 | p.1628https://medinform.jmir.org/2024/1/e52722
(page number not for citation purposes)

Chen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


occurrence of abnormal events by revising the information on
surgical specimens through written records.

The list of all surgeons and operating room nurses was obtained
through the hospital information system, and 60 surgeons and
60 operating room nurses were randomly selected by using the
random number table method to investigate the satisfaction of
surgeons and operating room nurses on the surgical specimen
disposal process and specimen management mode, and the
satisfaction evaluation was collected at the end of specimen
data collection in the control group and the improved group.
Satisfaction is rated on a 5-point scale from very dissatisfied to
very satisfied.

Ethical Considerations
The study design and procedures conformed to the Declaration
of Helsinki. This study was approved by the ethics review board
of the First Affiliated Hospital of Wenzhou Medical University
(KY2023-R098).

Statistical Analysis
SPSS (version 26.0; IBM Corp) statistical software was used
for statistical analysis. Use cases (percentage) and (mean, SD)
were used to represent counting and measuring data,
respectively. The t test was used for comparison among

measurement data groups, the chi-square test was used for
counting data, and the rank sum test was used for rank data.

Results

Primary Outcomes
From January 1, 2021, to December 31, 2021, the total number
of pathological specimens is 84,289, of which 55,545 are
ordinary, 1096 are paraffin accelerated, and 27,648 are frozen.
From January 1, 2022, to December 31, 2022, the total number
of pathological specimens was 99,998, of which 62,383 were
ordinary, 5744 were paraffin accelerated, and 31,871 were
frozen (Table 1). Before the implementation, there were 31
errors surgical specimen in submitting surgical specimens,
including 17 errors in the name and location of surgical
specimens, 6 errors in the type of specimens submitted, 2 errors
in the information of registered patients, and 6 errors in the left
and right sides of pathology reports. After the implementation,
there were 4 errors in surgical specimens, including 4 errors in
the name and location of surgical specimens (Table 2). The
chi-square test showed that the error rate of surgical specimens’
submission was significantly lower than that before
implementation and the difference was statistically significant

(χ2
1=25.9; P<.001).

Table . Summary table of surgical specimen types and quantities for 2021‐2022.

Total, nParaffin acceleration, nFrozen specimen, nParaffin specimen, nYear

84,289109627,64855,5452021

99,998574431,87162,3832022

Table . Information on the occurrence of misses from 2021‐2022.

Key points of missNumber (2021/2022), n/NNear miss events

Errors in electronic surgery notification checks2/0Incorrect registration of patient information

Communication and checking failures between
medical and nursing staff

17/4The specimen’s name was entered in the wrong
place

Roving nurse operator error6/0Wrong type of surgical specimen sent for exam-
ination

Pathologist makes error in entering surgical site
in pathology report

6/0Pathology report error

Secondary Outcomes
After the implementation of the new surgical specimen process
management mode, the fixed pass rate of common pathological
specimens increased to 99%, and the average fixation time was
reduced to 10.221 (SD 12.552) minutes, while the differences
were statistically significant (P<.001) with chi-square test and

t test. At the same time, we found that only 13 of the 31 (41.9%)
near-miss events in 2021 were reported, compared to all of the
4 (100%) near-miss events in 2022. We used Fisher precision
probability test to measure the increase in the rate of near-miss
reporting, which showed a statistically significant difference
between 2021 and 2022 (P=.045; Table 3).
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Table . Fixed qualification rate and average qualification time of common pathological specimens.

P valueChi-square (df)/t test20222021Indicators

<.001114,798.6 (1)a61,730/62,383 (98.9)53,001/55,545 (95.5)Fixed pass rate, n/N (%)

<.00134.3 (232,657)b10.221 (12.552)12.597 (13.032)Fixed meantime (minutes),
mean (SD)

.045N/Ac10041.9The rate of near miss report-
ing, n

aDenotes the chi-square value.
bDenotes the t test value.
cN/A: not applicable.

Comparison of the satisfaction degree of doctors and nurses in
relevant clinical departments with the procedure and
management of surgical specimens before and after
implementation. After the implementation, the satisfaction score
of doctors in relevant clinical departments with the quality of

pathological specimen management was 93.3% (56/60), higher
than 58.3% (35/60) before the implementation, and the
difference was statistically significant with rank sum test
(P<.001; Table 4).

Table . Comparison of satisfaction with surgical specimen handling process and management between the 2 groups of medical staff.

P valuez scoreBe very dissat-
isfied, n

Dissatisfac-
tion, n

Ordinary, nSatisfaction, nGreat satisfac-
tion, n

Group

<.001−5.133Doctor satisfaction

12222015Control group
(n=60)

0041145Improvement
group (n=60)

<.001−4.848Nurse satisfaction

13202214Control group
(n=60)

0041046Improvement
group (n=60)

Discussion

Principal Findings and Contributions
The goal of this study is to develop a new surgical specimen
operating standard and procedure that can effectively reduce
the incidence of surgical specimen errors. Standardized
procedures and standardized operations can simplify the work
of nurses and medical teams and improve the quality of work
[8]. In the traditional model mode, during the practice of the
specimen identification stage, the surgeon’s verbal error, nursing
interruption, input error, verification and communication failure,
and other links would occur [11]. Key errors in surgical
specimen management will directly lead to errors in surgical
specimens, resulting in incomplete or inaccurate diagnoses of
patients by clinicians. This can lead to inappropriate and
inaccurate treatment and care, causing temporary or permanent
physical and psychological harm to patients. Therefore, we have
developed a new operating standard and procedure for surgical
specimens, which can effectively reduce the occurrence of
surgical specimen errors, greatly improve the working efficiency
of the operating room, reduce the risk of surgical specimen route
errors, and ultimately greatly improve the quality of medical
care and guarantee the medical safety of patients.

There were 17 errors in identifying parts of surgical specimen
names in our research in 2021, mainly on the left and right sides
and the upper, middle, and lower parts. And the early warning
information safety barrier in our new management model can
intercept the wrong specimen names. When the specimen name
is inconsistent with the diagnosis site during operation, the
system will automatically pop-up to remind that the interception
barrier is inconsistent with the diagnosis site of the patient (left
and right side and other key controls such as upper, middle, and
lower). If correct, the specimen name bar code will be printed.
If it is inconsistent with the diagnosis site, the system will
display the red large font box “specimen name is inconsistent
with the diagnosis, please check the specimen name again is
correct” to play a role in checking again. In particular, errors
on the right and left sides of key points can lead to a series of
pathological diagnosis errors leading to very serious adverse
events. The results showed that in 2022, the error rate of
specimen name identification was significantly reduced to 4
cases, among which 4 cases of specimen name error were mainly
caused by the failure of bilateral surgical site verification for
the same incision. Meanwhile, the error rate of surgical
specimens was significantly lower than that before the operation

(χ2
1=25.9, P<.001).
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Theoretical and Practical Significances
In the quality and safety of nursing care in the operating room,
it has always been a hot issue to explore the application of
intelligent management to the surgical specimen inspection
process and safety management [10]. The process of specimen
inspection was improved to achieve information-based
closed-loop management, and barcode technology was used to
track and record the whole process of specimen inspection to
form closed-loop management, so as to improve the accuracy
and traceability of intraoperative pathological specimen
information [9]. The traditional specimen inspection is done by
scanning the 2D barcode code, but there is no information
reminder function. In this paper, the link of specimen fixation
is proposed. If the surgical specimen is not fixed 20 minutes
after registration, the computer pop-up window will remind
“Abnormal specimen submission,” display the name of the
corresponding operating room, itinerant nurses and patient
information, and urge the itinerant nurses to submit pathological
specimens for examination in time to prevent late and missed
inspection of surgical specimens. Barcode technology is used
to track and record the whole process of surgical specimen
submission, forming closed-loop management and improving
the accuracy and traceability of intraoperative pathological
specimen information [12], accurately implement closed-loop
management of specimens, transport personnel pays attention
to the status of surgical specimens in real time, whether it has
closed loop, and promptly urge itinerant and hand-washing
nurses to implement the specimen inspection work in strict
accordance with the surgical specimen inspection system. If the
time from marking to receiving of surgical specimen exceeds
half an hour, the system will show a red warning module that
the specimen is not alerted to the pathology department, which
can effectively reduce the incidence of surgical specimen
delivery near misses. A shorter time for surgical specimen
examination can reduce the difficulty of pathological diagnosis
[13]. The qualified rate of fixation of common pathological
specimens increased to 99%, and the differences were
statistically significant (P<.001). Controlling the closed-loop
management of the information of each link of surgical
specimens, the number of specimens sent for surgery at each
stage, and the status of specimens at each link are distinguished
by different color blocks. The full-time specimen-sending
personnel and the full-time receiving personnel of the pathology
department checks whether each surgical specimen has reached
the closed-loop state. It achieves accurate control of each link
in the process of submitting surgical specimens, refines the
standardized process of submitting surgical specimens, and
ensures the controllability of each link, thus ensuring the
correctness and simplification of the entire process of submitting
surgical specimens, improving the qualification rate of handling
surgical specimens, and reducing the risk of approaching errors
[14].

With the high-quality development of hospitals, the
informatization of operating rooms has been fully popularized
and entered the era of a new paperless model [15]. It is
particularly important to track and manage the surgical
specimens and analyze the abnormal process. The traditional
mode refers to the manual way to collect information manually,

and the information filled in manually may have problems such
as missing filling, wrong filling, mistransmission, and so forth.
This paper uses network technology to realize information
sharing and captures data through nursing managers to modify
surgical specimens and near misses. In case of surgical specimen
execution error, the traveling nurse should report the cause of
the incident near the error on the interface of the pathology
application form, and the specimen will be correctly executed
after approval and verification by the head nurse. After using
the new management mode, the near-miss reporting rate
increased to 100% (P=.045). Meanwhile, this is also one of the
ways to collect surgical specimen errors. Through information
collection, we can find the causes of specimen errors and analyze
and improve the key links of information. In the event of a
surgical specimen near miss, the nurse on duty applied for
specimen review, entered the reasons for the error, and made
an application. After the review by the regulator, the correct
name of the specimen can be obtained, the analysis and
rectification of each data capture abnormal problem can be
carried out, and scientifically use the quality tracking
management tool of specimen approaching error anomaly to
analyze the root cause and learn from it. It is helpful to improve
the correct execution rate of surgical specimens and enhance
the awareness of specimen management [2].

IT has been used to effectively improve the process of surgical
specimen inspection [16], which has a sensitive and accurate
perception function and effective verification, supervision, and
control function, and improves work efficiency and the overall
quality of specimen inspection. The satisfaction of medical staff
had significantly increased to 93.3% (P<.001), and the efficiency
of surgical specimen inspection was improved. The research on
the prevention of surgical specimens near misses through
effective information control link technology and the
establishment of intelligent closed-loop management mode of
pathological specimens in intelligent operating rooms is still
rare, and there are no relevant reports at home and abroad.
Through statistical analysis of medical satisfaction, this paper
shows that the work of nurses and medical teams can be
simplified and the quality of work can be improved [7,8]. The
purpose of this study is to construct a new model of surgical
specimen process management through the information security
barrier to prevent the specimen from approaching the wrong
event to create a safe operating room nursing practice
environment.

Limitations
First, different personnel receive different education levels and
ages, so different personnel have different ability to operate the
system, so there will be deviations. Furthermore, different types
of surgery may require different methods of recording and
managing specimen information. There is also a Hawthorne
effect in this study, which affects the results. In addition,
inadequate information management systems can lead to data
underreporting or inaccurate reporting, which can have serious
implications for patient diagnosis and treatment. Finally, the
direct relationship between the management model and patient
outcomes was not discussed in our study and we will conduct
this part in future studies. In conclusion, all of these issues may
lead to limitations in the study.
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Conclusions
We have developed a novel mode of managing the surgical
specimen process. This new model effectively controls and
manages the entire process, including the preanalysis stage,
analysis stage, and fault analysis stage, of the information
security barrier. It significantly reduces the risk of near misses

associated with surgical specimens. Moreover, the new
management model serves as a valuable reference for clinical
decision makers and enables multiple hospitals to enhance
operating room efficiency, reduce the occurrence of near misses
in surgical specimens, and ultimately improve the quality of
medical care while ensuring patient safety.
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Abstract

Background: “Lock to Live” (L2L) is a novel web-based decision aid for helping people at risk of suicide reduce access to
firearms. Researchers have demonstrated that L2L is feasible to use and acceptable to patients, but little is known about how to
implement L2L during web-based mental health care and in-person contact with clinicians.

Objective: The goal of this project was to support the implementation and evaluation of L2L during routine primary care and
mental health specialty web-based and in-person encounters.

Methods: The L2L implementation and evaluation took place at Kaiser Permanente Washington (KPWA)—a large, regional,
nonprofit health care system. Three dimensions from the RE-AIM (Reach, Effectiveness, Adoption, Implementation, Maintenance)
model—Reach, Adoption, and Implementation—were selected to inform and evaluate the implementation of L2L at KPWA
(January 1, 2020, to December 31, 2021). Electronic health record (EHR) data were used to purposefully recruit adult patients,
including firearm owners and patients reporting suicidality, to participate in semistructured interviews. Interview themes were
used to facilitate L2L implementation and inform subsequent semistructured interviews with clinicians responsible for suicide
risk mitigation. Audio-recorded interviews were conducted via the web, transcribed, and coded, using a rapid qualitative inquiry
approach. A descriptive analysis of EHR data was performed to summarize L2L reach and adoption among patients identified at
high risk of suicide.

Results: The initial implementation consisted of updates for clinicians to add a URL and QR code referencing L2L to the safety
planning EHR templates. Recommendations about introducing L2L were subsequently derived from the thematic analysis of
semistructured interviews with patients (n=36), which included (1) “have an open conversation,” (2) “validate their situation,”
(3) “share what to expect,” (4) “make it accessible and memorable,” and (5) “walk through the tool.” Clinicians’ interviews (n=30)
showed a strong preference to have L2L included by default in the EHR-based safety planning template (in contrast to adding it
manually). During the 2-year observation period, 2739 patients reported prior-month suicide attempt planning or intent and had
a documented safety plan during the study period, including 745 (27.2%) who also received L2L. Over four 6-month subperiods
of the observation period, L2L adoption rates increased substantially from 2% to 29% among primary care clinicians and from
<1% to 48% among mental health clinicians.

Conclusions: Understanding the value of L2L from users’ perspectives was essential for facilitating implementation and
increasing patient reach and clinician adoption. Incorporating L2L into the existing system-level, EHR-based safety plan template
reduced the effort to use L2L and was likely the most impactful implementation strategy. As rising suicide rates galvanize the
urgency of prevention, the findings from this project, including L2L implementation tools and strategies, will support efforts to
promote safety for suicide prevention in health care nationwide.
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Introduction

Firearm-related suicide accounts for approximately half of the
suicide deaths in the United States annually [1]. Firearms are
common in Americans’ lives [2]; about one-third of Americans
report owning firearms [3], and an additional 10% report living
in a household with a firearm [4], with higher rates in western
states [2], among veterans [5], and in rural areas [6]. Moreover,
the rate of ownership of new firearms appears to have increased
recently among women, Black people, and Hispanic people [7].
Suicide attempts by firearm are highly lethal; researchers
estimate that 85% to 95% of individuals who attempt suicide
by firearm do not survive [8,9], and people with access to
firearms, particularly if firearms are kept loaded and unlocked
[10,11], have increased suicide risk [12,13]. Clinicians may
have opportunities to intervene with patients at risk for
firearm-related suicide because about 50% of individuals who
die by suicide see a clinician in the month before death, and
over 80% see one in the year before death [14]. Moreover,
clinician-initiated discussions about reducing access to firearms
have demonstrated effectiveness for improving firearm security
practices (particularly in combination with free safe storage
devices) [15-17], as well as promising findings for reducing
suicide attempts [18,19].

Despite its potential benefits, clinician-initiated dialogue about
limiting access to firearms is an uncommon practice across
many primary care and mental health specialty practices [18,20].
Common barriers include time, clinicians’ unfamiliarity with
firearms, and concerns about negatively impacting relationships
or alienating patients [21]. “Lock to Live” (L2L) is a
self-directed, anonymous, web-based decision aid that was
designed to address these barriers. L2L was developed in
collaboration with clinicians, firearm owners, and people who
had experienced suicidal thoughts and attempts [22]. Consistent
with international design standards [23,24], the L2L decision
aid steps users through various considerations regarding in-home
and out-of-home firearm storage options, such as types of
storage, costs of storage, and background check requirements,
with a goal of encouraging storage solution discussions that are
consistent with the users’ values and preferences [22]. Two
subsequent research studies demonstrated promising results for
the feasibility and acceptability of offering L2L emergency care
encounters [25] and for the uptake of L2L when it was offered

via secure patient portal messages after outpatient care
encounters [26]. Though L2L appears to be a useful tool for
supporting suicide prevention in clinical practice, little is known
about how to use L2L during routine health care encounters
outside of a research context.

The goal of this project was to use mixed methods (qualitative
and statistical evaluations) to support the implementation and
evaluation of L2L during primary care and mental health
specialty encounters in a large, regional health care system.
Specifically, this project used semistructured interviews with
clinicians and patients to support implementation, as well as
statistical analyses to evaluate the reach and adoption of L2L
over a 2-year period. The evaluation findings will inform
considerations for implementing L2L nationwide to support
suicide prevention in health care systems.

Methods

Setting
L2L implementation and evaluation took place at Kaiser
Permanente Washington (KPWA)—1 of 8 regional Kaiser
Permanente health care systems, which together form one of
the nation’s largest nonprofit health care organizations and serve
12.5 million people [27]. At the time of this evaluation, KPWA
had provided comprehensive medical care to approximately
700,000 members across Washington State via
employer-sponsored insurance plans, individual insurance plans,
or capitated Medicaid or Medicare programs. In 2016, KPWA
augmented standard clinical workflows to support the
identification and engagement of patients at high risk of suicide
attempts (Figure 1) [28,29]. Specifically, a system-level
electronic health record (EHR) template was created to support
clinician-initiated safety planning among patients who are
identified as at high risk of suicide during primary care and
mental health specialty encounters [28,30]. Nationally, safety
planning is a widely recommended best practice [31], and
KPWA had an established process for safety planning that
included addressing access to lethal means but did not offer any
specific resources to clinicians or patients about firearm storage
options. Consistent with the goal of L2L, step 6 of this safety
plan template was designed to support patients in limiting access
to lethal means, such as firearms and prescription medications.
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Figure 1. Clinical workflow for supporting the identification and engagement of patients at high risk of suicide during primary and mental health
specialty encounters at Kaiser Permanente Washington.

Implementation and Evaluation Framework, Data
Sources, and Study Design
Three dimensions from the RE-AIM (Reach, Effectiveness,
Adoption, Implementation, Maintenance) model—Reach,
Adoption, and Implementation [32,33]—were selected to both
inform and evaluate the implementation of L2L at KPWA
(Multimedia Appendix 1) over a 2-year observation period
(January 1, 2020, to December 31, 2021). Specifically, a

qualitative, team-based, formative evaluation [34] was used,
involving semistructured interviews with purposefully sampled
patients and clinicians to facilitate implementation tools and
strategies. Descriptive statistical analyses were used to evaluate
the reach of L2L among patients identified at high risk of suicide
and L2L adoption over a 2-year observation period. The findings
were stratified by primary care and mental health specialty
service settings due to the variation in the timing of the L2L
trainings across these settings (Figure 2).
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Figure 2. L2L implementation tools and strategies used over four 6-month subperiods of the 2-year observation period (January 1, 2020, to December
31, 2021). Tools are shown in blue, strategies are shown in green, and capped lines indicate semistructured interviews. EHR: electronic health record;
KPWA: Kaiser Permanente Washington; L2L: Lock to Live; LICSW: licensed clinical social worker.

Semistructured Qualitative Interviews
EHR data were used to purposefully recruit adult patients to
participate in semistructured interviews that included questions
to elicit suggestions about introducing L2L, as part of a broader
interview that focused on exploring perceptions regarding and
experiences with firearm access assessment [35]. An invitation
letter was mailed to sampled patients (age≥18 y) who had
received a standardized question about firearm access (“Do you
have access to guns? Yes/No”) in the prior 2 weeks on a mental
health questionnaire [30]. A stratified sampling distribution was
used to recruit approximately equal numbers of patients in 3
groups, including those who (1) reported firearm access, (2)

reported no firearm access, and (3) did not respond (ie, left the
question blank). The three sampling groups were also designed
to purposefully include patients who had reported thoughts
about self-harm in the prior 2 weeks via the ninth question of
the 9-item Patient Health Questionnaire (PHQ-9) [36].
Interviewers attempted to reach all invitees for 2 weeks to invite
them to participate in a phone interview. Following the portion
of the interview guide that focused on firearm access assessment
[35], interviewers described how patients reporting suicidal
thoughts would soon be receiving L2L and elicited feedback
about how to introduce this tool in a way that would make
patients more likely to use it (Multimedia Appendix 2). This
portion of the interview transcript was extracted into Excel
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(Microsoft Corporation) and analyzed by using a team-based,
rapid, qualitative inquiry approach [37]. This involved an
iterative data analysis wherein 2 coders independently coded
the L2L portion of the transcript by using a combination of
deductive and inductive content analyses, with codes developed
a priori from the interview guide as well as codes that emerged
from the interviews [38]. This was followed by several rounds
of discussions with 2 additional team members who reviewed
the coded data and reconciled themes iteratively for the purpose
of using the summarized themes to facilitate implementation.

Following the completion of the qualitative analysis that focused
on patient-informed L2L implementation, interviewers initiated
clinician recruitment activities, which were also more broadly
focused on firearm access assessment. At the recommendation
of care delivery leaders, interviewers outreached to the following
two groups of clinicians responsible for engaging patients
identified at risk of suicide in risk mitigation (ie, safety planning
[39]): (1) licensed clinical social workers (LICSWs) supporting
integrated mental health in primary care [28] and (2) consulting
nurses (registered nurses) responsible for connecting patients
(ie, those reporting suicidality after business hours via telephone)
to telephone-based follow-up care. The L2L portion of the
interview guide included questions informed by patient
interviews (Multimedia Appendix 2) and was analyzed by using
the same rapid, qualitative inquiry approach [37] that was used
for patient interviews for the purpose of further facilitating L2L
implementation.

Descriptive Statistical Analyses

L2L Reach and Adoption
EHR data were used to summarize L2L “reach,” which was
defined as the proportion of patients identified as at high risk
of suicide via routine screening and assessment clinical
workflows (Figure 1) and received the web-based decision aid.
Specifically, we described characteristics of patients who had
a documented safety plan during the 2-year observation period
and characteristics of patients who had a safety plan that
included a reference to L2L. Next, we described the adoption
of L2L by primary care and mental health specialty clinicians
over four 6-month subperiods of the observation period by
calculating the proportions of patients identified at high risk of
suicide (via suicide risk assessment; described in the Measures
section) who had a documented safety plan with a reference to
L2L and those who had a documented safety plan without a
reference to L2L. We selected 6-month subperiods as the most
helpful way to visually describe L2L adoption over time, since
implementation paused during the initial COVID-19 outbreak
(described in the Implementation Timeline, Tools, and Strategies
section). We stratified by service setting due the variation in
the timing of L2L trainings for these groups of clinicians.

Measures
The Columbia Suicide Severity Rating Scale (C-SSRS) was
used to measure suicide risk, as per current clinical workflows.
Specifically, patients reporting some level of suicide attempt
planning or intent in the past month (ie, answering “yes” to
C-SSRS question 3 or higher) were considered to be at “high
risk” and alerted clinicians (via EHR prompts) to initiate safety

planning. Distinctive phrases from standard EHR-based
templates were used to detect safety plans documented in the
text of clinical notes among patients identified at high risk
(Multimedia Appendix 3). Sociodemographic and clinical
characteristics of interest, including those known to be
associated with firearm ownership and suicide risk [40,41], were
measured by using the following administrative and diagnostic
EHR data: age (continuous); sex (male or female); race and
ethnicity (Asian, Black, Hispanic or Latinx, White, other, or
unknown); insurance type (commercial, Medicare, Medicaid,
or other); rurality (urban, large suburban, small suburban, or
mostly rural) [42,43]; and prior year mental health, substance
use, and self-harm diagnoses derived from the International
Classification of Diseases, Tenth Revision, Clinical
Modification. Reported firearm access was measured based on
a positive response to the question on the mental health
questionnaire [30] that was also used for qualitative interview
recruitment (described in the Semistructured Qualitative
Interviews section).

Ethical Considerations
The project team received approval from the KPWA Region
Institutional Review Board (review number: 1826198) to
conduct this study. Patients who agreed to participate in the
phone interview provided oral consent, including permission
for the interview to be audio-recorded and professionally
transcribed, and they received a US $50 cash incentive for
participation. During clinician recruitment activities, clinicians
received up to 3 email invitations, which included a study
information sheet and instructions for opting out of participation
and further contact. Participating clinicians verbally consented
to participation and received a US $50 gift card for participation.

Results

Implementation Timeline, Tools, and Strategies
Over the 2-year implementation period (January 1, 2020, to
December 31, 2021), a team of researchers and care delivery
leaders took a pragmatic approach to iteratively creating and
refining L2L implementation tools and strategies for primary
care and mental health specialty clinicians (Figure 2). Initially,
tools included an EHR-based macro (ie, EPIC SmartPhrase
[Epic Systems Corporation]) for clinicians to easily add a URL
and QR code referencing L2L to safety planning templates and
a 1-page quick-start guide (ie, “Huddlecard”) with information
on how to use the new SmartPhrase during routine clinic
meetings (ie, “huddles”). In February 2020, the LICSWs who
supported mental health care delivery in primary care [28]
received information about L2L during a brief, web-based staff
training session. Additional trainings that were planned for
mental health specialty clinicians were put on hold during the
widespread service disruption that subsequently occurred in
response to the initial COVID-19 outbreak in March 2020.
Additional tools and strategies were used, following
recommendations from the care delivery leaders responsible
for primary care and mental health service recovery and from
the patients and clinicians who participated in semistructured
qualitative interviews (detailed in the Findings From
Semistructured Qualitative Interviews section).
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Findings From Semistructured Qualitative Interviews
Of 76 patients who were purposefully sampled during 2 waves
of recruitment, 36 were interviewed from November 18, 2019,
to February 10, 2020 (Table 1). Five organizing themes were
derived from the portion of the interview that elicited
perceptions and suggestions about L2L and were used to create
a handout for clinicians, with suggestions about how to introduce

L2L to their patients at risk of suicide (Multimedia Appendix
4), including recommendations to (1) “have an open
conversation,” (2) “validate their situation,” (3) “share what to
expect,” (4) “make it accessible and memorable,” and (5) “walk
through the tool” (Table 2). In addition to these
recommendations, patients expressed a preference for receiving
information about L2L from “trusted” and “caring” clinicians.

Table . Characteristics of patient (n=36) and clinician (n=30) semistructured interview participants.

CliniciansPatients

Sex, n (%)

24 (80)17 (47)Female

6 (20)19 (53)Male

44.3 (12.1)47.3 (17.9)Age (y), mean (SD)

Age category (y), n (%)

1 (3)8 (22)19-29

20 (67)11 (31)30-49

6 (20)9 (25)50-64

3 (10)8 (22)≥65

Race and ethnicity, n (%)

1 (3)0 (0)American Indian or
Alaska Native

2 (7)3 (8)Black

5 (17)3 (8)Asian or Pacific Is-
lander

4 (13)1 (3)Latinx or Hispanic

0 (0)2 (6)Unknown

18 (60)27 (75)White

N/Ac16 (44)Reported firearm accessa,b, n (%)

N/A15 (42)Reported thoughts about self-harm (prior 2

wk)a,d, n (%)

aPatients’ responses recorded on the Kaiser Permanente Washington mental health monitoring questionnaire used for criterion sampling within the 2
wk prior to the recruitment initiation.
b“Do you have access to guns? Yes/No.”
cN/A: not applicable.
dNinth question on the 9-item Patient Health Questionnaire: “Thoughts that you would be better off dead, or of hurting yourself.”
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Table . Thematic analysis of semistructured interviews with patients (n=36) and recommendations for introducing “Lock to Live” (L2L).

RecommendationIllustrative quotesaThemes

“Have an open conversation”: patients were more
willing to listen and try a tool if a clinician took

Show caring and compassion, ask permission,
and respect autonomy

• “I think it’s important to just take a breath,
sit down with them, hold their hand, look
them in the eye - ‘how can I help you? Help the time to connect, showed compassion for

people’s unique experiences, and showed respect
for autonomy.

me help you. What’s going on? Tell me.
What are you thinking? How are you feel-
ing? How can I help you?’ Instead of an
assembly line and ‘I only have a few min-
utes,’ so they [providers] don’t take the
time.” (Patient B029)

• “I would hope the provider is very warm
and caring and explains it’s a safety precau-
tion, it’s for your better health and it insures
you’ll be safer…basically it’s another part
of your little toolbox to keep yourself well.”
(Patient A032)

• “Probably compassionately, potentially
generalized to begin with, to find out if the
person is resistant right upfront… Maybe
you could put a question, ‘would you be
willing to consider options for storing or
access to lethal means, whether it’s firearms
or medication? Is it something you would
be willing to discuss and look into if you
were experiencing suicidal thoughts?’”
(Patient A005)

• “We’re offering you the means to protect
yourself, this is not an us decision, this is a
you decision. So here is the website, the
online information and we encourage you
to look at it, but it’s your decision….No-
body can force you to do things. So bringing
it up more as like – not we’re taking it
[firearm] away from you, but letting you
decide what to do with it.” (Patient A024)

• “Reassuring people that their firearm own-
ership will not end because they’re going
through a rough patch in life; their ability
to have their own authority to hold onto
their possessions [will not end], firearms or
not.” (Patient B036)

“Validate their situation”: normalize their expe-
rience, share how common suicidal thoughts are,

Frame as helpful resource and normalize experi-
ences

• “I think overall education about the topic
to start out with, just to say…‘this is what
we have found is helpful, in these situa- and be nonjudgmental in your approach; people

have a variety of gun beliefs.tions.’ Moving more into letting people
know what their resources could be. Just
education to be begin with, so it’s not so
threatening. I think anytime somebody’s in
a vulnerable place emotionally, they’re al-
ready possibly feeling threatened and they
may not want to trust a lot of people.” (Pa-
tient A005)

• “I would hope it would be pretty real, like
a conversation…‘based on your health
concerns you’re showing, we’ve got some
important information we’d like to share
with you,’ especially if that person has a
relationship or feels responsible with the
person presenting it, would stay there togeth-
er and talk about it afterwards….Also
statistics to help a person realize how more
common this is.” (Patient A011)
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RecommendationIllustrative quotesaThemes

“Share what to expect”: address privacy and how
information is stored if patients visit the website;
assure patients that L2L is anonymous.

• “[The provider] would have to explain what
it does, how it’s going to work and how
private it is - nobody can get into your part
of the website anyway, your personal page,
where you go. So she has to reassure them
about that….I just don’t feel that being on-
line is that secure.” (Patient B004)

• “privacy is probably number one and an
assurance that you’re not being turned in….I
would be concerned in our surveillance state
that disclosing things to a website about my
firearm use might somehow come close to
violating some kind of civil right to priva-
cy.” (Patient B008)

• “As long as people don’t have to put in in-
formation which can be tracked, I can see
lots of people using it. I mean the minute
[you have to enter] your name, address,
phone number, medical ID number, whatev-
er else, people are going to go – eh.” (Pa-
tient A033)

Address privacy and security

“Make it accessible and memorable”: have mul-
tiple routes for sharing the website and sending
reminders (after-visit summary, message, web-
site, pamphlet).

• “You don’t want to make it hard to find on
a website because it doesn’t take me very
long. If something’s really hard to find on
a website, I’m out of there.” (Patient B004)

• “If there are hoops to jump through before
you can access it, if you have to log in, go
through a bunch of pages - maybe if it was
right there, ready to access at any time, I’d
say that’d be better.” (Patient B008)

• “I’d love to see it everywhere. Have little
cards that could be given out, a billboard,
having my doctor [send it].” (Patient A033)

• “If I knew it existed, I would probably try
it. advertise it.” (Patient A032)

• “Highlight it in your After Visit Summary
too.” (Patient A002)

Accessibility is key

“Walk through the tool”: most patients said that
a website walk-through, rather than simply hav-
ing a conversation, would be helpful to overcome
the barrier of trying something new, especially
if already depressed.

• “I think when you’re in a pit of despair, to
go and do it on your own, some people will
do that and other people will not. They need
to be taken by the hand and go, ‘what do
you think about this?’ Read it together.”
(Patient B036)

• “I’m more keen to follow somebody who’s
like ‘I’m offering you the opportunity to
maybe do this together,’ instead of ‘I’m
watching out for you.’” (Patient A024)

• “Being shown an example would be nice,
showing it off briefly. Knowing more
specifically what it does or how it could be
helpful as opposed to just knowing it ex-
ists.” (Patient B033)

• “I think showing the patient or at least offer-
ing, would you like me to show you? Not
just telling somebody, because short term
memory is only like 30 s or a couple min-
utes and then you forget about it.” (Patient
A002)

Demonstrate and “show, don’t just tell”

aIdentifier “A”: patients in the first wave of interviews; identifier “B”: patients in the second wave of interviews (grammatic edits, noted in brackets,
were added to clarify intended meaning).

Of 51 purposefully sampled clinicians responsible for safety
planning with patients identified at high risk of suicide, 30 were

interviewed from July 7, 2020, to October 8, 2020 (Table 1),
including 25 LICSWs and 5 registered nurses. During the
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interviews with LICSWs, only 3 had actually used L2L with a
patient—9 were unfamiliar with L2L, and 12 were familiar with
but had not yet used L2L. Most clinicians saw clear benefits to
L2L as an option for supporting both clinicians and patients.
Several clinicians expressed concern about using the tool to
replace dialogue about lethal means, and most supported the
idea of a walk-through, as patients had recommended. Clinicians
also expressed a strong preference to have L2L information
included by default in the EHR-based safety planning template,
in contrast to having clinicians remember to add it (via
SmartPhrase). A clinician also suggested automatically including
L2L in after-visit summaries when patients reported thoughts
about self-harm on the PHQ-9. The implementation team worked
with clinical partners to update the system-level, EHR-based
safety plan template to include L2L information and updated
the Huddlecard to communicate this change (Multimedia
Appendix 5). After-visit summaries were used to provide safety

plans to patients who were seen via a secure, web-based patient
portal, and L2L was automatically included after the template
change. Several clinicians also requested follow-up trainings
or refreshers about L2L. The team therefore conducted a round
of brief trainings, which were presented during routine clinic
huddles with mental health specialty clinicians, and created a
3-minute training video (Multimedia Appendix 6).

Findings From Descriptive Statistical Analyses
During the study period, 2739 adult patients reported some
prior-month suicide attempt planning or intent via routine
suicide risk assessment workflows during primary care or mental
health specialty encounters and had a documented safety plan,
including 745 (27.2%) who also received L2L. Overall, there
were no major differences in the demographic and clinical
characteristics between patients who received L2L and the
broader population that was identified as at risk of suicide and
had a documented safety plan (Table 3).
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Table . Characteristics of patients who received “Lock to Live” (L2L; n=745) and were among patients with a documented safety plan (n=2739) during
the implementation period (January 1, 2020, to December 31, 2021).

Patients with a documented safety plana, n (%)Patients who received L2L, n (%)

Ageb (y)

1817 (66.3)513 (68.9)18-39

732 (26.7)187 (25.1)40-64

190 (6.9)45 (6)≥65

Sexc

1753 (64)445 (59.7)Female

986 (36)300 (40.3)Male

Race and ethnicityc

75 (2.7)14 (1.9)American Indian or
Alaska Native

199 (7.3)54 (7.2)Asian

166 (6.1)52 (7)Black

45 (1.6)8 (1.1)Hawaiian or Pacific Is-
lander

201 (7.3)59 (7.9)Hispanic or Latinx

294 (10.7)93 (12.5)Unknown

1759 (64.2)465 (62.4)White

Insurancec

1831 (66.8)530 (71.1)Commercial

342 (12.5)83 (11.1)Medicare

228 (8.3)54 (7.2)Medicaid

338 (12.3)78 (10.5)Not enrolled

Rural or urban c , d

1010 (36.9)301 (40.4)Urban

799 (29.2)205 (27.5)Large suburban

802 (29.3)186 (25)Smaller suburban

96 (3.5)31 (4.2)Mostly rural

Mental health diagnosese

2502 (91.3)675 (90.6)Depression

2434 (88.9)652 (87.5)Anxiety

586 (21.4)144 (19.3)Serious mental illness

752 (27.5)196 (26.3)Substance use disorder

175 (6.4)39 (5.2)Suicide attempt diagno-
sis

501 (18.3)150 (20.1)Reported firearm accesse

aIncludes safety plans with L2L.
bAt evaluation midpoint (January 1, 2021).
cAt first encounter.
dMissing information for 22 patients.
eDuring implementation period.

The adoption of L2L increased substantially over the 2-year
observation period (Tables 4 and 5). During this time, rates of

documented safety plans among patients identified at high risk
of suicide (C-SSRS score≥3) remained fairly consistent—51.2%
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to 55.2% of primary care patients and 73.4% to 78.4% of mental
health specialty patients had a documented safety plan.
However, over four 6-month subperiods of the observation
period, L2L adoption rates increased substantially from 2% to

29% among primary care clinicians and <1% to 48% among
mental health clinicians, increasing primarily after L2L was
integrated into the EHR-based safety planning template.

Table . Proportions of primary care patients who were identified as at high risk of suicide and had a documented safety plan during primary care
encounters over the implementation period (January 1, 2020, to December 31, 2021).

Patients with a documented safety plan that did
include “Lock to Live,” %

Patients with a documented safety plan that did
not include “Lock to Live,” %

Subperiods of implementation period

1.653.5Months 1-6

4.150Months 7-12

11.141.7Months 13-18

29.122.2Months 19-24

Table . Proportions of primary care patients who were identified as at high risk of suicide and had a documented safety plan during mental health
specialty encounters over the implementation period (January 1, 2020, to December 31, 2021).

Patients with a documented safety plan that did
include “Lock to Live,” %

Patients with a documented safety plan that did
not include “Lock to Live,” %

Subperiods of implementation period

0.378.1Months 1-6

1.474.8Months 7-12

19.653.8Months 13-18

48.425.9Months 19-24

Discussion

This novel study used mixed methods to support the
implementation and evaluation of a web-based decision aid that
was designed to help patients at risk of suicide limit access to
firearms. Specifically, findings from semistructured interviews
with patients and clinicians were used to facilitate L2L
implementation, while statistical analyses were used to describe
rates of reach among patients identified at risk of suicide and
increased adoption by clinicians who cared for them during the
2-year observation period.

L2L development centered users’ values and preferences in the
design process [22]. Similarly, the tools and strategies developed
for this project used information from semistructured interviews
with people who were the most likely to be impacted by L2L
implementation, including firearm owners, patients experiencing
suicidality, and the clinicians who care for them. Clinicians
have reported a lack of experience with handling firearms and
have expressed apprehension about discussing firearm safety
due to concerns about damaging relationships with patients
[44-46]. Likewise, patients have expressed apprehension about
disclosing access to firearms due to concerns about privacy,
autonomy, and firearm ownership rights [47,48]. For these
reasons, patients and clinicians perceive firearm access
assessment as challenging but also as valuable for supporting
suicide prevention [35]. This implementation project showed
that clinicians, that is, those responsible for engaging at-risk
primary care and mental health patients in suicide risk
mitigation, willingly adopted the use of L2L to support safety
planning.

This study also has important implementation implications.
Unsurprisingly, the rates of L2L adoption increased after L2L

was incorporated into the existing system-level safety planning
template as a default (primarily in the latter half of year 2). This
finding underscores the importance of removing barriers to the
adoption of web-based decision aids and making adoption
“easy” [49]. In contrast, those seeking change often focus on
amplifying benefits or “selling” their new idea or innovation;
however, it may be equally as important or more important to
focus on “friction,” that is, “psychological forces that oppose
and undermine change,” such as inertia, effort, emotion, and
reactance [50]. In the case of L2L, reducing the effort required
for clinicians to remember to use L2L appeared to be the main
driver of its adoption. However, the tools and strategies that
were designed to communicate about the benefits of using L2L
(eg, training, video, Huddlecard, and newsletter information)
were likely necessary for leaders to understand L2L’s value to
patients and clinicians and approve the system-level change
that was required to make L2L easier to use for clinicians.

This study has important clinical implications for supporting
suicide prevention in health care. First, L2L supports clinicians
who engage patients identified at risk of suicide in collaborative
safety planning and lethal means counseling, which are
evidence-based suicide risk mitigation practices that are
recommended by the Zero Suicide Institute and follow the
principles outlined in the National Strategy for Suicide
Prevention [29,51-53]. Moreover, the recommendations from
interview participants (“have an open conversation,” “share
what to expect,” and “walk through the tool”) support a
motivational interviewing approach to lethal means counseling
and align with the recommendations of the Veterans Health
Administration [54]. Second, L2L was developed by patients
with lived experiences of suicidality and firearm ownership;
therefore, L2L supports cultural competency in health care as
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a culturally aligned intervention [55]. Finally, this
technology-based, EHR-embedded approach to addressing lethal
means supports all 6 aims of health care quality that are outlined
by the Institute of Medicine—safe, effective, patient-centered,
timely, efficient, and equitable [56,57].

There are several limitations of this project that have
implications for future research. First, the implementation of
L2L at KPWA occurred during the initial outbreak of a global
pandemic, which impacted the original implementation plans
while health care systems responded to the pandemic and rapidly
shifted toward providing web-based mental health care [58].
Semistructured interviews with patients took place prior to this
shift. Future research should explore optimizing mental health
care delivery workflows that support web-based suicide risk
identification (ie, screening and assessment) [59] and
incorporating L2L in web-based care encounters via secure
telehealth platforms that are designed to support patient
engagement. Second, L2L recognizes and addresses firearm
policies related to background checks and how these policies
might influence the legality of temporary firearm transfers for
addressing suicide risk, but it does not address specific state
laws. Additional work to understand the legality of
recommendations about firearm safety practices may be helpful
for health care systems that implement L2L. Third, this project
was not designed to measure the specific impact of individual
implementation strategies or determine whether L2L was
effective in helping patients reduce access to firearms for suicide
prevention purposes. Measuring the effectiveness of this tool,

which was designed to support population-based suicide
prevention, would require extending the implementation of L2L
to other large health care systems nationwide and conducting
other analyses that are designed to measure key functions of
suicide prevention practices, including risk identification,
engagement in evidence-based risk mitigation and treatment,
and supportive care transitions [29]. Finally, L2L is meant to
support adult patients at risk of suicide reduce access to firearms
and other lethal means; additional tools and strategies are
required to support youth at risk of suicide. Notably, there is a
similar web-based decision aid that is available for this purpose;
“Lock and Protect” was designed to help parents and caregivers
reduce access to lethal means for youth suicide risk mitigation
[60]. Similarly, the “Safety in Dementia” web-based decision
aid was developed to support caregivers in addressing firearm
access among individuals with Alzheimer disease and related
dementias [61]. Future research should evaluate the
implementation of these tools in routine care delivery.

In conclusion, incorporating L2L into the existing system-level
safety plan template reduced the effort required to use L2L and
was likely the most impactful implementation strategy for
increasing clinician adoption and patient reach. However,
understanding the value of L2L from the users’ perspectives
was essential for effectively amplifying the suicide risk
mitigation benefits. As rising suicide rates galvanize the urgency
of prevention [62], the implementation tools and strategies
developed for this project will be useful for health care systems
nationwide.
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Abstract

Background: Despite the potential of routine health information systems in tackling persistent maternal deaths stemming from
poor service quality at health facilities during and around childbirth, research has demonstrated their suboptimal performance,
evident from the incomplete and inaccurate data unfit for practical use. There is a consensus that nonfinancial incentives can
enhance health care providers’ commitment toward achieving the desired health care quality. However, there is limited evidence
regarding the effectiveness of nonfinancial incentives in improving the data quality of institutional birth services in Ethiopia.

Objective: This study aimed to evaluate the effect of performance-based nonfinancial incentives on the completeness and
consistency of data in the individual medical records of women who availed institutional birth services in northwest Ethiopia.

Methods: We used a quasi-experimental design with a comparator group in the pre-post period, using a sample of 1969 women’s
medical records. The study was conducted in the “Wegera” and “Tach-armacheho” districts, which served as the intervention
and comparator districts, respectively. The intervention comprised a multicomponent nonfinancial incentive, including smartphones,
flash disks, power banks, certificates, and scholarships. Personal records of women who gave birth within 6 months before (April
to September 2020) and after (February to July 2021) the intervention were included. Three distinct women’s birth records were
examined: the integrated card, integrated individual folder, and delivery register. The completeness of the data was determined
by examining the presence of data elements, whereas the consistency check involved evaluating the agreement of data elements
among women’s birth records. The average treatment effect on the treated (ATET), with 95% CIs, was computed using a
difference-in-differences model.

Results: In the intervention district, data completeness in women’s personal records was nearly 4 times higher (ATET 3.8, 95%
CI 2.2-5.5; P=.02), and consistency was approximately 12 times more likely (ATET 11.6, 95% CI 4.18-19; P=.03) than in the
comparator district.

Conclusions: This study indicates that performance-based nonfinancial incentives enhance data quality in the personal records
of institutional births. Health care planners can adapt these incentives to improve the data quality of comparable medical records,
particularly pregnancy-related data within health care facilities. Future research is needed to assess the effectiveness of nonfinancial
incentives across diverse contexts to support successful scale-up.
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Introduction

Background
Maternal mortality, a pressing global health concern, is
particularly prevalent in low- and middle-income countries
[1-5]. The existing research attributes the persistence of maternal
deaths largely to inadequate health care quality during labor,
delivery, and immediate postpartum care in health facilities
[6,7]. Almost every low- and middle-income country implements
the Routine Health Information System (RHIS) to address this
challenge [8-10]. The RHIS has gained prominence for its
practical roles in improving the quality of services, including
(1) facilitating evidence-based action by enabling the early
detection of pregnancy-related complications, (2) serving as a
repository for clients’ data to ensure the continuity of
pregnancy-related care, and (3) functioning as the primary data
source essential for health monitoring and evaluation at all levels
of the public health system [11-16]. Despite its potential, the
performance of RHIS remains suboptimal, primarily because
of incomplete and inaccurate data, hindering its effective use
by decision makers [17-20].

In Ethiopia, the introduction of the RHIS dates back to 2008
[21,22]. Ongoing efforts are in place to enhance the data quality
of the RHIS in Ethiopia through interventions such as the
Performance Monitoring Team (PMT), lot quality assurance
sampling (LQAS), and the Capacity Building and Mentorship
Program (CBMP) [23-25]. However, despite these efforts, the
quality of RHIS data still lags in Ethiopia [15,26]. This challenge
is pertinent to institutional birth, as shown by some previous
studies in Ethiopia. For instance, a study [27] reported a
completeness rate of only 18.4%. Another study from Ethiopia
found that 66% of health facilities managed to produce accurate
data within an acceptable range [28]. Furthermore, comparing
the data from health facilities with external sources such as the
Ethiopian Demographic Health Survey reveals concerns
regarding data quality in Ethiopian RHIS [26].

Incentives and Its Impact on Health Care Quality
Previous studies have shown that offering incentives for
personnel responsible for data collection and management can
improve data quality in the RHIS. According to some studies,
incentives are essential for addressing the negative attitudes and
values that undermine data quality within the RHIS, which are
primary challenges to achieving desired quality of RHIS data
[29].

The effectiveness of incentives in health care is grounded in
theoretical and empirical evidence. Theories like the theory of
planned behavior emphasize the connection between motivation
and improved health care quality [30]. Some studies
demonstrated that incentive-based interventions can predict up
to 48% of desired health care behavior [31,32].

Despite the growing interest in using incentives in health care
[32-38], determining the most effective approach remains a
research priority. Incentives can be financial [39,40] or
nonfinancial. Financial incentives have been extensively studied
globally [33,37-39,41-43], but there is limited evidence
supporting their consistent impact on health care quality [40].
Some studies have even cited the counterproductive effects of
financial incentives on health care [44].

Compared to financial incentives, the impact of nonfinancial
incentives on health care quality has been minimally studied
[45]. Nonfinancial incentive schemes offer noncash rewards or
benefits to motivate recipients using approaches that involve
recognition through public profiling or reporting; career
advancement opportunities; providing certificates to top
performers; and ensuring improved working conditions, such
as vacations, grading systems, and packaging interventions with
in-kind items [46-53]. Previous studies have demonstrated the
effectiveness of nonfinancial incentives in enhancing the quality
of health services. For instance, nonfinancial incentive schemes
in the United States, India, El Salvador, and Tanzania have been
reported to enhance the performance of health care providers,
including enhanced root cause data analysis of medical errors,
expanded community outreach services, better maternal and
child care services, and higher quality health care consultations
[50,51,54,55].

Objectives
This study aimed to evaluate the effect of performance-based
nonfinancial incentives (PBNI) on enhancing the quality of
institutional birth data, measured by the completeness and
consistency of data within women’s individual medical records
(IMRs).

Methods

Study Design and Period
This study used a quasi-experimental design with a comparator
group in the pre-post period to examine the effect of PBNI on
the data quality of IMRs of institutional births. A cross-sectional
survey within an institutional setting was used to review
institutional birth–related medical records. The study included
the IMRs of women who gave birth within 6 months before
(April to September 2020) and after (February to July 2021)
the intervention.

Study Setting
This study was conducted in the Amhara National Regional
State, specifically in the Central Gondar Zone districts of
“Wegera” and “Tach-armachiho” in northwest Ethiopia (Figure
1). According to the Ethiopian Central Statistical Agency
projection, the total population in both districts was
approximately 398,350 in 2021, with an estimated 93,214
women in the reproductive age group (15-49 years) [56,57].
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The districts hosted 2 primary hospitals, 13 health centers, and
72 health posts. The intervention district had 678 health care
providers and 215 support staff, whereas the comparator district
had 202 health care providers and 141 support staff [58]. These
districts were chosen for their involvement in the CBMP, a
collaborative initiative between the Ethiopian Ministry of Health
and the University of Gondar [24,59,60]. As part of the CBMP,

the University of Gondar provides ongoing technical support,
including training, supervision, and mentorship to health
facilities in both districts, to enhance data quality and
information use [59]. This study evaluated the effect of PBNI
in the “Wegera” district, with the “Tach-armachiho” district
serving as a comparator.

Figure 1. Map of the study area.

Intervention

Intervention Aim and Design
The PBNI intervention was implemented in the “Wegera”
district between October 2020 and July 2021 to improve the
data quality and use of the RHIS. PBNI was designed as a
package with multiple nonfinancial incentive components.
Incentives were offered across 3 levels: health facilities,
departments, and individual health care workers. Individual
health workers were offered nonfinancial incentives, including
smartphones, flash disks, power banks, and scholarships.
Desktop computers were offered at the department and health
facility levels. Health workers, departments, and health facilities
that earned nonfinancial incentives in each round were awarded
certificates of recognition [61].

Target Areas for PBNI
The study included 6 (75%) out of the 8 health centers in
“Wegera.” The departments involved in the PBNI program

include Maternal and Child Health, Outpatient Department,
under-5 Outpatient Department, the Health Management
Information System (HMIS), and the Medical Record Unit
(MRU). Health workers who participated in the PBNI program
included various experts, such as medical record personnel,
health IT (HIT) personnel, health officers, midwives, nurses,
and personnel involved in laboratories and pharmacies.

Awardees Selection Procedures
The selection of the best performers was conducted through 2
approaches: a subjective and an objective approach.

Subjective Approach

The subjective approach involved requesting management
authorities in the intervention district to nominate the
best-performing employees. The subjective approach was chosen
owing to practical constraints, as the quantitative measurement
of all health workers’ performance was infeasible owing to
limited resources. Accordingly, the number of potential
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awardees was reduced to a manageable level, allowing us to
concentrate on objectively evaluating the candidates.

The subjective approach was conducted in 2 phases. In the initial
phase, health office department managers in the intervention
district nominated 12 individuals, selecting 2 from each of the
6 participating health centers. The second phase mirrored the
first phase, except that the selection process took place at the
level of each health center, where the heads of each health center
were tasked with nominating the best performers. With 2
nominees selected by the heads of each health center, another
12 individuals were identified. Consequently, 24 individuals
were identified using a subjective approach.

Objective Approach

Previous research indicates that effective health care incentives
depend on rewarding specific performance [62,63]. In this study,

for the purpose of incentivizing 3 entities—health centers,
departments, and individual health workers—we used a flexible
approach that used objective measures to identify the best
performers. For health centers, 14 quantitative performance
measures, each of which was established with specific targets
and points to be earned, were used (Textbox 1). The allocation
of point values and performance targets took priority for the
RHIS activities, as defined by the Ethiopian Ministry of Health
[22].

The performance of departments and the 24 individuals selected
during the subjective phases was objectively evaluated, aligning
the 14 quantitative performance measures with their relevant
roles and job descriptions. Further details on the performance
measures used are described in prior studies [58,61,64,65].

Textbox 1. The performance indicators used to determine the awardees of nonfinancial incentives, northwest Ethiopia, 2021.

Indicators and points (total points: 90)

1. Source documents completeness rate: 10

2. Report timeliness: 5

3. Lot quality assurance sampling performance: 6

4. Data consistency among registers and reports: 12

5. Health centers established by Performance Monitoring Team: 8

6. Action plan implemented regularly: 10

7. Conducted internal supervision: 5

8. Gaps identified and prioritized by Performance Monitoring Team: 5

9. Conducted root cause analysis: 5

10. Feedback provided for case teams by health centers: 4

11. Number of feedback entries provided to health posts by health centers 5:

12. Information display status: 5

13. Report completeness: 5

14. Consistency among medical records: 5

The Awarding Processes
Initially, the team from the University of Gondar visited the
health office department and health centers in the intervention
district to communicate the commencement of the program.
During this announcement phase, a banner illustrating the
nonfinancial rewards was displayed within the compounds of
the health facilities. Nonfinancial incentives were offered to the
recipients through 3 ceremonial award programs that took place
bimonthly. The attendees of the PBNI ceremonial award include
representatives from the University of Gondar, Federal Ministry
of Health, Amhara Regional Health Bureau, Central Gondar
Zone, and “Wegera” District Health Office departments. These
representatives comprised health experts and administrative
personnel. Officials from the Federal Ministry of Health and
University of Gondar rewarded the top-3 individuals,
departments, and health centers. Certificates of recognition were
presented to awardees during these bimonthly forums.
Ceremonial events were also accompanied by presentations

detailing the performance measurement and award selection
procedures by the professionals from the University of Gondar.

Study Participants

Overview
The participants in this study were women who had given birth
in the health centers at the study sites. The IMR sets of these
individuals were examined. Thus, for each woman, there would
be a set of 3 types of records: delivery register, integrated
individual folder (IIF), and integrated card. These 3 sets of IMRs
were combined to form a single study cohort. The 3 types of
IMRs evaluated in this study, designed to record institutional
birth data following the guidelines established in Ethiopia [66],
are described in the following sections.

Integrated Card
The integrated card captures data on pregnant women throughout
antenatal, labor, delivery, and postnatal care. It facilitates the
recording of medical histories, physical examination results,
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and other clinical data for both women and newborns, allowing
health care providers to complete it upon birth.

Delivery Register
The delivery register is a serial-long register designed to contain
a list of all women who give birth at the facility, with data
abstracted from the integrated card.

Women’s IIF
The IIF is designed to consolidate the entirety of a woman’s
personal records, including the integrated card. It ensures the
convenient access to comprehensive medical data, with the front
section containing personal identification data filled out during
registration and the inner part featuring a summary sheet
completed by service providers after each visit.

Sample Size Calculation
The required sample size for this study was calculated using
StatCalc (Epi Info version 7.0; Centers for Disease Control and
Prevention), incorporating assumptions to detect differences in
completeness and consistency rates between the intervention
and comparator groups. The assumptions included 80.3%
completeness and 29.5% consistency from a prior unpublished
pilot study (Taye, BK, unpublished data, September 2021), a
1:1 ratio of the intervention to the comparator group, a 5%
anticipated change in the intervention group [55], 80% power,
95% CI, and a 10% nonresponse rate. Separate calculations
yielded approximately 1969 participants (985 in each group)

for completeness and approximately 3007 (1504 in each group)
for consistency. From the 2 computed samples, we chose 1969
participants, considering the available resources for feasibility.

Inclusion and Exclusion Criteria
A list of women who gave birth during the study period was
used as a sampling frame to select the study sample. Three
distinct IMRs in combination (delivery register, IIF, and
integrated card) were necessary for each participant. The
inclusion criteria in this study mandated that women’s “medical
record numbers” (MRNs) and the mother’s full name be legibly
recorded on the delivery register. The readability of these 2
variables was necessary to match and retrieve women’s IIF data
from the MRU.

Sampling Procedure
A total of 11 health centers were included in the pre- and
postintervention periods, of which 6 (55%) were in the
intervention district and 5 (45%) were in the comparator district.
In total, 2426 women’s entries were identified from the delivery
register across the baseline and end line periods.

Of the 2426 entries, we excluded 58 (2%) due to unreadability
of the MRNs and the full names of the mothers, resulting in
2368 (98%) entries of women on the delivery register. The list
of 2368 women in the delivery register was used as a sampling
frame to select 1969 (83.1%) samples through stratified random
sampling. Subsequently, the women’s IIF was retrieved from
the MRU (Figure 2).
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Figure 2. A diagram illustrating the process of study sample selection.

Variables and Measurements

Outcome Variables

Completeness

Completeness refers to the presence of data elements in the
targeted data set [67]. Within the RHIS, assessing the
completeness of data elements mandates the presence of its
corresponding services or medical procedures in health facilities
[68]. Accordingly, this research evaluated the completeness of
the 33 data elements where the guideline necessitates their
recording [66]. Of the 33 data elements, 16 (48%) were from
the integrated card (mother’s name, gravida, para, MRN, date
and time of admission, ruptured membranes, date and time of
delivery, mode of delivery, placenta details, newborn’s sex,
newborn outcome, single or multiple births, term or preterm
status, and the name and signature of providers), 7 (21%) were
from the individual folder (facility name, registration date,
client’s sex, mother’s age, date of delivery, Department-provided

service, and serial number), and 10 (30%) were from the
delivery register (serial number, age, address, date and time of
delivery, newborn outcome, mode of delivery, maternal status,
newborn’s sex, and the name and signature of providers).

Consistency

According to previous research [69], consistency is a measure
of data accuracy (the extent to which data elements accurately
represent the true numbers), commonly assessed in RHIS
through data verification (agreement of data among data
sources). This research crosschecked the agreement between
the data elements in the source documents to assess consistency.
The delivery register served as the gold standard, allowing a
comparison with 12 data elements abstracted from the IIF and
integrated card, including the serial number, MRN, mother’s
name, delivery date and time, mode of delivery, newborn’s sex,
provider’s name and signature, Apgar score, newborn’s weight,
mother’s HIV test acceptance, and mother’s HIV test results.
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In this study, data collectors judged the completeness and
consistency of data elements, and the decision adhered to the
guidelines [66]. For completeness, data collectors observed the
presence of data elements in personal records and declared and
coded each data element as 1 for “Yes” if recorded and 0 for
“No” if unrecorded. Regarding consistency, data collectors
verified elements from comparable records for agreement,
coding them as 1 for “Yes” if consistently recorded and 0 for
“No” otherwise.

Independent Variables
The characteristics of health facilities supposed to be associated
with the data quality of institutional birth were included in the
analysis, drawing from pertinent literature and guidelines in the
field [22,66,70-72]. These independent variables were the
presence of HIT personnel, availability of data recording tools,
availability of trained providers, supportive supervision from
higher officials, existence of PMT, PMT per membership
standard, monthly PMT meetings, monthly conducted LQAS,
conducted root cause analysis (RCA) on the identified gaps,
internal supervision, and availability of HMIS guidelines. Details
of the measurement and data management for outcomes and
independent variables have been outlined in a previous study
[73].

Data Collection
In total, 11 data collectors, HIT personnel, and related health
sciences graduates were recruited for the data collection. The
data collectors received a 3-day training that covered the study’s
objectives, methodology, and ethical considerations. The
principal investigator and the other 2 supervisors supervised
the data collection process.

Statistical Analysis
Data were entered into the EpiData (version 3.1; Epi Data
Association) and exported into Stata (version17.0; StataCorp)
for analysis.

Descriptive Statistics
The frequency distribution of women’s IMRs is presented based
on the characteristics of the health facilities. Pearson chi-square
tests were computed to assess the comparability of the data on
the study participants’ baseline characteristics between the
intervention and comparator groups.

The completeness and consistency proportions were computed
for specific data elements, with the average rates calculated for
the study participants. The completeness proportion of data
elements was determined by dividing the number of participants
with recorded data elements by the total number of study
participants. Meanwhile, the mean completeness proportion
was calculated by dividing the number of data elements recorded
per participant by the total expected number of data elements.
Likewise, the consistency proportion of data elements was
determined by dividing the number of participants with
consistently recorded data elements by the total number of study
participants, and the mean consistency proportion was calculated
by dividing the number of data elements consistently recorded
per participant by the total expected number of data elements.

Changes in completeness and consistency proportions between
the study groups were compared by computing absolute
differences and their corresponding 95% CIs, using a 2-sample
proportion test.

Difference-in-Differences Analysis
This study used difference-in-differences (DID) to estimate the
average effect of PBNI on data completeness and consistency
[74,75]. The average treatment effect on the treated (ATET)
was computed using the DID model. The DID model used can
be described as follows:

(1)

where γi represents the outcome (either completeness or
consistency) for each study participant. The variable 1(g =
intervention) is an indicator for the study group, taking the value
of “1” if the participant belongs to the intervention group and
“0” otherwise. Similarly, the variable 1(t = post) is a binary
indicator, taking the value of “1” for the participants sampled
during the end line period and 0 otherwise. Zigtβ represents the
independent variables, that is, the characteristics of health
facilities included in the DID model. D represents the
intervention in this study (PBNI). σ represents the coefficient
of average treatment effect on the intervention group (ATET),
providing estimates of the average effect of the PBNI on the

outcome variables, and igt are the residual errors.

Ethical Considerations
Ethics clearance was obtained from the University of Gondar’s
Institutional Ethical Review Board (RNO:
V/P/RCS/05/861-2021). As this study used medical records
rather than human participants, obtaining informed consent
from the participants was not feasible.

Results

Description of Women’s IMRs by Health Facilities’
Baseline Characteristics
In this study, 91.92% (1810/1969) of the samples met the
analysis criteria for the coexistence of all 3 distinct IMRs. Of
the analysis sample, 49.78% (901/1810) were sampled from the
intervention district and 50.22% (909/1810) from the comparator
district, whereas 49.56% (897/1810) were enrolled at baseline
and 50.44% (913/1810) were enrolled at end line.

Among the baseline samples involved in the analysis, 51%
(458/897) were enrolled from the intervention district and 48.9%
(439/897) were from the comparator district. When comparing
study participants according to baseline health facility
characteristics, the distribution was identical (897/897, 100%)
across the following variables: the presence of HIT personnel,
the existence of PMT, the PMT established per membership
standard, monthly PMT meetings in the last 6 months, and
monthly LQAS in the previous 6 months.

Most of the IMRs (425/458, 92.8%) in the intervention district
were from health centers where the data recording tools were
fully available, compared with 12.3% (54/439) in the comparator
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district (P<.001). In the intervention district, 69% (316/458) of
the IMRs were from health centers where most providers had
received training on data quality, compared with 65.6%
(288/439; P=.28) in the comparator district. In the intervention
district, 39.7% (182/458) of the IMRs were from health centers
with at least 3 supportive supervision visits by higher officials,
compared with 65.6% (289/439; P<.001) in the comparator
district. Nearly one-third of the IMRs (145/458, 31.6%) in the
intervention district were from health centers that conducted at

least 2 internal supervisions, compared with 4.8% (21/439;
P<.001) in the comparator district. Less than three-fourth of the
IMRs (303/458, 66.2%) in the intervention district were from
health facilities that conducted RCA at least 3 times, compared
with 25.2% (111/439; P<.001) in the comparator district. In the
intervention district, 92.8% (425/458) of the IMRs were from
health centers with fully available HMIS guidelines, compared
with 91.8% (403/439; P=.58) in the comparator district (Table
1).

Table 1. Baseline comparison between the study groups by the characteristics of health facilities, northwest Ethiopia, 2021.

P valueComparator (N=439), n (%)Intervention (N=458), n (%)Variables

<.001439 (100)458 (100)Presence of health information technology personnel

<.001439 (100)458 (100)Existence of PMTa

<.001439 (100)458 (100)The PMT per membership standard

<.001439 (100)458 (100)Monthly PMT meeting

<.001439 (100)458 (100)Monthly conducted lot quality assurance sampling

Availability of data recording tools

<.00154 (12.3)425 (92.8)Fully

<.001385 (87.7)33 (7.2)Partially

Availability of trained providers

.28288 (65.6)316 (69)Mostly

.28151 (34.4)142 (31)Partially

Supportive supervisions from higher officials

<.001151 (34.4)276 (60.2)<3 times

<.001289 (65.6)182 (39.7)At least 3 times

Conducted root cause analysis on the identified gap

<.001111 (25.2)303 (66.2)Yes

<.001328 (74.7)155 (33.8)No

Internal supervision

<.00121 (4.8)145 (31.6)At least 2 times

<.001418 (95.2)313 (68.3)<2 times

Availability of the Health Management Information System guidelines

.58403 (91.8)425 (92.8)Fully available

.5836 (8.2)33 (7.2)Partially available

aPMT: Performance Monitoring Team.

Specific Data Elements Completeness Across Study
Groups
Table 2 compares the intervention and comparator districts
regarding the completeness of specific data elements across the
3 IMRs. Concerning the data elements from the integrated card,
the “Name of the mother” showed 95.6% (861/901)
completeness in the intervention district compared with 92.6%
(842/909; P=.004) in the comparator district. The completeness
proportion of “Gravida” was 91.7% (826/901) in the intervention
district, compared with 90.4% (822/909; P=.18) in the
comparator district. The completeness proportion of “MRN”
was 92.7% (835/901) in the intervention district, compared with
84.9% (771/909; P<.001) in the comparator district. The

completeness proportion of “Time of Admission” was 92.5%
(833/901) in the intervention district, compared with 88.7%
(806/909; P=.003) in the comparator district. The completeness
proportion of “time of delivery” was 94.9% (855/901) in the
intervention district, compared with 89.6% (814/909; P<.001)
in the comparator district. The completeness proportion of
“Name and signature of providers” was 90.1% (812/901) in the
intervention district, compared with 86.8% (789/909; P=.01)
in the comparator district.

In the IIF, the “date of delivery” completeness proportion was
39.3% (354/901) in the intervention district, compared with
29.4% (268/909; P<.001) in the comparator district. The
completeness proportion of “Date of registration” was 99.8%
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(900/901) in the intervention district, compared with 93.4%
(849/909; P<.001) in the comparator district. The completeness
proportion of “Department-provided service” was 37.1%
(334/901) in the intervention district, compared with 29.4%
(267/909; P<.001) in the comparator district. The completeness
proportion of “Serial Number” was 35.2% (318/901) in the
intervention district, compared with 31% (282/909; P=.03) in
the comparator district.

Regarding the data elements in the delivery register, the “Serial
Number” and “Age” were found to be recorded for all study
participants across the intervention and comparator districts. In

the intervention district, the “time of delivery” showed 92.7%
(835/901) completeness, compared with the comparator district,
which showed 62.6% (571/909; P<.001) completeness. In the
intervention district, the “date of delivery” showed 99.7%
(899/901) completeness, compared with the comparator district,
which showed 95.3% (867/909; P<.001) completeness. The
completeness proportion of “sex of newborn” was 99.4%
(896/901) in the intervention district, compared with 99%
(900/909; P=.14) in the comparator district. The “Name and
signature of providers” completeness proportion was 78.3%
(706/901) in the intervention district, compared with 80.9%
(736/909; P=.92) in the comparator district.
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Table 2. Specific data elements’ completeness in individual medical records of institutional births across intervention and comparator districts, northwest
Ethiopia, 2021.

P valuebDifferencea (95% CI)Comparator (N=909), n (%)Intervention (N=901), n (%)Completeness

Integrated card

.0042.9 (0.76 to 5)842 (92.6)861 (95.6)Name of the mother

.181.2 (−1.48 to 3.8)822 (90.4)826 (91.7)Gravida

<.0015 (2.6 to 7.49)820 (90.2)858 (95.2)Parac

<.0017.7 (4.8 to 10.6)772 (84.9)835 (92.7)Medical record number

.012.9 (0.4 to 5.4)822 (90.4)841 (93.3)Date of admission

.0033.8 (1 to 6.4)806 (88.7)833 (92.5)Time of admission

>.999.9 (−13.6 to −6.26)760 (83.6)664 (73.7)Ruptured membranes

.0052.8 (0.6 to 4.9)843 (92.7)861 (95.6)Date of delivery

<.0015.3 (2.8 to 7.89)814 (89.6)855 (94.9)Time of delivery

.0023.8 (1.2 to 6.6)806 (88.7)834 (92.6)Mode of delivery

<.0015 (2.4 to 7.6)804 (88.5)842 (93.5)Placenta

<.0015 (2.5 to 7.5)813 (89.4)851 (94.5)Sex of the newborn

<.0013.9 (1.5 to 6.3)822 (90.4)850 (94.3)Newborn outcome

>.994.3 (−7.5 to −1.1)802 (88.2)756 (83.9)Single or multiple

.720.8 (−3.9 to 2.1)801 (88.1)786 (87.2)Term or preterm

.013.3 (0.38 to 6.26)789 (86.8)812 (90.1)Name and signature

Integrated individual folder

<.0019.6 (7.4 to 11.8)807 (88.7)887 (98.4)Name of the facility

<.0016.4 (4.8 to 8.1)849 (93.3)900 (99.8)Date of registration

<.0015.4 (3.8 to 6.9)858 (94.3)899 (99.7)Sex of the client

.831 (−3.2 to 1.1)860 (94.6)843 (93.5)Age of the mother

<.0019.8 (5.4 to 14.2)268 (29.4)354 (39.2)Date of delivery

<.0017.6 (3.4 to 12)267 (29.3)334 (37)Department-provided service

.034.3 (−0.01 to 8.6)282 (31)318 (35.2)Serial number

Delivery register

<.001—d909 (100)901 (100)Serial number

<.001—909 (100)901 (100)Age

.0050.8 (0.2 to 1.6)900 (99)900 (99.8)Address

<.0014.4 (2.9 to 5.8)867 (95.3)899 (99.7)Date of delivery

<.00129.8 (26.2 to 33.4)571 (62.8)835 (92.6)Time of delivery

<.001—905 (99.5)897 (99.5)Newborn outcome

.050.8 (−0.01 to 1.5)899 (98.8)898 (99.6)Mode of delivery

.980.4 (−0.8 to –0.01)909 (100)897 (99.6)Maternal status

.140.4 (−0.37 to 1.24)900 (99)896 (99.4)Sex of the newborn

.922.6 (−6.31 to 1.09)736 (80.9)706 (78.3)Name and signature

aThe absolute difference is calculated by subtracting the completeness proportion of the comparator group from that of the intervention group.
bP value based on 2 independent sample proportion tests.
cA number of times a woman has given birth to a viable child.
dNo difference among intervention and comparator group.
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Average Data Completeness Across the Pre- and
Postintervention Periods
For the integrated card, the average completeness increased
from 86.2% (95% CI 83.9%-88.57%) at the baseline to 96.6%
(95% CI 96%-97.1%) at the end line in the intervention district;
however, in the comparator district, it showed a decrease from
91.1% (95% CI 89.4%-92.7%) at the baseline to 87% (95% CI
84.2%-89.7%) at the end line.

The average completeness of the IIF increased from 58.9%
(95% CI 57.6%-60.2%) at the baseline to 85.3% (95% CI
83.6%-87%) at the end line in the intervention district, whereas
the comparator district showed a change from 63.5% (95% CI
61.5%-65.4%) to 68.1% (95% CI 65.6%-70.6%).

In the intervention district, the mean completeness proportion
of the delivery register increased from 94.6% (95% CI
93.9%-95.2%) at the baseline to 99.3% (95% CI 99%-99.5%)
at the end line. In comparison, the comparator district showed
a change from 93.5% (95% CI 92.9%-94%) to 93.6% (95% CI
92.9%-94.3%).

In the intervention district, the average data completeness
proportion across the 3 individual IMRs was 82.9% (95% CI

81.88%-4.1%) at the baseline, and it increased to 95% (95% CI
94.6%-95.5%) at the end line. In the comparator district, the
average data completeness proportion across the 3 IMRs was
86% (95% CI 84.96%-86.97%) at the baseline but decreased to
84.97% (95% CI 83.28%-86.66%) at the end line (Multimedia
Appendix 1).

Effect of PBNI on Data Completeness
In the intervention district, the “integrated card” resulted in an
average 2.6 percentage-point increase in completeness compared
with the comparator district (ATET 2.67, 95% CI 0.7-4.4;
P=.04). On average, the intervention district showed a 3.8
percentage-point increase in the completeness of the delivery
register compared with the comparator district (ATET 3.8, 95%
CI 2.9-4.8; P=.01). The intervention district showed a 6.8
percentage-point increase in the average completeness of the
IIFs compared with the comparator district (ATET 6.8, 95% CI
4.55-9; P=.02). Overall, on average, the intervention district
showed a 3.8 times higher chance of complete recording of
IMRs compared with the comparator district (ATET 3.8, 95%
CI 2.2-5.5; P=.02; Table 3).

Table 3. Effect of performance-based nonfinancial incentives on the data completeness in individual medical records of institutional births, northwest
Ethiopia, 2021.

P valueIntervention effect, ATETa (95% CI)bComparator, mean (SD)Intervention, mean (SD)Completeness

.042.6 (0.7-4.4)88.9 (24.9)91.3 (18.8)Integrated card

.026.8 (4.6-9)65.8 (24.8)71.9 (21.1)Integrated individual folder

.013.8 (2.9-4.8)93.6 (6.9)96.8 (5.8)Delivery register

.023.8 (2.2-5.5)85.4 (15.3)88.8 (11.2)Overall

aATET: average treatment effect on the treated.
bATET estimates adjusted for covariates (presence of health information technology personnel, availability of data recording tools, availability of trained
providers, supportive supervision from higher officials, existence of the Performance Monitoring Team [PMT], PMT per membership standard, monthly
PMT meeting, monthly conducted lot quality assurance sampling, conducted root cause analysis, internal supervision, and availability of Health
Management Information System guidelines).

Consistency of Specific Data Elements Across Study
Groups
Regarding the delivery register and IIF, the “date of delivery”
showed a consistency proportion of 82.3% (742/901) in the
intervention district, compared with 58.7% (534/909; P<.001)
in the comparator district. The “Serial Number” showed a
consistency proportion of 42.1% (380/901) in the intervention
district, compared with 45.5% (414/909; P=.92) in the
comparator district.

Comparing the delivery register and integrated card, the “MRN”
exhibited a consistency proportion of 87% (784/901) in the
intervention district, compared with 74.9% (681/909; P<.001)

in the comparator district. The “time of delivery” showed a
consistency proportion of 88.2% (795/901) in the intervention
district, compared with 56.7% (516/909; P<.001) in the
comparator district. The “Name and signature of providers”
showed a consistency proportion of 89.5% (807/901) in the
intervention district, compared with 77.7% (707/909; P<.001)
in the comparator district. The “newborn weight” had a
consistency proportion of 85.7% (773/901) in the intervention
district, compared with 82.1% (746/909; P=.01) in the
comparator district. The “Women’s HIV test accepted” showed
a consistency proportion of 39.9% (360/901) in the intervention
district and 40.5% (368/909; P=.59) in the comparator district
(Table 4).
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Table 4. Consistency of specific data elements across the intervention and comparator districts, northwest Ethiopia, 2021.

P valuebDifferencea (95% CI)Comparator (N=909), n (%)Intervention (N=901), n (%)Consistency

Delivery register vs integrated individual folder

<.00123.6 (19.55 to 27.66)534 (58.7)742 (82.3)Date of delivery

.923.36 (−7.93 to 1.2)414 (45.5)380 (42.1)Serial number

Delivery register vs integrated card

<.00112.09 (8.52 to 15.66)681 (74.9)784 (87)Medical record number

<.00113.90 (10.67 to 17.12)709 (77.9)828 (91.8)Name of the mother

<.0016.99 (4.50 to 9.49)803 (88.3)859 (95.3)Date of delivery

<.00131.46 (27.62 to 35.31)516 (56.7)795 (88.2)Time of delivery

<.0014.66 (1.89 to 7.42)796 (87.5)831 (92.2)Mode of delivery

<.0015.22 (2.64 to 7.81)806 (88.6)846 (93.9)Sex of the newborn

<.00111.78 (8.42 to 15.14)707 (77.7)807 (89.5)Name and signature

.0034.61 (1.27 to 7.95)746 (82.1)781 (86.6)Apgar score

.013.72 (0.34 to 7.1)746 (82.1)773 (85.7)Newborn weight

.590.52 (−5.04 to 3.98)368 (40.4)360 (39.9)Women’s HIV test accepted

<.00126.34 (21.92 to 30.76)381 (41.9)615 (68.2)Women’s HIV test result

aThe absolute difference is calculated by subtracting the consistency proportion of the comparator group from that of the intervention group.
bP value based on 2 independent sample proportion tests.

Pre- and Postintervention Changes in Average Data
Consistency
In the intervention district, the average consistency proportion
increased from 71.6% (95% CI 69.6%-73.6%) to 89.2% (95%
CI 88.2%-90.2%) after the intervention. In the comparator
district, it increased from 68% (95% CI 66.2%-69.8%) to 70.8%
(95% CI 67.9%-73.6%) post intervention. Overall, the average
consistency proportion increased from 69.8% (95% CI
68.5%-71.2%) to 79.6% (95% CI 78%-81.3%) after the
intervention.

Effect of PBNI on Data Consistency
On average, the intervention district showed an 11.2
percentage-point increase in the consistency of data among the
delivery register and IIF compared with the comparator district
(ATET 11.2; 95% CI 9.6- 12.87; P=.007). The intervention
district showed an 11.6 percentage-point increase in the average
consistency of data among the delivery register and the
integrated card compared with the comparator district (ATET
11.6; 95% CI 3.1-20.1; P=.04). Overall, the average consistency
of data among IMRs in the intervention district was 11.6 times
higher than that of the comparator district (ATET 11.6; 95%
CI 4.2- 19; P=.03; Table 5).

Table 5. Effect of performance-based nonfinancial incentives on data consistency in individual medical records of institutional births, northwest
Ethiopia, 2021.

P valueIntervention effect, ATETa (95% CI)bComparator, mean (SD)Intervention, mean (SD)Consistency

.00711.2 (9.6-12.8)51.1 (45.5)62.2 (36.4)Delivery register vs integrated individ-
ual folder

.0411.6 (3.1-20.1)72.6 (26.0)83.5 (19.9)Delivery register vs integrated card

.0311.6 (4.2-19)69.4 (26.1)80.2 (19.1)Overall

aATET: average treatment effect on the treated.
bATET estimates adjusted for covariates (presence of health information technology personnel, availability of data recording tools, availability of trained
providers, supportive supervision from higher officials, existence of the Performance Monitoring Team [PMT], PMT per membership standard, monthly
PMT meeting, monthly conducted lot quality assurance sampling, conducted root cause analysis, internal supervision, and availability of Health
Management Information System guidelines).

Discussion

Principal Findings
This study evaluated the effect of PBNI on the quality of
institutional birth data in northwest Ethiopia. PBNI improved

both data completeness and consistency. The intervention district
showed a 12% increase in data completeness compared with
the comparator district, which showed a 1% decrease. Regarding
data consistency, the intervention district improved by 18%,
whereas the comparator district saw a 3% improvement.
Controlling for other variables in the DID analysis, women’s
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IMRs from the intervention district exhibited nearly 4 times
higher data completeness and approximately 12 times greater
data consistency than the comparator district.

Comparison With Prior Work
This study revealed a positive effect of PBNI on the data
completeness and consistency of women’s IMRs for institutional
births. This finding aligns with that of previous studies that
demonstrate the effectiveness of nonfinancial incentives in
improving different aspects of health care quality. For instance,
nonfinancial incentives have been proven to enhance the quality
of medical error RCA in a US study [50]. Furthermore, studies
from India and El Salvador [51,54,76] have shown an increase
in the equitable and quality provision of maternal and child
services. Nonfinancial incentives have also been reported to
enhance quality consultations, according to studies from
Tanzania [55,77]. The demonstrated effectiveness across
contexts suggests the adaptability of nonfinancial incentives to
improve the data quality and the quality of pregnancy-related
services at health care facilities. These findings are particularly
relevant for resource-limited settings where poor health care
quality is associated with persistent mortality rates among
mothers and children [3,5,78].

In this study, PBNI induced a greater extent of change compared
with that in previous studies [51,54]. This difference may be
due to differences in the incentive structures among the studies.
In contrast to prior research that used team-based incentives,
this study provided incentives at 3 levels: health facilities,
departments, and individual health workers. Notably, the
similarity between previous and current studies is apparent in
the use of team-based incentives, reflected in this study’s
provision of incentives at the departmental level. Some earlier
studies support the efficacy of team-based incentives in health
care, emphasizing their role in fostering collective engagement
[79-84]. Despite variations in the magnitude of the effect, the
findings of this study do not contradict earlier research on the
effectiveness of team-based incentives. Instead, the findings
assert the potential for increased effectiveness by combining
team-based, individual, and facility-level incentives.

According to this study, the effect of PBNI on data quality varies
across the 3 women’s records (integrated card, IIF, and delivery
register). For example, although the integrated card saw a 3%
increase in data completeness, women’s folders increased by
approximately 7%. These variations may suggest that the
effectiveness of PBNI varies across health workers’professions.
In Ethiopia, for instance, nonprofessional health workers are
largely responsible for women’s folder data, whereas midwives
and other professionals are responsible for recording integrated
card data [66]. Previous research in India has also demonstrated
that the effectiveness of nonfinancial incentives varies depending
on the health workers’professions, with frontline health workers
experiencing a greater performance than supervisors [54].
Another study in northwest Ethiopia found a strong correlation
between health worker motivation and their professional
category [85]. These findings indicate the importance of
recognizing the differences in the effectiveness of incentives
and tailoring interventions to specific groups of health workers.
Hence, policy makers and health care managers need to consider

these variations when designing incentive programs, adopting
a flexible approach that accounts for diverse roles and
responsibilities.

This study reinforces the existing evidence that favors
nonfinancial incentives in health care over financial incentives
[86-90]. Concerns about financial incentives contradicting health
care providers’ intrinsic motivation to deliver quality care are
widespread [86,90-100]. Therefore, this study suggests the
practical use of nonfinancial incentives to enhance health care
quality, especially in countries such as Ethiopia with limited
financial capability. Prior studies in African countries have also
indicated the importance of nonfinancial incentives in improving
health care quality [44,101,102].

Policy and Research Implications
This study introduces PBNI as an effective intervention to
improve the quality of institutional birth data. These findings
underscore the potential of PBNI to complement established
interventions to enhance RHIS performance, such as supportive
supervision, mentorship, training, and feedback.

As this study evaluated the effect of PBNI on institutional birth
data—a core indicator of maternal health care quality—the
implications extend to broader RHIS data related to maternal
and child services. These findings indicate the potential of PBNI
to improve the quality of health services, which can contribute
to maternal and child morbidity and mortality reduction. Hence,
health care planners can consider adapting PBNI to improve
the quality of maternal and child health services.

This study examined the effectiveness of PBNI in the context
of health workers in health centers. Future studies are essential
to understand the impact of PBNI on health staff across diverse
settings, including health posts and hospitals.

Strengths and Limitations of the Study
One of the strengths of this study lies in its evaluation of the
effect of PBNI on data quality within women’s IMR in
institutional births. Unlike most previous studies on RHIS data
quality, which studied health facilities as the unit of analysis,
this study delved into the individual level of data quality, which
is essential to understanding how PBNI influences client-level
service quality. In addition, we attempted to detect the minimum
effect of the PBNI, using a sufficient study sample, and
compared the intervention with comparator sites, increasing the
robustness of the findings. Furthermore, to establish a causal
effect of PBNI, the study used DID analysis, a recognized causal
analysis technique in nonrandomized studies. Nevertheless, it
is essential to recognize the limitations of this study. First, the
retrospective design prevented randomization in the selection
of the study participants. Second, interviewer bias is possible
during the completeness and consistency assessments, as data
collectors judged these aspects despite training to reduce bias.
Although we attempted to disentangle the effect of PBNI from
other potential factors, unmeasured confounders may still exist.
Moreover, the security issues in Northern Ethiopia might have
disrupted the effectiveness of the PBNI, as the intervention
coincided with security problems in the adjacent regions.
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Conclusions
This study shows that PBNI improves institutional birth data
quality, as demonstrated by enhanced completeness and
consistency. The effectiveness of PBNI can be extended to
enhancing comparable RHIS data in maternal and child care

and improving service quality at health care facilities. Health
care planners can consider PBNI to enhance the quality of
maternal and child health services in health care facilities. Future
studies are essential to understand the impact of PBNI in diverse
health care settings.
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Abstract

Background: Electronic health records (EHRs) are increasingly used for epidemiologic research to advance public health
practice. However, key variables are susceptible to missing data or misclassification within EHRs, including demographic
information or disease status, which could affect the estimation of disease prevalence or risk factor associations.

Objective: In this paper, we applied methods from the literature on missing data and causal inference to assess whether we
could mitigate information biases when estimating measures of association between potential risk factors and diabetes among a
patient population of New York City young adults.

Methods: We estimated the odds ratio (OR) for diabetes by race or ethnicity and asthma status using EHR data from NYU
Langone Health. Methods from the missing data and causal inference literature were then applied to assess the ability to control
for misclassification of health outcomes in the EHR data. We compared EHR-based associations with associations observed from
2 national health surveys, the Behavioral Risk Factor Surveillance System (BRFSS) and the National Health and Nutrition
Examination Survey, representing traditional public health surveillance systems.

Results: Observed EHR-based associations between race or ethnicity and diabetes were comparable to health survey-based
estimates, but the association between asthma and diabetes was significantly overestimated (OREHR 3.01, 95% CI 2.86-3.18 vs
ORBRFSS 1.23, 95% CI 1.09-1.40). Missing data and causal inference methods reduced information biases in these estimates,
yielding relative differences from traditional estimates below 50% (ORMissingData 1.79, 95% CI 1.67-1.92 and ORCausal 1.42, 95%
CI 1.34-1.51).

Conclusions: Findings suggest that without bias adjustment, EHR analyses may yield biased measures of association, driven
in part by subgroup differences in health care use. However, applying missing data or causal inference frameworks can help
control for and, importantly, characterize residual information biases in these estimates.

(JMIR Med Inform 2024;12:e58085)   doi:10.2196/58085

KEYWORDS

information bias; electronic health record; EHR; epidemiologic method; confounding factor; diabetes; epidemiology; young adult;
cross-sectional study; risk factor; asthma; race; ethnicity; diabetic; diabetic adult

Introduction

Understanding patterns and risk factors of chronic disease
burden is a key function of public health practice. Electronic
health record (EHR) data have numerous strengths that can be
leveraged for this purpose, including near real-time information
on large patient populations, allowing for improved precision
and timeliness when estimating patterns or trends in disease

burden [1]. EHRs also contain clinically based diagnoses,
laboratory results, and physical measurements [2]. Often,
researchers use these clinical data to classify patients’ disease
status using rule-based computable phenotypes or prespecified
logic-based criteria [3]. Using EHR-defined measures of disease
offers promise for improving the estimation of patterns or
associations compared to traditional surveillance systems (eg,
health surveys), several of which have poor validity from
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self-reported disease status and limited reliability for small
subgroups or geographies [4].

Despite these strengths, the classification of disease status using
EHR data is susceptible to information biases. Misclassification
or measurement errors in key variables can bias estimates of
epidemiologic associations. Within EHR data, a diagnostic
suspicion bias could occur if certain patients are
disproportionately screened for health outcomes compared to
others (eg, those who are obese may be more likely to be
screened for diabetes with A1c testing) [5], and an informed
presence bias could occur if, for example, patients who visit the
health system more frequently are sicker or have more
opportunities to receive a diagnosis than infrequent visitors [6].
These different biases can distort our understanding of patterns
or risk factors for disease burden, such as by underestimating
the relative burden among individuals with limited or more
fragmented access to care. Notably, selection biases whereby
the EHR sample is not generalizable to the target population
can also affect estimates of epidemiologic associations, and
misclassification itself can be framed as a selection bias issue
[7]. Improving our capacity to address misclassification, framed
as an information bias issue herein, is a critical step to providing
valid inferences.

A variety of statistical approaches and frameworks have been
developed to help address misclassification, including treating
misclassification as a missing data problem, a causal inference
problem, or both [8,9]. With EHR-based computable
phenotypes, researchers often rely on variables that are not
identifiably missing (eg, lack of diagnosis codes are assumed
to mean the absence of disease). For example, pertinent evidence
of the disease may be absent from a single EHR due to patients
receiving care across multiple distinct health care systems,
which could lead to individuals being falsely classified as
disease-free [5]. Internal or external data sets can allow for the
validation and correction of the computable phenotype’s
performance, but these data sets are often costly or
resource-intensive to obtain [8,10]. Under a missing data
framework, the observed health outcome can be assumed to
have some level of misclassification and the true health outcome
for some or all of the patients can be treated as missing [8,11].
Traditional missing data methods, such as regression calibration,
multiple imputation, and inverse probability weighting (IPW),
can then be used to address this misclassification [8,10-12].

Misclassification in disease status can also be conceptualized
using directed acyclic graphs (DAGs), illustrating factors that
affect the causal relationship between the true and observed
exposure and outcome [8,13]. Researchers can use traditional
epidemiologic methods to control for variables that act as
confounders of the observed exposure and outcome. For
example, researchers often hypothesize that the number of health
care encounters affects the misclassification of EHR-defined
disease status through an informed presence bias, with EHR
samples further restricted to those with at least 1 encounter [6].
Prior studies have demonstrated that conditioning on the number
of encounters can sometimes reduce confounding from
differential misclassification but also has the potential to induce
a smaller Berkson’s or M-bias if the number of encounters is a

common effect of the exposure and outcome, particularly when
computable phenotypes are highly sensitive [14]. Nevertheless,
DAGs offer a promising approach to address misclassification.

In this paper, we applied missing data and causal inference
frameworks to evaluate the impact of information biases in EHR
data on longstanding epidemiologic research questions about
diabetes among young adults. Diabetes is a serious, chronic
condition that is still relatively rare within this age group,
affecting an estimated 3% of those aged 18‐44 years [15] but
is increasing in both prevalence and incidence [16-18]. We first
aimed to estimate the age and sex-adjusted odds of diabetes by
race or ethnicity, given established differences in diabetes
prevalence across racial or ethnic groups [15,19,20]. Second,
we characterized the association between asthma and diabetes,
presuming a causal relationship between these chronic
conditions [21]. For the target population of in-care US adults
aged 18‐44 years, we compared estimated associations using
these frameworks to estimates based on probability samples
from national health surveys. This work informs the broader
discussion on how to address differential misclassification of
disease outcomes within EHR data.

Methods

EHR Sample
The EHR sample comprises patients from NYU Langone Health,
a large academic medical center with primary service areas in
the New York City boroughs of Manhattan, Brooklyn, and
Queens. EHR data were pulled from the Epic Clarity database
for all New York City–resident patients aged 18‐44 years who
had an inpatient or outpatient encounter from 2017 to 2019.

Demographic variables of age, sex (male or female), race or
ethnicity (White, Black, Latino, Asian, and other), most recent
insurance status (Medicaid vs non-Medicaid), and neighborhood
poverty level (<10%, 10%-<20%, 20%-<30%, and ≥30% living
in poverty within resident census tract) were defined for each
patient. Race or ethnicity was imputed for those with unknown
race or ethnicity (19.4%, n=88,102) using the Bayesian
Improved Surname Geocoding (BISG) methods through the
“wru” R package (R Core Team) [22]. Neighborhood poverty
level was assigned using zip code tabulation area poverty group
when census tract level data were unavailable (1%). Those with
an unknown or other age or sex (<1%) were excluded from all
analyses.

Health care use variables of total encounters, duration within
the NYU Langone Health system, presence of at least 1 routine
health exam (2024 ICD-10-CM: Z00.*), presence of at least 1
diabetes-related laboratory (fasting glucose, random glucose,
or A1c), and presence of at least 1 encounter with an
endocrinology review of systems, or inventory of signs or
symptoms of diseases related to the endocrine system, were
also defined. Endocrinology review of systems were identified
using keyword text searches of history and physical examination
notes and progress notes (Multimedia Appendix 1).

Patients were classified as having prevalent obesity, asthma,
and diabetes if they had evidence supporting these chronic
conditions, using all historical EHR data through 2019, and
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were classified as not having each respective health outcome
without such evidence. In alignment with diabetes definitions
from national health surveys, EHR-defined diabetes included
all diabetes types. Evidence of diabetes included at least 2
encounter diagnoses for diabetes (ICD-10-CM: E08.*, E09.*,
E10.*, E11.*, and E13.*); or 1 encounter diagnosis and at least
2 elevated A1c laboratory results ≥6.5%; or at least 1 antidiabetes
prescription medication (not including metformin or acarbose)
[23]. Evidence of asthma was defined as at least 2 encounter
diagnoses for asthma (ICD-10-CM: J45*–J46*) or at least 2
prescriptions for asthma-related medications [24]. To maintain
consistency across chronic disease classification methods,
evidence of obesity was defined as a most recent BMI ≥30

kg/m2, with no naïve corrections for those who were missing
BMI, height, or weight measurements (19.1%, n=86,709).

EHR-Based Estimation
We estimated odds ratios (OR) for diabetes by race or ethnicity
and asthma status under 4 EHR-based estimation methods that
we describe herein. First, “naïve” models were estimated by
fitting a logistic regression model for observed diabetes status
(DM*) on the total sample (n=454,612). ORs for race or
ethnicity were adjusted for age and sex and ORs for asthma
were adjusted for the potential confounders of age, sex, race or
ethnicity, Medicaid insurance status, obesity, and neighborhood
poverty level, as informed by existing literature [25-27].

Second, “sufficiency” models were estimated among the subset
of patients who we hypothesized to have sufficient data, defined
as those with at least 1 encounter with an endocrinology review
of systems or those who were classified as diabetic through the
above definition (n=181,036). Since diabetes is a rare disease
within the young adult population, we assumed that the
specificity of the classification was near-perfect and all patients
who were classified as diabetic had sufficient data [28].
Sensitivity analyses tested this assumption and varied the
definition of sufficient data to incorporate information related
to the other health outcomes (eg, having a diabetes-related
laboratory, BMI measurement, and respiratory review of
systems; Multimedia Appendix 1). Sufficiency models were
estimated by fitting a logistic regression model for DM* using
the same covariates as the naïve models.

Third, using “IPW” models, we hypothesized that missing health
outcomes would be predicted by demographics (eg, differential
screening by race or ethnicity), health care use (eg, informed
presence bias), and neighborhood (eg, degree of continuity of
care within the health system by catchment area). We estimated
the probability of having sufficient data using a multilevel
logistic regression model including all demographic and health
care use variables and a random intercept for neighborhood
defined by public use microdata areas. Stabilized IPW weights
were then calculated as the inverse of the predicted probability
of having sufficient data multiplied by the overall probability
of having sufficient data [10]. The final models were estimated
by fitting a logistic regression model for DM* on the subset of
patients defined as having sufficient data (n=181,036), weighted
for the stabilized IPW weights and using the same covariates
as the naïve models.

Fourth, using DAG models (Multimedia Appendix 1), we
hypothesized that total encounters would both be associated
with differential misclassification of health outcomes through
an informed presence bias and be a common effect of the health
outcomes, consistent with prior research [6,14]. DAG models
were estimated by fitting a logistic regression model for DM*
using the total sample (n=454,612), controlling for total
encounters and the covariates included in the naïve model.
Further details on these models can be found in Multimedia
Appendix 1.

Comparison to Survey-Based Estimation
For comparison to traditional surveillance systems, samples
were obtained from 2 publicly available national health surveys,
the 2019 Behavioral Risk Factor Surveillance System (BRFSS)
and the pooled 2013-March 2020 National Health and Nutrition
Examination Survey (NHANES). BRFSS is a cross-sectional
telephone survey conducted by the Centers for Disease Control
and Prevention annually on a sample of over 400,000 US adults
[29]. Within BRFSS data, diabetes and asthma were defined by
self-reported prior diagnosis from a medical provider, and

obesity was defined by a BMI ≥30 kg/m2 based on self-reported
height and weight. Demographic variables of 5-year age group,
sex (male or female), race or ethnicity (White, Black, Latino,
Asian, and other), insurance status (uninsured vs insured), and
income level (<US $50,000, US $50,000-<US $75,000, ≥US
$75,000) were defined for each respondent. To reduce the effects
of undiagnosed diabetes on misclassification of self-reported
diabetes status, the BRFSS survey data were subset to those
aged 18‐44 years who were in care, as defined as those who
reported having a personal health care provider.

NHANES is a cross-sectional survey involving interviews and
physical examinations that is conducted by the Centers for
Disease Control and Prevention annually on a sample of
approximately 5000 US children and adults [30]. Within
NHANES data, diabetes was defined by a self-reported prior
diagnosis or elevated laboratory results (A1c≥6.5% or fasting
glucose≥126 mm Hg) [15,31]. Sensitivity analyses varied this
definition to be based solely on self-reported prior diagnosis.
Asthma was defined by self-reported prior diagnosis from a
medical provider and obesity was defined by a measured

BMI≥30 kg/m2. Demographic variables of age, sex (male or
female), race or ethnicity (White, Black, Latino, Asian, and
other), insurance status (Medicaid vs non-Medicaid), and income
level (≤130%, 130%‐350%, >350% of the federal poverty
level) were defined for each respondent. NHANES data were
subset to those aged 18‐44 years.

Survey-based estimates were obtained by fitting logistic
regression models for diabetes accounting for the unequal
probability sample, stratification, and clustering in the complex
sample designs [32,33]. Survey-based ORs for race or ethnicity
were adjusted for age and sex and ORs for asthma were adjusted
for age, sex, race or ethnicity, obesity, insurance status, and
income level. Relative differences between EHR-based and
survey-based ORs were calculated as percent differences.
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Ethical Considerations
This study was approved by the NYU Langone Health
Institutional Review Board (i20-01338) and Columbia
University Institutional Review Board (AAAU5390) and
informed consent was waived. Participants were not
compensated.

Results

EHR Sample
The EHR sample comprised 454,612 patients seen within the
NYU Langone Health system from 2017 to 2019 (Table 1). A

total of 37.8% (n=171,968) of patients were male and 22.2%
(n=100,979) had Medicaid insurance. The largest racial or ethnic
group within the sample was White, with 41.8% (n=190,225)
having a White race or ethnicity recorded within the EHR, and
52.1% (n=237,057) classified as White through BISG
imputation. Approximately one-quarter (n=115,249) of patients
had a routine medical exam and one-half (n=205,408) had a
DM-related laboratory. Within the full sample, 3.1% (n=14,044)
of patients were classified as having diabetes, 17.5% (n=79,580)
were classified as being obese, and 4.2% (n=19,240) were
classified as having asthma.
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Table . Descriptive summary of the New York University patient population by data sufficiency statusa,b.

Sufficient casea (n=181,036)Insufficient case (n=273,576)Total sample (N=454,612)Variables

32.31 (7.07)32.02 (7.13)32.13 (7.11)Age (years), mean (SD)

71,004 (39.2)100,964 (36.9)171,968 (37.8)Sex (male), n (%)

41,978 (23.2)59,001 (21.6)100,979 (22.2)Medicaid insurance, n (%)

Raw race or ethnicity, n (%)

79,102 (43.7)111,123 (40.6)190,225 (41.8)White

21,067 (11.6)24,442 (8.9)45,509 (10.0)Black

30,832 (17.0)32,157 (11.8)62,989 (13.9)Latino

14,315 (7.9)20,947 (7.7)35,262 (7.8)Asian or Pacific Islander

12,856 (7.1)19,669 (7.2)32,525 (7.2)Other

22,864 (12.6)65,238 (23.8)88,102 (19.4)Missing

Imputed race or ethnicity, n (%)

92,274 (51.0)144,783 (52.9)237,057 (52.1)White

24,270 (13.4)33,439 (12.2)57,709 (12.7)Black

37,548 (20.7)49,131 (18.0)86,679 (19.1)Latino

17,882 (9.9)31,288 (11.4)49,170 (10.8)Asian or Pacific Islander

9062 (5.0)14,935 (5.5)23,997 (5.3)Other

176,987 (97.8)190,916 (69.8)367,903 (80.9)Recorded BMI, n (%)

24.03 (31.60)9.41 (13.15)15.23 (23.51)Encountersc, mean (SD)

2.31 (1.98)1.53 (1.83)1.84 (1.93)Durationd, mean (SD)

82,463 (45.6)32,786 (12.0)115,249 (25.4)Routine medical exam, n (%)

124,680 (68.9)80,728 (29.5)205,408 (45.2)Diabetes-related laboratoryb, n (%)

Neighborhood coverage e , n (%)

31,243 (17.3)48,320 (17.7)79,563 (17.5)<10%

61,759 (34.1)82,148 (30.0)143,907 (31.7)10%-<20%

61,783 (34.1)101,293 (37.0)163,076 (35.9)20%-<30%

26,251 (14.5)41,815 (15.3)68,066 (15.0)30%-<40%

13,073 (7.2)6167 (2.3)19,240 (4.2)Asthma, n (%)

40,761 (22.5)38,819 (14.2)79,580 (17.5)Obese, n (%)

aSufficient cases defined as those with at least 1 encounter with an endocrinology review of systems or those who were classified as diabetic through
the computable phenotype of having at least 2 encounter diagnoses for diabetes, 1 encounter diagnosis and at least 2 elevated A1c laboratory results
≥6.5%, or at least 1 antidiabetes prescription medication.
bIncluding all A1c, random blood glucose, and fasting blood glucose laboratory results.
cNumber of encounters.
dNumber of years in the health system.
eProportion of individuals residing in the Public Use Microdata Area (PUMA) neighborhood who are present within the electronic health record system.

A total of 39.8% (n=181,036) of the patient population were
classified as having sufficient data (Table 1). Patients who were
classified as sufficient had greater health care use, measured by
a higher average number of total encounters, greater duration
within the NYU system, and greater proportion having at least
1 BMI, routine health exam, or diabetes-related laboratory.
Compared to insufficient cases, a greater proportion also had a
known race or ethnicity (87.4%, n=158,172) or were classified

as diabetic (7.8%, n=14,044), obese (22.5%, n=40,761), or
asthmatic (7.2%, n=13,073).

Within the total naïve EHR sample, those who were classified
as nondiabetic consistently had lower health care use than those
who were classified as diabetic (Table 2). This pattern was
disrupted in the sufficiency sample, where a greater proportion
of patients who are nondiabetic had at least 1 routine medical
exam (46.7%, n=77,927 vs 32.3%, n=4536 of patients who are
diabetic ) and almost all patients had a recorded BMI regardless

JMIR Med Inform 2024 | vol. 12 | e58085 | p.1673https://medinform.jmir.org/2024/1/e58085
(page number not for citation purposes)

Conderino et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


of diabetes status. Within both the naïve and sufficiency
samples, a lower proportion of those classified as nondiabetic
were of Black or Latino race or ethnicity and were classified as

having asthma or obesity compared to those classified as
diabetic.

Table . Descriptive summary of the New York University patient population by diabetes statusa,b .

Sufficient—diabetes statusaNaïve—diabetes statusVariables

Diabetic (n=14,044)Nondiabetic (n=166,992)Diabetic (n=14,044)Nondiabetic (n=440,568)

10,843 (77.2)104,005 (62.3)10,843 (77.2)273,216 (62.0)Age (30‐44 years), n (%)

5764 (41.0)65,240 (39.1)5764 (41.0)166,204 (37.7)Sex (male), n (%)

4219 (30.0)37,759 (22.6)4219 (30.0)96,760 (22.0)Medicaid insurance, n (%)

Raw race or ethnicity, n
(%)

5106 (36.4)73,996 (44.3)5106 (36.4)185,119 (42.0)White

2220 (15.8)18,847 (11.3)2220 (15.8)43,289 (9.8)Black

3353 (23.9)27,479 (16.5)3353 (23.9)59,636 (13.5)Latino

1088 (7.7)13,227 (7.9)1088 (7.7)34,174 (7.8)Asian or Pacific Islander

1147 (8.2)11,709 (7.0)1147 (8.2)31,378 (7.1)Other

1130 (8.0)21,734 (13.0)1130 (8.0)86,972 (19.7)Missing

Imputed race or ethnicity,
n (%)

5645 (40.2)86,629 (51.9)5645 (40.2)231,412 (52.5)White

2441 (17.4)21,829 (13.1)2441 (17.4)55,268 (12.5)Black

3852 (27.4)33,696 (20.2)3852 (27.4)82,827 (18.8)Latino

1283 (9.1)16,599 (9.9)1283 (9.1)47,887 (10.9)Asian or Pacific Islander

823 (5.9)8239 (4.9)823 (5.9)23,174 (5.3)Other

13,860 (98.7)163,127 (97.7)13,860 (98.7)354,043 (80.4)Recorded BMI, n (%)

6168 (43.9)34,593 (20.7)6168 (43.9)73,412 (16.7)Obese, n (%)

44.90 (54.27)22.27 (28.19)44.90 (54.27)14.29 (21.16)Encountersc, mean (SD)

2.87 (2.06)2.26 (1.97)2.87 (2.06)14.29 (21.16)Durationd, mean (SD)

4536 (32.3)77,927 (46.7)4536 (32.3)110,713 (25.1)Routine medical exam, n
(%)

11,928 (84.9)112,752 (67.5)11,928 (84.9)193,480 (43.9)Diabetes-related laboratoryb,
n (%)

Neighborhood coverage e

, n (%)

3100 (22.1)28,143 (16.9)3100 (22.1)76,463 (17.4)<10%

4574 (32.6)57,185 (34.2)4574 (32.6)139,333 (31.6)10%-<20%

4186 (29.8)57,597 (34.5)4186 (29.8)158,890 (36.1)20%-<30%

2184 (15.6)24,067 (14.4)2184 (15.6)65,882 (15.0)30%-<40%

1901 (13.5)11,172 (6.7)1901 (13.5)17,339 (3.9)Asthma, n (%)

aSufficient cases defined as those with at least 1 encounter with an endocrinology review of systems or those who were classified as diabetic through
the computable phenotype of having at least 2 encounter diagnoses for diabetes, 1 encounter diagnosis and at least 2 elevated A1c laboratory results
≥6.5%, or at least 1 antidiabetes prescription medication.
b Including all A1c, random blood glucose, and fasting blood glucose laboratory results.
cNumber of encounters.
dNumber of years in the health system.
eProportion of individuals residing in the Public Use Microdata Area (PUMA) neighborhood who are present within the electronic health record system.
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Estimated Associations With Race or Ethnicity
Estimated associations between race or ethnicity and diabetes
were comparable across BRFSS and NHANES surveys (Figure
1). In both the survey and EHR-based analyses, respondents
who were Black or Latino had significantly higher odds of
diabetes compared to White respondents, controlling for age
and sex. The naive EHR-based OR estimate for Latino patients
was 26% higher than the BRFSS point estimate (ORNaive 1.93,
95% CI 1.85‐2.01 vs ORBRFSS 1.53, 95% CI 1.32‐1.77).

Sufficiency, IPW, and causal methods reduced this association,
with point estimates falling within the 95% CIs and relative
differences below 15% compared to both health survey
estimates. BRFSS and NHANES respondents who were Asian
did not have significantly higher odds of diabetes compared to
White respondents, and CIs were wide due to the small sample
sizes of this subgroup. Within the EHR analyses, patients who
were Asian had a significant 11%‐26% increased odds of
diabetes.

Figure 1. Odds ratios for diabetes by race or ethnicity and asthma, EHR-based estimates versus health survey estimates. BRFSS: Behavioral Risk
Factor Surveillance System; DAG: directed acyclic graph; EHR: electronic health record; IPW: inverse probability weighting; NHANES: National
Health and Nutrition Examination Survey.
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Estimated Associations With Asthma
In the BRFSS and NHANES analyses, having asthma was
associated with an approximate 20%‐40% increased odds of
diabetes after controlling for demographics and obesity
(ORBRFSS 1.23, 95% CI 1.09‐1.40 and ORNHANES 1.38, 95%
CI 1.01‐1.91). In the naive EHR analysis, asthma was strongly
associated with diabetes, with those with asthma estimated to
have 3 times the odds of diabetes as those without asthma after
controlling for demographics and obesity (95% CI 2.86‐3.18).
This association was reduced in the sufficiency sample and the
IPW-weighted sample, with corrected OR estimates falling
within the 95% CI of the NHANES estimate and having an
approximate 30%‐50% relative difference from the health
survey point estimates. The association between asthma and
diabetes was further reduced in the DAG model (OR 1.42, 95%
CI 1.34‐1.51), falling within the 95% CIs of both survey-based
estimates and having a 3% relative difference from the
NHANES point estimate and a 15% relative difference from
the BRFSS point estimate (Figure 1). Sensitivity analyses
varying the definition for sufficiency (Table S3 in Multimedia
Appendix 1), varying the BRFSS inclusion criteria, or varying
the NHANES diabetes definition produced similar patterns in
these results (Table S1 in Multimedia Appendix 1).

Discussion

Principal Findings
Our analysis explored the potential impact of information biases
on observed associations of diabetes risk factors within an EHR
sample of young adults. We estimated naïve associations on the
full patient sample and then attempted to address information
biases using missing data and causal inference frameworks.
Biases were apparent in the naïve association between asthma
and diabetes, which was significantly higher than the health
survey-based estimates used as a benchmark for the expected
association. All EHR-based methods resulted in estimated
associations between race or ethnicity and diabetes that were
largely comparable to health survey-based estimates. Those
who were observed to have diabetes had greater health care use
than those who were classified as nondiabetic, which could
reflect an information bias where those with a greater number
of health care encounters may have been more likely to have
documentation of an underlying diabetes or asthma diagnosis.
Attempting to address this bias through missing data or causal
frameworks reduced the estimated associations between asthma
and diabetes, with the causal framework having the best
performance in producing an estimate comparable to the
benchmarks.

Within naïve analyses, the observed age and sex-adjusted ORs
for diabetes among Latino patients appeared slightly inflated
compared to health survey estimates. Using IPW, or controlling
the number of health care encounters produced ORs that were
closer to health survey estimates. Despite the potential to
introduce collider bias, subsetting to those with sufficient data
also led to estimated associations that were more similar to
health survey estimates than the naïve method. Prior research
has demonstrated that Latino and Black individuals may have
increased screening for diabetes while Asian individuals may

have decreased screening compared to White individuals [34].
These disparities in screening practices may partially explain
the observed patterns within the EHR estimates. Increased
likelihood of screening would produce a positive bias while
decreased likelihood of screening would produce a negative
bias in naïve EHR associations. The tested methods may have
helped correct for this bias by controlling or restricting based
on factors associated with the likelihood of diabetes screening,
resulting in decreases in the Latino ORs and increases in the
Asian OR relative to naïve estimates.

Consistent with prior research, the naïve association between
2 EHR-observed conditions, asthma and diabetes, was
substantially positively biased relative to health survey estimates
and prior studies from the literature [5,6,14,21]. Imposing data
sufficiency criteria to subset to those for whom we had greater
confidence in an accurate diabetes classification helped to reduce
disparities in health care use by observed diabetes status. In
addition, while all correction methods greatly reduced the
estimated association between these 2 chronic conditions, the
DAG method had the largest impact on this estimate, suggesting
use was a strong confounder of the association between these
observed health outcomes. Since the presence of either chronic
condition may cause increased health care use, it is also possible
that controlling for this variable induced a small collider bias,
producing an estimate that was lower than the sufficiency or
IPW estimates. However, prior research suggests that the
magnitude of this collider bias would be small relative to the
confounding bias imparted when not controlling for this variable
[14]. All corrected EHR estimates were still higher than the
health survey point estimates, suggesting that the NYU patient
population may not be generalizable, that there are residual
biases in these estimates, or that there are other inherent
differences between EHR and survey-based estimates. For
example, individuals interacting with the NYU hospital system
may be sicker and more likely to have multiple chronic
conditions than those who receive care at independent primary
care practices and conditioning on sicker patients could
potentially introduce a collider bias if presence within the
hospital system was a common effect of these conditions. This
selection bias was not addressed in this work and is an important
avenue for future research.

Limitations
This study applied 2 bias correction frameworks to a large,
diverse patient population and these findings can inform broader
discussions on addressing misclassification of disease outcomes
within epidemiologic studies using EHR data. However, there
are limitations to these analyses. Importantly, internal or external
validation samples were not available to inform computable
phenotype sensitivity or specificity for these methods [8], and
the sufficiency and IPW models relied on the strong assumption
that sufficient cases had no misclassification in diabetes status.
Sensitivity analyses were used to test this assumption, but it is
possible that imposing sufficiency determinations generated a
collider bias by selecting sicker individuals or those with
diabetes [5], which could explain why these methods found
higher odds of diabetes among those with asthma compared to
the DAG method. That said, internal and external validation
samples are often costly or time-intensive to obtain, so these
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methods offer an imperfect, yet feasible, solution within
resource-constrained environments. In addition, methods focused
on addressing differential misclassification of health outcomes,
but there is potential for misclassification within other
covariates. The hypothesized DAG likely represents a simplified
depiction of information biases within these data. In particular,
a large proportion of patients had an unknown race or ethnicity,
and the BISG imputation methods used may have differential
performance by race or ethnicity or marital status [35]. Overall,
determining the accuracy of the EHR-based estimates was
challenging due to the wide CIs for survey-based estimates, but
EHR-based associations had greatly improved precision due to
the diversity and larger sample size of these data.

Additionally, comparisons were made to estimates from 2 health
surveys, which have distinct biases that were not addressed in
this analysis. The BRFSS is limited to self-reported health
outcomes, which can be prone to misclassification. However,
evidence suggests that self-reported diabetes status may have
good validity relative to other chronic conditions [4,36,37].
Physical measurements from NHANES may improve the
classification of diabetes status among those who are unaware
or undiagnosed [15]. However, the smaller sample size of this
survey requires multiyear pooled analyses, which can be biased
by changes in screening or diagnostic criteria over time. For
example, in 2015, the American Diabetes Association lowered
the recommended BMI screening threshold for Asian American
individuals to better account for the differential risk of diabetes
at equivalent BMI levels, which could change the burden of

undetected diabetes within this subgroup across time [38]. The
complementary strengths of these 2 data sources may help to
remedy these unaddressed biases. However, differences in the
targets for inference could have contributed to the observed
differences between the EHR and survey estimates. Survey
estimates reflect national data, which may not be transportable
to this New York City patient population. Although local
versions of these health surveys are available, sample sizes were
too small to produce reliable associations. Covariate definitions
also varied across data sources. Importantly, individual-level
income was available within the survey data but was unavailable
in the EHR data. The use of neighborhood-level poverty likely
resulted in residual confounding in all EHR-based ORs for
asthma, which may have contributed to the positive relative
differences compared to survey-based estimates.

Conclusions
EHRs offer a compelling data source for public health research;
however, differential misclassification of disease status has the
potential to bias the results of these studies. Methods to control
for factors that affect misclassification using a causal framework,
particularly when an informed presence bias can be hypothesized
to strongly confound the exposure-outcome relationship, should
be considered to help produce valid estimates of risk factor
associations. The next steps include applying these methods to
additional exposure-outcome relationships and incorporating
the longitudinal nature of EHR data to assess causal relationships
between chronic conditions.
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Abstract

Background: Patient-monitoring software generates a large amount of data that can be reused for clinical audits and scientific
research. The Observational Health Data Sciences and Informatics (OHDSI) consortium developed the Observational Medical
Outcomes Partnership (OMOP) Common Data Model (CDM) to standardize electronic health record data and promote large-scale
observational and longitudinal research.

Objective: This study aimed to transform primary care data into the OMOP CDM format.

Methods: We extracted primary care data from electronic health records at a multidisciplinary health center in Wattrelos, France.
We performed structural mapping between the design of our local primary care database and the OMOP CDM tables and fields.
Local French vocabularies concepts were mapped to OHDSI standard vocabularies. To validate the implementation of primary
care data into the OMOP CDM format, we applied a set of queries. A practical application was achieved through the development
of a dashboard.

Results: Data from 18,395 patients were implemented into the OMOP CDM, corresponding to 592,226 consultations over a
period of 20 years. A total of 18 OMOP CDM tables were implemented. A total of 17 local vocabularies were identified as being
related to primary care and corresponded to patient characteristics (sex, location, year of birth, and race), units of measurement,
biometric measures, laboratory test results, medical histories, and drug prescriptions. During semantic mapping, 10,221 primary
care concepts were mapped to standard OHDSI concepts. Five queries were used to validate the OMOP CDM by comparing the
results obtained after the completion of the transformations with the results obtained in the source software. Lastly, a prototype
dashboard was developed to visualize the activity of the health center, the laboratory test results, and the drug prescription data.

Conclusions: Primary care data from a French health care facility have been implemented into the OMOP CDM format. Data
concerning demographics, units, measurements, and primary care consultation steps were already available in OHDSI vocabularies.
Laboratory test results and drug prescription data were mapped to available vocabularies and structured in the final model. A
dashboard application provided health care professionals with feedback on their practice.

(JMIR Med Inform 2024;12:e49542)   doi:10.2196/49542

KEYWORDS

data reuse; Observational Medical Outcomes Partnership; common data model; data warehouse; reproducible research; primary
care; dashboard; electronic health record; patient tracking system; patient monitoring; EHR; primary care data

Introduction

The digitalization of health care organizations has made it
possible to automatically collect and reuse data from electronic
health records (EHRs) for care, administrative, and research
purposes [1]. Data reuse generally relies on extracting data from
source databases, formatting and normalizing it in a data
warehouse [2-5]. Over the last few years, hospital-based data
warehouses have started to provide comprehensive overviews

of patient management during a hospital stay or on a hospital
ward. However, these data warehouses do not contain data on
primary care or other data not related to the hospital stay. These
data cover first-line services—outpatient care provided in local
practices, including general practice, community pharmacy,
dental care, and optometry [6,7]. Additionally, data from all
individuals covered by the French national health insurance
scheme are anonymously and prospectively included in the
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national claims database [8]. These data are used for
reimbursement purposes and are not clinical.

The reuse of EHR data is now a major topic of interest for
hospital care [9,10] and primary care [4,11]. Several research
groups have retrospectively reused primary care data on patients
with neuromuscular diseases [12], diabetes [4,13],
dermatological diseases [14,15], lung diseases [16], cancer [17],
or urinary tract infections [18] or on older adult patients [19].
Several national projects aim to collect primary care data on a
routine basis. The main primary care projects are the Clinical
Practice Research Datalink and The Health Improvement
Network in the United Kingdom [20,21], the Veterans
Administration data warehouses in the United States [22], and
the Canadian Primary Care Sentinel Surveillance Network in
Canada [23]. Nevertheless, the reuse of health care data (and
especially primary care data) faces many challenges
[9,10,24-27]. The abovementioned projects collect data from
millions of patients by implementing local data models. A UK
project uses a national database (BioBank) to standardize
vaccination data into a common data model (CDM) format [28].

The heterogeneous structure of the data and the use of country-
and facility-specific vocabularies create barriers to the
implementation of multicenter studies and the sharing of data,
methods, and results. Initiatives such as those proposed by the
Observational Health Data Sciences and Informatics (OHDSI)
consortium seek to (1) standardize data structure and
vocabularies; (2) promote reproducible research and
collaboration; and (3) share methods, tools, and results [29,30].
The OHDSI has notably developed the Observational Medical
Outcomes Partnership (OMOP) CDM [31] and provides standard
data structures and vocabularies that are independent of
individual software developers and countries [32].

Hospital and claims databases have already undergone the
mapping process to adopt the OMOP CDM format [33-35].
Nevertheless, primary care data, specifically general practice
data, which serve as a valuable addition to hospital and claims

databases, are still rarely being integrated into the OMOP CDM
format.

Data standardization might facilitate the development of
common tools for health care professionals, such as activity
dashboards and software for managing multicenter research
projects. Hence, the primary objective of this study (part of the
Primary Care Data Warehouse [PriCaDa] project) was to
transform primary care data into the OMOP CDM format.

Methods

Overview
The goal of the PriCaDa project is to reuse primary care data
and to provide an overview of the practices of health care
professionals working in primary care (family physicians,
nurses, and pharmacists).

In this study, we used primary care data from a multidisciplinary
health center (MHC) located in the town of Wattrelos, France,
in collaboration with the software company that produced the
MHC’s EHR software (Weda). Weda ranks third in terms of
sales volume, boasting over 20,000 health care professionals in
France as users [36]. We used an extract-transform-load (ETL)
process to create a data warehouse (Figure 1), using Python and
SQL scripts. The data warehouse was stored in a PostgreSQL
database, using version 5.4 of the OMOP CDM [31]. The first
step in the ETL process was to extract, classify, and normalize
entities from the XML files. The database was then scanned
and assessed with the OHDSI tool White Rabbit [37] to create
a report on each raw table, attribute, and data type. The OHDSI
tool Rabbit In A Hat was then used to implement the
specifications of the structural mapping, which aims to associate
each local table and local column to the corresponding OMOP
nomenclature [38]. Then, transformation steps normalize the
structure and the semantic of the data source to the OMOP CDM
format. The final step is to load the data into the OMOP CDM.
The development of a dashboard was proposed for a practical
application.
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Figure 1. Pipeline of the primary care data transformation into the OMOP CDM. CDM: Common Data Model; ETL: extract-transform-load; OMOP:
Observational Medical Outcomes Partnership.

Ethical Considerations
The study was approved by the staff at the MHC in Wattrelos
and the management of the Weda software house. Furthermore,
the study was registered with the French National Data
Protection Commission (Commission nationale de
l’informatique et des libertés; reference 2022‐203). In line
with the French legislation on retrospective studies of
anonymized data from routine clinical practice, approval by an
institutional review board was not required [39]. All the data
collection and analysis methods complied with relevant
guidelines and regulations. Patient confidentiality was
maintained at all times, and all the data were anonymized before
extraction. The Weda software exports data with an identifier

for each patient and consultation. This identifier is replaced
during the transformations with a unique artificial ID. For this
unique ID, sequences provided by the database management
system (ie, PostgreSQL) were generally used to create an
autoincrement primary key.

Data Extraction
Following approval by the MHC’s staff, Weda exported an
XML-based hierarchical structure file for each patient. A
primary care consultation occurs in 4 steps. At each step, the
family physician collects data on the patient’s health status. In
step one (arrival), the reason for consultation is recorded as free
text. In step two (the interview), the physician records clinical
signs and symptoms as free text. In step three (the examination),
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the physician makes biometric measurements and enters the
data in a structured way in the appropriate fields of the software
(variables, values, and units). Step four (the outcome) includes
the diagnosis (if made, as free text), any drug prescriptions
(documented with the Code Identifiant de Spécialité [CIP; the
French national drug code]), any referrals (as free text in a PDF
letter), and information on vaccinations. The parts of the Weda
software dedicated to these steps depend on the physician’s
habits; some physicians put all observations into a single field.

Furthermore, the family physician receives laboratory test results
from medical laboratories and clinical reports from other
specialist physicians. The test variables differ from one medical
laboratory to another. For example, one laboratory might use
the term “creatinine” and a specific unit, whereas another might
use “create” and a different unit for the same variable. These
reports were documented as free text.

Transformation Steps

Semantic Mapping
The goal of semantic mapping was to link local vocabularies
to standard vocabularies that have been defined by the OHDSI
community and are available in an web-based tool [32,40]. The
difficulty of the mapping depends on the vocabularies available
in the source data. We defined four difficulty levels: level 1 for
local vocabulary items that already belonged to the standard
OHDSI vocabulary; level 2 for local, nonstandard vocabulary
items for which the mappings to the standard OHDSI vocabulary
already existed; level 3 for local vocabulary items that did not
correspond to the OHDSI vocabulary but were in a structured
format (manual mapping was necessary); and level 4 for local
vocabulary items that did not correspond to the OHDSI
vocabulary and were in an unstructured format (free text).
Natural language processing (NLP) techniques, such as fuzzy
matching algorithms, SpaCy tools, and regular expressions, can
be used for concept identification and information extraction.
The free text (eg, reasons for consultation, symptoms, diagnosis,
and clinical reports) was sometimes heterogeneous and
unstructured. Indeed, a single free-text record can consolidate
various types of information, including the reason for a
consultation, the patient’s clinical signs, and their diagnosis, all
of which may vary based on the practices of the individual
family physician.

For difficulty levels 2 and 3, the data were mapped manually
and independently by two experts (MF and CJ). A κ score was
computed as a statistical metric for assessing the degree of
consensus among the annotators tasked with assigning labels
to data. It gauges the degree to which the annotators’
assessments align, while also considering the potential for
chance agreement. The score ranges from 0 to 1 (1 for perfect
agreement among annotators). A κ score below 0.4 indicates
weak agreement, a κ score above 0.6 (60%) suggests moderate
agreement, and a κ score exceeding 0.8 (80%) signifies strong
agreement [41]. Any disagreements were settled by a third
expert (PQ). This mapping provided correspondences between
the local vocabulary items and standard vocabulary items. When
necessary, new primary care concepts not available in the
OHDSI vocabularies were loaded into the CONCEPT table.
The Logical Observation Identifiers Names and Codes

vocabulary was used to map laboratory test variables. The source
laboratory test concepts contained the name of the laboratory
test variable used by the laboratory, together with the unit. The
text referencing the laboratory test variables was cleaned up by
grouping equivalent source concepts. Punctuation and special
characters were removed, and abbreviations or spelling
differences were replaced and grouped under the full name (eg
“CRP” was replaced with “C-reactive protein”). Chapter
numbers or line numbers at the beginning of a line were
removed. Multiple spaces were replaced by a single space, and
stop words (eg, “of,” “to,” or “an”) were removed. The
Systematized Nomenclature of Medicine was used to map
biometric variables, with the Unified Code for Units of Measure
for units of measurement and the International Classification
of Diseases, 10th Revision (ICD-10) for the patient’s medical
history. Drug prescriptions were recorded using CIP drug name
codes. The CIP code was extracted from the Weda EHR
software and mapped to the Anatomical Therapeutic Chemical
(ATC) code and then the RxNorm code (ATC to RxNorm
mapping is already available in the OMOP CDM).

The new concepts were integrated into the CONCEPT table
with a concept identifier greater than 2,000,000,000. When a
local concept is mapped, the correspondence with a standard
OMOP concept is loaded into the CONCEPT_RELATIONSHIP
table (resulting in a link between a local concept identifier and
a OMOP standard concept identifier). As a result, the identifiers
of standard concepts can be loaded into the x_concept_id column
of the corresponding table for the local concept (eg, new local
concepts in the MEASUREMENT table that are mapped are
associated with the standard concepts loaded into the
measurement_concept_id column).

Structural Mapping
The goal of structural mapping was to transform the source
structure into the OMOP CDM structure. The mapping
comprised two steps. In the first step, the relevant variables
required for the OMOP model were selected and normalized in
a table format. In the second step, the variables and table
structures were transformed to match the OMOP CDM
nomenclature. We observed that most of the medical histories
were coded as free text, rather than nomenclature items. The
DIAGNOSIS source table contained the information from the
patient interview (clinical signs), the clinical examination
(measurements), and the “outcome” parts of the consultation.
However, this field contained data related to several types of
medical information in text format. The MEASUREMENT
table contained information from the “laboratory data” and
“biometrics” source tables. Outliers were removed, and primary
and foreign keys were identified. New artificial identifiers were
created for the primary key in each table.

Data Loading and Quality Assessment
After the semantic and structural transformations, the data were
loaded into the OMOP model. We used Achilles, a data quality
assessment and visualization tool developed by the OHDSI
community. Achilles reports the compliance of the mapping
with the constraints of the OMOP CDM (the primary and foreign
keys), the vocabulary (ie, the correct choice of concepts
corresponding to each table), and the business rules (ie, rules
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that ensure data consistency, for example, data chronology
respects real life). Based on the Achilles analysis tables, the
Atlas server summarizes the results of the data quality
assessment in a dashboard [42]. Kahn et al [43] have developed
a data quality framework for the secondary use of EHR data
integrated into the Atlas quality assessment dashboard.
Conformance describes “the compliance of the representation
of data against internal or external formatting, relational, or
computational definitions.” Completeness computes “features
that describe the frequencies of data attributes present in a data
set without reference to data values.” Plausibility describes “the
believability or truthfulness of data values.” The data quality
assessment context verification is a strategy “for the source of
expectations or comparisons of EHR data based on internal
characteristics” [43].

To test the relevance and usability of primary care data in the
OMOP CDM, we compared the results of several queries of the
OMOP CDM with the results obtained directly from the Weda
software. The queries were run by a physician (CJ) who used
the software in his clinical practice. To ensure that the patient
records could be checked manually, the queries were chosen to
keep the resulting number of patients low. Two queries
corresponded to the MHC’s general activity (eg, the number of
patients per family physician), two corresponded to prescription
data, and a fifth query corresponded to laboratory test data.

Practical Application
Using RShiny and the shiny, shinyBS, shinycssloaders,
shinydashboard, shinyjs, and shinyWidgets libraries, we
implemented a dashboard to report the MHC’s general activity,

prescriptions, and the distribution of the laboratory test results
[44].

Results

Data Extraction
The data were extracted in July 2021. The available patient
profiles dated back to 1997, and data on clinical measurements,
drug prescriptions, and laboratory tests were available from
2013 onward. The extracted data contained 18,395 patient files.
Each patient’s file contained anonymized demographic
information (ie, sex, year of birth, the town or city of residence,
and the country of residence), the date of the first consultation,
and the name of the family physician with whom the patient
was registered. It also contained the patient’s medical history
(documented with ICD-10 codes or as free text), information
related to the consultation, laboratory test results, and clinical
reports from other physicians (also as free text).

Transformation

Semantic Mapping
In all, 17 vocabularies were mapped (Table 1).

All the new concepts were added to the CONCEPT table
(n=10,221). These primary care concepts were added alongside
the existing concepts in the OMOP model developed by OHDSI.
The mapping between local concepts and standard concepts
was integrated into the CONCEPT_RELATIONSHIP table
(n=9432).
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Table . The concept mapping. When a local vocabulary is not given, it means that the concept had to be created.

Associated records,
n/N (%)

Mapped concepts,
n/N (%)

Concepts, nLevel of mapping
difficulty

OMOPa vocabularyLocal vocabularyFeature

1/1 (100)1/1 (100)1Level 1Care site—bCare site

2252/2315 (97.3)80/83 (96.4)83Level 1ICD-10ICD-10 cMedical histories

592,226/592,226
(100)

2/2 (100)2Level 1Visit—Visit

684,805/684,805
(100)

9100/9100 (100)9070Level 2RxNormATCdDrug

684,805/814,772
(84)

9100/9946 (91.5)9946Level 3ATCCIPe codeDrug

172,549/179,337
(96.2)

12/243 (4.9)243Level 3SNOMEDfFree text in struc-
tured fields

Biometric variables

829,498/941,522
(88.1)

170/2312 (7.4)2312Level 3LOINCgFree text in struc-
tured fields

Laboratory test
variables

863,259/1,120,859

(77)i
65/217 (30)217Level 3UCUMhFree text in struc-

tured fields
Measurement units

18,395/18,395
(100)

2/2 (100)2Level 3SexFree text in struc-
tured fields

Patient characteris-
tics

———Level 4—Free textOutcome (diagno-
sis)

———Level 4—Free textConsultation (rea-
son)

———Level 4—Free textExamination (mea-
sure taken)

———Level 4—Free textClinical report by
another physician

———Level 4—Free textMedical history

———Level 4—Free textReferrals

———Level 4—Free textSupplementary in-
formation

———Level 4—Free textVaccine prescrip-
tion

———Level 4—Free textVaccination

aOMOP: Observational Medical Outcomes Partnership.
bNot applicable.
c ICD-10: International Classification of Diseases, 10th Revision.
dATC: Anatomical Therapeutic Chemical.
eCIP: Code Identifiant de Spécialité (the French national drug code).
fSNOMED: Systematized Nomenclature of Medicine.
gLOINC: Logical Observation Identifiers Names and Codes.
hUCUM: Unified Code for Units of Measure.
i23% (257,801/1,120,859) not available.

More than 80% (9100/9946, 91.5%) of the drug records and
more than 90% (80/83, 96.4%) of the ICD-10–coded medical
history records were mapped. Less than 4.9% (12/243) of the
biometric measurement concepts were mapped; the latter
accounted for 96.2% (172,549/179,337) of the records because
a small number of concepts were used (eg, weight, height, and
heart rate; Table 1). The remaining records were free-text and
family physician–dependent variables. The writing style can
vary and the same variable can be asked in several ways. For

example, to find out whether the patient is a smoker, the family
physician can input the information in the family
physician–dependent variable “does my patient smoke?” “is he
a smoker?” or “do you smoke?”

For level 3 mapping difficulties, drug-related concepts (coded
as CIP codes) were mapped in two steps. RxNorm is the
standard classification chosen by OHDSI for the OMOP model,
and therefore, we had to map our local terminology (ie, CIP)
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to RxNorm. First, the CIP codes were mapped to the ATC codes.
Second, the ATC codes were mapped to the RxNorm codes,
using the correspondences already implemented in the
CONCEPT_RELATIONSHIP table.

With regard to the laboratory test variables, the cleaning step
reduced the number of concepts from 3003 to 2312. We
restricted the mapping to the most frequently cited laboratory
test concepts in the MEASUREMENT table, with the aim of
covering more than 80% of the records. Disagreements over
laboratory test concept mapping by experts were resolved by
consensus and the involvement of a third annotator. The experts
disagreed about 24.3% (37/152) of the mapped concepts, which
corresponds to a κ score of 75%.

Structural Mapping
Several XML tables in the source model corresponded to tables
in the OMOP CDM format (Figure 2). Information about the
patient, the family physician, the profile creation date, and the
health care center was stored in the PERSON, PROVIDER,
OBSERVATION_PERIOD, and CARE_SITE tables,
respectively. The medical history (documented with ICD-10
codes) was stored in the OBSERVATION table. Each
consultation at the health care center corresponded to a record

in the VISIT_OCCURRENCE table, identified by a
visit_concept_id (Ambulatory Primary Care Clinic/Center;
concept_id=38004247). Biometric measurements were stored
in the MEASUREMENT table, with a concept type
corresponding to EHR physical examination. Laboratory test
results were stored in the MEASUREMENT table, with a
concept type Lab (concept_id=32,856). The feature
measurement_source_type_id distinguishes each source table
(laboratory data or biometrics measurements). Each drug
prescription was stored in the DRUG_EXPOSURE table.
Free-text information collected during the consultation was
stored in the NOTE table with an appropriate source vocabulary
concept identifier (eg, a note of clinical signs; the reason for
the consultation; medical histories; the outcome of the
consultation; and, in some cases, the associated diagnosis).
Medical reports from a specialist physician not based in the
MHC were recorded in the NOTE table (Figure 2).

All the standard concept types used to identify information in
the various source tables are detailed in Multimedia Appendix
1; for example, the NOTE table contains information about the
reason for the consultation, the patient’s medical history, and
other medical reports.
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Figure 2. Structural mapping of each source variable to the OMOP CDM format. Common Data Model; OMOP: Observational Medical Outcomes
Partnership.

Data Loading and Quality Assessments
Records spanning 20 years (592,226 consultations by 18,395
patients) were integrated into the OMOP CDM. The numbers
of records per OMOP table before and after the ETL process
and the related computing time are reported (Table 2). The
CARE_SITE and DRUG_ERA tables were implemented using
data transformed into the OMOP format.

The Atlas Server dashboard produced the data distributions for
each table. An example of the distribution of blood potassium
concentrations is shown in Multimedia Appendix 2.

The Atlas dashboard’s overview tab provided a top-level
summary of the total number of passes and failures by Kahn
category (Figure 3). We found 28 Conformance failures that
did not respect the specifications of the OMOP CDM. There
were 21 Completeness failures related to potentially missing
data and 23 failures related to Plausibility for implausible dates
or measurement values. For each of these failures, the results
tab (Multimedia Appendix 3) displayed one line per verification.
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Table . The volume of each table before and after the ETLa process and the associated computing time.

Local tablesComputing time (s)Records after ETL process,
n

Records before the ETL
process, n

OMOPb tables

—<0.0011—cCARE_SITE

Death<0.001419419DEATH

—3.751,084,012—DRUG_ERA

Drug4.54814,772924,216DRUG_EXPOSURE

Address0.0111,43319,662LOCATION

Biometrics and laboratory
test

225.761,120,8591,120,859MEASUREMENT

Referrals, consultations, di-
agnoses, clinical reports

from outside the MHCd,
medical history, additional
information, and vaccination
status

4.572,091,7052,772,809NOTE

Medical history0.16231564,669OBSERVATION

—0.0118,256—OBSERVATION_PERIOD

Patient0.0418,39518,395PERSON

Patient—88PROVIDER

Consultation1.54592,226592,227VISIT_OCCURRENCE

aETL: extract-transform-load.
bOMOP: Observational Medical Outcomes Partnership.
cNot applicable.
dMHC: multidisciplinary health center.
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Figure 3. The data quality assessment dashboard. NA: not available.

The concordance of results obtained from data quality evaluation
queries between the source EHRs and the data warehouse’s
records proved that the process was reliable (Multimedia
Appendix 4). In the event of a difference between the two
(results obtained from the data warehouse in OMOP format and
results from the Weda software), we had to check the patient
records in the software to identify what the correct figure was.
Patients whose profile had been created after 2021 had to be
removed from the results produced by the Weda software
because the extraction data (stored in the data warehouse) goes
up to June 2021 at the latest, and queries on the software
interface allow filtering for the entire year. The family physician
must declare when he or she became the patient’s referring
family physician. This family physician declaration is dated in

the Weda software. This date is not found in the data warehouse.
The date of the patient’s registration with the family physician
was also taken into account in the queries; registrations after
the extraction date were removed. Queries concerning the
laboratory test results were checked manually by one of the
MHC’s family physicians (CJ). Some laboratory test results
were saved in the “reports” part and others were saved in the
“consultations” part on the software.

Practical Application
A 3-tab prototype dashboard was implemented (Figure 4). The
first tab concerned the MHC’s activity, the second concerned
drug prescriptions, and the third concerned laboratory test
results.
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Figure 4. The prototype primary care dashboard. PriCaDa: Primary Care Data Warehouse.

Discussion

Principal Findings
In this study, we implemented primary care data into the OMOP
CDM format from a French health care facility. Five concepts
related to the consultation (reason for the consultation, diagnosis,
and comments), the clinical report by another physician, some
medical histories, referrals, and vaccination data in free text
were stored in the NOTE table, and three structured free-text
concepts were mapped to standard concepts (laboratory test
results, biometrics, and measurement units). Overall, we
included 592,226 consultations and 10,221 concepts over 20
years, including 9432 mappings between local concepts and
standard concepts. The concept mapping was validated by three

experts, including a family physician. We then used queries to
validated the design of the OMOP CDM by comparing the
results obtained in our data warehouse with those obtained in
the source software.

The OMOP model was originally developed to answer
pharmaco-epidemiologic questions by reference to hospital
databases or claims databases. New types of data have since
been integrated, such as those in the fields of cancer,
microbiology, and anesthesia [32,33,45]. Integrating these new
data types might present difficulties not foreseen in the original
CDM. Integrating primary care data required the addition of
10,221 new concepts. Through the sharing of tools and methods,
the OMOP model enables reproducible analyses of decentralized
data [28,46].
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Comparison With Previous Work
This work stands out for its integration of out-of-hospital clinical
data over a long time period. In contrast to the French national
health care database (Système National des Données de Santé),
we included clinical data. Similarly, the data produced by French
hospital included test results from the hospital’s laboratory only.
We were able to load data from outpatient treatments and
out-of-hospital medical laboratories into the OMOP model; in
France, these data are not documented in claims and hospital
databases. We also have data on drug prescriptions and
associated dosage (duration of treatment, number of refills,
number of drugs per dose, and dosing period), whereas the
Système National des Données de Santé only contains data on
prescription fulfillment.

By using a CDM, we will be able to share our work with other
primary care data reuse initiatives [28].

This study had a number of strengths. First, it was based on
collaboration between data scientists and family physicians.
Each data transformation step was approved by the MHC’s
family physicians. Second, working with the EHR software’s
developer enabled us to understand the software’s structure and
export format. The involvement of the software developer in
the study expedited the data extraction process. This
collaboration with the software developer allowed us to retrieve
the data in XML format, comprehend each of the XML tags,
and discern the origin of the XML information within the
software. Third, our development of a dashboard gave health
care professionals an overview of their practice in terms of the
number of patients followed and the number of consultations
carried out over a defined period.

Limitations
The first limitation is that a large proportion of the extracted
primary care data had been entered as free text and required

NLP methods or manual examination to be used secondarily.
Moreover, the primary care EHR software provides information
on drug prescriptions but not on filling or patient compliance.

The free text was difficult to map. Although the most frequent
codes were mapped, further mapping and information extraction
are needed. NLP methods might be able to recover the free-text
information on the diagnosis established during the consultation
and the symptoms mentioned.

Perspective
The next step in the project will involve sharing the ETL process
with other health care facilities equipped with Weda software
or other software. A qualitative study during the presentation
of the dashboard to the health care professionals might improve
the prototype dashboard and identify unmet needs for further
development. This extension will provide us with an opportunity
to conduct multicenter studies and to integrate data from other
professions working in primary care (such as nurses, midwives,
physiotherapists, and pharmacists).

Conclusion
We implemented primary care data from a French health care
facility into the OMOP CDM format. Data concerning
demographics, units, measurements, and primary care
consultation steps were already available in the OHDSI
vocabularies. Laboratory test results and drug prescription data
were mapped with the available vocabulary and structured in
the final model. However, the free text in the primary care EHR
software complicates the reuse of additional clinical information
such as diagnoses, symptoms, clinical reports, and reasons for
consultation. A dashboard application provided health care
professionals with feedback on their practice.
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Abstract

Background: The traditional clinical trial data collection process requires a clinical research coordinator who is authorized by
the investigators to read from the hospital’s electronic medical record. Using electronic source data opens a new path to extract
patients’ data from electronic health records (EHRs) and transfer them directly to an electronic data capture (EDC) system; this
method is often referred to as eSource. eSource technology in a clinical trial data flow can improve data quality without
compromising timeliness. At the same time, improved data collection efficiency reduces clinical trial costs.

Objective: This study aims to explore how to extract clinical trial–related data from hospital EHR systems, transform the data
into a format required by the EDC system, and transfer it into sponsors’ environments, and to evaluate the transferred data sets
to validate the availability, completeness, and accuracy of building an eSource dataflow.

Methods: A prospective clinical trial study registered on the Drug Clinical Trial Registration and Information Disclosure
Platform was selected, and the following data modules were extracted from the structured data of 4 case report forms: demographics,
vital signs, local laboratory data, and concomitant medications. The extracted data was mapped and transformed, deidentified,
and transferred to the sponsor’s environment. Data validation was performed based on availability, completeness, and accuracy.

Results: In a secure and controlled data environment, clinical trial data was successfully transferred from a hospital EHR to the
sponsor’s environment with 100% transcriptional accuracy, but the availability and completeness of the data could be improved.

Conclusions: Data availability was low due to some required fields in the EDC system not being available directly in the EHR.
Some data is also still in an unstructured or paper-based format. The top-level design of the eSource technology and the construction
of hospital electronic data standards should help lay a foundation for a full electronic data flow from EHRs to EDC systems in
the future.

(JMIR Med Inform 2024;12:e52934)   doi:10.2196/52934

KEYWORDS

clinical trials; electronic source data; EHRs; electronic data capture systems; data quality; electronic health records

Introduction

Source data are the original records from clinical trials or all
information recorded on certified copies, including clinical
findings, observations, and records of other relevant activities
necessary for the reconstruction and evaluation of the trial [1].
Electronic source data are data initially recorded in an electronic
format (electronic source data or eSource) [2,3].

The traditional clinical trial data collection process requires a
clinical research coordinator (CRC) who is authorized by the
investigators to read from the hospital’s electronic medical
record and other clinical trial–related data from the hospital

information system and then manually enter the patient’s data
into the electronic data capture (EDC) system. After data entry,
the clinical research associate visits the site to perform source
data verification and source data review. The drawbacks of
collecting data by manual transcription are that data quality and
timeliness cannot be guaranteed and that it is a waste of human
and material resources. Using electronic source data opens a
new path to extract patients’data from electronic health records
(EHRs) and transfer it directly to EDC systems (often the
method is referred to as eSource) [4]. eSource technology in a
clinical trial data flow can improve data quality without
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compromising timeliness [5]. At the same time, improved data
collection efficiency reduces clinical trial costs [6].

eSource can be divided into two levels. The first level is to
enable the hospital information system to obtain complete data
sets; the second level is to allow direct data transfer to EDC
systems based on the clinical trial patients’ electronic data in
hospitals to avoid the electronic data being transcribed manually
again, which is the core purpose of eSource [7]. This project
will explore the use of eSource technology to extract clinical
trial data from EHRs, send it to the sponsor data environment,
and discuss the issues and challenges occurring in its application
process.

Methods

Ethics Approval
This study was approved by the Ethics Committee and Human
Genetic Resource Administration of China (2020YW135).
During the ethical review process, the most significant
challenges were patients’ informed consent, privacy protection,
and data security. The B7461024 Informed Consent Form
(Version 4) states that “interested parties may use subjects’
personal information to improve the quality, design, and safety
of this and other studies,” and “Is my personal information likely
to be used in other studies? Your coded information may be
used to advance scientific research and public health in other
projects conducted in future.” This project is an exploration of
using electronic source data technology instead of traditional
manual transcription in the process of transferring data from
hospital EHRs to EDC systems, which will improve the data
quality of clinical trials and will improve the data flow in the
future. Therefore, this project is within the scope of the informed
consent form for study B7461024, which was approved by the
ethics committee after clarification.

Project Information
This project was conducted from December 15, 2020, to
November 19, 2021, which was before China’s personal
information protection law and data security law were
introduced. The data for this project were obtained from an
ongoing phase 2, multicenter, open-label, dual-cohort study to
evaluate the efficacy and safety of Lorlatinib (pf-06463922)
monotherapy in anaplastic lymphoma kinase (ALK)
inhibitor–treated locally advanced or metastatic ALK-positive
non–small cell lung cancer patients in China (B7461024),
registered by the sponsor on the Drug Clinical Trials
Registration and Disclosure Platform (CTR20181867). The data
extraction involved 4 case report form (CRF) data modules:
demographics, concomitant medication, local lab, and vital
signs, which were collected in the following ways:

• Demographics: Originally entered directly into the hospital
EHR then manually transcribed by the CRC to the sponsor’s
EDC system

• Local lab: Laboratory data collected by the hospital
laboratory information management system (LIMS) and
then manually transcribed by the CRC into the EDC system

• Vital signs: Hospital uses paper-based tracking form
provided by the sponsor to record patients’ vital signs and
investigators transcribe the vital signs data into the hospital
medical record

• Concomitant medication: Similar to vital signs, hospital
uses the paper tracking form provided by the sponsor to
record the adverse reactions and concomitant medication;
investigator might also transfer the concomitant medication
data into the hospital EHR, but there was no mandatory
requirement to transfer these data into patients’ medical
records

All information was collected from 6 patients in a total of 29
fields (Textbox 1).
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Textbox 1. Data collection fields.

Demographics

• Subject ID

• Date of birth

• Sex

• Ethnicity

• Race

• Age

Concomitant medication

• Combined drug name

• Whether for the treatment of adverse reactions

• Adverse event number

• Combined drug start date

• Combined drug end date

• Currently still in use

Vital signs

• Date of vital signs collection

• Weight

• Weight unit

• Body temperature

• Height

• Height unit

• Location of temperature measurement

• Systolic blood pressure

• Diastolic blood pressure

• Pulse

Local lab

• Laboratory inspection name

• Laboratory name and address

• Sponsor number

• Laboratory number

• Incomplete laboratory inspection

• Sample collection data

• Inspection results

Data Process Workflow

Overview
The study chosen in our project used the traditional manual data
entry method to transcribe patients’ CRF data into the EDC
system. This project proposes testing the acquisition of data
directly from the hospital EHR, deidentification of the patients’
electronic data on the hospital medical data intelligence
platform, mapping and transforming the data based on the
sponsor’s EDC data standard, and transferring the data into the

sponsor’s environment. The data was transferred from the
hospital to the sponsor’s data environment and compared to
data that was captured by traditional manual entry methods to
verify the availability, completeness, and accuracy of the
eSource technology.

In the network environment of this project, the technology
provider accessed the hospital network through a virtual private
network (VPN) and a bastion host, and processed the data of
this project as a private cloud, thus ensuring the security of the
hospital data.

JMIR Med Inform 2024 | vol. 12 | e52934 | p.1697https://medinform.jmir.org/2024/1/e52934
(page number not for citation purposes)

Yuan et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Data Integration
The hospital information system involved in this project has
reached the national standards of “Level 3 Equivalence,”
“Electronic Medical Record Level 5,” and “Interoperability
Level 4.” The medical data intelligence platform in this project
is deployed in a hospital intranet, isolated from external
networks. Integrated data from different information systems,
including the hospital information system, LIMS, picture
archiving and communication system, etc, were deidentified
from the platform and transferred to a third-party private cloud
platform for translation and data format conversion after
authorization by the hospital through a VPN.

The scope of data collection in this project was limited to
patients who signed Informed Consent Form (Version 4) for
study B7461024. The structured data of four CRF data modules
(demographic, concomitant medications, local lab, and vital
signs) were extracted from the source data in hospital systems,
and data processing was completed.

Three-Layer Deidentification of Data
In this project, three layers of deidentification were performed
on the electronic source data to ensure data security. The first
layer of deidentification was performed before the certified copy
of data was loaded to the hospital’s medical data intelligence
platform. The second layer of deidentification follows the Health
Insurance Portability and Accountability Act (HIPAA) by
deidentifying 18 data fields at the system level. A third layer
of deidentification was performed when mapping and
transforming third-party databases for the clinical trial data
(demographics, concomitant medications, laboratory tests, and
vital signs) collected for this study, as required by the project
design.

Collected data did not contain any sensitive information with
personal identifiers of the patients, and all deidentification
processes were conducted in the internal environment of the
hospital. In addition to complying with the relevant laws and
regulations, we followed the requirements of Good Clinical
Practice regarding patient privacy and confidentiality, and
further complied with the requirements of HIPAA to deidentify
the 18 basic data fields. Data fields outside the scope of HIPAA
will be deidentified and processed in accordance with the
TransCelerate guidelines published in April 2015 to ensure the
security of patients’ personal information and to eliminate the
possibility of patient information leakage [8].

The general rules for the third layer of deidentification were as
follows:

• Time field: A specific time point is used as the base time,
and the encrypted time value is the difference between the
word time and the base time

• ID field: Categorized according to the value and only shows
the category

• Age field: Categorized according to the value and only
shows the category

• Low-frequency field: set to null

In addition, all data flows keep audit trails throughout and are
available for audit.

Data Normalization and Information Extraction
After three layers of deidentification, the data was transferred
from a hospital to a third-party private cloud platform through
a VPN, where translation from Chinese to English and data
format conversion were implemented. The whole transfer
process was performed for the data that was collected for the
clinical trial of this study. Standardization of data is a crucial
task during the data preparation phase. This process involves
consolidating data from different systems and structures into a
consistent, comprehensible, and operable format. First, a
thorough examination of data from various systems is necessary.
Understanding the data structure, format, and meaning of each
system is essential. The second step involves establishing a data
dictionary that clearly outlines the meaning, format, and possible
values of each data element. Next, selecting a data standard is
necessary to ensure consistency and comparability. In this study,
we adopted the Health Level 7 (HL7) standard. Additionally,
data cleansing and transformation are needed to meet standard
requirements, including handling missing data, resolving
mismatched data formats, or performing data type conversions.
Extract, transform, and load tools were used to integrate data
from different systems. Data security must be ensured
throughout the data integration process. This includes encrypting
sensitive information and strictly managing data permissions.
Data verification and validation steps were then performed by
professional staff on the translated data. The data from the
hospital’s medical data intelligence platform were then
converted from JSON format to XML and Excel formats. The
processed data was transferred back to the hospital via a VPN
to a designated location for final adjudication before loading to
the sponsor’s environment.

One-Time Data Push and Quality Assessment
After the hospital received the processed data, it was then pushed
by the hospital to the sponsor’s secure and controlled
environment (Figure 1). All data deidentification processes were
conducted in the hospital’s environment, and none of the data
obtained by the sponsor can be traced back to patients’personal
information to ensure their privacy and information security.

The data quality of this project was assessed using industry data
quality assessment rules [9], which are shown in Table 1.

JMIR Med Inform 2024 | vol. 12 | e52934 | p.1698https://medinform.jmir.org/2024/1/e52934
(page number not for citation purposes)

Yuan et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Project operation flow. EHR: electronic health record.
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Table . Introduction of data quality assessment rules.

CasesMethod descriptionDimensionData validation methods

Based on the electronic CRF, 6 data
fields in the demography need to be
captured, and 3 of them have
records in the EHR. Data availabili-
ty: 3/6 × 100% = 50%

The ratio of the total number of data

fields in the clinical trial CRFa

available in the hospital EHRb to
the total number of data fields re-
quired in the electronic CRF:

EHRc/CRFd × 100%

Field dimensionData availability verification

Based on the electronic CRF, 6 data
fields in the demography need to be
captured, and 2 data fields can be
captured by the eSource method.
Data availability: 2/6 × 100% =
33.33%

The ratio of the total number of data
fields in the clinical trial CRF (eS-
ource) that can be transmitted elec-
tronically in the hospital’s EHR to
the total number of data fields re-
quired in the electronic CRF: eS-

ourcee/CRFd × 100%

Field dimensionData availability verification

Based on the clinical trial design,
38 concomitant medication pages
need to be collected: 7 pages were
collected via eSource and 2 fields
was entered per page. Data complete-
ness: 7 × 2/(2 × 38) × 100% =
18.42%

The ratio of the total number of
nonnull data (eSourceV) captured
(processed and sent to the sponsor)
via the eSource method to the total
number of data fields requested on
the electronic CRF: eS-

ourceVf/CRFd × 100%

Numerical dimensionData completeness verification

4 fields of demography were success-
fully transmitted through eSource,
with 4 data points in each. After
comparing with the data in the elec-
tronic data capture system, there
were no mismatches for one data
point. Data accuracy: 8/(2 × 4) ×
100% = 100%

Matching of data field values in the
hospital’s EHR with data field val-
ues that can be captured by eSource
(data fields that are processed and
sent to the sponsor)

Numerical dimensionData accuracy verification

aCRF: case report form.
bEHR: electronic health record.
cTotal number of data fields in the hospital’s EHR.
dTotal number of data fields requested in the electronic CRF.
eTotal number of data fields captured (processed and sent to the sponsor) through the eSource method.
fTotal number of nonempty data fields captured (processed and sent to the sponsor) through the eSource method.

Results

In this project, we collected patients’ demographics, vital signs
information, local laboratory data, and concomitant medication
data from EHRs, successfully pushed the data directly to the
designated sponsor environment, and evaluated the data quality
from three perspectives including availability, completeness,
and accuracy (Table 2).

• The eSource-CRF availability score, which is used to
evaluate the ratio of fields in EHR that can be collected by
eSource and used for CRF, was low for demographics,
blood tests, and urine sample tests but higher for vital signs
and concomitant medications.

• Data completeness, defined as the ratio of the total number
of nonnull data captured by eSource to the total number of

data fields required in the electronic CRF, was used to
evaluate the ratio of nonnull data fields in the CRF that can
be captured by eSource. In this study, the completeness
score of the vital signs module was only 1.32%, and the
concomitant medications and laboratory test modules also
had poor performance in the data completeness evaluation.

• Data accuracy, defined as the compatibility between the
data field values in the hospital EHR and the data field
values that can be collected using eSource, was 100% for
all modules.

• EHR-CRF availability, which is used to evaluate the ratio
of fields in the EHR that can be used for the CRF, was 50%,
60%, and 66.67% for demographics, blood tests, and urine
sample tests, respectively, in this study, and the rest of the
data were 100% available.
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Table . Metrics measured.

Data accuracy (prelimi-
nary findings), n/N (%)

Data completeness
(preliminary findings),
n/N (%)

CRF-eSource data
availability, n/N (%)

CRF-EHRb data avail-
ability, n/N (%)

CRFa domain

Study CRF data ele-
ments available and
entered into hospital
EHR and transferred
through eSource tech-
nology with expected
result (eg, matches
what was entered direct-
ly in form)

Study CRF data ele-
ments available and
entered into hospital
EHR and transferred
through eSource tech-
nology

Study CRF data ele-
ments available in hos-
pital EHR and able to
be electronically trans-
ferred through eSource
technology

Study CRF data ele-
ments available in hos-
pital EHR

Definition

12/12 (100.00)12/12 (100.00)2/6 (33.33)3/6 (50.00)Demographics

20/20 (100.00)24/1812 (1.32)c9/10 (90.00)10/10 (100.00)Vital signs

Local lab

7767/7767 (100.00)12,968/13,540 (95.78)d5/10 (50.00)6/10 (60.00)Blood biochemical
tests

15/15 (100.00)15/40 (37.56)5/9 (55.56)6/9 (66.67)Urine sample tests

6/6 (100.00)14/76 (18.42)e9/10 (90.00)10/10 (100.00)Concomitant medication

aCRF: case report form.
bEHR: electronic health record.
cChecks were made with the relevant clinical research associates (CRAs) regarding the original data collection and CRF completion methods for the
following reasons: vital signs were obtained using paper tracking forms provided by the sponsor as the original data source, and the data may not be
transcribed into the hospital information system (HIS) by the researcher. Therefore, data from many visits are not available in the HIS.
dA total of 2708 blood biochemistry tests were involved.
eConcomitant medication uses tracking forms to record adverse event and ConMed (a paper source), and data may not be transcribed into the HIS. As
confirmed by the CRA, the percentage of paper ConMed sources was approximately 80%.

Discussion

Although EHRs have been widely used, the degree of structure
of EHR data varies substantially among different data modules.
In EHRs, demographics, vital signs, local lab data, and
concomitant medications are more structured than patient history
or progress notes and often contain unstructured text [10].
Therefore, we selected these 4 well-structured data modules for
exploration in this project.

For demographics data, among the 6 required fields (subject
ID, date of birth, sex, ethnicity, race, and age), subject ID
(subject code number/identifier in the trial, not the patient code
number/identifier in the EHR system), ethnicity, and race were
not available in the EHR, so the EHR-CRF availability score
was 50%. Since this was an exploratory project, the date of birth
field was also deidentified and thus could not be collected based
on our deidentification rule, so the eSource-CRF availability
score was 33%. In the future, the availability score can reach
close to 100% by bidirectional design of the EHR and CRF
under the premise of obtaining compliance for industrial-level
applications.

The low availability score of local laboratory data on EHR-CRFs
is due to the lack of required fields in the hospital system; “Lab
ID” and “Not Done” do not exist in the LIMS, and for the
“Clinically Significant” field, the meaning of laboratory test
results needs to be manually interpreted by an investigator, so
they cannot be transcribed directly. The availability score of

eSource-CRFs was further decreased because the field
“Laboratory Name and Address” is not an independent
structured field in the EHR. The completeness score of urine
sample test data was only 37.56% because during the actual
clinical trial, especially amid the COVID-19 pandemic period,
patients completed study-related laboratory tests at other sites,
and those test results were collected via paper-based reports, so
the complete data sets cannot be extracted from the site’s system.

To improve data availability in future applications, clinical
trial–specific fields need to be added to EHR designs for those
data that require an investigator’s interpretation such as
“Clinically Significant,” and data transfer and mapping
processes for the determination of the scope of data collection
also needs to be optimized. Based on these two conditions, the
completeness score can be improved to over 90%.

The availability and accuracy of vital signs data are ideal.
However, since not all vital signs data collection was recorded
by the electronic system during the actual study visit, many
vital signs data were collected in “patient diary” and other types
of paper-based documents during the study, resulting in a serious
limitation in data completeness. With the development of more
clinical trial–related electronic hardware and enhancements in
products intelligence, more vital signs data will be directly
collected by electronic systems, and the completeness of vital
signs data transferred from EHR to EDC will be greatly
improved in the future.
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In the concomitant medication module, there was a good score
for availability and accuracy because the standardization and
structuring of prescriptions are well done in this hospital system.
However, the patient’s medication use period during
hospitalization is recorded in unstructured text, so the data could
not be captured for this study, resulting in a low completeness
score of 18.42% for concomitant medication.

In summary, the accuracy score of eSource data in this study
was high (100% for all fields). A study by Memorial Sloan
Kettering Cancer Center and Yale University confirmed that
the error rate of automatic transcription reduced from 6.7% to
0% compared to manual transcription [10]. However, data
availability and completeness have not reached a good level.
Data availability varies widely across studies, ranging from
13.4% in the Retrieving EHR Useful Data for Secondary
Exploitation (REUSE) project [11] to 75% in The STARBRITE
Proof-of-Concept Study [12], mainly related to the coverage
and structure of the EHR.

National drug regulatory agencies (eg, US Food and Drug
Administration [FDA], European Medicines Agency, Medicines
and Healthcare products Regulatory Agency, and
Pharmaceuticals and Medical Devices Agency) have developed
guidelines to support the application of eSource to clinical trials
[3,13-15]. The new Good Clinical Practice issued by the Center
for Drug Evaluation in 2020 encourages investigators to use
clinical trials’ electronic medical records for source data
documentation [1]. Despite this, we still encountered challenges,
including ethical review and data security, during this study’s
implementation process. Without knowing the precedents, the
project team decided to follow the requirements for clinical
trials to control the quality of the study. There were no existing
regulatory policies or national guidance on eSource in China at
the time of this study. The project team provided explanations
for inapplicable documents and communicated several times to
ensure the approval of relevant institutional departments before
finally becoming the first eSource technology study to be
approved by the Ethics Committee and Human Genetic Resource
Administration of China.

In the absence of regulatory guidelines, our eSource study, the
first in China’s International Multi-center Clinical Trial,
navigated challenges in data deidentification. We adopted
HIPAA and TransCelerate’s guidelines [8]. Securing approval
under “China International Cooperative Scientific Research
Approval for Human Genetic Resources,” we answered queries
and achieved unprecedented recognition. For transferring data
from the hospital to the sponsor’s environment, we prioritized
security and obtained necessary approvals. Iterative revisions
ensured a robust data flow design. Challenges in mapping
hospital EHR to EDC standards highlighted the need for a
scalable mechanism. This study pioneers eSource tech
integration in China, emphasizing the importance of seamless
data mapping. In the process of executing data standardization,
several challenges may arise, including inconsistent data
definitions. Data from different systems may use different
definitions due to the independent development of these systems,
leading to varied interpretations of even identical concepts. To
address this issue, establishing a unified data dictionary is crucial
to ensure consensus on the definition of each data element.

Different systems might also use distinct data formats such as
text encodings. Preintegration format conversion is required,
and extract, transform, and load tools or scripts can assist in
standardizing these formats. During the integration of data from
multiple systems, it is possible to discover data in one system
that is not present in another. In the data standardization process,
considerations must be made on how to handle missing data,
which may involve interpolation, setting default values, etc.
Quality issues like errors, duplicates, or inaccuracies may exist
in data from different systems. Data cleansing, involving
deduplication, error correction, logical validation, etc, is
necessary to address these quality issues. Different systems may
generate data based on diverse business rules and hospital use
scenarios. In data standardization, unifying these rules requires
collaboration with domain experts to ensure consistency.

Internationally, multiple research studies and publications have
been released on regulations, guidelines, and validation of
eSource. The FDA provided guidance on the use of electronic
source data in clinical trials in 2013 that aims to address barriers
to capturing electronic source data for clinical trials, including
the lack of interoperability between EHRs and EDC systems.
The European-wide Electronic Health Records for Clinical
Research (EHR4CR) project was launched in 2011 to explore
technical options for the direct capture of EHR data within 35
institutions, and the project was completed in 2016 [16]. The
second phase of the project connected the EHRs to EDC systems
[17] and aimed to realize the interoperability of EHRs and EDC
systems. The US experience focuses more on improving and
standardizing the existing EHRs to make them more uniform.

In Europe, the experience focuses on breaking down the
technical barrier of interoperability between EHRs and EDC
systems. In China, the current industry trends focus on the
governance of existing EHR data in the hospital and the building
of clinical data repository platforms [7]. Clinical data repository
platforms focus on data integration and cleaning between EHRs
and other systems in hospital environments and on unstructured
data normalization and standardization by natural language
processing and other AI technology [18]. At the national level,
China is also actively promoting the digitization of medical big
data and is committed to the formation of regional health care
databases [19], which lays the foundation for the future
implementation of eSource in China [20].

This study evaluates the practical application value of eSource
in terms of availability, completeness, and accuracy. To improve
availability, the structure of the CRF needs to be designed
according to the information of the EHR data at the design stage
of clinical trials. Even so, since EHRs are designed for the
physicians to conduct daily health care activities, certain fields
in clinical trials (eg, judgment of normal or abnormal values of
laboratory tests and judgment of correlations of adverse events
and combined medications) are still not available, and clinical
trial–specific fields need to be added to EHR designs for those
data that require investigators’ interpretation to improve data
availability. Completeness could be improved by the
development of hospital digitalization that ensures patients’
data is collected electronically rather than on paper.
Additionally, 2708 blood test records were successfully collected
from only 6 patients via eSource in this study, which indicates
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that laboratory tests often contain large amounts of highly
structured data that are suitable for eSource. EHR-EDC
end-to-end automatic data extraction by eSource is suitable for
laboratory examinations and can improve the efficiency and
accuracy of data extraction significantly as well as reduce
redundant manual transcriptions and labor costs. Processing
unstructured or even paper-based data in eSource is still a big
challenge. Using machine learning tools (eg, natural language
processing tools) for autostructuring can be explored in the
future. The goal is to have common data standards and better
top-level design to facilitate data integrity, interoperability, data
security, and patient privacy protection in eSource applications.
During deidentification, we processed certain data with a
specific logic to protect privacy. The accuracy assessment was
performed during the deidentification step to ensure that the
data was still sufficiently accurate while meeting privacy
requirements. Reversible methods need to be used when
performing deidentification as well as providing controlled
access mechanisms to the data so that the raw data can be
accessed when needed. It is worth noting that different regions
and industries may have different privacy regulations and
compliance requirements. When deidentifying, you need to

ensure that you are compliant with the relevant regulations and
understand the limitations of data use. This may require working
closely with a legal team.

In the future, we can consider adding performance analysis,
including an assessment of data import performance. This
involves evaluating the speed and efficiency of data import to
ensure it is completed within a reasonable timeframe.
Additionally, analyzing data query performance is crucial in
practical applications to ensure that the imported data meets the
expected query performance in the application. For long-term
applications involving a larger size of patients, it is advisable
to consider adding analyses related to maintainability and
cost-effectiveness. This includes implementing detailed logging
and monitoring mechanisms to promptly identify and address
potential issues. Furthermore, for the imported data, establishing
a version control mechanism is essential for tracing and tracking
changes in the data. Simultaneously, for overall resource use,
evaluating the resources required during the data import process
ensures completion within a cost-effective framework. It is also
important to consider the value of imported data for clinical
trial operations and related decision-making, providing a
comparative analysis between cost and value.
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Abstract

Background: Individuals from minoritized racial and ethnic backgrounds experience pernicious and pervasive health disparities
that have emerged, in part, from clinician bias.

Objective: We used a natural language processing approach to examine whether linguistic markers in electronic health record
(EHR) notes differ based on the race and ethnicity of the patient. To validate this methodological approach, we also assessed the
extent to which clinicians perceive linguistic markers to be indicative of bias.

Methods: In this cross-sectional study, we extracted EHR notes for patients who were aged 18 years or older; had more than 5
years of diabetes diagnosis codes; and received care between 2006 and 2014 from family physicians, general internists, or
endocrinologists practicing in an urban, academic network of clinics. The race and ethnicity of patients were defined as White
non-Hispanic, Black non-Hispanic, or Hispanic or Latino. We hypothesized that Sentiment Analysis and Social Cognition Engine
(SEANCE) components (ie, negative adjectives, positive adjectives, joy words, fear and disgust words, politics words, respect
words, trust verbs, and well-being words) and mean word count would be indicators of bias if racial differences emerged. We
performed linear mixed effects analyses to examine the relationship between the outcomes of interest (the SEANCE components
and word count) and patient race and ethnicity, controlling for patient age. To validate this approach, we asked clinicians to
indicate the extent to which they thought variation in the use of SEANCE language domains for different racial and ethnic groups
was reflective of bias in EHR notes.

Results: We examined EHR notes (n=12,905) of Black non-Hispanic, White non-Hispanic, and Hispanic or Latino patients
(n=1562), who were seen by 281 physicians. A total of 27 clinicians participated in the validation study. In terms of bias,
participants rated negative adjectives as 8.63 (SD 2.06), fear and disgust words as 8.11 (SD 2.15), and positive adjectives as 7.93
(SD 2.46) on a scale of 1 to 10, with 10 being extremely indicative of bias. Notes for Black non-Hispanic patients contained
significantly more negative adjectives (coefficient 0.07, SE 0.02) and significantly more fear and disgust words (coefficient 0.007,
SE 0.002) than those for White non-Hispanic patients. The notes for Hispanic or Latino patients included significantly fewer
positive adjectives (coefficient −0.02, SE 0.007), trust verbs (coefficient −0.009, SE 0.004), and joy words (coefficient −0.03,
SE 0.01) than those for White non-Hispanic patients.

Conclusions: This approach may enable physicians and researchers to identify and mitigate bias in medical interactions, with
the goal of reducing health disparities stemming from bias.

(JMIR Med Inform 2024;12:e50428)   doi:10.2196/50428
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Introduction

Background
Language and communication play a significant, if not primary,
role in social relations across different cultures [1]. Language
has increasingly been recognized as a relevant form of data that
describe relations and behavior [2]. One of the most intimate
forms of communication between individuals occurs between
clinicians and patients during clinical visits. However, these
encounters may be undermined by different forms of bias
directed toward patients from certain racial and ethnic minority
groups [3]. Generally, bias refers to an evaluation, decision,
perception, or action in favor of or against a person or group
compared to another. Bias can be blatant, wherein it is
characterized by deliberate actions (eg, racist comments) that
are intentionally and overtly discriminatory [4]. Bias can also
be subtle, including “actions that are ambiguous in intent to
harm, difficult to detect, low in intensity, and often unintentional
but are nevertheless deleterious” to targets [4]. Subtle bias by
health care clinicians is linked to negative outcomes for racial
and ethnic minority patients, particularly Black non-Hispanic
and Hispanic or Latino patients [5].

Race and Racial Bias in Medical Interactions
Health disparities between racial and ethnic groups have
historically been attributed to varying levels of socioeconomic
status, as well as genetic and biological factors that were thought
to predispose groups to different medical conditions. Research
has emerged over the past few decades demonstrating that in
fact, there is no biological basis for racial and ethnic differences.
Humans share 99.9% of their genome, and the 0.1% variation
cannot be explained or elucidated by race [6]. Race describes
physical traits considered socially significant, and ethnicity
denotes a shared cultural heritage, such as language, practices,
and beliefs [7]. As such, race and ethnicity are social constructs,
and since the landmark report Unequal Treatment in 2002
detailed the impact of racial and ethnic discrimination in
patient-clinician interactions, research interest in this area has
burgeoned [8]. Relative to White non-Hispanic patients, Black
non-Hispanic and Hispanic or Latino patients are less likely to
‘‘engender empathic responses from clinicians, establish rapport
with clinicians, receive sufficient information, and be
encouraged to participate in medical decision making” [9]. A
lack of relationship building [10], reduced positive patient and
clinician affect [11], decreased patient trust [12], and fewer
patient questions [13] are all more likely outcomes for Black
non-Hispanic and Hispanic or Latino patients compared to White
non-Hispanic patients during medical interactions. Indeed, the
2018 National Healthcare Disparities Report revealed that,
compared to White non-Hispanic patients, Black non-Hispanic
patients receive inferior care on 40% of quality measures, and
Hispanic or Latino patients receive worse care on 35% of quality
measures, many of which indicate biased and discriminatory
behaviors by clinicians [14]. For example, indicators were worse

for Black non-Hispanic and Hispanic or Latino patients than
White non-Hispanic patients for measures such as “physicians
sometimes or never showed respect for what they had to say”
and “physicians sometimes or never spent enough time with
them” [14]. Black non-Hispanic and Hispanic or Latino patients
are more likely to report racial and ethnic bias and
discrimination during medical encounters compared to White
non-Hispanic patients [15]. Yet, less is known about the
manifestations and details of such experiences during the
clinician-patient interaction [16] and whether racial and ethnic
discrepancies in care can be observed in the content of electronic
health records (EHRs). Similar to the thesis described in
Unequal Treatment, we hypothesized that the mitigation of bias
at the clinician level is needed to improve patient outcomes for
diverse racial and ethnic populations and narrow the disparities
gap. To address bias, researchers need to understand how to
measure its existence, and clinicians need to be informed of its
manifestations.

Research Contributions
Bias can have many forms—blatant, subtle, malevolent, or
benevolent—all of which can be indicated by language. With
increasing access to EHR documentation and advances in natural
language processing, we may be better equipped to identify
differences in clinician encounters with patients of diverse racial
and ethnic backgrounds. This study searched for linguistic
discrepancies in EHRs using a natural language processing
approach followed by linear mixed effect model analyses. EHRs
are digital summaries of the clinician-patient encounter and
include the clinician’s assessment of the interaction, as well as
the patient’s health history. Since the clinician is responsible
for inputting information, as well as reviewing the information
inputted by other care clinicians in the EHR for each patient
encounter, the contents of the EHR may be particularly useful
in illuminating biases that clinicians hold toward patients of
different racial and ethnic backgrounds. Although several studies
have indicated that clinician bias occurs, particularly in racially
and ethnically discordant interactions (ie, when the patient and
clinician are of different racial and ethnic backgrounds),
relatively little research has examined the ways in which the
clinician may be thinking about the patient and how the
clinician’s sentiment and cognitions are reflected in the language
of the EHR [8,17]. EHRs can include many years of
patient-clinician interactions, with multiple clinicians having
access to them, allowing for biases to be passed on and
potentially impact future medical decisions.

Our data set contained EHR notes for a large sample of White
non-Hispanic, Black non-Hispanic, and Hispanic or Latino
patients with diabetes in the Southern United States. The natural
language processing tool, Sentiment Analysis and Social
Cognition Engine (SEANCE), was applied to assess multiple
linguistic markers in the EHR text [18,19]. We then explored
whether 8 of the 20 SEANCE components (see Table 1) differed
for patients of different races and ethnicities [20,21].
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Table . Description of SEANCEa components.

Language examplesKey indicescIndices, nbComponent label

Unkind, bad, cruel, hurtful, and in-
tolerant

NRCd negative adjectives, NRC
disgust adjectives, NRC anger adjec-

tives, GIe negative adjectives, and

Hu-Liuf negative adjectives

18Negative adjectives

Supportive, kind, great, and niceHu-Liu positive adjectives, VAD-

ERg positive adjectives, GI positive

adjectives, and Lasswellh positive
affect adjectives

9Positive adjectives

Admiration, advocacy, elated, glad,
liking, and pleased

NRC joy adjectives, NRC anticipa-
tion adjectives, and NRC surprise
adjectives

8Joy words

Abnormal, adverse, attack, cringe,
criticize, distress, intimidate, un-
equal, and stigma

NRC disgust nouns, NRC negative
nouns, NRC fear nouns, and NRC
anger nouns

8Fear and disgust words

Alliance, ally, authorize, civil, con-
cession, consent, and oppose

GI politics nouns and Lasswell
power nouns

7Politics words

Status, honor, recognition, and
prestige

Lasswell respect nouns4Respect words

Affirm, advise, confide, and cooper-
ating

NRC trust verbs, NRC joy verbs,
and NRC positive verbs

5Trust verbs

Alive, ambulance, adjust, afraid,
blood, clinic, and nutrition

Lasswell well-being physical nouns
and Lasswell well-being total nouns

4Well-being words

aSEANCE: Sentiment Analysis and Social Cognition Engine.
bIndices refer to the number of dictionary lists from which the component was developed.
cThe key indices came from the following dictionary lists: NRC Emotion Lexicon [18,22], the Harvard-IV dictionary list used by the General Inquirer
[23], the Hu-Liu polarity word lists [22,23], the Valence Aware Dictionary and Sentiment Reasoner [24], the Lasswell dictionary lists [25,26], and the
Geneva Affect Label Coder database [27]. For a thorough review of the SEANCE indices and corresponding dictionaries, see Crossley et al [18].
dNRC: NRC Emotion Lexicon.
eGI: General Inquirer.
fHu-Liu: Hu-Liu polarity word lists.
gVADER: Valence Aware Dictionary and Sentiment Reasoner.
hLasswell: Lasswell dictionary lists.

We hypothesized that the SEANCE components for negative
adjectives, positive adjectives, joy words, fear and disgust
words, politics words, respect words, trust verbs, and well-being
words and the mean word count in the notes would be indicators
of bias, as these concepts have been linked to bias in nonmedical
contexts. Ng’s [28] review of linguistic racial bias in verbiage
offers the rationale for our choice of fear and disgust words,
politics words, respect words, and trust verbs as indicators of
bias, whereas the work of Li et al [29] examining gender
differences in standardized writing assessment provides further
support for our use of SEANCE as a tool for examining biases
in language. We selected positive and negative adjectives,
well-being words, politics words, and word count indicators as
prior research demonstrates that clinicians may be less likely
to establish rapport and provide appropriate medications and
are more inclined to show negative attitudes and be dismissive
toward Black non-Hispanic and Hispanic or Latino patients as
a result of their unconscious racial and ethnic biases [30-33].

Specifically, we investigated which aspects of communication
differ and whether differences are indicative of biased

interactions. Any systematic variation in language can convey
differential perceptions, attitudes, and expectations. For
example, words such as “resistant” or “non-compliant” could
reflect bias if (all else being equal) they tend to be used more
to reflect people from some racial or ethnic backgrounds than
others. This work aimed to elucidate for clinicians and
researchers where discrepancies in communication emerge in
the EHR and whether these differences are indicative of racial
and ethnic bias. We also assessed the extent to which clinicians
perceive linguistic markers to be indicative of bias.

Methods

Sample
This was a cross-sectional study using EHR-derived physician
notation of outpatient clinical encounters. We extracted EHR
encounters (n=15,460) for patients (n=1647) who were aged 18
years or older; had more than 5 years of diabetes diagnosis
codes; and received care between 2006 and 2014 from family
physicians, general internists, or endocrinologists practicing in
an urban, academic network of clinics. We chose this disease
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because of its high prevalence (11.3% in the United States) and
chose to examine outpatient visits because of the relative scope
of annual outpatient visits (1 billion) relative to hospital
admissions (32 million) [34-36]. The demographic variables

collected were patient race and ethnicity, sex, and age. The race
and ethnicity of patients were defined as White non-Hispanic,
Black non-Hispanic, or Hispanic or Latino (see Table 2 for a
summary of patient demographics).

Table . Patient demographics of the final sample.

Value (n=1562)Variable

Age (years)

68.74 (13.76)Mean (SD)

20-102Range

69 (61-78)Median (IQR)

Sex, n (%)

871 (55.74)Female

691 (44.26)Male

Race and ethnicity, n (%)

682 (43.66)White non-Hispanic

755 (48.34)Black non-Hispanic

125 (8)Hispanic or Latino

SEANCE Algorithm
SEANCE is a lexical scoring algorithm that includes over 200
word vectors (also referred to as indices or features) designed
to assess sentiment, cognition, and social order, which were
developed from preexisting and widely used databases such as
EmoLex and SenticNet [22,37]. In addition to the core indices,
SEANCE allows for several customized indices, including
filtering for particular parts of speech and controlling for
instances of negation [18]. Since SEANCE computes such a
large quantity of indices, Crossley et al [18] developed 20
components from all the indices using principal component
analysis (PCA) [18]. These components are essentially clusters
of related indices in SEANCE and allow users to interpret the
SEANCE output at a more macro level. This process enabled
them to summarize the SEANCE indices into a smaller and
more interpretable set of variables. In the PCA by Crossley et
al [18], they retained even the smallest components, setting a
conservative cutoff point for inclusion (ie, 1% for variance
explained by each component). The analyses for this research
were run on a subset of 8 of the 20 components that Crossley
et al [18] developed. We selected these 8 components a priori
(see Table 1 for a description of the selected components).

We chose SEANCE instead of other natural language processing
tools, such as Linguistic Inquiry and Word Count (LIWC),
because it contains a larger number of core indices taken from
multiple lexicons, as well as 20 components, and is based on
the most recent improvements in sentiment analysis [18]. In
their validation of SEANCE, Crossley et al [18] found that
SEANCE components demonstrated significantly greater
accuracy than LIWC indices (P<.001) for 3 of the 4 review
types examined. In addition to the core indices, SEANCE allows
for several customized indices, including filtering for parts of
speech (also known as “parts-of-speech tagging”) and
controlling for instances of negation, which LIWC does not
offer. We analyzed all words in the EHR (ie, not single parts of

speech), but we controlled for negation. For example, this means
that “not good” would be recognized as not being positive by
SEANCE, as opposed to LIWC, which would see the word
“good” and count it as positive.

Validation of the Sentiment Analysis Approach
To provide validation of the sentiment analysis approach used
in this study, we surveyed subject-matter experts in EHR note
writing (ie, physicians, physician assistants, and nurse
practitioners) to garner their perspectives on the appropriateness
of the linguistic components identified in our pilot study as
indicators of subtle racial and ethnic bias in EHR notes. The
team of researchers for this study included
industrial-organizational psychologists who have expertise in
bias and discrimination; however, it was also valuable to garner
opinions from clinicians who are experts in EHR note writing
and who understand the differences in the types of language
used. To recruit participants, we used a combination of
opportunistic and snowball sampling, starting with individuals
within our personal networks. Through a web-based program,
we asked participants to indicate the extent to which they
thought the language domains (eg, negative adjectives, fear and
disgust words, etc) were reflective of bias in EHR notes.
Participants were told the following:

One type of language that could represent bias
reflects the amount of NEGATIVE ADJECTIVES
contained in the electronic health record. Examples
of negative adjectives include “unkind,” “bad,”
“harmful,” “intolerant,” and “stupid.” If these kinds
of words were used to describe Black or LatinX
patients more than White patients, to what extent do
you think this would be indicative of racial bias?
Please indicate the extent of your agreement on the
1 to 10 scale below.
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The same formatting was used for each of the linguistic
components, with component-specific language examples
offered so participants understood the types of sentiment that
each component was designed to assess.

Cross-Classified Linear Mixed Effects Models
We used the lme4 package in R (R Foundation for Statistical
Computing) to perform linear mixed effects analyses of the
relationships between the outcomes of interest (SEANCE
components and word count) and patient race and ethnicity,
controlling for patient age. We ran an identical analysis, treating
8 different SEANCE components and the mean word count in
the EHR as the dependent variables, while leaving all other
variables consistent across the models. The same steps of
entering fixed and random effects were applied across all
cross-classified linear mixed effects models with different
dependent variables (ie, negative adjectives, positive adjectives,
well-being words, trust verbs, fear and disgust words, joy words,
politics words, respect words, and mean word count).

We first ran a null model with only the random intercepts. We
then added random effects and applied a crossed design (vs a
traditional nested structure), leading us to have intercepts for
physicians and patients. Then, we ran a model with the random
intercepts as well as the fixed effects. As fixed effects, we
entered race and ethnicity and age (without an interaction term)
into the model. For all models examined, the intercept variation
can be attributed primarily to different physicians rather than
patients. We used a 95% CI to determine statistical significance.
To be more conservative, given that we ran multiple tests, we
also computed an additional set of CIs at the 99th percentile.

Ethical Considerations
We obtained ethics approval from the University of Texas
Health Science Center’s Committee for the Protection of Human
Subjects (HSC-MS-18-0431) and the Rice University
Institutional Review Board (IRB-FY2021-325). Participants
consented and received a US $25 gift card after completing the
survey. EHR data were deidentified prior to the analysis.

Results

Description and Justification for Cross-Classified
Analyses
An initial inspection of the data revealed that 2 physicians were
extreme outliers, accounting for 16.53% (2555/15,460) of the
notes in our sample. To ensure that the overrepresentation of
these physicians would not bias the results, we removed those
notes from the data set (taking us from our initial sample of
15,460 visits with 283 physicians and 1647 patients to 12,905
visits with 281 physicians and 1562 patients; Table 2). The
distribution of visits by patients indicates an average of 8.27

visits per patient with a minimum of 1, a median of 5, and a
maximum of 97. Physicians see 11.72 patients on average, with
a median of 2 and a maximum of 143, suggesting a skewed
distribution. Despite the relatively large number of patients seen
by some physicians, these physicians accounted for substantially
fewer patient notes than the 2 physicians that were previously
removed. Patients see 2.11 physicians on average, with a
minimum of 1 and a maximum of 12; however, the distribution
suggests that 6.6% (109/1647) of patients saw 5 or more
physicians. Moreover, 742 (45.1%) of the 1647 patients saw 1
physician, whereas 119 (7.2%) saw 4 physicians. In our data
set, patients can have multiple visits to a variety of physicians,
indicating that patient visits are not nested within physicians.
Further, physicians may see different patients with no consistent
overlap of patients between physicians, indicating that
physicians are not nested within patients. Thus, there is no clear
hierarchical nesting of patients within physicians (or vice versa),
which suggests that a cross-classified design is more appropriate
than a traditional, hierarchical, multilevel model structure.

Cross-Classified Linear Mixed Effects Model Results
In the negative adjective component model (Table 3), the

random effects of patient (σ2=0.02) and physician (σ2=0.12)
indicated that intercept variation in use of negative adjectives
is mainly a function of the physician rather than the patient. The
physician random effect was over 5 times as large as the random
effect for the patient; the intraclass correlation (ICC) for
physicians was 0.41 and the ICC for patients was 0.07
(ICCtotal=0.481). This pattern of results in random effects and
ICC values for patients and physicians was consistent across
the other 8 models. Overall, 2 of the 5 relationships (ie, the
significant difference in positive adjectives for Hispanic or
Latino and White non-Hispanic patient notes, and the significant
difference in trust verbs for Hispanic or Latino and White
non-Hispanic patient notes) that were previously significant at
the 95th percentile had CIs that included zero at the 99th
percentile. For 3 of the SEANCE components—well-being,
politics, and respect words—and for the overall word count,
there was not a statistically significant difference between the
3 races and ethnicities. In contrast, for all the other remaining
SEANCE components, there was a statistically significant race
and ethnicity effect for either Black non-Hispanic or Hispanic
or Latino patients relative to White non-Hispanic patients.
Specifically, notes for Black non-Hispanic patients contained
significantly more negative adjectives and fear and disgust
words than those for White non-Hispanic patients. Notes for
Hispanic or Latino patients included significantly fewer positive
adjectives, trust verbs, and joy words than those for White
non-Hispanic patients. As such, across most of the SEANCE
components, we observed favoritism of White non-Hispanic
patients in terms of note content.
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Table . Fixed effects model results for negative adjectives, positive adjectives, well-being words, trust verbs, joy words, politics words, respect words,
fear and disgust words, and word count.

Word
count

Fear and
disgust
words

Respect
words

Politics
words

Joy
words

Trust
verbs

Well-be-
ing
words

Positive
adjec-
tives

Negative
adjec-
tives

Variablesa

Fixed effect estimates

Age (years)

−0.43
(0.68)

0.000005
(0.00)

−0.00004
(0.00005)

−0.00009
(0.00004)

0.000002
(0.0002)

−0.00007
(0.00008)

.0002
(0.00009)

0.00
(0.00)

−0.00
(0.00)

β (SE)

−1.76 to
0.90

−0.0001
to 0.0002

−0.0004
to 0.0004

−0.0002
to

−0.000007b

−0.0004
to 0.0004

−0.002 to
0.0008

0.0006 to

0.0004b
−0.002 to
0.00

−0.002 to
0.0003

95% CI

Race and ethnicity

White non-Hispanic (reference)

868.50
(54.45)

0.17
(0.007)

0.05
(0.004)

0.07
(0.003)

0.32
(0.02)

0.16
(0.007)

0.18
(0.007)

−0.24
(0.017)

0.42
(0.05)

β (SE)

761.84 to
975.17

0.16 to
0.19

0.04 to
0.05

0.06 to
0.07

0.28 to
0.35

0.14 to
0.17

0.17 to
0.20

−0.26 to
−0.21

0.32 to
0.53

95% CI

Black non-Hispanic

20.61
(19.01)

0.007
(0.002)

−0.001
(0.001)

0.001
(0.001)

−0.01
(0.006)

−0.003
(0.002)

0.004
(0.002)

0.02
(0.004)

0.07
(0.02)

β (SE)

−16.71 to
57.84

0.003 to

0.01b
−0.004 to
0.002

−0.001 to
0.004

−0.02 to
0.0004

−0.007 to
0.001

−0.0007
to 0.009

−0.006 to
0.01

0.04 to

0.11b
95% CI

Hispanic or Latino

15.73
(32.30)

−0.002
(0.004)

0.0006
(0.002)

−0.0009
(0.003)

−0.03
(0.01)

−0.009
(0.004)

0.002
(0.004)

−0.02
(0.007)

0.02
(0.03)

β (SE)

−47.61 to
78.98

−0.01 to
0.006

−0.004 to
0.005

−0.005 to
0.003

−0.05 to

−0.01b
−0.02 to

−0.001b
−0.007 to
0.01

−0.03 to

−0.004b
−0.03 to
0.08

95% CI

Random effects, estimate (SE)

27,878
(167.0)

0.0004
(0.02)

0.00002
(0.005)

0.00001
(0.004)

0.0006
(0.02)

0.0002
(0.02)

0.0004
(0.02)

0.0008
(0.03)

0.02
(0.14)

U0 patient

119,489
(345.7)

0.003
(0.05)

0.0005
(0.02)

0.0002
(0.016)

0.02
(0.15)

0.003
(0.05)

0.003
(0.05)

0.006
(0.08)

0.12
(0.34)

U0 physician

aRandom effects are presented as estimate and SE. For the fixed effect estimates, cell entries are parameter (β) estimates, SE, and 95% CIs. White
non-Hispanic was the reference group for race and ethnicity.
bSignificant effects based on the 95% CIs.

Sentiment Analysis Validation
In all, 27 participants completed the surveys (see Multimedia
Appendix 1 for the demographics of the participants). On a scale
of 1 to 10, with 10 being extremely indicative of bias,
participants rated negative adjectives as 8.63 (SD 2.06), fear
and disgust words as 8.11 (SD 2.15), positive adjectives as 7.93

(SD 2.46), trust verbs as 7.56 (SD 2.64), and joy words as 6.81
(SD 2.47). The means and SDs for each of the components are
reported in Table 4. The results of this preliminary analysis
provide support for the validity of the linguistic components as
indicators of bias in EHRs, as our sample of clinicians regard
them as highly suggestive of bias if used differently for patients
of diverse racial and ethnic backgrounds.
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Table . Subject-matter expert assessment of bias based on specific linguistic markers.

Score, mean (SD)aComponent

8.63 (2.06)Negative adjectives

8.11 (2.15)Fear and disgust words

7.93 (2.46)Positive adjectives

6.81 (2.47)Joy words

7.56 (2.64)Trust verbs

7.07 (2.32)Politics words

7.56 (2.55)Respect nouns

5.56 (2.55)Well-being words

6.11 (2.19)Mean word count

aScale ranges from 1 (Not at all indicative of bias) to 10 (Extremely indicative of bias).

Discussion

Principal Findings
We found that the words that physicians use in EHR notes differ
based on the racial and ethnic backgrounds of patients.
Specifically, for Black non-Hispanic patients, notes consisted
of words that convey negativity, fear, and disgust. When seeing
Hispanic or Latino patients, physicians used fewer positive
words and were less likely to use words that communicate trust
and joy. Our findings are consistent with others who have
documented that physicians communicate in the EHR differently
(ie, more negatively) when caring for patients from some
minority groups [9,17], which may ultimately result in adverse
and inequitable health outcomes for patients. Our results also
align with other papers that found that stigmatizing language
is more commonly used in EHRs for minority populations
[38-42]. Those papers used language guidelines [38] and experts
[39] to identify stigmatizing language. We came to a similar
conclusion by using established language dictionaries and
contend that our approach allows for a more comprehensive
assessment of language. For example, a prior paper used 15
descriptors [42]. In contrast, our approach encompasses tens of
thousands of words, including multiple word lists, positive and
negative sentiments, and emotions. Thus, this method does not
merely capture the presence or absence of stigmatizing language,
but rather offers a broader glimpse of the clinician-patient
relationship. Furthermore, the validation survey confirmed that
subject-matter experts perceive the types of words included in
this study to be indicative of bias when used differentially for
patients of diverse racial and ethnic backgrounds. Taken
together, these findings indicate that the language used differs
for patients based on racial and ethnic backgrounds and that
those differences are suggestive of bias. As a result, our paper
is the first to use this particular method to examine outpatient,
diabetes notes. Since diabetes quality measures already exist,
our analysis allows researchers to link bias to differences in
quality in future studies [43].

EHR notes are important, although imperfect, assessments of
physician attitudes toward their patients. With more and more
time now being devoted to EHR documentation, physicians are
increasingly burned out, which has led to the adoption of more

efficient data entry strategies such as using templates,
copy-pasting previous text, and inserting preset language
[44,45]. Consequently, notes can be standardized, limiting our
ability to assess physician attitudes and subconscious biases
toward patients. Despite these caveats, notes remain the
definitive and often sole account of what happened in the
examination room, and based on these data, Black non-Hispanic
and Hispanic or Latino patients are written about differently
than White non-Hispanic patients.

The method described in this paper offers a scalable blueprint
that provides clinicians with data about their interactions with
patients and overcomes limitations of other traditional measures
of bias. Existing measures require primary data collection
through surveys, videotaped encounters, and confederate
observations. Surveys assess perceptions of interactions and are
prone to retrospective bias and socially desirable responding,
whereas the time-consuming nature of encounters and
observations lack scalability and limit the number of clinicians
that can receive feedback at any given time. The relevance of
alternative measures has also been questioned. For example,
critics of the implicit association test have asked whether
performance on the test is applicable to real-world contexts
[46], which may explain why some change their behavior when
confronted with their own biases, whereas others do not [5,47].
In contrast, our method uses data that are automatically and
universally collected through the course of delivering care and
generated by physicians in actual encounters.

Limitations
When interpreting our results, several limitations should be
considered. First, due to limitations in our data, we are unable
to determine which additional team members, including scribes,
medical assistants, and residents, contributed to the notes.
However, attending physicians are ultimately responsible for
the content and have the authority and responsibility to modify
language that is inconsistent with their values. Second, we lack
information about physicians in this sample and do not have
access to physician demographic characteristics (eg, their racial
and ethnic backgrounds), although this would be an important
next step. We attempted to account for this limitation by
comparing language within rather than across physicians. Third,
we included all language within notes, including physical exams,
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medications, and past medical histories. These sections can be
guided by templates or not actively entered by physicians. We
retained these parts in case the language within these sections
contributed to variation. An alternative approach could assess
only the history of present illness, assessment, and plan sections
of the note and could yield different results. Additional work
is needed to determine whether differential word choices reflect
attitudes and behaviors toward patients. EHR notes serve a wide
range of purposes. They convey medical information to others,
remind physicians of their impressions, communicate plans to
patients, provide justification for billing codes, and serve as
legal evidence [44]. Thus, specific phrases (eg, worsening,
uncontrolled, or adherence) may be required for billing,
compliance, and legal purposes and may not reflect bias toward
patients. Finally, these results may not be generalizable to other
conditions. Our findings may be unique to the language used
for diabetes care and by clinicians who manage diabetes.
Determining whether these results persist for different diseases
(eg, cancer, heart disease, and acute injuries) is an important
next step.

Directions for Future Research
Additional research is needed to interpret and provide context
for this exploratory work. To determine whether these measures
are associated with bias, subject-matter experts could label notes
using known patterns of bias (eg, the ratio of collective to
personal pronouns, the amount and level of abstraction of
speech, and passive vs active voice) [48]. Further research is
needed to understand whether biased language in notes reflects

biased behaviors during encounters as well as inequitable health
outcomes for some racial and ethnic minority populations.
Conducting further experiments (eg, with research actors as
patients in a mock medical visit) could help determine whether
biased language in notes reflects manifestations of bias during
encounters (eg, less eye contact, hostile language, or less time
spent on education and counseling). If bias is confirmed, we
need to determine whether clinicians who use differential
language provide worse care and quality for minority patients.
Ultimately, this tool may be used to identify and mitigate bias.
Future studies should assess whether receiving feedback using
this method leads to behavior change and whether changing the
language used in EHR notes leads to changes in patient
interactions. Although many strategies for reducing bias
exist—such as affirming egalitarian goals, seeking
common-group identities, perspective taking, and
individuation—it is unclear which approach best complements
our proposed method [5].

Conclusion
In this novel, exploratory work, we used natural language
processing and found that compared to encounters with White
non-Hispanic patients, physicians use language conveying more
negativity, fear, and disgust in their encounters with some racial
and ethnic minority patients. If confirmed in future studies,
these features could be used to make clinicians aware of their
biases with the goal of reducing racial and ethnic discrimination
and the resulting health inequities.
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Abstract

Background: The SARS-CoV-2 pandemic has demonstrated once again that rapid collaborative research is essential for the
future of biomedicine. Large research networks are needed to collect, share, and reuse data and biosamples to generate collaborative
evidence. However, setting up such networks is often complex and time-consuming, as common tools and policies are needed to
ensure interoperability and the required flows of data and samples, especially for handling personal data and the associated data
protection issues. In biomedical research, pseudonymization detaches directly identifying details from biomedical data and
biosamples and connects them using secure identifiers, the so-called pseudonyms. This protects privacy by design but allows the
necessary linkage and reidentification.

Objective: Although pseudonymization is used in almost every biomedical study, there are currently no pseudonymization tools
that can be rapidly deployed across many institutions. Moreover, using centralized services is often not possible, for example,
when data are reused and consent for this type of data processing is lacking. We present the ORCHESTRA Pseudonymization
Tool (OPT), developed under the umbrella of the ORCHESTRA consortium, which faced exactly these challenges when it came
to rapidly establishing a large-scale research network in the context of the rapid pandemic response in Europe.

Methods: To overcome challenges caused by the heterogeneity of IT infrastructures across institutions, the OPT was developed
based on programmable runtime environments available at practically every institution: office suites. The software is highly
configurable and provides many features, from subject and biosample registration to record linkage and the printing of
machine-readable codes for labeling biosample tubes. Special care has been taken to ensure that the algorithms implemented are
efficient so that the OPT can be used to pseudonymize large data sets, which we demonstrate through a comprehensive evaluation.

Results: The OPT is available for Microsoft Office and LibreOffice, so it can be deployed on Windows, Linux, and MacOS. It
provides multiuser support and is configurable to meet the needs of different types of research projects. Within the ORCHESTRA
research network, the OPT has been successfully deployed at 13 institutions in 11 countries in Europe and beyond. As of June
2023, the software manages data about more than 30,000 subjects and 15,000 biosamples. Over 10,000 labels have been printed.
The results of our experimental evaluation show that the OPT offers practical response times for all major functionalities,
pseudonymizing 100,000 subjects in 10 seconds using Microsoft Excel and in 54 seconds using LibreOffice.

Conclusions: Innovative solutions are needed to make the process of establishing large research networks more efficient. The
OPT, which leverages the runtime environment of common office suites, can be used to rapidly deploy pseudonymization and
biosample management capabilities across research networks. The tool is highly configurable and available as open-source
software.

(JMIR Med Inform 2024;12:e49646)   doi:10.2196/49646

KEYWORDS

biomedical research; research network; data sharing; data protection; privacy; pseudonymization

JMIR Med Inform 2024 | vol. 12 | e49646 | p.1717https://medinform.jmir.org/2024/1/e49646
(page number not for citation purposes)

Abu Attieh et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.2196/49646
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Background
As a response to the SARS-CoV-2 pandemic, many research
projects have been rapidly set up to study the virus, its impact,
and possible interventions [1,2]. This accelerated the general
trend toward large collaborative networks in biomedical research
[3,4]. These are motivated by the need to generate sufficiently
large data sets and collections of biosamples, which are essential
for developing new methods of personalized medicine and
generating real-world evidence [5]. However, setting up such
networks usually takes quite some time, as common tools and
policies are needed to achieve interoperability and enable the
required flows of data and biosamples [6,7]. One area in which
this challenge is frequently encountered is the handling of
personal data and the related data protection issues, which can
arise in all processing steps, from collection [8] to sharing [9]
and even analysis and visualization [10].

Laws and regulations, such as the European Union General Data
Protection Regulation (GDPR) [11] or the US Health Insurance
Portability and Accountability Act (HIPAA) Privacy Rule [12],
advocate for various strategies for the protection of personal
data. In general terms, the GDPR prohibits the processing of
sensitive categories of personal data, including medical data,
unless consent is given. However, under certain conditions,
processing is also possible without consent if technical and
organizational safeguards are implemented [13]. Although there
is no consensus on which protection methods are best suited
for use in biomedical research [14], pseudonymization (also
called coding or pseudo-anonymization) [15] is a common
strategy, which can also be used to deidentify data under the
HIPAA Privacy Rule. Pseudonymization is an essential aspect
of the GDPR, as it is mentioned in multiple articles, in particular
as a data minimization measure [16]. In this privacy-by-design
approach, directly identifying data about study subjects are
stored separately from biomedical data and biosamples, which
are needed for scientific analyses [17]. The link between the
different types of data and assets is established through secure
identifiers, the so-called pseudonyms [18], which enable data
linkage and allow the reidentification of subjects only if strictly
necessary, for example, for follow-up data collection.

Objective
Although pseudonymization is done in almost any biomedical
study, there are currently no pseudonymization tools that can
rapidly be rolled out across many institutions. Existing tools,
such as the Generic Pseudonym Administration Service (gPAS)
[19] and Mainzelliste [20], are client-server applications,
requiring server components to be deployed to and integrated
into the institutions’ IT infrastructures. Although this can have
some important advantages (see the Limitations and Future
Work section), it is usually time-consuming, for example, due
to a lack of resources or efforts required to ensure compliance
with local security policies. Moreover, using central services,
such as the European Unified Patient Identity Management
(EUPID) [21], is often not an option, for example, when data
should be reused and consent is missing for this type of
processing [22].

In this paper, we present the ORCHESTRA Pseudonymization
Tool (OPT) that has been developed under the umbrella of the
ORCHESTRA consortium. This project faced the challenges
described in the previous paragraph when quickly establishing
a large-scale research network as part of Europe’s rapid
pandemic response [23]. Hence, the OPT has been developed
with the aim of supporting (1) the registration,
pseudonymization, and management of study subject identities
as well as biosamples; (2) rapid rollout across research network
partners; and (3) scalability and simple configurability. The
objective of this paper is to describe the design and
implementation of the OPT and to offer insights into its usability
and scalability, as evidenced by its deployment in the
ORCHESTRA research network.

Methods

Ethical Considerations
The work described in this article covers the design and
implementation of a generic research tool, which did not involve
research on humans or human specimens and no epidemiological
research with personal data. Therefore, no approval was required
according to the statutes of the Ethics Committee of the Faculty
of Medicine at Charité - Universitätsmedizin Berlin. However,
the individual studies which use the tool usually have to apply
for ethics approval. For example, the COVID HOME study
within the ORCHESTRA project was approved by the Medical
Ethical Review Committee of the University Medical Center
Groningen (UMCG) under vote number METc 2020/158.

General Approach
The OPT has been designed to support general
pseudonymization workflows that are needed in most biomedical
research projects, as illustrated in Figure 1.

When a subject is admitted to the hospital, visits a study center,
or has a follow-up visit, they are enrolled in the study. In this
setting, the physicians or study nurses collect directly identifying
and medical data and, according to the study protocol, the
appropriate biosamples. The identifying attributes are entered
into the OPT to create a unique pseudonym: the OPT Subject
ID. During the follow-up visits, the study staff can use the OPT
to retrieve an existing pseudonym from a subject that was
already enrolled in the study. In all downstream data collection
or processing, the OPT Subject ID can be used instead of
identifying data so that the medical data are protected but still
linked to the study subject and across visits. In addition,
biosample data can also be entered into the OPT and linked to
the appropriate subject to generate 1 or more additional
pseudonyms: the OPT Biosample IDs. A label can then be
generated for each biosample vial, containing the OPT
Biosample ID, the OPT Subject ID, a DataMatrix Code, a QR
code, or a barcode (containing the OPT Biosample ID) for
tracking the biosample via scanners commonly used in
laboratories. Study-specific information, for example, the exact
information to capture for each study subject and biosample,
the number and schedule of visits, and the types and schedules
of biosample collections, can all be configured in the OPT.
Moreover, in addition to its applicability in prospective studies,
as described above, the software also supports importing existing
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data about subjects and biosamples that can be used in retrospective study designs.

Figure 1. Basic concept of the OPT. IDAT: identifying data; MDAT: medical data; PID: patient ID; PSN: subject pseudonym; PSN-S: sample pseudonym;
SDAT: sample data; SID: sample ID.

Implementation Details
To overcome challenges caused by the heterogeneity of IT
infrastructures across different institutions and a potential lack
of support by IT departments due to resource constraints, the
OPT has been implemented based on programmable runtime
environments that are available at practically any institution:
office suites. These suites, especially the one by Microsoft, are
among the most important and widely used applications around
the world and still play a key role in many sectors today. The
OPT is available for Microsoft Office as an Excel application
and for LibreOffice as a Calc application. The application logic

has been implemented in the embedded Basic scripting language
using efficient algorithms for data management. Although Visual
Basic for Applications is supported by Microsoft Office and
LibreOffice Basic is supported by LibreOffice, they share
similarities but are not fully compatible with each other. In the
development process of the OPT, the Excel version serves as
the primary implementation, and changes as well as additions
are regularly ported to the LibreOffice version to achieve feature
parity.

For generating the labels for the biosample vials, the OPT is
delivered together with a single-page label printing application
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that takes pseudonyms and metadata (eg, visit labels) as input
and generates printable labels. Although this application is
implemented using web technologies such as HTML, CSS, and
JavaScript, it is delivered as files and can be executed locally
without access to the internet. The label printing application
works in any common web browser and can be called via the
OPT. Properties of the labels to be printed can either be
automatically transmitted via the URL for a single label or
manually copied into the application via an input field for bulk
printing of a larger number of labels. It is also possible to host
the application on a web server. However, in this case, the URL
function will be deactivated in the OPT to ensure that no data
are sent to the server that hosts the application. It is important
to note that the application still runs completely locally in the
browser of the user, and no data ever leave the devices used to
print labels. The pseudonyms and biosample metadata will be
temporarily managed in the browser of the device.

Specific Functionalities
In addition to study subject and biosample management, the
OPT also provides import and export functionalities, statistics,
and a range of configuration options. In this section, we will
briefly introduce each function, whereas a structured overview
can be found in Multimedia Appendix 1. Regarding the
subject-related functions, the OPT supports individual or bulk
registration and a search function for finding pseudonyms for
already registered subjects. An important feature of the software
is a search function, required for any new patient or sample
registration, which prevents multiple registrations of the same
study participant. The search, to be performed as the first step
of the registration, is linked to several data quality checks as
well as a fuzzy record linkage process that prevents duplicate
registrations. The bulk registration functionality enables the use
of the OPT for retrospective pseudonymization of existing data
sets. The search function supports wildcards and fuzzy matching
across a configured set of master data attributes. Additional
properties for the registered individuals can be documented to
account for site-specific requirements.

Biosample-related functions are designed analogously to those
for study subject management. In addition, labels can be
generated and printed through the service described in the
previous section.

Import and export functionalities are provided to enable the
creation of backups (see the next section) and the migration
from old versions of the OPT as part of update processes.

Finally, separate worksheets display statistical information about
the data captured, such as the number of subjects registered or
pseudonyms created for different study visits. Extensive
configuration options are also available through a separate
worksheet.

All functionalities of the OPT are described briefly in an
integrated Quick User Guide and in detail in a comprehensive
user manual [24].

Security Considerations and Features
The data collected during study subject and biosample
registration, as well as the pseudonyms generated, are sensitive
and a critical part of the data managed in any study. Hence, the
confidentiality, integrity, and availability [25] of the data
managed in the OPT must be ensured. In this context, the
approach taken by the OPT clearly trades off some of the
guarantees that could be provided by a client-server application
against the possibility of rapid deployment and rollout. However,
as described in the user manual, care has been taken to provide
robust guarantees by specifying requirements on how the OPT
should be deployed and used [24]. First, the OPT should not be
placed on a local drive but on a network share that is integrated
with the institution’s Authentication and Authorization
Infrastructure and, hence, provides means for controlling who
is able to access the software in read or write mode and from
which devices. Second, it is highly recommended that this share
be backed up regularly so that data can be restored in case of
problems. This should be complemented by regular, for example,
daily, manual backups through the export functionality provided
by the OPT and according to reminders that are displayed by
the software. Finally, the office suites used as runtime
environments do not provide multiuser support, and the
application can only be opened by 1 user with write permission
at any point in time. To enable parallel read access, the OPT
comes with a script that opens a temporary read-only copy of
the software. This allows, for example, laboratory technicians
to use the OPT for generating biosample labels in parallel with
ongoing registration processes. The measures described in this
section have proven to be effective, and no problems have been
encountered to date during extensive use of the software at many
institutions (see the Results section).

Results

Overview of the Application
The graphical user interface of the OPT is divided into 10
different perspectives that provide access to the functionalities
described in the previous sections. One of those sheets, the
configuration sheet, is hidden from the users. All other sheets
have write protection using the integrated protection functions
of the spreadsheet software, except the input fields and the
buttons, to ensure that data management is only performed
through the specific functionalities provided by the software.
A password is set by default for the write protection, which can
be changed by the administrator at any time. However, it is
important to keep the password safe. Figure 2 provides an
overview of 4 important perspectives.
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Figure 2. Perspectives of the OPT for (A) configuration, (B) registration and search, (C) data overview, and (D) statistics. OPT: ORCHESTRA
Pseudonymization Tool.

Figure 2A shows the configuration sheet, in which the specifics
of the algorithm for generating pseudonyms, the study schedule,
and the data fields to be documented can be specified. Figure
2B shows the interface provided for searching and registering
subjects, with a search form on the left side of the sheet and a
results list on the right side. All study subject data stored in the
OPT are listed in the sheet shown in Figure 2C. This sheet also
allows users to document any additional data that a site may
require. Finally, Figure 2D shows a sheet providing statistical
information on the number of subjects and biosamples

registered, as well as insights into how these numbers have
developed over time.

An overview of the label printing application is provided in
Figure 3. As shown in the figure, the data that are to be printed
on the labels are listed, and the number of rows and columns
can be configured to support printing in bulk or for individual
labels. The figure also shows an example of a sheet that can be
printed and a detailed image of a single label. The data that are
printed on those labels include the biosample and study subject
IDs, the associated visit of the study schedule, and the biosample
type.
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Figure 3. Overview of the label printing application. OPT: ORCHESTRA Pseudonymization Tool.

Use of the OPT in the ORCHESTRA Project
ORCHESTRA is a 3-year international research project about
the COVID-19 pandemic that was established in December
2020, involving 26 partners from 15 countries. The aim of
ORCHESTRA is to share and analyze data from several
retrospective and prospective studies to provide rigorous
evidence for improving the prevention and treatment of
COVID-19 and to better prepare for future pandemics [26,27].

The data management architecture in ORCHESTRA consists
of 3 layers that build upon each other. The first layer is formed
by “National Data Providers,” which consist of the participating
partners (universities, hospitals, and research networks). These
provide the subject data and samples for joint analyses. On the

second layer, “National Hubs” pool pseudonymized data in
national instances of the Research Electronic Data Capture
(REDCap) system [28]. Finally, the “ORCHESTRA Data Portal”
forms the third layer, in which access to aggregated data and
results is provided through a central repository.

In ORCHESTRA, the OPT was used for implementing
pseudonymization at the data providers’sites. Each participating
site named 1 or 2 persons responsible for technical aspects, such
as setting up the required network share and installing updates,
as well as several study nurses or clinicians, who would use the
OPT. With these users, we performed regular training sessions
and provided contact details in case of questions. As of June
2023, 19 instances of the OPT have been rolled out to 13 sites
in 11 countries, including Germany, France, Italy, and Slovakia
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in Europe; Congo in Africa; and Argentina in South America.
A world map highlighting all the countries in which the OPT
has been rolled out can be found in Multimedia Appendix 2.

On average, each instance of the OPT was used by up to 4 staff
members. The OPT has been successfully rolled out, used, and
maintained at large sites with committed IT departments, as
well as at smaller, resource-constrained institutions. Overall, it
has been in constant production use for more than 2 years. In
the majority of the sites (10/13, 77%), the OPT Microsoft Excel
version was used, whereas the remaining sites (3/13, 23%) used
the LibreOffice release. In total, more than 10,000 study subjects
and 15,000 samples have been registered in the OPT across all
sites, and more than 10,000 labels have been printed. To evaluate
the usability of the OPT, we conducted a survey among all
active users, leveraging the widespread System Usability Scale
[29] questionnaire, which includes 10 Likert-scale questions.
During this survey, our system was designed to prevent multiple
responses from individual participants and the submission of

incomplete responses. We received 6 responses from 9 invited
users, resulting in a score of 75 on a scale from 0 to 100, which
adjectively translates to “good” [30].

Performance Evaluation
As mentioned, the OPT has been carefully designed to provide
acceptable performance, even when large data sets are being
processed or a large number of subjects or samples are being
managed. In this section, we present the results of a brief
performance evaluation. Our test environment consisted of an
average office laptop, which was equipped with a quad-core
1.8 GHz Intel Core i7 CPU and a 64-bit Microsoft Windows
10 operating system. On top of it, Microsoft Excel 2016 (x32)
and LibreOffice 7.0 (x64) were installed. Figure 4 provides an
overview of the execution times of the most important
functionalities of the OPT for different cohort sizes.

The numbers clearly show that the OPT works well and provides
excellent performance for small or medium-sized data sets and
acceptable performance for large data sets.
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Figure 4. Execution times of the most important operations of the ORCHESTRA Pseudonymization Tool: (A) import, (B) registration, and (C) search.

Figure 4A shows the average execution times for importing
data about study subjects and samples. Data about subjects were
imported into a completely empty OPT, whereas data about
samples were imported into an OPT that already had the
corresponding study subjects registered, so that each biosample
was assigned to exactly 1 subject. For example, importing the
data of 100,000 subjects took about 10 seconds in the Excel
version and 54 seconds in the LibreOffice version. During the
registration, the existence of the associated study subject in the
OPT is checked, which makes the registration of samples slower
compared to the registration of subjects. This is also noticeable
in Figure 4B, which shows the average execution times for
registering a single study subject or sample. As can be seen,
using an OPT data set in which 100,000 entities were already

registered, this took between 2 and 4 seconds in the Excel
version and between 4 and 6 seconds in the LibreOffice version.
Figure 4C shows the average execution times for searching for
entities and obtaining their pseudonym, which is roughly twice
as fast as the registration operation.

As performance is associated linearly with the number of entities
already managed, subsecond response times can be expected
for instances in which around 15,000 or fewer subjects or
samples have been registered. This is consistent with our
experiences from the deployments in the ORCHESTRA research
network.
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Discussion

Principal Findings
In this paper, we presented the OPT, a comprehensive, scalable,
and pragmatic pseudonymization tool that can be rapidly rolled
out across large research networks. To achieve this, the software
has been implemented based on runtime environments that are
available at practically any institution: office suites. The
software supports a broad range of functionalities, from
registering and pseudonymizing subject and biosample identities
to search and depseudonymization functions, statistics about
the data managed, as well as import and export features. We
have described measures that are recommended to ensure the
security of the data managed by the OPT and reported on our
experiences gained after 2 years of successful operation in a
large research network on COVID-19. Finally, we have also
presented the results of a performance evaluation showing that
the software provides excellent performance for small or
medium-sized data sets and acceptable performance for large
data sets. The OPT is available as open-source software [31]
and can be configured to meet the needs of a wide range of
biomedical research projects.

Limitations and Future Work
To achieve the design goals of the OPT, some compromises
had to be made regarding data management. Compared to using
client-server applications that use database management systems
to store data, it is more difficult to ensure the confidentiality,
integrity, and availability of the data managed with the OPT.
There is also limited support for multiuser scenarios. However,
we have developed and documented a set of measures that, if
taken, help to still ensure a high level of data security. For this
to work, it is important that users adhere to those
recommendations. Therefore, all users of the OPT should
familiarize themselves with the manual [24], and ideally, they
should also be trained in the use and operation of the software.
Despite these limitations, we strongly believe that our approach
offers an innovative take on pseudonymization tools that can
rapidly be rolled out across large research networks. Of course,
it would be even more desirable if global standards for
pseudonymization functions could be developed and agreed
upon. Such global standards would ensure that solutions already
existing at many research institutions are interoperable and can
readily be used in joint research activities.

Comparison With Related Work
A range of pseudonymization tools has been described in the
literature and are available as open-source software. However,

they are either based on a client-server architecture and hence
require quite some effort to be rolled out across sites, based on
central services and hence not usable if consent is lacking for
this type of processing, or offered as command-line utilities or
programming libraries for IT experts.

Examples of client-server approaches include the work by
Lablans et al [20] to provide a RESTful interface to
pseudonymization services in modern web applications, which
is based on a concept suggested by Pommerening et al [6] in
2006. Moreover, researchers from the University of Greifswald
in Germany have designed and developed several client-server
tools that can be used to manage subjects, samples, and other
aspects of biomedical studies [32,33].

Examples of central services for pseudonymization include the
EUPID, which was developed in 2014 by the Austrian Institute
of Technology for the European Network for Cancer Research
in Children and Adolescents project [21]. Another example is
the Secure Privacy-preserving Identity management in
Distributed Environments for Research (SPIDER) service, which
was launched in May 2022 by the Joint Research Centre [34].
Both services support linking and transferring subject data across
registries without revealing their identities. However, biosample
data management is not possible with them. Further centralized
concepts include the one described by Angelow et al [35].

Examples of command-line utilities, application programming
interfaces, and programming libraries include the generic
solution for record linkage of special categories of personal data
developed by Fischer et al [36]; that by Preciado-Marquez et al
[37]; and the PID (patient ID) generator developed by the TMF
(Technologies, Methods and Infrastructure for Networked
Medical Research e.V.), the German umbrella association for
networked medical research [6].

Conclusion
Widely available office suites provide runtime environments
that offer opportunities to rapidly roll out software components
for biomedical studies across a wide range of large and
resource-constrained research institutions. We have
demonstrated this through the development, practical use, and
evaluation of the OPT, which offers pseudonymization
functionalities for study subjects and biosamples. As we believe
that the software is of interest to the larger research community,
it has been made available under a permissive open-source
license [31].
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Multimedia Appendix 1
Overview of the ORCHESTRA Pseudonymization Tool functions.
[PNG File, 233 KB - medinform_v12i1e49646_app1.png ]

Multimedia Appendix 2
Map of countries in which the ORCHESTRA Pseudonymization Tool has been rolled out.
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Abstract

Background: Self-administered web-based questionnaires are widely used to collect health data from patients and clinical
research participants. REDCap (Research Electronic Data Capture; Vanderbilt University) is a global, secure web application for
building and managing electronic data capture. Unfortunately, stakeholder needs and preferences of electronic data collection
via REDCap have rarely been studied.

Objective: This study aims to survey REDCap researchers and administrators to assess their experience with REDCap, especially
their perspectives on the advantages, challenges, and suggestions for the enhancement of REDCap as a data collection tool.

Methods: We conducted a web-based survey with representatives of REDCap member organizations in the United States. The
survey captured information on respondent demographics, quality of patient-reported data collected via REDCap, patient experience
of data collection with REDCap, and open-ended questions focusing on the advantages, challenges, and suggestions to enhance
REDCap’s data collection experience. Descriptive and inferential analysis measures were used to analyze quantitative data.
Thematic analysis was used to analyze open-ended responses focusing on the advantages, disadvantages, and enhancements in
data collection experience.

Results: A total of 207 respondents completed the survey. Respondents strongly agreed or agreed that the data collected via
REDCap are accurate (188/207, 90.8%), reliable (182/207, 87.9%), and complete (166/207, 80.2%). More than half of respondents
strongly agreed or agreed that patients find REDCap easy to use (165/207, 79.7%), could successfully complete tasks without
help (151/207, 72.9%), and could do so in a timely manner (163/207, 78.7%). Thematic analysis of open-ended responses yielded
8 major themes: survey development, user experience, survey distribution, survey results, training and support, technology,
security, and platform features. The user experience category included more than half of the advantage codes (307/594, 51.7%
of codes); meanwhile, respondents reported higher challenges in survey development (169/516, 32.8% of codes), also suggesting
the highest enhancement suggestions for the category (162/439, 36.9% of codes).

Conclusions: Respondents indicated that REDCap is a valued, low-cost, secure resource for clinical research data collection.
REDCap’s data collection experience was generally positive among clinical research and care staff members and patients.
However, with the advancements in data collection technologies and the availability of modern, intuitive, and mobile-friendly
data collection interfaces, there is a critical opportunity to enhance the REDCap experience to meet the needs of researchers and
patients.

(JMIR Med Inform 2024;12:e49785)   doi:10.2196/49785
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Introduction

Background
Accurate and complete health outcome data directly from
patients or study participants (hereon referred to as patients)
are critical for health care and research [1-3]. Unfortunately, it
can be burdensome to extract patient-reported health data that
researchers or providers need [4,5]. Collecting patient-reported
outcomes data is becoming increasingly important in clinical
research and care [6,7]. Self-administered web-based
questionnaires, which patients can complete at a clinic or at
home, are becoming a conventional approach to collect data for
clinical research. Web-based questionnaires have advantages
of being low-cost and easy to deploy at scale. A variety of
clinical research electronic data capture (EDC) tools exist to
streamline remote data collection and management. These
systems comply with privacy regulations, integrate with different
tools (such as electronic health records [EHRs]) for efficient
data collection, and reduce the effort of sharing data [8].
However, user experience, cost, and maintenance of such
commercial EDC systems are often prohibitive. An
understanding of user experiences and preferences regarding
EDC tools is critical in assessing stakeholder needs, satisfaction,
and challenges in clinical and research settings.

REDCap (Research Electronic Data Capture; Vanderbilt
University) is a global, secure web application for building and
managing EDC for clinical research [9,10]. Developed by
Vanderbilt University, REDCap is freely available for its
consortium members (ie, network of nonprofit collaborators
and supporters), who have an established agreement with the
university. REDCap is compliant with global privacy regulations
(such as the Health Insurance Portability and Accountability
Act [HIPAA] of 1996) and used by more than 2.2 million
researchers in more than 140 countries [9]. REDCap allows
researchers to build and conduct electronic surveys, track and
manage study information, schedule visits, and manage
databases that are fully customizable and at no cost [11].
REDCap is designed to support data capture for research studies,
providing (1) an intuitive interface for validated data capture,
(2) audit trails for tracking data manipulation and export
procedures, (3) automated export procedures for seamless data
downloads to common statistical packages, and (4) procedures
for data integration and interoperability with external sources.

Although REDCap is widely used, user needs and preferences
of EDC via REDCap have rarely been studied [12,13]. For
example, 1 usability study of a REDCap-based patient-facing
intervention reported that patient participants found REDCap
useful and easy to use but showed concerns about wordiness
and inconsistent visual design [13]. Researchers have reported
frequently on the implementation, use, and interventions using
REDCap [10,14-20]. Understanding the preferences and needs
of REDCap administrators and researchers using REDCap to
capture data could help enhance existing features and EDC

processes in general. While REDCap is a robust clinical research
data management system, this study solely focuses on the
experience of REDCap as an EDC tool. To the best of our
knowledge, such preferences have not yet been studied.

Objective
The aim of this study was to survey REDCap administrators
and researchers in the United States to assess their experience
with REDCap, including perspectives on advantages, challenges,
and suggestions for enhancement.

Methods

Study Settings and Respondents
We conducted a web-based survey with representatives of
member organizations listed as REDCap Partners on the
REDCap website [21]. The roles of the listed members were
unclear at the time of invitation sent via email. The email
communication included information related to the study goals,
voluntary participation, and a link to the REDCap survey.
Respondents were compensated with a US $10 electronic gift
card for completing the survey.

Ethical Considerations
This study was reviewed and approved as exempt human
subjects research by the Medical University of South Carolina
Institutional Review Board (Pro00082875).

Survey Design
We developed a web-based survey with multiple-choice and
free-response questions (Multimedia Appendix 1) to capture
the perspectives of researchers and administrators from
participating REDCap consortium organizations. Our research
team includes experts in biomedical informatics, behavioral
sciences, mixed methods research, and user experience. The
survey included 4 sections, as follows:

• Demographics: multiple-choice questions capturing
participant role in their respective organization (Q1) and
organization use of REDCap (Q2)

• Quality of patient-reported data collected via REDCap:
Likert-scale questions capturing perspectives (ranging from
1=strongly agree to 5=strongly disagree) on the accuracy,
reliability and completeness of data reported using REDCap
(Q3)

• Patient experience with REDCap: Likert-scale question
focusing on perspectives (ranging from 1=strongly agree
to 5=strongly disagree) on REDCap usability, including
ease of use, success rate, and completion time (Q4).

• Data collection experience: Free-response questions asking
about the advantages (Q5), challenges (Q6), and suggestions
of enhancements related to data collection, patient
experience, and engagement (Q7).
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Data Collection and Analysis
We collected and managed study data using REDCap EDC tools
hosted at the Medical University of South Carolina [22,23]. We
generated plots and univariate statistics to summarize the data
(eg, frequencies, means, SDs, and percentages). We conducted
1-way ANOVA tests to determine differences in data quality
and patient experience variables by participant role and REDCap
use duration. For the ANOVAs, the primary role variable was
restructured to include “Educators” in the “Other” category due
to the low sample size (n=1). Excel (Microsoft Corp) and SPSS
(version 29; IBM Corp) were used for analyses. Free-response
questions were qualitatively analyzed to identify emerging
themes related to REDCap data collection experience [24]. We
randomly selected 15% of the responses for initial coding and
codebook development. The coding unit was done by the
entirety of the participant entry. Thematic analysis of all
qualitative data was done over 4 iterations using MAXQDA,
during which emergent themes were identified. While the
research team reviewed and honed the codes and codebook, 1
team member coded and finalized thematic coding.
Discrepancies were resolved through consensus. Emergent
themes were organized by frequency and topic, allowing for
further qualitative analysis using complex coding query to
determine concurrent themes. We reported the total frequencies
per code, which may not align with the number of participants.
For example, 1 participant may report a code multiple times
throughout their response [25]. While thematic analysis allows
us to identify principle emergent themes, it also can help identify
uncommon trends that may be significant but would require
further investigation in follow-up research [26]. Responses from
incomplete surveys with missing quantitative or qualitative
responses were excluded from the analysis

Results

Demographics
Between October and November 2020, 3058 representatives
from 1676 REDCap member organizations in the United States
were invited to complete the survey. In total, 285 (9.3%) invitees
started the survey, of which 207 completed the survey. Most
(150/207, 72.5%) respondents were REDCap administrators,
followed by researchers (25/207, 12.1%). Furthermore, 1 (0.5%)
respondent was an educator and 31 (15%) respondents served
in other roles, including IT directors and managers, research
coordinators and managers, program managers, project
managers, director of research, library directors, and data
analysts. Respondents reported that their organization had used
REDCap for <5 years (92/207, 44.4%), 5 to 10 years (83/207,
40.1%), or >10 years (32/207, 15.5%).

Quality of Patient-Reported Data Collected via
REDCap
We asked respondents about their perspectives of the quality
of the survey data, including the accuracy, reliability, and
completeness of the data collected using REDCap (Figure 1).
Most respondents strongly agreed or agreed that the data
collected via REDCap are accurate (188/207, 90.8%), reliable
(182/207, 87.9%), and complete (166/207, 80.2%). We observed
no statistically significant group differences in accuracy
(F2,204=1.003; P=.37), completeness (F2,204=0.243; P=.78), or
reliability (F2,204=0.245; P=.78) among respondent role groups.
Furthermore, we observed no statistically significant group
differences in accuracy (F2,204=0.672; P=.51), completeness
(F2,204=0.045; P=.96), or reliability (F2,204=1.712; P=.18) among
REDCap use groups.

Figure 1. Quality of patient-reported data collected via REDCap (Research Electronic Data Capture).

Patient Experience With REDCap
We also asked respondents about their perspectives on patient
experiences with completing surveys using REDCap. Figure 2
summarizes their responses. More than half of respondents
strongly agreed or agreed that patients find REDCap easy to
use (165/207, 79.7%), could successfully complete tasks without
help (151/207, 72.9%), and could do so in a timely manner

(163/207, 78.7%). We observed no statistically significant group
differences in ease (F2,204=2.025; P=.13), successful task
completion (F2,204=0.671; P=.51), or timely task completion
(F2,204=2.303; P=.10) among respondent role groups.
Furthermore, we observed no statistically significant group
differences in ease (F2,204=0.711; P=.49), successful task
completion (F2,204=1.851; P=.16), or timely task completion
(F2,204=2.000; P=.13) among REDCap user groups.
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Figure 2. Patient experience with REDCap (Research Electronic Data Capture).

REDCap Advantages, Challenges, and Enhancement
Suggestions
We asked respondents about the advantages, challenges, and
suggestions for future enhancements using free-response
questions. The analysis yielded 8 primary codes: survey
development, user experience, survey distribution, survey

results, training and support, technology, security, and platform
features. Within each of these themes, responses were further
categorized at secondary and tertiary levels. Multimedia
Appendix 2 shows the qualitative codebook with illustrative
examples for each code. Table 1 shows the frequencies response
classification of advantages, disadvantages, and enhancements
for each code category based on respondents’ responses.
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Table 1. Counts and percentages of response classification of REDCap (Research Electronic Data Capture) usersa.

Enhancements, n (%)Challenges, n (%)Advantages, n (%)Code

Survey development

40 (47.1)59 (47.6)52 (50.5)Design

21 (24.7)39 (31.5)10 (9.7)Survey design

18 (21.2)22 (17.7)13 (12.6)Response and logic

0 (0)2 (1.6)20 (19.4)Survey setup

3 (3.5)1 (0.8)7 (6.8)Flexibility

0 (0)1 (0.8)1 (1)Organization

3 (3.5)0 (0)0 (0)Testing

15 (65.2)17 (65.4)7 (100)Customizations

8 (34.8)9 (34.6)0 (0)Language support

6 (100)3 (100)0 (0)Project interactions

49 (100)16 (100)1 (100)Feature suggestions

User experience

8 (53.3)29 (61.7)105 (55.9)Usability

1 (6.7)7 (14.9)57 (30.3)Ease of use

3 (20)1 (2.1)1 (0.5)Accessibility

1 (6.7)2 (4.3)3 (1.6)Intuitiveness

2 (13.3)4 (8.5)11 (5.9)User-friendliness

0 (0)0 (0)3 (1.6)Reliability

0 (0)4 (8.5)8 (4.3)Simplicity

33 (52.4)27 (50.9)9 (52.9)User interface

29 (46)5 (9.4)2 (11.8)Visual interface

0 (0)9 (17)5 (29.4)Devices

0 (0)8 (15.1)1 (5.9)Functionality

1 (1.6)4 (7.5)0 (0)Design configuration

21 (50)16 (64)20 (60.6)Mobile experience

0 (0)0 (0)3 (9.1)Ease of use

3 (7.1)5 (20)4 (12.1)Interface

3 (7.1)0 (0)5 (15.2)Mobile friendly

15 (35.7)4 (16)1 (3)Mobile app

5 (62.5)13 (48.1)34 (55.7)Patient experien ce

0 (0)0 (0)10 (16.4)Convenience

3 (37.5)6 (22.2)9 (14.8)Engagement

0 (0)8 (29.6)3 (4.9)Patient input

0 (0)0 (0)3 (4.9)Patient log-in

0 (0)0 (0)1 (1.6)Efficiency

0 (0)0 (0)1 (1.6)Empowerment

0 (0)0 (0)8 (100)Researcher experience

Survey distribution and reminders

25 (54.3)25 (53.2)20 (52.6)Invitations and scheduling

2 (4.3)1 (2.1)5 (13.2)Automated scheduling and messaging

9 (19.6)15 (31.9)3 (7.9)Save and return
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Enhancements, n (%)Challenges, n (%)Advantages, n (%)Code

5 (10.9)6 (12.8)9 (23.7)Invitation approaches

3 (6.5)0 (0)1 (2.6)Calendar integration

2 (4.3)0 (0)0 (0)Patient opt out

7 (63.6)7 (87.5)7 (87.5)Reminders

1 (9.1)0 (0)0 (0)Email text

3 (27.3)1 (12.5)1 (12.5)Follow-up with patients

3 (100)0 (0)11 (100)Easy distribution

Results and data

4 (100)0 (0)5 (100)Results view

3 (100)0 (0)8 (100)Data sharing

0 (0)1 (100)3 (100)Data quality

Training and support

8 (100)7 (100)7 (100)Education and training

18 (100)15 (100)8 (100)Support

16 (61.5)12 (100)2 (100)Patient support

10 (38.5)0 (0)0 (0)Patient education and communication

6 (100)0 (0)1 (100)Patient feedback

1 (100)8 (100)3 (100)User misunderstanding and error

Technology and accessibility

3 (100)0 (0)5 (100)Consent

12 (100)1 (100)11 (100)Technology integration

0 (0)51 (100)17 (100)Technology access

0 (0)33 (100)1 (100)Technology literacy

Security

2 (100)2 (40)15 (100)Privacy and compliance

0 (0)3 (60)0 (0)Trust in technology

Platform features

5 (50)4 (50)14 (56)Data collection

0 (0)0 (0)5 (20)Comprehensive

3 (30)1 (12.5)3 (12)Data administration

2 (20)3 (37.5)1 (4)Offline access

0 (0)0 (0)2 (8)Familiarity

0 (0)0 (0)10 (100)Cost

0 (0)5 (100)3 (100)Comparison with other platforms

52 (100)22 (100)7 (100)No input

aDue to the coding process (eg, double coding), the total number of secondary and tertiary codes may not add up to the primary code or 100%. The
percentages are calculated based on the total number of codes in secondary and tertiary categories.

Survey Development and Customization
Respondents perceived that REDCap surveys were generally
easy (20 codes) and quick (2 codes) to set up, build, organize,
and maintain (2 codes). One participant commented on these
topics, “Easy to build surveys Easy to make questions easy to
answer Easy to build branching questions.”

However, respondents also noted that incorrect setup by the
study staff and limited default formatting options and flexibility
could be challenging in developing and completing surveys (3
codes).

While some respondents pointed out that REDCap provides
continuous releases with new features (2 codes) and various
design and automation options to ask a variety of questions for
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efficient data collection (8 codes), respondents frequently
pointed out the value of well-designed survey instruments in
gathering high-quality information and engaging patients. They
reported that complex, poorly designed surveys and ambiguous
instructions (39 codes) could result in poor patient experience,
potentially impacting the survey response rate and quality of
data gathered. Respondents provided suggestions for enhancing
survey design capabilities to streamline survey design and layout
for the patients (including simplifying survey formatting, survey
nesting abilities, and use of embedded fields). Respondents also
suggested pilot testing of surveys before sending them out to
patients (3 codes) and for study teams to follow best practices
and guidelines to be more informed in survey methodologies
and development. For example, 1 respondent commented:

Study teams following best practices with survey
methodology and design, which can involve keeping
surveys short & sweet, choosing appropriate field
types for the question at hand, phrasing questions
and response options well to reduce mental burden
and make it easier for patients to answer questions.

Respondents also reported that the availability of various
response types, data validation, and branching logic ensure
high-quality data collection (13 codes). One respondent
commented on this advantage, “The wide array of validations
can help patients enter data correctly.”

Another respondent noted similarly, “Data validation and
branching logic make participants conform to data standards
and allows researchers to obtain higher quality data.”

While data validation was discussed positively, respondents
more frequently noted the challenges with response and logic
types (22 codes), often pointing out that the actual response and
logic types available from REDCap are not conducive to good
survey design. One respondent made a clear reference to this
issue saying, “It all depends on who sets up the survey, but until
recently it has been a challenge to create grids of disparate data
entry fields.”

In addition, some respondents noted that due to the logic types,
patients can make critical mistakes affecting the completeness
of the data:

...branching logic at a very question to determine if
they qualify or not. Sometimes, they accidently select
different value in a hurry, and the survey gets
completed. It is hard for them to change the response
or refill the survey without admin help.

Respondents noted many enhancement potentials within this
category, such as voice input (4 codes), superior data entry
experience (5 codes), use of a more conversational approach in
response types (1 code), more effective multimedia (5 codes),
and gamification of survey (2 codes). While REDCap offers
multimedia options, respondents often suggested that options
become more interactive and effective:

...more visual aids in questions, and the ability to
answer with images. For example, by painting the
areas afflicted on an image.

One respondent explained how multimedia may be further
useful:

...ability to add images to response options. Especially
when working with minorities (traffic lights, or smiley
faces).

In addition to the design of the surveys, respondents noted that
while REDCap surveys are readily customizable (7 codes), there
are far more reported challenges (17 codes) and need for
enhancements (15 codes). Respondents noted customization
was not possible in some cases: “Default formatting options are
limited.”

However, many respondents focused on the lack of
multi-language support (9 codes) as the critical challenge:

...multi-linguistic support. This is always a challenge
for any software system/platform, and REDCap is no
different...

They frequently suggested enhancements to include
multi-language support (8 codes) and customizations in forms’
appearance (6 codes). For example, 1 respondent mentioned,
“Allow for some more customization of the overall look/feel
of surveys.”

With respect to challenges with survey interactions, respondents
reported that REDCap capabilities at the time did not send new
surveys or allow patients to complete future surveys if previous
surveys were incomplete (2 codes). One respondent mentioned
the following:

...[t]he longitudinal design functionality in REDCap
requires a participant to take each form before
moving to the next, but our experiment design does
not require this, and sometimes people will miss
sessions and need to move on to the form for the next
one. But if we stack all of the forms in one event, we
cannot direct people to an individual form, only to
the queue.

One participant commented on REDCap’s “inability to provide
staff log-in status.” (1 code). Respondents requested features
for internal messaging or chat between study staff (2 codes),
enhancing flow and cross-linking between projects (2 codes),
ability to easily add study staff members outside of the
organization (1 code), and ability for patients to skip longitudinal
surveys (1 code).

User Experience
Respondents perceived REDCap to be easy to use for both
patients (ie, to take surveys) and the study staff (ie, to build and
distribute surveys; 57 codes). One respondent commented as
follows:

REDCap is the easiest way to survey patients,
families, and staff who are not part of our study team.
We would not be able to conduct these surveys without
it!

They also perceived REDCap to be user-friendly (11 codes),
simple (8 codes), intuitive (3 codes), timely (2 codes), and
reliable (3 codes). Although some respondents reported REDCap
allows for quick data collection (7 codes), they perceived that
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lengthy or poorly designed surveys (eg, too many clicks and
not enough instructions) could lead to fatigue and poor
participation (15 codes). While the usability perceptions were
generally positive, respondents reported that the platform was
not as user-friendly or outdated as other commercial data
collection platforms (4 codes), unintuitive (2 codes), and clunky
for study staff (4 codes). They reported that “REDCap is not
the simplest tool to learn how to use” for study staff (4 codes)
and patients (3 codes). Respondents suggested the need to
enhance accessibility features, such as the ability to change font
size, screen reader view, and text-to-voice, among others (3
codes). In total, 8 (3.9%) of 207 respondents reported that the
REDCap interface was advantageous for study staff considering
its consistent interface and automated features, which reduce
burden.

Respondents generally reported REDCap’s visual user interface
as challenging to use. Although some respondents perceived
the interface to be clean or simple looking (9 codes) and
optimized for various devices (5 codes), other respondents
perceived that REDCap’s interface was not modern looking (7
codes) or appealing (5 codes). One respondent mentioned, “The
web interface of our survey pages are very basic, and narrow,”
whereas another respondent said, “[REDCap has] Very set
layout of each item, can’t make it look more ‘modern’ like other
websites are at this time.”

Respondents considered REDCap as not having a configurable
design (4 codes) and some noted the user interface’s poor
functionality (8 codes). One respondent described both issues
when explaining the challenges of the user interface:

REDCap is simply not user friendly in any way. The
data structures are often too rigid and frankly
outdated in being an effective tool for data collection.

Respondents suggested the redesign of the REDCap user
interface to be consistent with modern data collection platforms
(27 codes), options to change the visual appearance and
formatting of the surveys (3 codes), adding progress tracking
aids (such as an automatic progress bar) for patients (2 codes),
and a more flexible interface (1 code).

Some respondents appreciated REDCap’s mobile access (4
codes), availability of mobile apps for study staff (REDCap
mobile app; 2 codes) and patients (MyCap; 6 codes) supporting
offline data collection, and perceived REDCap to be easy to use
on mobile devices (3 codes) and mobile friendly (5 codes).
While respondents appreciated the mobile interface, they
reported that the mobile experience is affected by poor and
suboptimal mobile user interface and scaling on smaller screens
(5 codes). One participant reported the following:

We design our surveys on a computer, but many of
our participants use their phones. We try to check
how answers scale when the screen size changes, but
some phones rescale to a different aspect ratio leading
to challenges.

They also reported that although the REDCap mobile app is
available for study staff, it is not ideal and is difficult for study
staff to set up the app (4 codes). One respondent mentioned the
following:

I think that the REDCap mobile app is a bit too far
separated from the web version, in as much as there
is no access to external modules and other important
features.

Respondents suggested a need for an enhanced mobile app and
interface (21 codes), including advanced capabilities for the
study staff to view study records and perform analysis (2 codes)
and push notifications (2 codes). One respondent mentioned
the following:

[They need] better workflows with mobile phones,
like notifications instead of just text messages.
Something like an App except not the current one
which is focus on asymmetric internet access.

Respondents also commented on patient experience with
REDCap. Overall, respondents noted that REDCap makes it
easier for patients to complete the surveys at their convenience
(10 codes), all while increasing engagement levels (9 codes).
They saw REDCap as a way to make data collection more
efficient and empowered (2 codes), especially as patients did
not need to register or remember usernames or passwords to
use the platform (3 codes). One participant said, “[Survey] Can
be done at the patient’s convenience from any digital device.”
A common challenge reported was the patient’s desire and
motivation to complete the surveys, being able to use the
platform, and fatigue with lengthy surveys (13 codes).
Suggestions for improving patient experience included
maintaining engagement using visual aids and gamification (3
codes), a patient dashboard to keep them up to date on status
of longitudinal studies (1 code) and making the platform more
patient friendly (1 code). One respondent commented as follows:

For longer surveys, having a way of maintaining
engagement by making the surveys more interactive
(e.g. fun feedback to participants as they progress)
would be nice. Some periodic messages of
encouragement like “Great job!” “Keep it up!”

Survey Distribution and Reminders
Respondents found it advantageous that REDCap included
multiple ways to invite patients, such as emails or embedded
links (4 codes). REDCap surveys were easy to distribute (11
codes) and could be automated and scheduled on a timeline
easily. One participant commented on this aspect, “It can send
surveys to participants directly, and on a schedule when the
project is longitudinal.” REDCap’s ability to send patients
custom links was an advantage respondents liked (3 codes):
“For online surveys: able [to] send individualized email
links...automated email with message that has piping upon
completion.” One respondent pointed out that there was “no
scheduling component for visits” and suggested this feature.
One respondent suggested the ability to send attachments with
automatic notifications.

In addition, the ability to send completion reminder emails to
patients was reported to reduce the burden on clinic staff while
engaging patients (7 codes). Reminders also allowed the study
staff members to follow up on incomplete surveys but 1
respondent mentioned that this was challenging while
respondents suggested for improvements in customizing
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reminders and enhanced tracking for incomplete surveys
longitudinally (3 codes):

If there was a more efficient way to upload and
manage patient invitations, as well as identify which
patients have completed the survey within previous
xx months therefore a new survey invitation does not
need to be sent.

Respondents noted patients sometimes missed invitations and
reminders because email service providers blocked the emails
(2 codes): “We have had email providers block REDCap emails,
specifically Yahoo.com email.” There was also confusion about
the email sender as the emails were “from” REDCap instead of
the study staff (2 codes):

From my experience... The emails that are sent out
to respondents are not user friendly. The ‘From’ text
box comes from REDCap, not from my email address.

In addition, this respondent noted the emails were not
user-friendly, sometimes arriving with broken links going to
patient’s junk mail, and requiring patients create a completely
new log-in to complete a survey. One respondent suggested
REDCap may “make it easier to send mass emails that are
individually linked with the patient’s profile; create a prettier
or more visually appealing interface for patients.” Furthermore,
integrations to link communications to personal calendars were
thought to be beneficial (3 codes). Respondents wanted a way
to automatically opt out patients from surveys that were being
distributed over a period (2 codes). One participant stated they,
“would really like to be able to set a flag for opt-out subject [s]
when distributing surveys over a period of time. We currently
have to remove their emails to prevent future distribution.”

Respondents commented on the “Save and Return” feature (25
codes), which allows patients to leave and return using a unique
code to complete the survey at a later time. Although REDCap’s
Save and Return feature existed, respondents noted that this
feature was often difficult to use (15 codes). They reported that
patients may forget or not save their return code or may not
know how to return to the survey, resulting in incomplete data
or delay in data collection. One respondent commented, “It is
not always obvious how to ‘save and return later’ if that is an
option or even be aware that that is an option.” Respondents
suggested improvements (9 codes) to send the unique save and
return code via emails, with reminders and save in invitation
logs such that the study staff could provide it to patients if
needed. In addition, respondents suggested that improving
user-friendliness and patient awareness of this feature could
increase response rates and data completion. A participant noted
the following:

If they [patients] don’t complete the survey the first
time they often forget their return code and lose it. It
would really help if the reminder emails had the
return code, of if it could be included on the survery
[sic] invitation log page that would make it much
easier to find and give to the patient.

Results and Data
Respondents liked that REDCap made data exportation easy
for storage and analysis purposes (8 codes). Not only was it

easy to export data out of the REDCap survey tool, it also made
the analysis of the data much easier for the study staff, even
those with minimal statistics training. As 1 respondent put it,
“[REDCap has a] good translation into a dataset [and] easy
statistics for those with minimal statistical training.”
Respondents (4 codes) pointed out the need for improving data
exports and seamless communication with third-party solutions
to send and receive information:

Being able to send to communicate and receive
information from other software programs like
Clinical Conductor for Demographic information and
seamless data uploads.

Respondents perceived that it is easy to create reports and
monitor patient responses on REDCap and review specific data
points (5 codes). Some respondents provided suggestions to
edit charts and graphics as well as being able to share user- or
survey-specific data (3 codes). For example, 1 respondent
mentioned the following:

Ability for researchers to edit/modify graphics that
can be automatically displayed with reports within
redcap. This would facilitate researchers’ ability to
use those charts.”

Another respondent mentioned, “built in tools to share
summary-level data (you vs the whole study) or findings.” While
respondents perceived that REDCap allows capturing accurate
and complete high-quality data (3 codes), 1 respondent
mentioned the following:

As with every self-service data entry portal accuracy
of self-service data entry is wildly unreliable. There
is real value to having a trained rep assisting the
client enter information, when possible.

Training and Support
Respondents reported that REDCap’s active online community
and support allowed REDCap users (including administrators
and researchers) to find information and answers on how to
manage, design, and conduct surveys (8 codes): “...it has a huge
user base and a great consortium full of all the information you
need to begin administering [surveys].” Respondents mentioned
needing REDCap or IT support for patients to complete consent
forms or surveys (12 codes). Although support existed for survey
designers and administrators, it did not extend to patients
completing surveys. Respondents suggested REDCap needed
a way to educate or support patients in completing surveys (10
codes) and obtain help via on-demand messaging to study staff
members (2 codes). As 1 participant suggested, REDCap should
allow patients to “Click icon and get video explaining any
information on a field.” Another participant asked that REDCap
have the following:

Dedicated instrument defined support button at the
top that takes participants to a page made by the study
team where we can put in a zoom room link monitored
by study staff, phone numbers, or some pointers on
definitions/examples on the instrument.
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Respondents also suggested a need for obtaining standardized
patient feedback surveys to better engage them and understand
their experience (6 codes).

Although some respondents mentioned REDCap required
minimal training to get started (7 codes), some respondents
(especially REDCap administrators) mentioned the need for
training survey designers to set up REDCap tools and surveys
to design high-quality surveys (7 codes). When asked about
challenges, 1 participant mentioned the following:

Lack of resources for support (in person- phone) and
functionality. It is not always easy and takes a lot of
time to build tools. Not able to use to its fullest
capacity or correctly—basically training ourselves.
Library or community network does not help either.
Not knowing how to set up properly more
complicating functions inhibits usage.

Respondents suggested more information and mandatory
training for survey builders, including better guidelines and
training videos to enhance builder and patient experience (8
codes). Respondents also perceived that patients taking surveys
often do not understand how to fill out surveys or certain
questions (8 codes) and having expert survey designers and
well-designed surveys could alleviate these concerns (1 code).

Technology
Respondents often noted challenges of access to the internet
and devices (51 codes) as well as technology literacy (33 codes):

Patients [without] a computer, device, or smart phone
may not be able to use REDCap.

As REDCap is web based, data collection could be difficult in
rural and low-resource areas due to lack of access to technology
(4 codes), such as a computer or reliable internet connection.
Another participant noted, “I do work in global health, so our
colleagues in resource-limited settings have challenges with the
internet connection.”

They also noted REDCap’s ability to integrate with other
technologies, such as messaging tools (eg, Twilio) as well as
open application programmable interface to be beneficial (11
codes). In comparison, 1 participant noted as a challenge that,
“integrating the ReCap [sic] extract with Epic [EHR] data. But
once the system is setup it’s easy to maintain.” Respondents
suggested integrations with other clinical trial management
systems for seamless data transfers and EHRs to conduct surveys
or autopopulate patient medical information:

The only other thing that would be super cool is if it
could blow surveys into EPIC for documentation when
needed.

Respondents also referred to the informed consent capabilities
of REDCap (8 codes). Even though they noted the consent
module to be advantageous to obtain remote informed consents
especially after the COVID-19 pandemic (5 codes), respondents
suggested more enhancements, such as a 1-step consent process
(3 codes).

Security
Respondents commented positively on the security and
compliance of REDCap (15 codes). They reported that HIPAA
compliance and the ability to store patient data securely are
important advantages of REDCap. One participant commented
that “all client data can be stored in one HIPAA compliant
platform.”

Respondents mentioned mistrust of technology (3 codes) could
make patients feel uncomfortable sharing medical information
on web-based platforms. One respondent commented that
surveys requiring password protection are difficult for patients.
They also provided enhancement suggestions (2 codes) related
to maintaining HIPAA compliance, enhancing security, and
assuring patients that their health information is safe and secure
with REDCap.

Platform Features
Respondents found REDCap advantageous in enabling
researchers to collect and patients to provide health data
remotely (23 codes):“It has made it much easier for patients to
submit their questionnaires and information using an online
platform,” especially during and after the COVID-19 pandemic.

Respondents perceived REDCap as a comprehensive or versatile
(5 codes) data collection solution noting the following: “It
provides us a comprehensive tool for collecting, tracking, and
managing patient data and outreach.” They also noted
administration and maintenance (3 codes) to be advantageous
as REDCap allows “being able to maintain administrative
research tasks together with the data collection.” They noted
REDCap’s offline data collection (using REDCap mobile apps)
to be challenging (3 codes) and suggested that the offline feature
should be improved for better data collection experience (2
codes). In addition, respondents noted the familiarity with
REDCap among researchers (2 codes) and seamlessness (1
code) for the study personnel to be advantageous.

In addition, REDCap being available for free to REDCap
consortium members was sought to be beneficial (10 codes).
While some respondents noted REDCap being simpler and
easier than other commercial platforms and paper forms (3
codes), some also noted that REDCap’s interface was not easy
to use or user-friendly compared to modern data collection tools
(5 codes).

No Input
Respondents did not provide inputs with respect to advantages,
disadvantages, and enhancement suggestions stating lack of
experience or ability to provide inputs or not using REDCap
for patient data collection (81 codes). Some nonsensical or
unrelated comments lacking information context or irrelevant
responses were excluded from the analysis. For example, when
asked about enhancement suggestions for REDCap, 1 participant
responded, “To REDCap or??.”
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Discussion

Overview
This study aimed to identify the advantages, challenges, and
future opportunities for enhancements from the perspectives of
REDCap administrators and researchers. To the best of our
knowledge, this is one of the early studies of user perspectives
on REDCap services and features. We believe that the findings
of this study will aid REDCap developers and consortium users
in better understanding stakeholder needs to enhance and
customize REDCap features as well as researchers in improved
survey development and data collection.

Principal Findings
Respondents had overwhelmingly positive perceptions of
REDCap’s survey design and data collection interface. The vast
majority of respondents agreed or strongly agreed that data
collected via REDCap were accurate (188/207, 90.8%), reliable
(182/207, 87.9%), and complete (166/207, 80.2%). They found
REDCap advantageous as it is free for its consortium members,
secure, and easy to use. Respondents also perceived REDCap
as easy and flexible to create and customize surveys including
a variety of response and validation options, which make data
collection easier for survey takers. However, respondents
pointed out that poor survey design—often attributed to human
factors (eg, lengthy forms and lack of knowledge among study
staff) or technology limitations (eg, restrictions in survey and
visual formatting in REDCap)—could result in poor patient
experience and, ultimately, response and completion rates.
Optimal design of survey forms is critical for assuring patient
comprehension of the forms and accurate data collection [27,28].
Furthermore, direct investigations of REDCap user experiences
and preferences could allow better understanding of the need
for study staff and patient education. In addition, further research
related to user needs for survey development and optimization
can lead to enhancing their experience of developing
high-quality surveys. One respondent pointed out the following:

It [REDCap] needs a much better understanding of
how users engage the questions on a form (e.g., sit
and watch users and staff try to figure out acceptable
data type entries!). Needs a solid revamping in how
it works “out front” and to run a series of user
groups—patient and staff.

Although respondents appreciated the availability of REDCap’s
community support for administrators and study staff, they
pointed out that REDCap has room for improvement in this
realm: the tool is not simple to learn, and there is a need for
more training of study staff to help develop efficient,
unambiguous survey instruments that can enhance patient
experience. Poorly designed surveys and questions could
potentially lead to incomplete responses and inaccurate data.
Respondents pointed out the need for supporting patients,
especially to ensure they understand the questions and can obtain
help when needed in filling out surveys. Direct help from study
staff members to fill out surveys or having the ability to directly
send a message to study staff could alleviate misunderstandings
and errors in completing surveys. Previous research suggests
that the ability to obtain clarifications about survey questions

can enhance response accuracy [28]. Further research and
availability of resources are necessary to guide study staff
members in creating well-designed instruments. In addition,
understanding the factors affecting patients’ experience in
completing REDCap surveys and reasons for misunderstanding
and errors could also enhance the REDCap experience and
health data collection processes.

Opinions on patient experience and usability were more mixed.
Most respondents agreed or strongly agreed that patients found
REDCap easy to use (90.4%), able to be completed without
assistance (79.8%), and able to be completed in a timely manner
(87.5%). These strongly positive perceptions of REDCap
usability are consistent with a prior study in which 6 out of 7
participants needed no help using REDCap, achieved 71% to
100% task completion, and provided 89% positive reaction
words [13]. Qualitative outcomes showed that respondents
perceived REDCap made it convenient for patients to provide
data remotely without having to log in or remember credentials.
Although they commented that patients can complete REDCap
surveys using a device of choice (such as a laptop or mobile),
technology access and technology literacy appeared to be a
concern. Living in rural or low-income areas also presented
issues for survey access. Respondents noted low-resource areas
without stable internet access meant data collection was not
reliable. Lack of internet access not only meant surveys could
not be accessed but also meant the data collection process could
be interrupted. REDCap’s MyCap and REDCap Mobile app
can allow study staff and patients to complete the collection of
data offline, but they were also deemed challenging due to the
lack of features compared with the web interface. In a study by
Doyle et al [19], the REDCap mobile interface was less
favorably received by participants. Similarly, REDCap’s Save
and Return feature allows users to complete surveys at a later
time, which could be helpful during poor internet access;
however, respondents recommended enhancements in the feature
to improve patient experience, specifically an easier way for
patients to remember and retrieve the return code. One
participant noted this difficulty that patients face in attempting
to use the feature:

If they don’t complete the survey the first time, they
often forget their return code and lose it. It would
really help if the reminder emails had the return code,
or if it could be included on the survey invitation
[log-in] page...

It is imperative to better understand patient and research
participant experience with REDCap in completing surveys via
larger and direct studies.

This study identified opportunities to improve the usability of
REDCap. Respondents suggested enhancements in the
patient-facing survey user interface to be in line with present
EDC tools on the market, wanting a sleeker, modern, and cleaner
looking interface. A variety of EDC tools are available for health
care and non–health care data collection providing modern,
device-friendly, and intuitive user interfaces to promote patient
engagement [29-32]. In recent years, virtual conversational
agents or chatbots have emerged as intuitive and engaging
mediums for data collection. Modern data collection tools allow
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survey designers to develop chatbot-based interactions to collect
health data mimicking human-to-human conversations. Studies
have shown that individuals prefer chatbot-based conversational
data collection experience in comparison to traditional
web-based forms [33,34]. Visual and graphical enhancements
in REDCap appearance of surveys, patient communication, and
researcher interface could support modernization of
REDCap-based surveys, thus providing study staff and patients
with clear and effective experience of health data collection.

Respondents wanted the mobile interface updated to look more
like other commercial products, such as Qualtrics or
SurveyMonkey. As more individuals are using mobile devices
to obtain health information, it is of great importance to enhance
their experience with mobile data collection [35]. They also
suggested that the mobile apps have similar features as the
web-based REDCap. Other requests included REDCap to
support more languages or a translation service, where surveys
could be translated to patients’ preferred languages. Though it
has some language capabilities, including Spanish, respondents
wanted more language options built into REDCap. In addition,
there was concern about the literacy of patients leading to
suggestions for REDCap to include tools allowing patients with
various literacy levels to access surveys. Respondents suggested
inclusion of voice capabilities and more multimedia and
gamification features in response options, such as a picture
interface where patients could locate their pain visually for
researchers. Inclusion of these features could further enhance
the experience among patients with higher accessibility needs
and low literacy. We also noted that some respondents suggested
features that were available within REDCap at the time of
conducting the survey. Suggestions included availability of
REDCap’s mobile version, embedded fields for responses, and
integrations with messaging services such as Twilio. This again
points out the need for education among study staff and
organizational administrators to enable the optimal and effective
use of REDCap features.

Limitations
This study is not without limitations. Although we recruited
over 200 respondents, the sample size is small in comparison
with the existing user base. We recruited fewer researchers
(25/207, 12.1%) than administrators (150/207, 72.5%) who may
be more directly involved in survey design and data collection.
We also did not ask for participants’ training and experience
with REDCap. Future studies should focus on better
understanding user perspectives (especially researchers) while
also considering the type and amount of REDCap training
received by the user. We asked individuals’ opinions that are
valuable but may be subject to bias, incomplete recall, or lack

of information. For example, we asked information about their
institution’s REDCap use, but we did not include a response
option or decline responding if they did not have accurate
information. We also used REDCap as the platform to conduct
our survey, which may have potentially biased responses by
familiarizing participants with REDCap more than necessary.
Participants’ free-ended responses may have been influenced
by how our study was designed or how the features were used.
Future, more direct studies are warranted to better understand
preferences. We recruited respondents from current REDCap
consortium members, who may be more likely to believe
REDCap is highly usable, as they may act as REDCap
champions within institutions. We may be missing critical
information by not capturing the perspectives of people who
are not frequent users or consortium members. Future research
should capture opinions of novice or past REDCap users. We
also did not ask for information about participants’ institutions,
REDCap versions and plug-ins used, or institutional policies
and customizations. It is possible that participant feedback may
be related to institutional requirements or policies. Furthermore,
we asked researcher and administrator opinions on patient
experience. However, we did not directly assess the patient or
research participant experience. Understanding patient
experience is important to study in future research. In addition,
a comparison of the REDCap experience with other EDC
platforms could provide a better understanding of study staff
and patient needs. A recent study compared individuals’
experience in completing health forms using REDCap versus
a chatbot platform. The results revealed that over 69% of
participants preferred a chatbot for data collection with higher
usability and net promotor scores for the chatbot [33]. The
chatbot provided superior engagement and interactivity and was
perceived as more intuitive than a standard, web-based REDCap
interface. Future studies should look into better understanding
study staff and patient needs to optimize survey development
and data collection experience.

Conclusions
This pilot study aimed to assess stakeholder perspectives on
experience with REDCap as an electronic health data collection
tool. The findings revealed researchers and administrators
perceive REDCap as a valued, low-cost resource that enables
them to remotely collect and report health data in a secure and
easy way. They also indicated a generally positive health data
collection experience by clinical research and care staff members
and patients. Although, with the advancements in data collection
technologies and availability of interactive and intuitive user
interfaces, there is a critical opportunity to enhance the REDCap
experience to meet the needs of its vast user base of researchers
and patients.
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Abstract

Background: Interpretability and intuitive visualization facilitate medical knowledge generation through big data. In addition,
robustness to high-dimensional and missing data is a requirement for statistical approaches in the medical domain. A method
tailored to the needs of physicians must meet all the abovementioned criteria.

Objective: This study aims to develop an accessible tool for visual data exploration without the need for programming knowledge,
adjusting complex parameterizations, or handling missing data. We sought to use statistical analysis using the setting of disease
and control cohorts familiar to clinical researchers. We aimed to guide the user by identifying and highlighting data patterns
associated with disease and reveal relations between attributes within the data set.

Methods: We introduce the attribute association graph, a novel graph structure designed for visual data exploration using robust
statistical metrics. The nodes capture frequencies of participant attributes in disease and control cohorts as well as deviations
between groups. The edges represent conditional relations between attributes. The graph is visualized using the Neo4j (Neo4j,
Inc) data platform and can be interactively explored without the need for technical knowledge. Nodes with high deviations between
cohorts and edges of noticeable conditional relationship are highlighted to guide the user during the exploration. The graph is
accompanied by a dashboard visualizing variable distributions. For evaluation, we applied the graph and dashboard to the Hamburg
City Health Study data set, a large cohort study conducted in the city of Hamburg, Germany. All data structures can be accessed
freely by researchers, physicians, and patients. In addition, we developed a user test conducted with physicians incorporating the
System Usability Scale, individual questions, and user tasks.

Results: We evaluated the attribute association graph and dashboard through an exemplary data analysis of participants with a
general cardiovascular disease in the Hamburg City Health Study data set. All results extracted from the graph structure and
dashboard are in accordance with findings from the literature, except for unusually low cholesterol levels in participants with
cardiovascular disease, which could be induced by medication. In addition, 95% CIs of Pearson correlation coefficients were
calculated for all associations identified during the data analysis, confirming the results. In addition, a user test with 10 physicians
assessing the usability of the proposed methods was conducted. A System Usability Scale score of 70.5% and average successful
task completion of 81.4% were reported.

Conclusions: The proposed attribute association graph and dashboard enable intuitive visual data exploration. They are robust
to high-dimensional as well as missing data and require no parameterization. The usability for clinicians was confirmed via a
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user test, and the validity of the statistical results was confirmed by associations known from literature and standard statistical
inference.

(JMIR Med Inform 2024;12:e49865)   doi:10.2196/49865

KEYWORDS

data exploration; cohort studies; data visualization; big data; statistical models; medical knowledge; data analysis; cardiovascular
diseases; usability

Introduction

The amount and availability of data around us are constantly
increasing. Researchers are increasingly using statistical models
to guide their data-driven scientific work. However, as the
relationships discovered increase in complexity, the models
themselves are becoming gradually less transparent. In
high-stake decision fields, such as health care, data explanation
and justification of decision-making are essential for the
applicability and distribution of novel technologies. Here, we
present new methods for extracting statistical insights from
large data sources and visualizing the results based on graph
structures. The methods balance complexity and comprehensive
description of the results on the one hand and clarity and
interpretability for clinicians and patients on the other hand.

The availability of large quantities of medical data is growing
[1,2] and thus enabling machine learning methods to play an
ever-increasing role in medical research [3-5]. With the
undoubtedly numerous advantages of “big data” in medicine
arises the problem of increasing complexity and lack of
transparency for clinicians [6,7]. In this context, the call for
more interpretable statistical models is gaining more attention
[8,9]. In addition to the interpretability of the applied models
and results, good data visualization methods are key for the
knowledge communication with clinicians and patients. Many
methods have been developed over the years [10-12].

For data-driven analysis, approaches originating from the
mathematical field of graph theory gain an increasing amount
of attention for health care applications [13]. A graph consists
of nodes representing arbitrary objects and edges each
connecting 2 nodes corresponding to some form of relation
between them. Graph-based database technologies, such as
Neo4j (Neo4j, Inc) [14], allow more efficient retrieval of large
amounts of data compared to traditional relational database
systems [15,16], and many software tools for interactive,
graphical user interfaces are available [14,17-20].

Knowledge graphs are a form of data representation capturing
large quantities of data from potentially multiple sources in a
graph structure. Existing data are usually processed and jointly
represented to enable accessible, often visual, exploration of
condensed knowledge across different data modalities and
sources. Owing to their intuitive and versatile character,
knowledge graphs have many applications in the medical
domain [21]. Examples are the representation of biomolecular
pathways [22], research related to COVID-19 or diabetes
[23,24], knowledge about dietary supplement [25], and networks
of complex disease interactions [26].

Statistical analysis discovering relations between variables
within a medical data set can be captured within a graph
structure. In this context, Bayesian networks are of increasing
interest in the medical domain [27,28]. They represent
conditional dependencies as edges and the absence of an edge
as probabilistic independence [29]. Using these conditional
dependencies, Bayesian networks can be used for inferring
neural networks [30] or diagnosis prediction [31]. However,
they are sensitive to missing data during the model training
process [32]. Markov models describe states, for example, events
during a patient’s hospital stay, as nodes and transition
probabilities between states as edges [33]. As a result, Markov
models are applied for the analysis of time-dependent dynamic
processes in health care [33-35]. In association rule learning,
relations between variables are extracted from a data set based
on different measurements of interest, for example, conditional
probability [36]. This concept is applied to extract patterns from
clinical databases [37] or find suitable drug treatments [38]. All
3 approaches capture variable relations across a complete data
set.

In this work, we developed the attribute association graph
(AAG), a new graph structure capturing statistical knowledge
extracted from a data set. We aimed to combine the focus of
knowledge graphs on interpretability, accessibility, and visual
exploration with graph-based statistical methods. We sought to
develop a novel and robust tool for statistical analysis that is
intuitively usable by physicians. We tailored our approach
specifically to the needs of data-driven analysis in the medical
domain by incorporating disease and control cohorts and aiming
for robustness to high-dimensional or not normally distributed
data, small sample sizes, and missing values. The graph is
visualized, and nodes and edges representing variable relations
of interest are highlighted to attract the attention of the user and
facilitate the data analysis. We complemented the AAG with a
dashboard for further data exploration. Only mouse clicking
and search bar prompting in English are required for the
navigation of the graph and dashboard. We aimed to evaluate
the validity of the statistical analysis represented by the graph
structure and dashboard. Therefore, we conducted an exemplary
data analysis based on a large epidemiological study. The results
of the analysis were compared with findings from literature and
standard statistical inference using CIs of Pearson correlation
coefficients. In addition, we assessed the usability of the
visualization for medical researchers. We conducted user tests
with physicians using standardized usability tests, user tasks,
open feedback questions, and a free data exploration. The
generated graph structure and dashboard are freely available to
clinical researchers for exploration on their own computers.
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Methods

AAG Definition
Our goal is to visualize participant attributes and the statistical
traits and relationships between them in a compact, interpretable,
and intuitive way. As a participant attribute, we consider a
singular value or semantically meaningful value group for a
variable, for example, “the participant was diagnosed with
hypertension” or “participant has total cholesterol level above
200 mg/dL.” For the statistical analysis, we use simple metrics,
which were found to be intuitive for clinicians [39]. The metrics
are calculated for a disease and control group and compared to
identify attributes with a large deviation. Thus, in contrast to
traditional association rule mining [36], Bayesian networks [29],
or Markov models [34], attributes can be selected, which appear
more often in the disease group compared to the control group.
As we analyze relations of singular attributes instead of
associations between variables, our results are methodologically
different from correlation analysis, such as chi-square tests [40]
or Pearson correlation coefficients [41].

In the AAG, single attributes are captured as nodes and
visualized as colored spheres of different sizes. Each node has
parameters for the name of the attribute’s variable, its value,
and a short description including units of measurement for

metric variables. In addition, we assigned labels to each node
depending on the broad categories of the represented attribute,
for example, Cardiac, Condition, or Medical History.

For metric variables, we calculated reference ranges based on
their value distribution within the whole data set. We defined
the reference range as all values within SD around the mean.
On the basis of reference ranges, we derived 3 additional nodes
for the attribute associated with values below, within, and above
the reference range. The 3 nodes inherit the parameter’s name
and description from the original nodes. They have the value
low, normal, or high. In addition, they contain the lower and
upper bound of the reference range. All participants are assigned
to 1 of the 3 nodes based on their attribute value. Thus, metric
values, for example, patient laboratory results, are labeled in
comparison to the whole data set and enriched with semantics.

In addition, we enriched the nodes with several statistical
measurements of the described participant attribute within the
data set. The resulting parameters are given in Table 1. Note
that the relative attribute share accounts for the common problem
of missing data [42,43] and is an upper bound to the relative
total share. By measuring the difference and quotient of relative
attribute shares, the distinction in attribute distribution between
the 2 groups is expressed. The size and color of the node
visualization capture parts of these measurements to support
the data exploration with visual highlights.

Table 1. Statistical parameters for a node describing attribute a together with a short description and formulaa.

FormulaDescriptionParameter

ciNumber of group members having attribute aAbsolute count

Fraction of group members have attribute aRelative total share

Relative total share, missing value adjustedRelative attribute share

Absolute difference of relative attribute sharesRelative attribute share difference

Fraction of maximum and minimum relative attribute shareRelative attribute share quotient

aParameters with subscript d refer to the disease group. Parameters with subscript c refer to the control group. Subscript i refers to a definition for both

groups, that is, i∈{d,c}. Let gi be the group size, and be the number of group members having a valid value for the attribute a, that is, not a missing
value.

We assigned a frequency label impacting the node’s size based
on the maximum relative attribute share. Therefore, a node’s
size indicates how common an attribute is within one of the
groups. Let p be the maximum relative attribute share of a node.
The node is assigned to 1 of the following 3 frequency label
types:

• p≥0.5: labeled as highly frequent; the node has the largest
size.

• 0.1≤p<0.5: labeled as frequent; the node has a medium size.
• p<0.1: labeled as infrequent; the node has the smallest size.

In addition, we assigned a distinction label to each node from
which its color is derived. The distinction label, and thus the
node color, indicates how much the attribute distribution differs
between groups. Here, brighter colors signal a larger distinction.

We reuse the symbols in Table 1. Each node is assigned 1 of 5
colors and distinction label types:

• δ≥0.2 or γ≥2.0:
• pd>pc: labeled as highly related; the node is colored in

red.
• pd<pc: labeled as highly inverse; the node is colored in

blue.

• (δ≥0.1 or γ≥1.5) and δ<0.2 and γ<2.0:
• pd>pc: labeled as related; the node is colored in orange.
• pd<pc: labeled as inverse; the node is colored in

turquoise.

• δ<0.1 and γ<1.5: labeled as unrelated; the node is colored
in beige.
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Combining size and color, nodes that are displayed largest and
brightest represent attributes with high frequency and large
distinction between groups. As all parameters calculated for an
individual node depend only on data for a single variable, the
computation time needed for the calculation of all nodes of the
graph scales linearly with the number of variables and linear
with the sample size.

In the AAG, edges point from a source node to a target node,
indicating the conditional dependence of the target attribute on
the source attribute. The edges are displayed as lines with arrows
pointing from the source node sphere to the target node sphere.
The calculated statistical parameters for the conditional
dependence are presented in Table 2. Note that the relative
conditional share is conceptually equivalent to confidence in
association rule learning [36]. By measuring the difference and

quotient of the relative conditional share and the unconditional
relative attribute share of the target node, the impact of the added
condition is expressed. This impact can be negative if the
unconditional relative attribute share is larger than the relative
conditional share. We assign a type to each edge to capture the
impact of the added condition. In the visualization, the line
thickness of the edge is given by its type. We reuse the symbols
in Table 2. Each node is assigned to 1 of the following 3 types:

• δ'≥0.2 or γ'≥2.0: assigned to the high conditional difference
type; the edge has the thickest line.

• (δ'≥0.1 or γ'≥1.5) and δ'<0.2 and γ'<2.0: assigned to the
medium conditional difference type; the edge has a thinner
line.

• δ'<0.1 and γ'<1.5: assigned to the low conditional difference
type; the edge has the thinnest line.

Table 2. Statistical parameters for an edge pointing from a source node x to a target node ya.

FormulaDescriptionParameter

oiNumber of group members having both attributes of x and yAbsolute cooccurrence

Fraction of group members with attribute of x, also having attribute of yRelative conditional share

Absolute increase of relative conditional share compared to relative at-
tribute share of y

Conditional and unconditional target share
difference

Quotient of relative conditional share and relative attribute share of yConditional and unconditional target share
quotient

aSubscript i refers to a definition for both groups. Let be the absolute count of x and be the relative attribute share of y.

The computation time for the generation of all the AAG’s edges
scales quadratically with the number of variables in the data set
and linear with the sample size.

In the last step, the nodes and edges are filtered by their
statistical parameters to highlight the most relevant attributes
and conditional dependencies. A detailed description of the
filtering procedure is provided in Multimedia Appendix 1
[41,44,45]. We represented the extracted data in a graph
structure using the graph data platform Neo4j [14] and the
graphical user interface Neo4j Bloom (Neo4j, Inc) [19]. The
graph structure can be navigated by mouse clicking and via a
search bar typing prompts in English.

Figure 1 [46] shows a minimal fictional example of an AAG
with 2 nodes capturing fictional data about history of
hypertension and high C-reactive protein (CRP) measurements
as well as their relationship in participant group 1 (control
group) and 2 (disease group). We conducted a hypothetical data
analysis, as we intend the AAG to be used. For CRP
measurements (mg/dL), a fictional reference range of 0.0-0.8
was derived. From the difference of the relative total share and

relative attribute share, we can infer existing missing values on
group 2 for both attributes. In group 1, no missing values exist
because relative total share and relative attribute share do not
differ. Regarding the quotient of relative attribute shares, we
can infer group 2’s participants being almost twice as likely to
show a high CRP value. Thus, a CRP measurement >0.8 mg/dL
might be highly related to the condition or property of group 2
compared to participants of group 1. A history of hypertension
appears approximately 30% more often in group 2, giving a
60% proportional increase. As a result, its node is labeled as
highly related to the condition or property of group 2. Viewing
the data of the edges, we find that almost all participants with
a high CRP measurement also have a history of hypertension
in both groups. Therefore, high CRP values could be an indicator
for hypertension in both fictional groups. Conversely, only
approximately one-third of participants with a history of
hypertension also show high measurements of CRP. This pattern
of conditional relationship is similar between groups and could
thus be independent of the group definitions, for example,
medical condition and control group.
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Figure 1. An attribute association graph with 2 nodes represented as spheres and 2 edges represented as lines with arrows. The arrow indicates the
target node of the edge. Node parameters are depicted next to the spheres. Labels are shown inside the spheres with one label per line. The edge’s
parameters are depicted on top of the edge. The heading above the edge’s parameters specifies the edge type (MEDIUM_COND_DIFF for medium
conditional difference, HIGH_COND_DIFF for high conditional difference). Absolute counts (groupAbsCounts), relative total shares
(groupRelShareTotals), relative attribute shares (groupRelShareAttrs), difference between relative attribute shares (diffRelShareAttr), quotient between
relative attribute shares (quotRelShareAttr), absolute cooccurrence (groupAbsCoOccurs), relative conditional share (groupRelShareConds), difference
to target relative attribute share (groupDiffTargets), and quotient to target relative attribute share (groupQuotTargets) are depicted as lists with the score
for group 1, followed by the score for group 2. Group 2 is the disease group (posGroup), and group 1 is the control group (negGroup). The color of the
sphere indicates the deviation label of the node: orange (related) and red (highly related). The size of the sphere indicates the frequency label from
medium (frequent) to the largest size (highly frequent). The line thickness indicates the type of edge from medium (medium conditional difference) to
thickest (high conditional difference). Descriptions of all parameter names, edge types, labels as well as color, size and thickness encoding can be found
in the ZFDM repository. CRP: C-reactive protein.

Dashboard
To complement the AAG, we generated a dashboard using the
NeoDash (Neo4j, Inc) [17] toolkit. With the dashboard, users
can investigate the average and distribution of metric variables
across participant groups in more detail. In addition to the
cardiovascular disease and control cohorts, the group of all
participants contained in the Hamburg City Health Study
(HCHS) data set was included. We developed 2 different tabs.
The first tab allows for comparison of participant groups. We
included the sizes of disease and control group. In addition,
variable distributions can be compared between groups. For
this purpose, we applied the following workflow to all metric
variables and participant groups. First, we measured the variable
average within the group. Second, we generated a binned
distribution by rounding the measurements to multiples of 0.1,
0.5, 1, 5, 10, or 50 depending on the SD within the group. Bins
containing <0.5% of the participants or <3 participants are
summarized. We removed distributions without any bins
fulfilling these requirements. The user can select 2 groups and
variables for the distributions shown in the first tab of the
dashboard. The averages of all metric variables for all 3 groups
are shown in the first tab as well. To make them comparable in
a figure, the averages of each variable are normalized by the
maximum average of that variable. In the second tab, the user
can investigate the relationship between 2 variables within a
participant group. For the first variable, the generated binned
distribution across the group is shown. For the second variable,
we use precalculated averages of participants within a bin. The
x-axis of the resulting figure shows the bin values of the first
variable, and the y-axis shows the average value of the second
variable for participants of that bin.

HCHS Data Set and Cohort Selection
To evaluate the AAG and dashboard, we used an exemplary
data exploration workflow of a large epidemiological cohort
study. We compared the results with findings from literature
and standard statistical analysis. The HCHS is a single-center,
prospective, observational, population-based cohort study of
45,000 randomly selected residents of the metropolitan region
of Hamburg, Germany, aged between 45 and 74 years. The
study design has been published [47], and the study is registered
[48]. The study focuses on major chronic diseases, causes for
their development, as well as factors for survival and support
for life in survivorship. The study considers >6000 properties
per participant. The data are raised from 18 examinations,
primarily targeting major organ systems, as well as
questionnaires about medical and family history, physical
condition, dietary habits, lifestyle, and various other topics. The
examinations will be repeated after 6 years to obtain large-scale,
long-term assessments. For this analysis, the HCHS committee
provided a subset of the whole HCHS data set focusing on
cardiovascular and cancer diseases. The subset consists of 524
selected attributes for the first 10,000 participants enrolled in
HCHS, including information about laboratory analyses;
electrocardiography (ECG); magnetic resonance imaging;
vascular ultrasound examinations; blood pressure measurements;
cardiovascular and cancer medical history questionnaires; as
well as dietary, lifestyle and sleeping habits. We selected 131
(25%) of these 524 attributes, translated their descriptions to
English, assigned labels to each variable to broad variable
groups, and added Systematized Nomenclature of Medicine
Clinical Terms [49] or Logical Observation Identifier Names
and Codes [50] codes. When no directly fitting code was found,
we chose the code of a related term. A full list of all variables,
descriptions, labels, vocabulary codes, and data types can be
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freely accessed [46]. In some cases, the reference ranges
calculated for the AAG deviated from the usual reference ranges
known from the literature because of a different value
distribution in the HCHS data set. In these cases, we manually
adjusted the reference intervals according to the Merck Manual
of Diagnosis and Therapy manual [44]. A full list of the adjusted
reference ranges can be found in Table S1 in Multimedia
Appendix 1. In this work, we focused on participants with a
general cardiovascular condition. We included participants in
this cohort who met any of the following criteria: showed any
pathological cardiovascular findings during the cardiac magnetic
resonance imaging examination; had a missing sinus rhythm;
had a finding of atrial fibrillation or flutter in the ECG check;
or reported a medical history of cardiac infarction, coronary
artery disease, angina pectoris, congestive heart failure,
myocarditis, or valvular endocarditis in the questionnaire. As
a result, the disease cohort contained 1917 participants. In
addition, we derived the control group of 8083 participants not
exhibiting any of the conditions and findings.

User Tests

Study Design
We conducted a user test using a mixed methods approach to
evaluate the usability of the AAG. The associated questionnaire
can be found in Multimedia Appendix 2. We did not consider
the proposed dashboard in the user test, as dashboards are widely
used in the medical domain [11,51-53]. The usability testing
consisted of 3 main parts in the following order: (1) in a
30-minute preparation phase, participants independently worked
through the AAG user manual and the Neo4j Bloom overview
website [19]; (2) a semistructured interview with open feedback
questions and user tasks was conducted; and (3) participants
completed the System Usability Scale (SUS) [54]. The SUS is
a standardized and validated instrument for usability testing of
systems, frequently used in this context [25,52,55,56]. The SUS
comprises 10 questions rated on a 5-point Likert scale. The total
score, ranging from 0 to 100, is calculated from all questions
to ensure comparability. With the addition of user tasks and
feedback questions tailored to the AAG, we aimed to create
additional insights on the usability of the specific parts of the
graph as well as observe the data exploration conducted by the
users. The user tasks can be grouped into three categories: (1)
reproducing the introduced labels and metric parameters; (2)
using the application functionalities necessary for exploration;
and (3) conducting a free exploration of 2 AAG subgraphs of
the HCHS data set: first, the 10 nodes with the highest quotient
of relative attribute shares related to the cardiovascular disease
group; and second, the subgraph of nodes regarding laboratory
measurements. The user results for tasks of categories 1 and 2
were evaluated as correct or incorrect by the authors. During
the exploration of the 2 subgraphs, the users were asked to
verbalize their findings, and the results were recorded and
categorized by the authors. The participant answers to the open
feedback questions were also broadly categorized by the authors.

Participant Recruitment
The study participants for the user tests included 10 physicians
from various specialties and fields of activity. This group
comprised 2 anesthetists, 2 cardiologists, 1 neurologist, 1
radiologist, 2 resident doctors in the field of child and adolescent
psychiatry, 1 medical student in the final year, and 1 physician
working in the public health sector. With this heterogeneous
group composition, we aimed for a comprehensive usability
assessment of the presented methods across the clinical field.
The recruitment of participants was conducted on a voluntary
basis, supported by the research team’s network. It was assumed
that the participants had no bias regarding the AAGs, as the
methodology and visualization had not been officially released
and were therefore not used by the participants at the time of
the user test.

Ethical Considerations
The HCHS study was approved by the Ethics Committee of the
Hamburg chamber of physicians (PV5131) and has been
registered at ClinicalTrial.gov (NCT03934957).

Results

Exemplary Data Analysis
We have generated the AAG for the disease and control group
within the HCHS data set based on our definition of a general
cardiovascular disease. In this paragraph, we give an exemplary
data analysis using the graph and some aspects of the dashboard.
This analysis was conducted by the authors of this work
independently of the exploration of users during the usability
test. The analysis is meant to showcase the usability of the graph
representations and is by no means exhaustive. The Neo4j
database dumps, configuration files, and user guide can be freely
accessed [46]. In addition, the software tool used to generate
AAGs was made publicly available [57] and will be presented
in an upcoming publication. To assess the compatibility of the
presented methods with standard statistical inference, we
calculated Pearson correlation coefficients [41], 1-tailed CIs at
the confidence level of 95% using the Fisher transformation
[45], and P values for 1-tailed null hypothesis testing of
statistical independence for all associations discussed in the
following data analysis. The results can be found in Table S2
in Multimedia Appendix 1.

For brevity, we define the cardiovascular disease group as group
A and its control group as group B. Group A contains 1917
participants, and group B contains 8083 participants. The
generated AAG is shown in Figure 2 [14,46]. The nodes labeled
as related or highly related form a cluster in the middle of the
graph with the highest density of edges between them. Most of
the inverse and highly inverse labeled nodes are primarily
located on the periphery of the graph with many interconnections
but few connections to the inner cluster. This observation
indicates a clear distinction highlighted by the graph between
the attributes based on their cooccurrence with cardiovascular
disease within the HCHS data set.
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Figure 2. The attribute association graph describing the cardiovascular disease cohort and control group extracted from the Hamburg City Health Study
data set. Screenshot taken from the Neo4j Browser. Nodes are depicted as spheres, and edges are depicted as lines between spheres. The color of the
sphere indicates the deviation label of the node: vanilla (unrelated), orange (related), red (highly related), turquoise (inverse), and blue (highly inverse).
The size of the sphere indicates the frequency label from the smallest (infrequent) to the largest size (highly frequent). The line thickness indicates the
type of edge from thinnest (low conditional difference) to thickest (high conditional difference). The text inside the node spheres states the variable
name, followed by the value of the attribute. Data and variable descriptions can be found in the ZFDM repository. For a higher-resolution version of
this figure, see Multimedia Appendix 3. Variable descriptions are found in Multimedia Appendix 4.

For a more detailed analysis of this AAG, we focused on the
laboratory results data shown in Figure 3 [14,46]. Within the
graph, 3 nodes are labeled as highly related, along with several
adjacent nodes labeled as related. The nodes representing

glomerular filtration rate <60 mL/min/1.73 m2 (“GFR-CKD,
low”) and creatinine levels >1.2 mg/dL (“creatine, high”) are
identified as highly related and are interconnected. Furthermore,
they are also connected to the node representing elevated
potassium levels >4.15 mmol (“potassium, high”) through high
conditional difference relationships. The presence of a low
glomerular filtration rate, high creatinine, and elevated
potassium levels are all correlated with chronic kidney disease
[58], which in turn is a risk factor for the development of
cardiovascular conditions [58,59]. Thus, all 3 laboratory results
are associated with heart disease in clinical settings [60], which
coincides with the findings presented in this graph. The
respective 95% CIs lie fully above 0 for creatine and potassium
levels and fully below 0 for the glomerular filtration rate. The
relative attribute share of the nodes for glomerular filtration rate

<60 mL/min/1.73 m2 (“GFR-CKD, low”) in group A is, with

12%, more than twice as high as the relative total share. This
indicates missing values for glomerular filtration rate
measurements in participant with a cardiovascular condition.
The related node in the center of Figure 3 (“proBNP, high”)
represents elevated N-terminal prohormone of B-type natriuretic
peptide (proBNP) levels >125 ng/L, which were identified as
a biomarker for cardiac diseases [61]. With 47%, group A has
a 1.7-fold increased relative attribute share for this attribute
compared to group B. The associated CI for the Pearson
correlation coefficient is strictly positive. The node has 3
incoming edges of high conditional difference. Of these 3 edges,
2 describe the relationship between low glomerular filtration
rate and high creatinine levels to elevated proBNP levels.
Participants of group B with 1 of these properties are at least
1.6-fold more likely to show elevated proBNP levels >125 ng/L
compared to general patients of group B. The same pattern can
be observed in group A, which is consistent with the impact of
worsening kidney function on proBNP concentration [62,63].
The CIs of the Pearson correlation coefficient of proBNP and
glomerular filtration rate is strictly negative, and the CI for
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creatinine and proBNP levels is fully positive. The third
incoming edge is of type high conditional difference. It indicates
a relationship between hemoglobin levels <13 g/dL (“HBKC,
low”) and elevated proBNP measurements. Although the node
for low hemoglobin levels is labeled as unrelated, measurements
<13 g/dL appear with a 1.4-fold increase in group B compared
to group A. The associated CI is close to, but fully above, 0.
Interestingly, participants of both groups with low hemoglobin
levels are approximately 1.5-fold more likely to exhibit high
proBNP measurements compared to general participants of their
group, a phenomenon observed in other studies [64-66]. The
Pearson correlation coefficient CI for proBNP and hemoglobin
levels are close to, but fully below, 0. Overall, these 3
relationships confirm that while elevated proBNP levels serve
as a biomarker for cardiac conditions, other factors may also
contribute to its elevation.

Figure 4 was extracted from the dashboard and discloses the
relationship of hemoglobin and proBNP levels across the whole

data set in more detail. Average proBNP values increase for
participants with hemoglobin levels <13 g/dL. Interestingly,
proBNP levels also increase in participants with high
hemoglobin values >17 g/dL. For further investigation, we
returned to the graph and inspected the node (“HBKC, high”)
for high hemoglobin levels >15.5 g/dL. This threshold is
exceeded by 21.5% of the participants in group A and by only
15.3% of the participants in group B. These observations align
with the calculated, strictly positive CI and findings of other
studies associating high hemoglobin concentrations with
cardiovascular disease [67,68]. The third node (“cholesterol,
low”), which is labeled as highly related, can be seen in the
lower center of Figure 3. It represents total cholesterol levels
<150 mg/dL, which is exhibited by 16.3% of group A and only
5.5% of group B. Conversely, total cholesterol levels >200
mg/dL are observed in 47.3% of group A and 61.2% of group
B. As a result, the corresponding node (“cholesterol, high”) is
labeled as inversely related.

Figure 3. A subgraph of the full attribute association graph describing the cardiovascular disease cohort and control group extracted from the Hamburg
City Health Study data set. Screenshot taken from the Neo4j Browser. Only nodes representing laboratory measurements and edges between them are
shown. The color of the sphere indicates the deviation label of the node: vanilla (unrelated), orange (related), red (highly related), turquoise (inverse),
and blue (highly inverse). The size of the sphere indicates the frequency label from the smallest (infrequent) to the largest size (highly frequent). The
line thickness indicates the type of edge from thinnest (low conditional difference) to thickest (high conditional difference). The text inside the node
spheres states the variable name, followed by the value of the attribute. Data and variable descriptions can be found in the ZFDM repository. CKD:
chronic kidney disease; CRP: C-reactive protein; GFR: glomerular filtration rate; HBKC: hemoglobin level; HDL: high-density lipoprotein; LDL:
low-density lipoprotein; proBNP: prohormone of B-type natriuretic peptide. For a higher-resolution version of this figure, see Multimedia Appendix
5. Variable descriptions are found in Multimedia Appendix 4.
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Figure 4. (A) Distribution of hemoglobin levels (g/dL) across all participants of the Hamburg City Health Study data set. (B) The average N-terminal
prohormone of B-type natriuretic peptide (proBNP) level (ng/L) per participant of the data set with a rounded hemoglobin level specified on the x-axis.
This figure is a screenshot from the dashboard.

However, in Figure 5, we can observe that the highest number
of participants in both groups exhibit a slightly elevated total
cholesterol level of 210 mg/dL. Next, we inspected the 2 nodes
(“CholLDL, normal” and “CholLDL, high”) for low-density
lipoprotein (LDL) cholesterol levels. Measurements >130 mg/dL
(“CholLDL, high”) appear with a 1.3-fold increase in group B.
LDL cholesterol levels <130 mg/dL (“CholLDL, normal”)
appear in 68.1% of group A and 59.7% of group B. These
observations are peculiar because elevated total and LDL
cholesterol are commonly recognized as important risk factors
for cardiovascular diseases [69-73]. A similar pattern can be
inferred from the 2 nodes (“CholHDL, low” and “CholHDL,
high”) for measurements of high-density lipoprotein (HDL)
cholesterol. Levels <45 mg/dL appear with a 1.7-fold increase
in group A, whereas measurements >83 mg/dL showed a
1.8-fold increase in group B. This observation coincides with
the widely accepted inverse association of HDL levels with
cardiovascular diseases [74,75]. It is noteworthy that the nodes
for high LDL and HDL cholesterol levels share an edge with
the node for high total cholesterol levels. The same holds true
for low HDL, normal LDL, and low total cholesterol
measurements. These edges are all labeled with “high

conditional difference.” The CIs for all 3 cholesterol
measurements and the membership to group A are strictly
negative. The CIs for total cholesterol levels and HDL as well
as LDL cholesterol measurements are strictly positive, with the
correlation coefficient of LDL and total cholesterol being close
to 1. In summary, reduced overall cholesterol, LDL cholesterol,
and HDL cholesterol levels appear more often in the
cardiovascular disease group compared to the control group and
are associated with each other. As stated earlier, this observation
contradicts the commonly accepted association of elevated
overall and LDL cholesterol with cardiovascular diseases. It
could be attributed to the widely used therapy with statins [76],
which mainly targets the reduction of LDL and overall
cholesterol [77]. On the basis of this idea, the high conditional
difference relation between elevated creatinine levels and low
total cholesterol measurements found in Figure 3 and the
associated strictly negative CI for the Pearson correlation
coefficient could be explained by statin-associated muscle
symptoms [78]. However, additional information about the
medication history of the participants would be required and
could be a starting point for further investigation.
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Figure 5. (A) Distribution of total cholesterol levels (mg/dL) for the cardiovascular disease group (group A) and (B) its control group (group B) derived
from the Hamburg City Health Study data set. This figure is a screenshot taken from the dashboard.

User Tests
The participants indicated a work experience in the current field
ranging from 1 to 10 years, with an average of 5.8 years. The
data exploration tools mostly used by the participants were
SPSS (IBM) [79], R [80], and Microsoft Excel (Microsoft) [81].
No users mentioned any prior experience with graph-based
statistical analysis tools. The results of the user test can be found
in Multimedia Appendix 3.

In Figure 6, the results of the SUS questionnaire are shown and
range from 62.5 to 85.0. The mean of 70.5 indicates the passing
of usability criteria [82] and a rating of “good” usability [83].
In addition, physicians rated the user-friendliness on a scale
from 1 (very bad) to 10 (very good), with a mean of 7.0 in
accordance with the SUS results.

In Figure 7, the percentage of the 10 participants with successful
completion is shown for each user task. The average score across
all tasks is 81.4%, with 6 (86%) of 7 navigation tasks being
correctly completed by all participants. However, only 20%
(2/10) of participants queried successfully for the 10 nodes most
statistically associated with the disease group by the quotient
of relative attribute shares. Regarding the description tasks of
category 1, all but 1 task of reproducing label and parameter
meaning was completed by at least 70% (7/10) of users. An
exception was task C3.2 where participants should describe the
meaning of the edge parameter for the difference of relative
conditional share and relative attribute share of the target node.

This task was only completed correctly by 30% (3/10) of the
participants. In addition, only 30% (3/10) of the participants
found the parameter names for nodes understandable, and only
10% (1/10) of the participants classified the edge parameter
names as clear.

During the free data exploration, all participants noticed the
unusually low levels of total and LDL cholesterol in the
cardiovascular disease group compared to the control group,
which is also discussed during the exemplary data analysis
conducted by the authors. In addition, 40% (4/10) of the
participants suspected this association to be caused by
medication not represented in the data set. Overall, 60% (6/10)
of the participants discussed ECG signals, and 60% (6/10) of
the participants discussed kidney metabolism. Moreover, 70%
(7/10) of the physicians mentioned the results of their data
exploration to be plausible, except for total and LDL cholesterol
unprompted. Regarding the answers to the open feedback
questions, 80% (8/10) of the participants mentioned the colors
and sizes of nodes to be helpful, and 40% (4/10) of the
participants referred to the display of attribute connections as
edges becoming apparent. Moreover, 30% (3/10) of the
participants mentioned the benefit of initial data exploration
without the need for numerical values. As to disadvantages of
the AAG, 30% (3/10) of the users mentioned the edge definitions
being hard to understand, 20% (2/10) assessed the graphs to be
too crowded to get a good overview, and 20% (2/10) stated that
they would need more practice to use the tool efficiently.
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Figure 6. The System Usability Scale (SUS) score for each of the 10 participants of the user test. In addition, the average score is represented by a
horizontal dashed line in red.

Figure 7. Correct task completion by participants during the user test in percentage. Task numbering is taken from the questionnaire. A short description
of the tasks is given on the left. Bars for description and reproduction of labels and metrics (task category 1) are depicted in turquoise. Bars for graph
navigation tasks (task category 2) are depicted in pink. Average percentages of correct tasks are plotted as dashed lines for description, navigation, and
all tasks.
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Discussion

Principal Findings
In this work, we presented the AAG for visual exploration of
medical data sets using disease and control cohorts. The graph
structure represents attributes as nodes and identifies as well as
visually highlights attributes, which are linked to the observed
disease by robust statistical metrics. Relations between attributes
are captured as edges by conditional frequencies. As a result,
attributes associated with the observed disease are visually
clustered and clearly separated from attributes, which are
associated with the control group. The graph structure detects
and handles missing values without the need for data deletion.

The usability of the AAG and dashboard was assessed using an
exemplary data analysis. All but 1 association of laboratory
measurements and cardiovascular diseases extracted from the
HCHS data set are in line with findings from the literature. The
exceptions are unusually low total and LDL cholesterol levels
in participants with cardiovascular disease, which might be
caused by lipid-lowering therapy. All results extracted from the
AAG were confirmed by standard statistical inference using
null hypothesis testing and CI for the Pearson correlation
coefficient. In addition, a user test with physicians was
conducted using the standardized SUS questionnaire,
nonstandardized open feedback questions as well as user tasks,
and a free data exploration. The SUS score of 70.5% and average
successful task completion of 81.4% show a general acceptance
and good usability of the AAG. After the initial 30-minute
preparation period, all users were able to navigate the graph and
could extract medical knowledge that they considered plausible
and meaningful. In addition, all participants identified the
unusual lipid levels in participants of the cardiovascular disease
group and some suspected medication not represented in the
data set to be the cause. The encoding of statistical results by
color, size, and clustering of nodes as well as thickness of edges
was seen as helpful by the users. The users regarded the tool as
useful for accessible hypothesis formation during the initial
research phase.

Comparison With Prior Work
Other existing data-driven approaches based on graph structures
focus mainly on the connection of different data sources as
knowledge graphs [23,24,26] or direct clinical decision support
through outcome prediction [27,31,35,38,84-86]. To our
knowledge, a graph structure capturing statistical measurements
of a medical data set using disease and control cohorts with a
clear focus on interpretability and visualization is a novel
approach. In addition, as our proposed methods consider single
attributes and pairs of attributes, they are robust to
high-dimensional data, which pose a problem for many other
statistical models applied to the medical domain [87]. We
believe that the usability of graph-based visualizations in the
medical field is rarely assessed using standardized tests such as
the SUS questionnaire. The only other results known to the
authors reported a slightly lower SUS score of 64.4 [25].

Regarding the graph-based statistical framework, we see our
work closest related to Bayesian networks [29] and association
rule learning [36]. While Bayesian networks can hold strong

predictive power [88], the choice of prior distribution and
sensitivity to data quality can be challenging for clinicians [89].
In association rule learning, conditional relationships between
attributes are partially expressed through the confidence
parameter, which is quite similar to our methodology in that
regard. However, we enrich the added condition with semantics
by calculating difference and quotient to the unconditional
relative frequencies. Finally, none of the 2 methods measure
statistical differences between disease and control cohorts. We
believe this to be vital in our approach for generation of insight
and adoption in the medical domain.

Limitations
We intended the AAG and dashboard as a compact visualization
for data exploration in the initial phase of research projects. We
aimed to incorporate easily interpretable, robust metrics in the
form of conditional and unconditional absolute and relative
frequencies as well as their deviations between disease and
control cohorts. However, because of this choice of metrics, the
accuracy could be lower when used in prediction tasks compared
to, for example, Bayesian networks or other nonlinear models.
In addition, CIs and null hypothesis significance testing play a
key role in statistical inference of medical data [90]. They are
not incorporated into the methods presented here but could be
a follow-up to the initial exploration using the AAG. Finally,
temporal data cannot be handled with the proposed methodology
in the current form, and Markov models [33] could be applied
instead.

Regarding the usability of the visualization, the results of the
user test indicate a need for simplification of the parameter
names regarding the statistical measurements. In addition, the
comparison of conditional and unconditional frequencies
captured in the edges of the graph structure was not accessible
enough for the users. Moreover, the prompt for retrieval of
nodes most associated with one of the groups was considered
too lengthy by the users. The authors will incorporate this
valuable feedback in the next update iteration of the presented
methods.

Conclusions
In this work, we introduced the AAG, a novel graph-based
representation of statistical data combined with a dashboard.
These structures can be visually explored and allow for data
analysis tailored to the needs of the medical domain. The
usability of the graph structure and dashboard was confirmed
by user tests conducted with physicians. In addition, the validity
of the incorporated statistical analysis was assessed through an
exemplary data analysis of a large epidemiological study, and
its compatibility with standard statistical methodology and
findings from the literature was established. For the future, it
might be of interest to enable clinicians in generating their own
AAGs without the need for programming experience as an
extension to their existing data analysis workflow. To achieve
this, we developed a software package [57], which will be
presented in an upcoming publication. We think that accessible
data analysis and intuitive presentation for clinicians and patients
is the way forward in a world of ever-growing data availability
and complexity.
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Multimedia Appendix 1
Attribute association graph filter criteria, manually adjusted reference ranges, Pearson correlation coefficients, CIs at the confidence
level of 95% using the Fisher transformation, and P values for 1-tailed null hypothesis testing of statistical independence.
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Multimedia Appendix 2
User test questionnaire.
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Multimedia Appendix 3
The attribute association graph describing the cardiovascular disease cohort and control group extracted from the Hamburg City
Health Study data set. Screenshot taken from the Neo4j Browser. Nodes are depicted as spheres, and edges are depicted as lines
between spheres. The color of the sphere indicates the deviation label of the node: vanilla (unrelated), orange (related), red (highly
related), turquoise (inverse), and blue (highly inverse). The size of the sphere indicates the frequency label from the smallest
(infrequent) to the largest size (highly frequent). The line thickness indicates the type of edge from thinnest (low conditional
difference) to thickest (high conditional difference). The text inside the node spheres states the variable name, followed by the
value of the attribute. Data and variable descriptions can be found in the ZFDM repository.
[PNG File , 4960 KB - medinform_v12i1e49865_app3.png ]

Multimedia Appendix 4
Variable descriptions for Figures 2 and 3.
[XLSX File (Microsoft Excel File), 24 KB - medinform_v12i1e49865_app4.xlsx ]

Multimedia Appendix 5
A subgraph of the full attribute association graph describing the cardiovascular disease cohort and control group extracted from
the Hamburg City Health Study data set. Screenshot taken from the Neo4j Browser. Only nodes representing laboratory
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measurements and edges between them are shown. The color of the sphere indicates the deviation label of the node: vanilla
(unrelated), orange (related), red (highly related), turquoise (inverse), and blue (highly inverse). The size of the sphere indicates
the frequency label from the smallest (infrequent) to the largest size (highly frequent). The line thickness indicates the type of
edge from thinnest (low conditional difference) to thickest (high conditional difference). The text inside the node spheres states
the variable name, followed by the value of the attribute. Data and variable descriptions can be found in the ZFDM repository.
CKD: chronic kidney disease; CRP: C-reactive protein; GFR: glomerular filtration rate; HBKC: hemoglobin level; HDL:
high-density lipoprotein; LDL: low-density lipoprotein; proBNP: prohormone of B-type natriuretic peptide.
[PNG File , 1350 KB - medinform_v12i1e49865_app5.png ]

Multimedia Appendix 6
Results of the user test.
[XLSX File (Microsoft Excel File), 25 KB - medinform_v12i1e49865_app6.xlsx ]
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Abstract

Background: Leveraging electronic health record (EHR) data for clinical or research purposes heavily depends on data fitness.
However, there is a lack of standardized frameworks to evaluate EHR data suitability, leading to inconsistent quality in data use
projects (DUPs). This research focuses on the Medical Informatics for Research and Care in University Medicine (MIRACUM)
Data Integration Centers (DICs) and examines empirical practices on assessing and automating the fitness-for-purpose of clinical
data in German DIC settings.

Objective: The study aims (1) to capture and discuss how MIRACUM DICs evaluate and enhance the fitness-for-purpose of
observational health care data and examine the alignment with existing recommendations and (2) to identify the requirements
for designing and implementing a computer-assisted solution to evaluate EHR data fitness within MIRACUM DICs.

Methods: A qualitative approach was followed using an open-ended survey across DICs of 10 German university hospitals
affiliated with MIRACUM. Data were analyzed using thematic analysis following an inductive qualitative method.

Results: All 10 MIRACUM DICs participated, with 17 participants revealing various approaches to assessing data fitness,
including the 4-eyes principle and data consistency checks such as cross-system data value comparison. Common practices
included a DUP-related feedback loop on data fitness and using self-designed dashboards for monitoring. Most experts had a
computer science background and a master’s degree, suggesting strong technological proficiency but potentially lacking clinical
or statistical expertise. Nine key requirements for a computer-assisted solution were identified, including flexibility,
understandability, extendibility, and practicability. Participants used heterogeneous data repositories for evaluating data quality
criteria and practical strategies to communicate with research and clinical teams.

Conclusions: The study identifies gaps between current practices in MIRACUM DICs and existing recommendations, offering
insights into the complexities of assessing and reporting clinical data fitness. Additionally, a tripartite modular framework for
fitness-for-purpose assessment was introduced to streamline the forthcoming implementation. It provides valuable input for
developing and integrating an automated solution across multiple locations. This may include statistical comparisons to advanced
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machine learning algorithms for operationalizing frameworks such as the 3×3 data quality assessment framework. These findings
provide foundational evidence for future design and implementation studies to enhance data quality assessments for specific
DUPs in observational health care settings.

(JMIR Med Inform 2024;12:e57153)   doi:10.2196/57153

KEYWORDS

data quality; fitness-for-purpose; secondary use; thematic analysis; EHR data; electronic health record; data integration center;
Medical Informatics Initiative; MIRACUM consortium; Medical Informatics for Research and Care in University Medicine; data
science; integration; data use; visualization; visualizations; record; records; EHR; EHRs; survey; surveys; medical informatics

Introduction

Insight Into Medical Informatics in Research and Care
in University Medicine Data Integration Centers and
Data Use Projects
The German Medical Informatics Initiative (MI-I) [1] was
launched by the German Federal Ministry of Education and
Research to enhance digital health and clinical research
infrastructure advancements in Germany. This initiative
comprises multiple large consortia. The Medical Informatics in
Research and Care in University Medicine (MIRACUM)
consortium [2] is among the MI-I consortia that focus on
integrating clinical and research data to enhance patient care
and facilitate data-driven medical research at German university
hospitals. However, MIRACUM includes 10 university hospitals
and further medical research institutions across Germany, all
of which instantiate medical Data Integration Centers (DICs).
The DICs are crucial in gathering, harmonizing, and integrating
clinical data from various source systems, including electronic
health records (EHRs), clinical imaging systems, and other
health-related databases. Additionally, the DICs’ efficient data
pipelines support uniform and secure data storage, enabling
significant privacy-preserved sharing and analysis of patient
data.

Among others, a cornerstone of the MIRACUM consortium’s
mission is also to foster data-driven medical research and the
improvement of clinical patient care through the implementation
of data use projects (DUPs). The DUPs use integrated and
harmonized clinical data to answer pertinent research questions,
such as identifying patterns, creating predictive models, or
supporting evidence-based decision-making in the clinical field.
Some of the key investigation areas of focus in the MIRACUM
DUPs’ applications so far include personalized medicine [3-5],
clinical decision support [6-10], disease monitoring and
surveillance [11], drug safety and pharmacovigilance [12],
population health management [11], and translational research
[13]. Ensuring an appropriate level of data quality (DQ) is
imperative for the successful execution of DUPs that use
MIRACUM DICs’ clinical data, particularly during the
development and implementation of data
extraction-transformation-loading [14] processes.

Evaluating the DQ Impact on Secondary Use:
Emphasis on Fitness-for-Purpose
Despite the establishment of robust data integration pipelines
within each of the MIRACUM DICs [2,15], improving the
fitness-for-purpose of generated data requires overcoming the

challenges related to DQ for specific DUP purposes. As a crucial
determinant for generating credible evidence [16], high-quality
data are essential for drawing sound conclusions. This ensures
that a larger target group, for instance, clinicians, health care
providers, or givers, may rely on research findings. Conversely,
compromised DQ [17] can lead to erroneous results, harmful
treatment decisions, or a loss of public trust in the scientific
community. However, several studies [18-22] have presented
and discussed frameworks and methodologies about how to
assess and ensure the quality of EHR data. It remains crucial to
gauge the fitness of clinical data to enable achieving designated
medical DUP objectives. In the context of observational DIC
data-driven studies, for instance, ensuring DQ is of high
importance to ensure the validity of the study results, which can
emerge as a paramount challenge to overcome. Weiskopf and
Weng [20] and Kahn et al [22] emphasized the relevance of
adhering to the recommended references, such as the 3×3 data
quality assessment (DQA) framework [21], when using EHR
data to pursue specific research inquiries. Nevertheless, these
current approaches might not comprehensively address the
subjective understanding of data fitness that may arise from the
diverse backgrounds of secondary data users.

The definition of fitness-for-purpose of clinical data might
emphasize greater complexity depending on the requirements
of the intended data use or research question to be investigated.
In certain DUP contexts, clinical data may be considered as “fit
for purpose,” when all eligible patients simply present complete
information about specific treatments. In other DUP scenarios,
a plausible correlation between these treatments and certain
specific diagnostic indicators, laboratory outcomes, or
caregiver-related metadata may be additionally required. Girman
et al [23] proposed a definition for EHR data fitness-for-purpose,
which can be summarized in two dimensions: (1) relevance and
(2) reliability. The first dimension, relevance, ensures that the
target data elements are available, and a sufficient number of
representative patients are present for the study. The second
dimension, reliability, verifies whether the data to be used are
sufficiently accurate, complete, and traceable (provenance).

However, the interpretation of what constitutes “fitness,” and
how to assess it, can substantially vary across different
professional domains. For example, a computer scientist might
prioritize the algorithmic reliability of data, whereas health care
providers might pay attention to the clinical relevance of the
data to patient care. These differing perspectives can profoundly
affect the ways of assessing data fitness, highlighting the need
for more empirical investigation in this domain, especially in
multidisciplinary settings such as those of the MIRACUM DICs.
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Prior Works, Contemporary Overview of DQ, and
Existing Research Gaps
Against the backdrop described in the previous section, a
dynamic DQA tool was designed and implemented [14,24],
during the earlier stages of the MIRACUM project, based on
the DQA framework suggested by Kahn et al [22]. This tool
allows for capturing and assessing DQA metrics, including data
completeness, conformance, and plausibility checks, between
data sources and target systems to validate DICs’
extraction-transformation-loading processes. Additionally, it
facilitates cross-location comparisons of DQ distributions.
Furthermore, conducting a DQA study that included comorbidity
analysis [25] enriched our initial understanding of strategies to
assess the DQ for specific research purposes. However, these
significant efforts have yet to comprehensively provide a
workable solution for automated assistance for assessing the
fitness of DIC data to complete the ongoing or upcoming DUPs.

To bridge the divide between current practices and required
improvements, it is imperative to initially capture and understand
the activities applied by the MIRACUM DICs to assess and
report about the data fitness-for-purpose throughout the data
delivery process. Therefore, Reynolds et al [26] introduced
objective considerations for evaluating the data
fitness-for-purpose, but the authors did not delve deeper into
how the DQ checks could be performed based on the research
question criteria set by the researchers in an automated way. In
contrast, Cho et al [27] developed a fitness-for-purpose tool
that assesses data completeness, which may be more practical
than intrinsic DQA tools. The predictive data completeness, as
proposed by Weiskopf et al [21], which aims to assess, for
instance, the impact of missing documentation of data elements
such as chronic diseases on the prediction of clinical events,
was scarcely addressed. Furthermore, Raman et al [28]
suggested conducting study-specific fitness-for-purpose
assessment in the early stage of trials and sharing the results in
a transparent manner. Nevertheless, knowing whether and how
these assessments correlate with successful trials could be
valuable. Despite these insights, there is a considerable benefit
in exploring common practices and prerequisites for creating a
universally deployable solution, spanning multiple sites and
systems, and automating the assessment of data
fitness-for-purpose.

This research addresses several benefits. On the one hand, it is
the first qualitative empirical investigation, gathering and
analyzing the experiences in the assessment of data
fitness-for-purpose in German medical DICs. This offers the
opportunity to gain valuable information about possible existing
solutions, challenges, and observable deficits, in comparison
with internationally established evidence [21,27,28]. On the
other hand, this allows for the investigation of relevant
practice-oriented requirements for the development of an
evidence-based tool that would enable an automated holistic
assessment for DIC data fitness-for-purpose.

Research Aims
In light of the aforementioned research landscape, this
investigation seeks to identify and describe (1) to what extent
do the MIRACUM DICs address the fitness-for-purpose of
observational health care data and how do the applied
approaches contrast with existing recommendations and (2)
what key requirements are necessary to develop an automated
system within the MIRACUM DICs for assessing the
fitness-for-purpose of EHR data for research or clinical
applications.

Methods

Approach Overview
In this section, we detail the methods used to address the
research questions described previously. This encompasses
outlining the ethical considerations, the study design, the study
sample, and the procedures used to gather and qualitatively
analyze the data.

Ethical Considerations
The study did not require formal ethics approval from the Ethics
Committee II of the Medical Faculty Mannheim at the
University of Heidelberg, as it involved anonymized data
collection that complies with the requirements of the
professional code for physicians and the General Data Protection
Regulation. Informed consent was obtained from all participants
for the participation in the survey on assessing the quality of
observational data for secondary use. All data were deidentified
to ensure privacy and confidentiality, with no personal
information collected or published, and participants received
no compensation.

Study Design
In the course of this investigation, we performed a qualitative
study. Therefore, we meticulously implemented a survey across
all 10 medical DICs participating in the MIRACUM consortium.
Adhering to the directives outlined in the GESIS (Society of
Social Science Infrastructure Institutions) survey guideline
version 2.0 [29], we developed a survey instrument consisting
of 6 open-ended questions (refer to Textbox 1). Such a format
facilitates respondents’ ability to articulate their perspectives
unrestrictedly, thereby fostering the acquisition of valuable
insights and preventing the proliferation of superfluous response
alternatives [29]. The instrument was formatted into a
questionnaire that was distributed to all participating DIC
locations. An accompanying guide was additionally provided
during the survey dissemination, which outlined the expected
time for the survey completion, the preference for
keyword-oriented responses, the intended deadline for response
submission, and background information regarding the survey
(Multimedia Appendix 1).
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Textbox 1. Overview of the survey questionnaire.

Metadata related to the location and survey

• Location name

• Data Integration Center (DIC) data quality (DQ) officer

• Deadline

• Survey feedback completion date

Metadata related to the survey respondents

• Gender

• Educational background

• Highest degree

• Years of experience with data quality assessment (DQA)

• Years of experience with observational data fitness-for-purpose assessment

Survey questions

• Question 1: On average, how many data requests or local data use projects are handled at your site DIC per quarter?

• Question 2: Which contents are mostly in focus in your local data use projects (eg, care evaluation in transfusion medicine), and which data
repositories are most frequently queried in this context (Informatics for Integrating Biology and Bedside, Observational Medical Outcomes
Partnership, Fast Healthcare Interoperability Resources, etc)?

• Question 3: How are data use project–specific DQ requirements collected from the perspective of data requesters at their DIC?

• Question 4: In addition to the current Medical Informatics for Research and Care in University Medicine DQA tool, what tools or technical
approaches do you use for data use project–specific DQA?

• Question 5: What measures are taken at your location to communicate with data requesting sites about the quality of provided data for the intended
purpose, so that data requesters have opportunities to estimate the fitness of the data to complete the intended project?

• Question 6: What would be their expectations or requirements for a fitness-for-purpose cross-site DQ framework that you could adopt in the
future to measure DQ related to their data use projects?

Sample
All medical DICs from the 10 university hospitals affiliated
with the MIRACUM consortium were invited to participate in
the survey. For each DIC (MIRACUM site), the responsibility
of completing the survey was delegated to potential participants.
The participants were specialized professionals with expertise
in DQ, responsible for evaluating and enhancing the quality of
observational data for secondary use within their respective DIC
in the context of intern- or cross-location DUPs. While each
DIC submitted a single survey response detailing their practice
related to assessing data’s fitness-for-purpose, they had the
flexibility to involve 1 or multiple participants based on their
availability during the data collection period.

Data Collection
We conducted the data collection from April 15 to June 15,
2022, using a survey questionnaire comprised of 6 open-ended
questions. To streamline the survey process for all participating
sites and to maintain clear documentation of the participant’s
responses, we used Atlassian Confluence (version 7.13.11) [30]
as our documentation software.

The data collection process was initiated by extending formal
invitations to the DICs through email. These invitations included
a link directing to a confluence main page, which outlined the
objectives of the survey and provided instructions on how to
respond to the survey questions. Additionally, each participating

location had access to a distinct embedded confluence-landing
subpage, structured with 2 information entry areas. The first
input area enabled the entry of meta-information, collecting
demographic data on each participant involved in the survey.
These included gender, educational background, highest degree
obtained, and years of experience in DQA and
fitness-for-purpose evaluation. The second area was devoted to
gathering specific responses to the 6 open-ended survey
questions. Upon completing the meta-information provision
and responding to the survey questions, the involved participants
completed the survey by submitting their site response and
documenting the date of completion.

The survey specifically inquired about the quarterly frequency
and current objectives driving observational DUPs within the
DICs. Our inquiry was guided by the 3×3 EHR DQA guideline
by Weiskopf et al [21], which illustrates the project-specific
nature of data fitness evaluations for particular uses. This
framework served as a preliminary theoretical basis for our
study, allowing us to explore how DICs manage and align data
requester expectations concerning observational DQ throughout
the data lifecycle—from the initial request to the final delivery.
In addition to examining the procedural aspects of DUP-related
DQ management, our survey aimed to uncover the underlying
mechanisms through which DICs implement and communicate
the fitness-for-purpose of data within research and clinical
teams. Additionally, we sought to identify the standards required
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by each DIC for a scalable, automated solution to assess and
report on data fitness-for-purpose in the MIRACUM DUP
context.

Data Analysis
We analyzed the data using the thematic analysis (TA) method
suggested by Braun and Clarke [31,32]. This approach was
strategically chosen to identify and rectify any potential errors
in the coding process. This methodology aligns with best
practices recommended for qualitative research and is supported
by precedents established in similar studies [31-33]. The TA
framework offers practical and meaningful steps to deeply
understand the common thoughts, experiences, or behaviors
[34] among the specific cohort of participants.

Following the TA framework of Braun and Clarke [32], our
analysis progressed through 6 structured stages, including data
familiarization, initial codes generation, theme identification,
theme review, theme definition and naming, and report writing
[32,34]. First, we familiarized ourselves with the material
through multiple, exhaustive readings of each location’s
feedback and took targeted notes. This facilitated the jotting
down of early impressions. Second, we generated initial codes
by manually classifying each relevant data segment. In this
context, we proposed an initial coding concept (Table 1), which
we created based on the vivo coding [34] (verbatim coding)
method. This consisted of codes derived from the data by mainly
using the language and terminology used by the study
participants. This approach helped encapsulate codes reflecting
the perspectives and actions expressed by the study participants.
Throughout this process, there were numerous iterative
discussions within the research team. Third, we used a dynamic

approach to combine, compare, and analyze each of the
generated code. This interpretive process enabled to inductively
derive appropriate themes that have a concise and meaningful
connection to the survey data. However, we ensured the themes
also accurately reflected the entire data set. In the fourth step,
we thoroughly reviewed these themes, ensuring that each theme
has sufficient commonality, coherence, and distinctiveness to
each other. In the fifth step, we assigned descriptive and accurate
titles to each theme, enabling a comprehensive illustration of
the key information of participants’ responses. Finally, in the
sixth step, we created this manuscript as part of a TA-guided
qualitative data analysis process. The condensed analytical
process documentation is included in Multimedia Appendix 2.
The main objective of the initial coding was to ascertain the
reliability and accuracy of the framework prior to its application
to a larger data set, thereby enhancing the overall integrity and
validity of the research findings. Furthermore, the research team
collaboratively discussed and refined the initial coding to avoid
overlapping with other codes. This supported the refinement of
the initial coding to the final code (see Results section). This
increased both the relevance and the representativeness of the
inductively generated themes and codes in light of the large
information corpus provided by the participating DIC locations.
The final codes are presented in the Results section of this paper.

We migrated the aggregated data from the confluence platform
into a comprehensive Microsoft Word document for in-depth
analysis (Multimedia Appendices 2 and 3). The collected data
from the first survey question were analyzed using the
open-source software RStudio (Posit) [35]. The scripts used for
this analysis are presented in Multimedia Appendix 4.

Table 1. Initial coding.

Illustrating examples of key termsSelected preliminary codes

Clinical research, clinical trials, and observational studiesClinical research purposes as primary emphasis of
data use projects

Mutual control and the involvement of an independent personApplying the 4-eyes principle

Data portal, integration portal, and information dashUsing overview dashboard

Plausibility checks, data verification, and data items comparisonsCheck for data plausibility

Data quality comparison between data sources and target systemsSystem comparisons

In-depth examination of data completeness, data conformity, and data correctness (including
plausibility) with regard to an intended data use

Data consistency checks

Collection and documentation about where the data came fromData provenance collection

Results

Overview
This study involved all 10 MIRACUM DICs including 17
participants. The greatest proportion of the participants were
male (11/17, 65%), had backgrounds in computer sciences (8/17,
47%), and held a master’s degree (6/17, 35%). On average, the
participants had 3.7 (SD 5.3) years of experience in assessing
DQ and 1.3 (SD 1.5) years in evaluating data
fitness-for-purpose. The study also revealed that most
MIRACUM-affiliated DICs conduct 2 to 5 DUPs quarterly,
with a single location handling up to 20 DUPs in the same

timeframe. Additionally, the analysis identified 27 codes
grouped into 6 themes.

Scope of Participants
Of the 10 MIRACUM DIC sites solicited for participation, all
accepted to engage in the study. In total, 17 participants agreed
to respond to the survey questionnaire. Table 2 presents the
demographic characteristics of the participants and shows the
distribution of their years of experience in assessing both general
DQ and data fitness-for-purpose.

Table 3 shows an overview of the DUP frequencies across the
MIRACUM DICs. The MIRACUM-affiliated sites have
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undertaken an average of 5.8 (SD 6.5) DUPs on a quarterly
basis, with a few sites executing up to 15 or 20 DUPs within

the same timeframe. One DIC did not conduct any DUP.

Table 2. Overview of respondent’s metadata (N=17).

ValuesFeatures

Sex, n (%)

11 (65)Male

4 (23)Female

0 (0)Others

2 (12)Missing

Educational background, n (%)

8 (47)Informatics related

1 (6)Statistics related

2 (12)Health related

1 (6)Others

5 (29)Missing

Highest degree, n (%)

1 (6)Doctoral grade

6 (35)Master

3 (18)German “Diplom”

1 (6)Bachelor

1 (6)Vocational training

5 (29)Missing

Years of experience with data quality assessment

3.7 (5.3)Mean (SD)

0-20Range

Years of experience with observational data fitness-for-purpose assessment

1.3 (1.5)Mean (SD)

0-4Range
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Table 3. Quarterly distribution of data use project frequencies across the Medical Informatics for Research and Care in University Medicine (MIRACUM)
Data Integration Centers as of May 2022.

Values (n=58)DUPa frequencies

MIRCAUM sites, n (%)

20 (34)MIRACUM site 1

3 (5)MIRACUM site 2

15 (26)MIRACUM site 3

4 (7)MIRACUM site 4

2 (4)MIRACUM site 5

3 (5)MIRACUM site 6

4 (7)MIRACUM site 7

0 (0)MIRACUM site 8

6 (10)MIRACUM site 9

1 (2)MIRACUM site 10

Summary statistics

58 (100)Total of DUP frequencies, n (%)

5.8 (6.5)Mean (SD)

0-20Frequency range

aDUP: data use project.

Thematic Representation of Data

Overview
This subsection presents a thematic representation of findings
derived from responses in the MIRACUM DICs. Through a
comprehensive coding process, we identified 27 distinct codes,
which were subsequently organized into 6 key themes. These
themes approach various relevant aspects of assessing the fitness
for use of EHR data within the context of DUPs. Below is an
overview of the identified themes: objectives of DUPs in
MIRACUM DICs, use of heterogeneous types of data
repositories, strategies for gathering DUP-specific DQ criteria,
methods for evaluating the data fitness-for-purpose, existing
implementations and reporting mechanisms for data
fitness-for-purpose, and requirements for a scalable data
fitness-for-purpose assessment solution. Results are presented
below, summarized and illustrated with quotes from site
feedback, aligned with the COREQ (Consolidated Criteria for
Reporting Qualitative Research).

Objectives of DUPs in MIRACUM DICs
Most MIRACUM sites (8/10, 80%) reported that DUPs
primarily engaged in clinical research, with a focus on the
analysis of clinical events, the assessment of health care quality,
and the development of prediction models for clinical
associations. The participating sites provided detailed accounts
of their research activities.

The MIRACUM site 4 underscored, for instance, the relevance
of qualifying research questions and quality assessment,
including “Qualifying research questions (doctoral dissertations
etc.), quality assessment, proof of qualification, where so far
mostly the mirror system of ORBIS serves as data repository.”

Another participating site illustrated the type of clinical
questions they address, by focusing on “Clinical research
questions e.g. number and context data on splenectomies,
context data on urological sepsis.” This indicates an in-depth
examination of specific medical procedures and conditions, as
observed at MIRACUM site 4.

A further narrative provided a broader perspective on the
research activities, describing a research focus on

Department- and unit-specific clinical questions e.g.,
prediction of departmental sepsis and associations
with specific treatment procedures/ICD diagnoses.
Other example: patient case-based analysis of
multiple clinical complications associated with
specific clinical and demographic characteristics.

This comprehensive approach at MIRACUM site 9 exemplifies
the depth and complexity of the clinical research being
conducted, which would aim to link various clinical and
demographic factors with health outcomes. These narratives
collectively describe the diverse and detailed nature of the
clinical research efforts within DUPs, thereby demonstrating
an important commitment to improving health care quality and
developing predictive models based on extensive clinical data.

Use of Heterogeneous Types of Data Repositories

Overview

In the analysis of clinical data repositories used for DUP
execution, 5 prominent repositories were identified from site
feedback, revealing a diverse and dynamic landscape of data
management systems. These systems range from broadly used
ones such as the Clinical Data Warehouse (DWH) to specialized
frameworks designed to meet specific research needs or privacy
considerations. This variety reflects the differing technological
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preferences across sites and underscores the complexity of DQ
and data management in clinical research settings. The key
repositories are as follows:

Use of Clinical DWH

The Clinical DWH emerges as the most commonly used
repository for executing DUPs, as evidenced by its application
in DUP-related DQA and reporting activities. In total, 3 (30%)
of the 10 surveyed sites indicated that they primarily rely on
the DWH for their internal research queries, quality assurance,
and reporting needs. The respondents at MIRACUM site 2 and
site 9 indicated that while the DWH is the primary repository
for general queries, other specialized repositories, such as
Informatics for Integrating Biology and Bedside (i2b2),
Observational Medical Outcomes Partnership (OMOP), and
Fast Healthcare Interoperability Resources (FHIR), are reserved
for specific project needs, such as MI-I or MIRACUM requests.
The following statements can show this:

Internal research queries, quality ensuring and
reporting are mainly performed using the DWH. The
i2b2/OMOP/FHIR repositories are mainly used for
MI-I/MIRACUM specific requests. [Survey question
2, MIRACUM site 2]

Most queries through the cDWH and i2b2 repo.
[Survey question 2, MIRACUM site 9]

Data Representation Model (i2b2, OMOP, and FHIR)

These models are notably prevalent, being used in 7 (70%) of
the 10 sites. They are particularly suited to internal and
cross-location DUP projects that require specific data handling
or analysis frameworks. This pervasive use is corroborated by
feedback from MIRACUM site 2, where i2b2 and OMOP are
used for internal projects: “The i2b2/OMOP/FHIR repositories
are mainly used for MI-I/MIRACUM specific requests.” This
indicates the existence of a relevant and versatile framework
capable of supporting a multitude of research needs.

ORBIS System Use

At 1 (10%) surveyed site, the ORBIS system, particularly its
mirror component, is exclusively used as the primary data
repository. The system supports a range of academic and quality
assurance activities, such as doctoral dissertations and
qualification proofs, thereby emphasizing its specialized
application in academic and clinical research environments.
This is presented in the following statement: “Qualifying
research questions (doctoral dissertations etc.), quality
assessment, proof of qualification, where so far mostly the
mirror system of ORBIS serves as data repository” (Survey
question 2, MIRACUM site 3).

OPAL DataSHIELD Framework

In total, 2 (20%) of the 10 sites surveyed indicated a preference
for the OPAL DataSHIELD framework for data storage and
analysis. This preference may indicate a strategic choice for
environments where data privacy and security are of paramount
importance. This is evidenced by the use of DataSHIELD for
analysis without direct querying of data repositories, as observed
at MIRACUM site 10: “Analyzing is performed via

DataSHIELD, therefore no direct query in data repositories”
(Indirect i2b2).

CentraXX Repository

The local research repository CentraXX is referenced by 1 (10%)
site for the purpose of storing frequently requested data items.
The respondents from MIRACUM site 6 reported that “The
most frequently requested data items are stored in the local
research repository CentraXX” (Survey question 2). This
repository’s use serves to illustrate its role in facilitating rapid
access to high-demand data, which could be of paramount
importance for the efficient conduct of DUPs at the local level.

Strategies for Gathering DUP-Specific DQ Criteria

Overview

The analysis of data collection methods used by the DICs for
the DUPs reveals a multifaceted approach aimed at enhancing
the fitness of data through rigorous validation processes and
strategic requester-provider interactions. In this subsection, we
present the reported practices to ensure the alignment and quality
of data for DUPs.

Detailed Request Submission

A noteworthy observation is that a considerable proportion of
DICs (4/10, 40%) emphasize the importance of detailed and
precise data requests. This approach serves as a preemptive
measure to ensure that the data delivered are aligned with the
needs of the requester. In the event of discrepancies between
the requested and provided data, the aforementioned sites use
a postprocessing step to rectify any misalignments. This process
is captured by a statement from one of the survey respondents:

During the data request, we advise that the requested
data should be described as fine-grained and exact
as possible. If the data provided does not match the
request, a “post-processing” process will be initiated.
[Survey question 3, MIRACUM site 1]

Participatory Discussion for Data Validation

Half of the surveyed sites (5/10, 50%) use participatory
discussions between data providers and requesters as a core
strategy for data validation. These discussions aim to identify
and mitigate any factors that might reduce the quality of the
data, such as issues with free text information or the specific
documentation practices of the data-providing institution. The
respondents noted that:

The requested data are usually discussed at least once
with the requester and quality-reducing aspects are
worked out together, e.g., free text information,
documentation practice in the respective
data-providing institution (usually the requester
comes from the same institution and knows it very
well). [Survey question 3, MIRACUM site 3]

Quality Requirements Gathering

A collection of DQ requirements is conducted at a minority of
the sites (1/10, 10%), with the use of a feasibility or data request
form. The form is completed by both data requesters and internal
data request administrators in order to gather specific DQ
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requirements. The aforementioned process is described as
follows:

Project-related data quality requirements are
gathered using a Feasibility Request (FR) form
completed by the data requester & internal data
request administrator. [Survey question 3,
MIRACUM site 9]

However, 2 (20%) of the 10 sites did not apply any approach
to gather the DUP-related DQ requirements.

Methods for Evaluating the Data Fitness-for-Purpose

Overview

In terms of applied methods to assess whether the DIC data
suite is for the carrying out of various DUPs, 3 approaches were
revealed.

Four-Eyes Principle

This method, which was observed at 3 (30%) of the 10 sites,
places an emphasis on ensuring that the data are fit for the
intended purposes through mutual control and content validation.
The fundamental principle is straightforward: before any data
are provided or issued. It is subjected to scrutiny by at least 2
individuals, thereby enhancing both accuracy and reliability.

The MIRACUM site 3 highlighted the development of a
metadata repository–supported DQA tool, indicating that this
approach is being further systematized: “Mutual control before
issue/provision (4-eyes principle), an MDR-supported DQA
tool is under development.”

Similarly, MIRACUM site 9 provided further insight into the
practical application of this principle, describing a 2-tier
validation process as follows:

4-eyes principle: Content validation of the queries by
a second data scientist (possibly also with a separate
query), so that it is ensured that the query actually
does what it is supposed to do. Content-related
plausibility control of the results from the query
through medical colleagues.

Comparison of Data Values Distribution

This approach, used by 2 (20%) of the 10 sites, validates data
by contrasting the distribution of data values from different
systems. The MIRACUM site 2 provided an illustrative example
of this method by comparing the hit ratios generated by
independent systems: “For project-specific validation,
comparison of hit ratio from different systems created by an
independent person.” This process not only identifies
discrepancies or anomalies but also serves to reinforce the
integrity of the data through independent verification.

Data Consistency Checks

The consistency checks are used by 2 (20%) of the 10 sites to
verify the appropriateness of data formats, types, and variable
associations. The MIRACUM site 10 exemplifies this process
by using DataSHIELD to verify data formats and the number
of variables prior to initiating analyses: “Verification of the data
format or type, the number of variables via DataSHIELD before
the analyses.” This step could be of paramount importance in

ensuring that the data meet the requisite standards for subsequent
analytical procedures. It might serve as a foundational check
that prevents the propagation of errors in data handling and
analysis.

Existing Implementations and Reporting Mechanisms
for Data Fitness-for-Purpose

Overview

The following measures were identified to technically implement
and report fitness-for-purpose of clinical data.

Data Requester Feedback and Adjustment Process

At a majority of the study sites (6/10, 60%), the implementation
of a feedback mechanism that involves data requesters is of
high importance. Here, data requester feedback is systematically
gathered and analyzed. In light of this input, the queries used
to select data undergo adjustments and validations in accordance
with the 4-eyes principle. This process is illustrated by a
representative from MIRACUM site 9:

Then the data request administrator, who goes
through the data to be delivered together with the
data requester, delivers the data. In case of change
requests/incorrect quality in the data, the data
selection queries are adjusted and validated again
via the 4-eyes principle, and documented.

Feedback Loop and Quality Control

In 2 (20%) of the 10 surveyed sites, a continuous feedback loop
is established among the data requester, data request
administrator, internal data scientists, and the data transfer
office. This iterative process is highly relevant for the refinement
of DQ prior to final delivery. As described by MIRACUM site
9, the cycle involves a series of checks and rechecks:

This results in the feedback cycle: data requester =>
data request administrator => internal data scientists
=> data request administrator => data requester.
Only in case of a complete match (from the data
requester’s perspective) the final data delivery takes
place.

Reporting Quality Using Dashboard

The use of technological tools to report on DQ was observed
in 2 (20%) sites. Specifically, these sites use an overview
dashboard within a self-developed data integration portal. This
tool provides a streamlined and transparent view of DQ metrics,
which can be essential for ongoing assessment and improvement.
A representative from MIRACUM site 7 described the utility
of the dashboard as follows: “Overview dashboard in the
self-developed data integration portal,” indicating a
technology-driven approach to quality reporting.

Requirements for a Scalable Solution for the Data
Fitness-for-Purpose Assessment

Table 4 summarizes the requirements gathered during the survey
including some exemplifying quotes. The MIRACUM DICs
emphasized diverse key attributes for the development of a data
fitness-for-purpose assessment tool. These include flexibility,
understandability, practicability, and extendibility in terms of
usability. From a technical perspective, there was a preference
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for dashboard implementation, system comparison features,
data consistency checks, and ensuring uniformity in the FHIR
profiles. Additionally, the consideration of data provenance was

mentioned as an important feature in assessing
fitness-for-purpose.

Table 4. Summary of requirements for implementing a data fitness-for-purpose assessment tool.

Illustrating quotesDICsa (n=10), n (%)Requirement dimension and key at-
tributes

Usability

“Flexible organization of the DQ system” [Survey question 6, MIRACUMb site 1].1 (10)Flexibility

“Understandability for the clinician and data scientist/statistician Fitness-for-use dash-
board” [Survey question 6, MIRACUM site 2].

2 (20)Understandability

“Generally enough that it can be used in every DIZ and for every request. It should be
pragmatic and easy to understand, so that it can always be used as a basic tool and its
benefits are seen equally by all parties (data provider, data supplier, data requester)”
[Survey question 6, MIRACUM site 3].

1 (10)Practicability

“In the short term, it is limited to the essentials to be able to use it and gain experience.
In the long term, it may even be possible to modularize it and thus use it only in parts”
[Survey question 6, MIRACUM site 3].

1 (10)Extendibility

Technical and functionalities

“Implementation of a dashboard” [Survey question 6, MIRACUM site 1].3 (30)Dashboard implementation

“Complete non-interactive integration of the DQ process as an operation within the
data pipelines for complete monitoring of the mapping of source and target systems
with automatic machine-readable report generation (no PDF)” [Survey question 6,
MIRACUM site 7].

3 (30)System comparison

“Mapping and automation of DQ checks based on the specific data quality metrics3 (30)Data consistency checks

• Data completeness: are there enough patients at the DIZ site to carry out the planned
projects

• Data plausibility: formulation & automation of general-transferable plausibility
checks (e.g., no readmission after a death, ...) that could affect the outcomes of
most DRs

• Data conformity: uniform mapping and verification of conformity of ICD, OPS,
LOINC codes, and adequate reporting in the systematics” [Survey question 6,
MIRACUM site 9].

“Uniform FHIR profiles across MIRACUM partners” [Survey question 6, MIRACUM
site 10].

3 (30)FHIRc profiles uniformity

“Structured Provenance Documentation:1 (10)Data provenance collection

• where did the data come from,
• what processing steps were performed on the data up to the time of data delivery,
• Are there changes to the data that may represent a potential impact on the planned

data use project?” [Survey question 6, MIRACUM site 9].

aDIC: Data Integration Center.
bMIRACUM: Medical Informatics in Research and Care in University Medicine.
cFHIR: Fast Healthcare Interoperability Resources.

Discussion

Principal Findings

Overview
This investigation examined the practices surrounding the
fitness-for-purpose of observational health care data within
MIRACUM DICs. It revealed both strengths and areas needing
improvement in current approaches compared to established
evidence. It also highlighted the active engagement of
MIRACUM DICs in assessing data suitability for clinical
research, using a diverse array of data repository infrastructures.

However, the findings also underscored an important variation
in methods for DQA and a general lack of standardization,
suggesting the need for a more harmonized approach to enhance
the accuracy and reliability of clinical data for specific secondary
use purposes. Practical requirements were identified to support
future implementation studies toward automating the observed
processes.

Addressing Fitness-for-Purpose of Observational Health
Care Data
Our study set out to examine the extent to which MIRACUM
DICs address the fitness-for-purpose of observational health
care data and the ways in which these approaches differ from
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existing benchmarks. On the one hand, the demographic data
suggest that the majority of participating MIRACUM DIC DQ
experts have a computer science background and the prevalent
academic qualification was a master’s degree. This is indicative
of the technological proficiency of the participants about data
handling and engineering, but the participants may lack specific
clinical or statistical expertise. This could be required for
accurately assessing the suitability of clinical data for secondary
use purposes. On the other hand, it is apparent that the
MIRACUM DICs are actively engaged in fitness-for-purpose
assessment of data, particularly for clinical research questions
ranging from clinical event investigations to complex prediction
models. This reflects the substantial amount of evidence
[3,5,8,9,12] achieved since the inception of the German MI-I,
implying a potential of fitness-for-purpose in DIC data, which
should be further investigated based on the DIC data–driven
research question. Interestingly, various repositories are used,
including Clinical DWH, i2b2, OMOP, FHIR, ORBIS system,
and OPAL DataSHIELD framework, indicating the use of
diversified data infrastructure. However, there is a lack of
harmonization and standardization in terms of strategies for
assessing the suitability of DIC data with methods including
the 4-eyes principle, system comparisons, and data consistency
checks.

Compared to existing evidence, carrying out data consistency
checks by the DICs nuancedly aligns with the recommendations
of Kahn et al [22]. This process helps the MIRACUM sites in
using the existing MIRACUM DQA tool to determine whether
the integrated DIC data across the source and target databases
[14,24] adhere to specified standards (conformance), whether
certain data elements or values are sufficient (completeness),
or if they are accurately reported (plausibility). In contrast,
implementing the items from the 3×3 DQA guideline proposed
by Weiskopf et al [21] was barely observable. This approach
recommends specific DUPs by using particular methods (eg,
rate of data regularity as proposed by Sperrin et al [36]) to assess
DQ. For instance, this involves examining whether information
regarding patients, data variables, and timeframe are completely,
correctly, and currently integrated. This enables the research or
clinical team to transparently determine the fitness-for-purpose
of the data delivered by DICs. Automating such a process would
enhance the integration of much more evidence, ensuring DQ
for executing DUPs within the MIRACUM DICs. Therefore,
the investigation of Razzaghi et al [37] could be seen as an
initial roadmap toward a technical implementation. This
describes a framework operationalizing such a
fitness-for-purpose assessment process, with a particular focus
on assessing clinical diagnosis or care. Furthermore, this should
be evaluated in a closed association with DQ principles (outlier
detection, plausibility, etc), as reported in various existing
recommendations [20-22,38].

Key Requirements for Automating the Assessment
Process
Our second research question focused on identifying the
essential requirements for automating the assessment of
fitness-for-purpose of EHR data within MIRACUM DICs. The
TA revealed that from the perspective of the MIRACUM DICs,
a scalable system for assessing the suitability of clinical data
should be flexible, easily understandable, practicable, and
modularizable (able to be extended in modules). However, the
DICs expressed a need for user-friendly dashboards, facilitating
an automated performance of system comparisons, data
consistency checks, and data provenance collection in DUPs.
These practice-oriented expectations adhere to the definition of
fitness-for-purpose proposed by Girman et al [23], which
considers assessing the availability of relevant data and the data
provenance as key points for capturing fitness-for-purpose. A
prior study by Gierend et al [15] explored the current status of
provenance collection, which may present straightforward
support in implementing this approach at the MIRACUM DIC
level. However, the heterogeneity in the used data repositories
at the DICs revealed that any automated solution would need
to be repository agnostic or interoperable with multiple type of
databases. In addition, the strategies for gathering of
DUP-specific DQ criteria included consistent data description
by requesters and participatory discussion between data
providers and requesters. This suggests that an automated
solution would require incorporating a flexible but stringent set
of DQ criteria or functions, such as suggested by Weiskopf et
al [20,21], Razzaghi et al [37], or Schmidt et al [38], that can
be adjusted based on dynamic inputs. Finally, common
approaches for assessing the fitness-for-purpose included the
4-eyes principle, comparison of data value distribution, and data
consistency checks. These DQ verification processes suggest
the need to incorporate robust DQA mechanisms into
automation. These mechanisms could potentially use machine
learning or rule-guided algorithms similar to the machine
learning–supported DQA framework developed by Mark et al
[39]. By considering these diverse aspects, we can consistently
streamline the assessment of the fitness-for-purpose of clinical
data, benefiting both research and clinical applications.

Derivation of a Roadmap Framework for
Fitness-for-Purpose Assessment

Overview
Based on the findings discussed earlier, a guiding framework
for an automated solution for assessing the fitness-for-purpose
of EHR at the MIRACUM DICs was elaborated and structured
into 3 modules (Figure 1). These modules have been designed
to be pragmatically implementable and closely aligned with the
survey insights to facilitate a smooth transition into practical
application.
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Figure 1. Tripartite modular framework for fitness-for-purpose assessment.

Data Request and Quality Criteria Module
This module should centralize and streamline the data requests
and collection of DUP-specific DQ criteria. This module should
include a user interface for data requesters to input their data
requirements (eg, study fit criteria) and fitness-for-purpose
criteria (eg, based on DQ rules from the 3×3 framework [21]).

Data Fitness and Reporting Dashboard Module
This module incorporates mechanisms for data fitness
assessment reflecting the need for evaluating the data fitness
for specific DUPs. It should use the fitness-for-purpose criteria
collected from module 1 to perform data accuracy evaluation,
alongside functionalities for comparing data values across
different systems (eg, i2b2, OMOP, and FHIR). Furthermore,
this module should feature a decision-supporting dashboard for
visualizing these assessments by providing an overview of the
data’s fitness-for-purpose, which may facilitate structured
documentation of DQ assurance tasks into the data management
plans of DUPs.

Scalability and Flexibility Enhancement Module
This module is dedicated to the technical aspects of items from
modules 1 and 2, addressing the requirements for a scalable
solution, including the implementation of a user interface and
dashboard, system comparison features, data consistency and
provenance checks, and uniformity in FHIR profiles. Moreover,
it should be implemented under consideration of usability
requirements expressed by the DICs.

Each module was elaborated to address specific aspects
identified in the survey to ensure a comprehensive and
user-friendly solution for the automated DQ or
fitness-for-purpose tool. This approach should not only facilitate
the implementation process but also improve the efficiency and
effectiveness of DQ and fitness-for-purpose checks across all
MIRACUM DICs.

Strengths and Limitations
The strengths of this investigation lie in its comprehensive data
collection and analysis. Using established approaches, such as
the TA-based framework of Braun and Clarke [31,32], we
provided a holistic view of the current state of the assessment
of fitness-for-purpose observational EHR data at the MIRACUM

DICs. Given the importance of reflexivity in qualitative research,
as discussed by Braun and Clarke [32], we acknowledge our
theoretical stance toward a constructivist approach, where
knowledge is viewed as a construct rather than discovery. This
perspective informed our analysis to interpret the data through
a lens that considers both the factual and the contextual
dimensions conveyed by the participants. As such, our survey
questions, detailed in Textbox 1, were crafted not only to gather
empirical information but also to probe deeper into the
implications and the perceived effectiveness of DQ practices.
Furthermore, the comprehensive examination of all MIRACUM
DICs, illustrated diversified ways of conducting secondary use
of EHR data and fitness-for-purpose assessments, highlighting
additional proficiency.

However, our study also presents some limitations. The study
cohort was restricted to the MIRACUM consortium. Expanding
the research to include other MI-I consortia and DICs not
affiliated with the MI-I project would enhance the sample’s
representativeness and the generalizability of the earned
findings.

Implications for Future Research and Practice
To ensure that DIC data are suitable for research and clinical
applications, it is crucial for MIRACUM DICs to align their
DQA processes with established best practices and
recommendations. Future research should aim to investigate
the correlation adhering to the recommendations with the
successful conduction of DUPs by evaluating whether clinical
research questions (eg, cross-location analysis of comorbidities
[25]) were more consistently addressable. For research practice,
there is an accentuated need to develop automated and scalable
solutions to assess the fitness-for-purpose of EHR DIC data,
and our study provides the foundational insights to drive this
technological advancement. Importantly, the solution could be
based on the proposed tripartite modular framework. This could
ease the integration into existing infrastructures of MIRACUM
and eventually MI-I DICs, taking into account the key
requirements identified by this investigation.

Conclusions
While the MIRACUM DICs focus on assessing the quality of
clinical data for DUP conduction, there is a relevant variation
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in the used methods and requirements to automate these
processes. With the increasing volume and complexity of health
data, having a standardized and scalable solution to automate
the assessment of fitness-for-purpose is essential to maintain

the integrity of research and clinical practice. Follow-up
investigations should be directed toward building systems guided
by evidence-based practices that should be customized to the
specific needs and circumstances of MIRACUM and MI-I DICs.
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Abstract

Background: The bidirectional encoder representations from transformers (BERT) model has attracted considerable attention
in clinical applications, such as patient classification and disease prediction. However, current studies have typically progressed
to application development without a thorough assessment of the model’s comprehension of clinical context. Furthermore, limited
comparative studies have been conducted on BERT models using medical documents from non–English-speaking countries.
Therefore, the applicability of BERT models trained on English clinical notes to non-English contexts is yet to be confirmed. To
address these gaps in literature, this study focused on identifying the most effective BERT model for non-English clinical notes.

Objective: In this study, we evaluated the contextual understanding abilities of various BERT models applied to mixed Korean
and English clinical notes. The objective of this study was to identify the BERT model that excels in understanding the context
of such documents.

Methods: Using data from 164,460 patients in a South Korean tertiary hospital, we pretrained BERT-base, BERT for Biomedical
Text Mining (BioBERT), Korean BERT (KoBERT), and Multilingual BERT (M-BERT) to improve their contextual comprehension
capabilities and subsequently compared their performances in 7 fine-tuning tasks.

Results: The model performance varied based on the task and token usage. First, BERT-base and BioBERT excelled in tasks
using classification ([CLS]) token embeddings, such as document classification. BioBERT achieved the highest F1-score of 89.32.
Both BERT-base and BioBERT demonstrated their effectiveness in document pattern recognition, even with limited Korean
tokens in the dictionary. Second, M-BERT exhibited a superior performance in reading comprehension tasks, achieving an
F1-score of 93.77. Better results were obtained when fewer words were replaced with unknown ([UNK]) tokens. Third, M-BERT
excelled in the knowledge inference task in which correct disease names were inferred from 63 candidate disease names in a
document with disease names replaced with [MASK] tokens. M-BERT achieved the highest hit@10 score of 95.41.

Conclusions: This study highlighted the effectiveness of various BERT models in a multilingual clinical domain. The findings
can be used as a reference in clinical and language-based applications.

(JMIR Med Inform 2024;12:e52897)   doi:10.2196/52897

KEYWORDS

natural language processing; NLP; natural language inference; reading comprehension; large language models; transformer

Introduction

Since 2015, deep learning is increasingly being used in clinical
natural language processing (NLP) [1]. Large language models

(LLMs) based on deep learning technology are widely used in
numerous clinical NLP domains [2]. Because contextual
comprehension is critical for the overall performances of NLP
models, studies have focused on the development of models
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that excel in conveying contextual information. Conventional
approaches of NLP involve crafting word-to-word sequence
models such as the hidden Markov model and using limited
datasets annotated with labels such as disease and medication
names [3-5]. However, studies are increasingly focusing on
fine-tuning LLMs that have been pretrained on massive
unlabeled biomedical literature sources, such as Medical
Information Mart for Intensive Care (MIMIC-III) [6] and
PubMed [7,8]. This shift in the NLP research direction has
substantially elevated the contextual understanding capabilities
of models and inspired studies on clinical NLP that focus on
LLM utilization. For example, studies on automated
summarization [9-11] have effectively extracted critical phrases
from diverse sources, including biomedical papers and patient
records. In addition, studies on entity extraction [12-15] have
identified major entities such as disease names and drug names.
However, these studies have focused exclusively on
English-language corpora.

In the multilingual clinical domain, we proposed a set of
contextual understanding conditions, with a comprehensive
suite of clinical NLP evaluations specifically for these
conditions. The proposed approach involves comparatively
assessing bidirectional encoder representations from
transformers (BERT) models [16] to provide guidelines for
selecting the most suitable BERT model for a particular
condition.

We proposed 2 hypotheses to examine 4 BERT models. First,
we assumed that within the multilingual clinical domain, a
language model capable of comprehending multiple languages
would achieve superior performance. Second, models with the
capacity to comprehend medical contexts would demonstrate
superior efficacies. We selected BERT-base [16], Korean BERT
(KoBERT) [17], Multilingual BERT (M-BERT) [18], and BERT
for Biomedical Text Mining (BioBERT) [7] for the study. We
pretrained these models on visit records on 160,000 patients.
Subsequently, we introduced a series of comprehensive
downstream tasks to learn the conditions required for these
models to achieve effective contextual understanding. We
assumed that an effective language model thrives in contextual
comprehension under the following conditions:

• The model can determine whether the provided documents
pertain to the same patient (tasks 1 and 2).

• The model is proficient in identifying the department
associated with a given document (task 3).

• The model can discern the descriptions within medical
records for the conditions of different patients (tasks 4 and
5).

• The model can ascertain the connection among sentences
(task 6).

• The model can competently deduce disease names based
on existing knowledge (task 7).

The rationale of the proposed conditions is the widespread
adoption of BERT models in the medical domain for various
applications.

BERT has been applied in medical natural language inference
research to assess the relationship between 2 sequences (premise
and hypothesis) with entailment, contradiction, or neutrality

labels. Percha et al [19] used a fine-tuned BERT to locate
clinical notes relevant to query sentences. Romanov and Shivade
[20] created the MedNLI clinical dataset for natural language
inference. They used several models and methodologies, such
as bag-of-words, InferSent, and enhanced sequential inference
models, to confirm the efficacy and validity of their datasets.
Boukkour et al [21] introduced an alternative approach to BERT
tokenization, proposing a convolutional neural network–based
character-based tokenizer as a replacement for WordPiece
Tokenizer, which is used to pretrain BERT, to improve BERT
performance on the MedNLI dataset. Kanakarajan et al [22]
pretrained the ELECTRA model, which is named “efficiently
learning an encoder that classifies token replacements
accurately,” [23] using abstracts from PubMed, and evaluated
its performance on the MedNLI dataset.

BERT was applied to categorize clinical notes. Rasmy et al [24]
introduced Med-BERT, which pretrained BERT using electronic
health record data to classify diabetes and pancreatic cancer
datasets. This model exceeded gated recurrent units by 2‐4 in
terms of area under the receiver operating characteristic score.
Zhang and Jankowski [25] proposed average pooling transformer
layers handling token-, sentence-, and document-level
embeddings for classifying International Classification of
Diseases codes. Their model outperformed the BERT-base
model by 11 points.

For the reading comprehension task, BERT can be used to
determine the answer span within a given text. Pampari et al
[26] proposed the electronic medical record question answering
(emrQA) dataset to determine the answer span to a question in
a clinical context. Yue et al [27] compared the performances of
BERT-base, BioBERT, and ClinicalBERT [8] on the emrQA
dataset and additional test datasets to address the problems of
the emrQA dataset. Rawat et al [28] used 30 logical forms to
express questions in semistructured texts and identified the
correct responses in the emrQA dataset. They entered clinical
notes and questions and used multitask training to
simultaneously predict the logical structure of the question and
the text span of the answer in a clinical note. Savery et al [29]
introduced the MEDIQA-AnS dataset, which contains questions
and corresponding answers regarding the health care concerns
of patients. The correct answers to these questions, which
contain valuable information about the patients, are used as
summaries.

BERT can be used to extract information from clinical notes.
Yang et al [15] used the 2010 i2b2 [30], 2012 i2b2 [31], and
2018 national NLP clinical challenges (n2c2) [32] datasets to
compare the information extraction performances of BERT
models, namely, BERT-base, ELECTRA, A Lite BERT
(ALBERT) [33], and Robustly Optimized BERT Pretraining
Approach (RoBERTa) [34]. The test results revealed that
RoBERTa outperformed the other models. Richie et al [35]
used Clinical BERT [8] to extract the social determinants of
patient health, namely, employment, living tobacco, alcohol,
drug use, and their attributes, from the n2c2 2022 Track 2 dataset
[36]; for instance, texts such as “works” and “unemployed”
were extracted for detailing employment information.
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Although studies have extensively examined BERT versatility,
they have focused only on English corpora. To address this
limitation, we comprehensively analyzed the efficacies of BERT
models in various tasks involving medical documents in both
Korean and English.

The rest of the manuscript is organized as follows. The Methods
section outlines the diverse tests used for BERT analysis and
their application procedures. The Results section presents a
summary of the outcomes of each test. The Discussion section
outlines the distinctive characteristics of each BERT model and
presents a thorough analysis for understanding the reasons for
these characteristics. Finally, the Conclusion section summarizes
the study and emphasizes its significance.

The aim of this study was to identify the BERT models that
perform optimally in the bilingual (Korean and English) clinical
domain. To achieve this objective, we designed 7 tasks,
evaluated the performance of 4 BERT variants (BERT-base,
BioBERT, KoBERT, and M-BERT) across these tasks, and
assessed their relative significance.

Methods

Dataset
We obtained outpatient records from 8 departments, namely,
endocrinology, respiratory, cardiovascular, gastroenterology,
rheumatology, nephrology, allergy medicine, and infectious
medicine departments, at Seoul National University Hospital
in South Korea. We collected the records of 164,460 outpatients
between 2010 and 2019. The dataset comprised 2,453,934
documents, with 412,499,140 tokens generated after tokenization
using white space. The distribution of tokens and documents
for various departments was as follows: endocrinology (tokens:
91,352,271; docs: 496,938), respiratory (tokens: 31,556,578;
docs: 195,048), cardiovascular (tokens: 114,978,554; docs:
696,061), gastroenterology (tokens: 57,755,571; docs: 416,062),
rheumatology (tokens: 24,857,675; docs: 204,600), nephrology
(tokens: 70,865,514; docs: 322,629), allergy medicine (tokens:
17,024,481; docs: 92,041), and infectious medicine departments
(tokens: 4,108,496; docs: 30,555). Table 1 provides statistical
data for the corpus. Table 2 presents the clinical note of a patient
experiencing rheumatoid arthritis.

Table . Statistical data of clinical notes in Seoul National University Hospital between 2010 and 2019.

Documents, nTokens, nDepartment

496,93891,352,271Endocrinology

195,04831,556,578Respiratory

696,061114,978,554Cardiovascular

416,06257,755,571Gastroenterology

204,60024,857,675Rheumatology

322,62970,865,514Nephrology

92,04117,024,481Allergy medicine

30,5554,108,496Infectious medicine

2,453,934412,499,140Sum
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Table . The example of a clinical note that was used for training bidirectional encoder representations from transformers models (for better understanding,
an English translation has been added).

ContentsSection

History • Korean: 3117.2.1 arthralgia r/o d/t letrozole 로 병원 방문; English
(translated): 3117.2.1 arthralgia, rule out (r/o) due to letrozole. Vis-
ited hospital

• Korean: meloxicam 7.5 mg bid 복용한 hx 있다.; English (translated):
Has a history of taking meloxicam 7.5 mg twice daily.

• Korean: f/u loss 마지막 방문 때 RFa, ACCPb, ANAc등 처방했다.;
English (translated): Prescribed RF, ACCP, ANA, etc, during the last
visit.

• Korean: Arthralgia , neutropenia 가 있다. 손이 붓고 마디가 아프
다. 약먹지만 붓기가 빠지지 않는 것 같다.; English (translated):
Experiencing arthralgia and neutropenia. Hands are swollen and
joints are painful. Although taking medication, the swelling does not
seem to be going down.

P/E & Labd • Korean: PIP S −/+ T −/− wrist S −/+ , T −/+ Toe s −/− T −/− 2120

. 3 lab bone scan: normal CBCe, WNLf, and CRPg0.10; English
(translated): PIP S −/+ T −/− wrist S −/+ , T −/+ Toe s −/− T −/−
2120 . 3 lab bone scan: normal CBC, WNL, and CRP 0.10

Assessment • Korean: Arthralgia r/o d/t letrozole 장상피화생; English (translated):
Arthralgia r/o d/t letrozole. Intestinal metaplasia

Plan • Korean: RF, ACCP, ANA , x-ray Celebrex 50 mg tid -->Celebrex
100 mg tid; English (translated): RF, ACCP, ANA, x-ray Celebrex
50 mg tid -->Celebrex 100 mg tid

aRF: rheumatoid factor.
bACCP: anticitrullinated protein antibody.
cANA: antinuclear antibody.
dP/E & Lab: physical examination and laboratory.
eCBC: complete blood count.
fWNL: within normal limits.
gCRP: C-reactive protein.

Ethical Considerations
We obtained approval to use the original data collection for
research purposes from the institutional review board (IRB) at
Seoul National University Hospital (IRB no. C-2108-008-1242).
According to the institution’s IRB policy, the data cannot be
publicly disclosed due to patient privacy concerns. Instead, we
provide an overview of the data in Table 2.

BERT Models
The BERT-base model is a precursor in pretrained transformer
encoders [37]. Vast open-domain data sources, including
Wikipedia and BooksCorpus, are used to train the model [38].
The model is primarily focused on English text. The
configuration of this dataset facilitates the expression of
contextual representations of English sequences.

The BioBERT model is an evolution of BERT and is pretrained
on PubMed data and enriched with biomedical entities, rendering
BioBERT proficient in comprehending terminologies such as
disease and drug names. In this study, we used the latest iteration
of BioBERT, that is, BioBERT version 1.1.

The SKT Corporation in South Korea devised the KoBERT
model to enhance the comprehension and processing of the

Korean language. Data from Korean Wikipedia and news articles
were used to pretrain the model.

The M-BERT model was obtained from a richly varied corpus
of 104 languages, enabling a contextual representation that
spans both English and Korean sequences.

Pretraining
To enhance the bilingual clinical contextual understanding
capabilities of BERT models, we conducted additional
pretraining using an extensive dataset comprising 159,460 out
of 164,460 outpatient records from Seoul National University
Hospital, employing masked language modeling. The data were
preprocessed meticulously using this strategy. WordPiece
Tokenizer was used by BERT-base, BioBERT, and M-BERT;
SentencePiece Tokenizer [39] was used by KoBERT. All
tokenizers were case-sensitive. Subsequently, random tokens
within the input sequence were replaced with [MASK] tokens.
This process was reiterated 10 times to yield the data required
for pretraining. The pretraining task of the model involved
reinstating the [MASK] token to its original token, drawing on
the data crafted through this preprocessing procedure.
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Multifaceted Clinical NLP Tasks
The evaluation framework encompassed 5 characteristics. Each
characteristic was examined through 7 distinct downstream
tasks that were designed to assess the clinical contextual
comprehension capabilities of various BERT models.

Homogeneity Determination
As seen in Figure 1, we used 2 single outpatient records per
input sequence to determine document homogeneity. Each

model performed binary classification, discerning whether the
records corresponded to those of the same patient (task 1). We
extended this examination to the section level, tasking each
model with predicting homogeneity based on a smaller segment
of a page (task 2). In task 2, the objective was to determine
whether 2 sequences originated from the same patient record,
with 1 sequence containing an assessment section and the other
section containing a randomized section.

Figure 1. Document homogeneousness test (tasks 1 and 2). BERT: bidirectional encoder representations from transformers; CLS: classification.

Document Representativeness
As seen in Figure 2, to assess document representativeness, we
devised a task that focused on department identification by using
individual visit records (task 3).
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Figure 2. Document representativeness test: classifying documents (task 3). BERT: bidirectional encoder representations from transformers; CLS:
classification; SEP: separator.

Reading Comprehension Test
The reading comprehension test (Figure 3) test extracted
summarized content from a visit record. We focused on
extracting the assessment section from the Subjective, Objective,

Assessment, Plan (SOAP) or the history, physical examination,
laboratory, assessment, and plan sections. The experiments
encompassed 2 setups, namely, 1 setup with section-shuffled
documents (task 4) and 1 setup with maintained section-order
documents (task 5).
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Figure 3. Reading comprehension test: identifying the department associated with a given document (with section shuffling: task 4; w/o section
shuffling: task 5). BERT: bidirectional encoder representations from transformers; CLS: classification; SEP: separator; w/o: without.

Contextual Connections
As seen in Figure 4, we introduced a task that required the model
to differentiate the most recent visit record from a set of 4
candidate documents when given a query document representing
the oldest visit record (task 6). The limitation of BERT models
regarding the amount of the input length they can handle
necessitates a workaround because simultaneously inputting
both the query document and 4 candidate documents is not
feasible. To address this problem, we adopted a 2-step approach.
First, each individual document was independently inputted
into BERT to acquire document embeddings. Subsequently,
these document embeddings, forming a pair comprising the
query document and the kth candidate document embeddings,

were introduced into a feedforward neural network (FFNN)
[40]. For example, if the query and document embedding pair
for the most recent visit were inputted into the FFNN, the model
was trained to output a prediction value of 1; this value was
assigned based on our assumptions. We postulated that the query
document, which corresponded to the earliest visit among the
5 documents, and the last document, which denoted the most
recent visit, encompassed the most distinct narrative.
Consequently, we measured the cosine distances between these
2 embeddings and directed the model to output a prediction
value of 1, which indicated the greatest distance in terms of
cosine similarity. By contrast, if the query and nonanswer
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document embedding pairs were presented to the FFNN, the model was trained to output a prediction value of zero.

Figure 4. Document connectivity test: finding the last visited document (task 6). BERT: bidirectional encoder representations from transformers.

Knowledge Reasoning
The knowledge reasoning characteristic (Figure 5) evaluated
the capacity of a model to deduce entities from masked text
(task 7). Each model was tasked with deducing disease names
from masked visit records in which the disease names had been

replaced with [MASK] tokens. We used MetaMap [41] to create
a dataset by identifying diagnostic names. Each model, when
presented with the [MASK] token and context, selected the
correct disease name from 63 disease names. A comprehensive
list of the entities is shown in Table S1 in Multimedia Appendix
1.
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Figure 5. Knowledge reasoning test: finding the disease name (task 7). BERT: bidirectional encoder representations from transformers; CLS: classification;
SEP: separator.

Experimental Settings
We trained and evaluated 4 types of publicly available BERT
models through the following process. We used records of
159,460 patients out of 164,460 patients for pretraining. In the
pretraining procedure, 15% of random tokens from the 159,460
patient records were masked. Among them, 80% of the masked
tokens were replaced with [MASK] tokens, 10% were replaced
with random tokens, and the remaining 10% retained their
original tokens. We trained the BERT models to restore [MASK]
tokens to their original tokens.

After pretraining, the 4 BERT models were fine-tuned for tasks
1‐7. For fine-tuning, we used 5000 patient records that were

not used in pretraining. We assigned 4000 patients to the training
set and 1000 patients to the test set and then created training
and evaluation data specific for each task. In each task, the 4
pretrained BERT models were trained using the training set and
evaluated on the test set.

In the pretraining step, 4 NVIDIA 3090 graphics processing
units (GPUs) were used in parallel for 3 epochs. After
pretraining, all the models were fine-tuned using a 1080ti GPU
except for task 6, in which 3090 GPU were used, because this
task required more calculation procedures and memory. The
detailed hyperparameter settings are described in Table S2 in
Multimedia Appendix 1. The detailed experimental settings and
analysis code used in this study are available on GitHub [42].
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Results Results of Tasks 1-3
In tasks 1‐3, BERT-base and BioBERT exhibited the best
scores; Tables 3 and 4 present the corresponding results.

Table . Results of various BERTa models in tasks 1 and 2.

Task 2: Determination of whether 2 sections are from the same
patients

Task 1: Determination of whether 2 documents are from the
same patients

Model

F1-scoreRecallPrecisionF1-scoreRecallPrecision

88.4387.6089.2889.0594.1984.44BERT-base

87.5382.7392.9289.3296.2183.36BioBERTb

82.5675.7890.6878.6974.0583.95KoBERTc

88.1993.3883.5688.2994.0283.22M-BERTd

aBERT: bidirectional encoder representations from transformers.
bBioBERT: BERT for Biomedical Text Mining.
cKoBERT: Korean BERT.
dM-BERT: Multilingual BERT

Table . Results of various BERTa models in task 3.

Task 3: Identification of the department associated with a given document
accuracy

Model

96.75BERT-base

97.44BioBERTb

95.38KoBERTc

96.06M-BERTd

aBERT: bidirectional encoder representations from transformers.
bBioBERT: BERT for Biomedical Text Mining.
cKoBERT: Korean BERT.
dM-BERT: Multilingual BERT.

In the homogeneity test conducted on document-level inputs
(task 1), BioBERT achieved the highest F1-score, whereas in
the test conducted on the section-level inputs (task 2),
BERT-base achieved the highest F1-score. Comparing the scores
under tasks 1 and 2 revealed that BioBERT exhibited a more
substantial drop in performance than those of other models. By
contrast, KoBERT consistently demonstrated a diminished
performance compared with that exhibited by other BERT

models. In the document representativeness test, which entailed
the selection of a single department from a set of 8 department
candidates, BioBERT exhibited superior performance in terms
of accuracy, which was the evaluation metric.

Results of Tasks 4-7
In tasks 4‐7, M-BERT achieved the best scores (Tables 5 and
6).
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Table . Results of various BERTa models in tasks 4 and 5.

Task 5: Finding the assessment section with inputs that are not
section-shuffled

Task 4: Finding the assessment section with inputs that are
section-shuffled

Model

F1-scoreRecallPrecisionF1-scoreRecallPrecision

56.6959.1474.5960.8361.7471.03BERT-base

51.1755.9974.7151.6456.3172.16BioBERTb

93.1593.8892.6176.8877.4176.57KoBERTc

96.4496.3796.5293.7794.6193.15M-BERTd

aBERT: bidirectional encoder representations from transformers.
bBioBERT: BERT for Biomedical Text Mining.
cKoBERT: Korean BERT.
dM-BERT: Multilingual BERT.

Table . Results of various BERTa models in task 7.

Task 7: Determination of disease names based on existing knowledgeModel

hit@10hit@3hit@1

93.4077.4760.26BERT-basea

95.1280.2059.40BioBERTb

91.5472.0246.20KoBERTc

95.4181.6461.12M-BERTd

aBERT: bidirectional encoder representations from transformers.
bBioBERT: BERT for Biomedical Text Mining.
cKoBERT: Korean BERT.
dM-BERT: Multilingual BERT.

In the reading comprehension tests (tasks 4 and 5), the
performances of the models were evaluated in terms of the
F1-score, which was calculated by measuring the proportion of
tokens within the predicted interval that correctly overlapped
with the actual interval. M-BERT achieved the highest
performance in reading comprehension tests. In addition, the
models exhibited the largest performance differences in these
tests. In the context connectivity test (task 6), M-BERT exhibited
the highest performance with an F1-score of 64.75, whereas all
the other models achieved a score lower than 60 (BERT-base:
59.78; BioBERT: 58.39; KoBERT: 25.62; and M-BERT: 64.75).
In the knowledge-reasoning test (task 7), the M-BERT model
exhibited the best performance. The primary objective of this
test was to accurately prognosticate 63 potential candidate
diagnoses, as extracted from clinical documents, in which the
diagnosis name was substituted with [MASK]. In our
assessment, we used hit@k (where k=1, 3, or 10). For instance,
in task 7, BERT computes probabilities for 63 diseases based
on a provided context. In this context, hit@k is a true positive
if k diseases with the highest probability encompass the correct
disease. The final evaluation score is then determined by
dividing the number of true positives by the total number of
sequences under assessment.

Discussion

Suitability of BERT-Base and BioBERT for English
[CLS] Embedding (Tasks 1-3)
In tasks 1‐3, the BERT classification ([CLS]) embedding was
the input for the FFNN. The [CLS] token, positioned at the
far-left side of the input sequence, is a classification token. The
embedding of this token is commonly used as a feature for
classification tasks, indicating the model’s comprehension of
segment-level or document-level context. In tasks 1 and 2,
homogeneity was assessed at the document and section levels,
respectively, and BioBERT and BERT-base demonstrated the
highest performances, respectively. In task 3, BioBERT
achieved the highest score. Based on these observations, we
inferred that BERT-base and BioBERT would be suitable for
tasks involving [CLS] embedding.

Generally, a model’s ability to understand context diminishes
as the number of tokens absent from its dictionary increases.
Unknown ([UNK]) tokens represent tokens absent from the
model’s dictionary, and the presence of these tokens correlates
with lower model performance. The higher the frequency of
[UNK] tokens, the greater the challenge for the model to
accurately comprehend the context. Notably, despite the limited
inclusion of Korean tokens, these models excelled in tasks 1‐3
(Table S4 in Multimedia Appendix 1). BERT-base and

JMIR Med Inform 2024 | vol. 12 | e52897 | p.1788https://medinform.jmir.org/2024/1/e52897
(page number not for citation purposes)

Kim et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


BioBERT, which were pretrained on English sentence patterns,
exhibited improved performances because of the prevalence of
English sentences in outpatient visit records, which typically
detailed their diseases.

Influence of Multilingual Capabilities in Reading
Comprehension Tasks on Outcomes (Tasks 4 and 5)
In tasks 4 and 5, the reading comprehension ability of the model
was assessed by determining the scope of the assessment section.
Among models, M-BERT demonstrated the highest
performance, whereas BERT-base and BioBERT exhibited the
lowest test scores. The presence of extensive multilingual
capabilities in the reading comprehension tests was the
predominant factor influencing these outcomes.

To comprehend why BERT-base and BioBERT exhibit
markedly inferior performance compared with M-BERT in tasks
4 and 5, understanding the composition of the BERT model
dictionaries and the function of the [UNK] token is crucial. In
BERT models, a dedicated tokenizer is used to segment text
into tokens. These tokens are retained if present in the model’s
dictionary; otherwise, the tokens are substituted with [UNK]
tokens, representing unknown entities. Consequently, a higher
prevalence of [UNK] tokens indicates a diminished ability of
the model to comprehend the semantic nuances of the sequence.
In tasks 4 and 5, where each token’s semantic relevance
determines its association with an assessment section, models
with inadequate knowledge of individual tokens exhibit poor
performance. The dictionaries of BERT-base and BioBERT
contain minimal Korean characters, resulting in the majority of
Korean tokens being replaced with [UNK] tokens. By contrast,
M-BERT encompasses a comprehensive range of Korean
characters in its dictionary. Therefore, BERT-base and BioBERT
exhibit notably inferior performance in tasks 4 and 5 compared
with M-BERT.

Relationship Between Multilingual Capability and
Task Complexity (Task 7)
Task 7, which was focused at evaluating the aptitude of a model
for knowledge inference, was more complex than other tasks.
Notably, M-BERT outperformed the other models in task 7,
securing hit@1, hit@3, and hit@10 scores of 61.12, 81.64, and
95.41, respectively. These results highlighted the pivotal role
of the dictionary in knowledge inference. Furthermore, when
processing documents in multiple languages, M-BERT
outperformed BERT-base, which had been exclusively trained
in a single language.

For task 6, the test results were poor. An analysis indicated that
BERT models did not excel in this task because of the
prevalence of outpatient medical records in the copy-and-paste
format (Table S6 in Multimedia Appendix 1). Consequently,
the significance of task 6 in this study was low.

Contributions to the Clinical Text Processing and
Medical Fields

Importance of Multilingual Models
The experiment highlights the significance of using multilingual
language models in processing bilingual clinical notes. The
findings demonstrated that using a model capable of handling

2 languages yields superior performance compared with relying
solely on a single language model. This insight is particularly
relevant for countries such as Korea and Japan, where clinical
documentation typically involves a mixture of languages.

Base for Model Selection
Furthermore, this study provides empirical evidence for
choosing a proper BERT model, a factor not substantiated in
existing NLP research. For instance, in previous studies, such
as that conducted by Kim and Lee [43], M-BERT was used for
tasks such as extracting disease names, symptoms, and body
parts from Korean text without providing explicit justification.
The experimental results satisfied this gap by showcasing the
superiority of M-BERT in understanding bilingual clinical text
and supporting appropriate BERT selection in future studies.

Limitations and Future Works

Limited Scope of Clinical Notes
This analysis primarily focused on outpatient visit records.
Future studies should encompass a broad range of clinical notes,
including surgical notes, hospitalization records, and discharge
summaries. Comparing and validating the performance of BERT
models across various types of clinical documentation provides
a comprehensive understanding of their effectiveness.

Single-Institution Data
This study exclusively used data from Seoul National University
Hospital, which can limit the generalizability of the findings.
Clinical notes can vary considerably in style and content across
various health care institutions. Therefore, future studies should
involve data from multiple hospitals to validate BERT model
performance in various clinical settings.

More Tasks Should Be Verified
The BERT model requires further validation in bilingual clinical
text. Oh et al [44] conducted a study to recognize protected
health information in the publicly available i2b2 2014 dataset.
However, we could not perform this task because manual labeled
annotations are required to extract non-English entities in
bilingual clinical notes. In future studies, various tasks using
bilingual clinical notes should be proposed.

Conclusions
In this study, we comprehensively compared 4 BERT models,
encompassing text in both English and Korean, within the
multilingual clinical domain. We pretrained these models with
approximately 160,000 patient records and evaluated their
performances for 7 diverse downstream tasks. The experimental
findings are summarized as follows.

First, the BERT-base and BioBERT models excelled in
document classification tasks using [CLS] tokens. These results
highlighted their superiority over M-BERT in tasks involving
simple pattern recognition in word sequences. Second, the
significance of having a comprehensive dictionary was evident
in the reading comprehension task in which comprehensive
token usage was required. The exceptional performance of
M-BERT, which encompassed a broad range of Korean and
English tokens, clearly confirmed the importance of the
dictionary. Third, multilingual proficiency was pivotal for tasks
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that demanded complex reasoning. Both M-BERT and BioBERT
excelled in task 7, which focused on diagnosing a multitude of
candidates, and notably, M-BERT consistently outperformed
BioBERT.

Our findings highlighted the suitability of BioBERT and
BERT-base for tasks that relied on sequence patterns in

multilingual clinical domains. In addition, M-BERT, which had
an expansive dictionary and aptitude for leveraging Korean and
English clinical contexts, was highly suitable for tasks involving
textual content comprehension. The experimental results of the
BERT models in mixed-language clinical documents provide
valuable insights for future medical NLP research and
appropriate BERT model selection for different types of tasks.
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Abstract

Background: The application of machine learning in health care often necessitates the use of hierarchical codes such as the
International Classification of Diseases (ICD) and Anatomical Therapeutic Chemical (ATC) systems. These codes classify diseases
and medications, respectively, thereby forming extensive data dimensions. Unsupervised feature selection tackles the “curse of
dimensionality” and helps to improve the accuracy and performance of supervised learning models by reducing the number of
irrelevant or redundant features and avoiding overfitting. Techniques for unsupervised feature selection, such as filter, wrapper,
and embedded methods, are implemented to select the most important features with the most intrinsic information. However,
they face challenges due to the sheer volume of ICD and ATC codes and the hierarchical structures of these systems.

Objective: The objective of this study was to compare several unsupervised feature selection methods for ICD and ATC code
databases of patients with coronary artery disease in different aspects of performance and complexity and select the best set of
features representing these patients.

Methods: We compared several unsupervised feature selection methods for 2 ICD and 1 ATC code databases of 51,506 patients
with coronary artery disease in Alberta, Canada. Specifically, we used the Laplacian score, unsupervised feature selection for
multicluster data, autoencoder-inspired unsupervised feature selection, principal feature analysis, and concrete autoencoders with
and without ICD or ATC tree weight adjustment to select the 100 best features from over 9000 ICD and 2000 ATC codes. We
assessed the selected features based on their ability to reconstruct the initial feature space and predict 90-day mortality following
discharge. We also compared the complexity of the selected features by mean code level in the ICD or ATC tree and the
interpretability of the features in the mortality prediction task using Shapley analysis.

Results: In feature space reconstruction and mortality prediction, the concrete autoencoder–based methods outperformed other
techniques. Particularly, a weight-adjusted concrete autoencoder variant demonstrated improved reconstruction accuracy and
significant predictive performance enhancement, confirmed by DeLong and McNemar tests (P<.05). Concrete autoencoders
preferred more general codes, and they consistently reconstructed all features accurately. Additionally, features selected by
weight-adjusted concrete autoencoders yielded higher Shapley values in mortality prediction than most alternatives.

Conclusions: This study scrutinized 5 feature selection methods in ICD and ATC code data sets in an unsupervised context.
Our findings underscore the superiority of the concrete autoencoder method in selecting salient features that represent the entire
data set, offering a potential asset for subsequent machine learning research. We also present a novel weight adjustment approach
for the concrete autoencoders specifically tailored for ICD and ATC code data sets to enhance the generalizability and interpretability
of the selected features.

(JMIR Med Inform 2024;12:e52896)   doi:10.2196/52896

KEYWORDS

unsupervised feature selection; ICD-10; International Classification of Diseases; ATC; Anatomical Therapeutic Chemical; concrete
autoencoder; Laplacian score; unsupervised feature selection for multicluster data; autoencoder-inspired unsupervised feature
selection; principal feature analysis; machine learning; artificial intelligence; case study; coronary artery disease; artery disease;
patient cohort; artery; mortality prediction; mortality; data set; interpretability; International Classification of Diseases, Tenth
Revision
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Introduction

Machine learning is increasingly being used in health care to
analyze patient data and provide insights on improving health
outcomes and the quality of care [1]. With the rise of electronic
health data (EHD) and entering a large amount of data per
patient in hospitals, there are big opportunities to train machine
learning models for a variety of applications, such as the
prediction or diagnosis of diseases, outcome prediction, and
treatment planning [1,2]. EHD are a valuable source of
information on a patient, containing details on their
demographics, hospital visits, medical diagnoses, physiological
measurements, and treatments received [3]. However, despite
the opportunities offered by these large data sets, there are
challenges in terms of data quality, privacy, and the complexity
of medical conditions [1]. In terms of machine learning, EHD
can include many irrelevant and redundant features, where their
direct use can lead to the “curse of dimensionality” as the high
dimensionality of the data can make it more difficult to extract
meaningful patterns and relationships [4]. Therefore, it is
important to apply appropriate techniques for dimensionality
reduction and feature engineering to address this challenge and
improve the effectiveness of predictive models built from EHD.

Feature selection is one of the critical aspects of machine
learning. It involves selecting a subset of relevant features that
are the most useful for predicting a target variable. In the case
of medical data, these features could include patient
demographics, medical history, laboratory test results, and
diagnosis codes [3]. Feature selection is essential because it can
help improve the accuracy and performance of machine learning
models by reducing the number of irrelevant or redundant
features and avoiding overfitting [4]. Unsupervised feature
selection is a type of feature selection method that is used when
there is no target variable available to guide the selection of
features. Unlike supervised feature selection, which chooses
features that better predict a certain target variable, unsupervised
feature selection methods rely on the intrinsic structure of the
data to identify the most important features. This behavior helps
the selected features to be unbiased and perform well when
there are no labeled data. It can also reduce the risk of overfitting
to a certain target variable and ensure robustness to new target
variables [5]. This is an important advantage in health care,
where collecting labeled data is usually difficult and the same
data are often used to predict multiple target variables.

Generally, there are 3 main categories of feature selection
methods: filter, wrapper, and embedded methods. Filter methods
use statistical tests such as variance to rank individual features
within a data set and select the features that maximize the
desired criteria. However, they usually lack the ability to
consider the interactions between features [6]. Wrapper methods,
on the other hand, select features that optimize an objective
function for a clustering algorithm. Therefore, these methods
are generally specific to particular clustering algorithms and
may not be suitable for use with other algorithms. Wrapper
methods can detect potential relationships between features,
but this often results in increased computational complexity [5].
Embedded methods also take into account feature relationships
but generally do so more efficiently by incorporating feature

selection into the learning phase of another algorithm. Lasso
regularization is one of the well-known embedded methods that
can be applied to a variety of machine learning models [6].

The International Classification of Diseases, Tenth Revision
(ICD-10) is a method of classifying diseases that was created
by the World Health Organization and is used internationally
[7]. It categorizes diseases based on their underlying cause,
characteristics, symptoms, and location in the body and uses
codes to represent each disease. The ICD-10 system organizes
thousands of codes in a hierarchical structure that includes
chapters, sections, categories, and expansion codes. Within this
structure, section codes and their corresponding chapter codes
can be thought of as child-parent relationships, with each
ICD-10 code serving as a node in the classification system. The
same relationship applies to categories and sections, as well as
expansion codes and categories. The high number of codes in
this system is one of the major challenges of using them in
machine learning applications [8]. It is worth noting that Canada
has added or changed some codes in the lower levels according
to their health care system requirements (ICD-10, Canada
[ICD-10-CA]) [9].

Similar to International Classification of Diseases (ICD) codes,
the Anatomical Therapeutic Chemical (ATC) classification
system, developed by the World Health Organization
Collaborating Centre for Drug Statistics Methodology, is an
international tool for the active and systematic categorization
of active pharmaceutical ingredients [10]. ATC codes are also
structured hierarchically and are assigned based on the organ
or system they impact, as well as their therapeutic,
pharmacological, and chemical properties. This hierarchical
system comprises 5 distinct levels, with the lower levels
providing detailed information about the pharmacological
subgroup and chemical substance, and the highest level
representing the anatomical main group. As in the ICD-10, the
ATC’s hierarchy introduces child-parent relationships at each
level.

In this research, we used 3 administrative databases comprising
ICD-10 and ATC codes pertaining to patients with coronary
artery disease (CAD). These databases, relevant to acute care,
ambulatory care, and pharmacy facilities, were used to select
the most insightful codes characterizing this cohort.

Methods

Data Set and Preprocessing
The Alberta Provincial Project for Outcome Assessment in
Coronary Heart Disease (APPROACH) registry [11] is one of
the most comprehensive data repositories of CAD management
in the world, matching unique disease phenotypes with rich
clinical information and relevant outcomes for patients in
Alberta, Canada, who have undergone diagnostic cardiac
catheterization or revascularization procedures. Our cohort’s
patients were selected from the APPROACH registry. These
patients underwent diagnostic angiography between January
2009 and March 2019 at 1 of the following 3 hospitals in
Alberta: Foothills Medical Centre, University of Alberta
Hospital, and Royal Alexandra Hospital. We excluded patients
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with ST elevation myocardial infarction from the study to focus
on nonemergency CAD.

Discharge Abstract Database (DAD), National Ambulatory Care
Reporting System (NACRS), and Pharmaceutical Information
Network (PIN) data for the abovementioned patients were
extracted from Alberta provincial health records. The DAD
contains summary hospitalization information from all acute
care facilities in Alberta. The NACRS includes all visits to
ambulatory care facilities (ie, emergency department, urgent
care, and day surgery visits) in the province as well as some
nonabstracted data from other specialty clinics. The PIN is based
on a system that collects all prescription medicine dispensations
from pharmacies all over Alberta.

In the DAD and NACRS, for each patient, we aggregated all
ICD-10-CA codes of hospital admissions or physician visits
every 3 months following the first admission date (all codes in
that period are treated as 1 record’s codes). This helps us to
make sure that chronic diseases are captured more
comprehensively in fewer records and reduce the effect of noisy
records. We did a similar procedure for ATC codes in the PIN
data set and aggregated the codes every 6 months, since most
medications prescription refills did not extend beyond 6 months.
We one-hot encoded the ICD-10-CA and ATC codes and their
parent nodes for each record. For example, if the ICD-10-CA
code “I251” was present, “I25,” “I20-I25,” and “Chapter IX”
were also encoded in the one-hot table. Similarly, if the ATC
code “C07AB02” was present, “C07AB,” “C07A,” “C07,” and
“C” were also encoded. We show the number of all unique
ICD-10-CA or ATC codes in the data set with NAll.

To validate the performance of the selected features in a real
clinical problem, we pulled the mortality data of the patients
enrolled in the cohort from the Vital Statistics Database and
matched them with the aggregated records to determine 90-day
mortality following the end of the last procedure.

Feature Selection
The following unsupervised algorithms were used for feature
selection:

• Concrete autoencoder (CAE) [6]: In this method, continuous
relaxation of discrete random (concrete) variables [12] and
the Gumbel-Softmax reparameterization trick are used to
construct a special layer in the neural network to transform
discrete random variables into continuous ones, which
allows for efficient computation and optimization using
gradient-based methods. The reparameterization trick allows
the use of a softmax function in this layer, which is
differentiable, unlike the argmax function. This
characteristic is useful for designing an autoencoder, in
which features are selected in the concrete layer (as the
encoder) through the softmax operation and a common
neural network (as the decoder) is used to reconstruct the
main feature space out of the selected features. During the
training, a temperature parameter can be gradually
decreased, allowing the concrete selector layer to try
different features in the initial epochs and behave more
similar to an argmax function in the last epochs to keep the
best features. After training, we can use an argmax function

on the weights to find the features passed to the neurons of
the encoder layer. One of the major problems of this method
is that it may converge to a solution where some duplicate
features are selected in some neurons (ie, fewer than the
desired number of features are selected).

• Autoencoder-inspired unsupervised feature selection
(AEFS) [13]: This method combines autoencoder and group
lasso tasks by applying an L1,2 regularization on the weights
of the autoencoder. The autoencoder in this method tries
to map the inputs to a latent space and then reconstruct the
inputs from that space. The L1,2 regularization will optimize
the weights (change them toward 0) to select a smaller
number of features. The neural network structure of the
autoencoder will enable the model to incorporate both linear
and nonlinear behavior of the data in the results. After
training this neural network, the features with higher weight
values in the first layer can be selected as the most
informative features. The authors claimed that this algorithm
showed promising results in computer vision tasks.

• Principal feature analysis (PFA) [14]: This method selects
features based on principal component analysis (PCA). The
most important features are selected by applying a k-means
clustering algorithm to the components of PCA and finding
the features dominating each cluster (closest to the mean
of the cluster). This algorithm is primarily designed for
computer vision.

• Unsupervised feature selection for multicluster data (MCFS)
[15]: This approach prioritizes the preservation of the
multicluster structure of data. The algorithm involves
constructing a nearest neighbor graph of the features,
solving a sparse eigen-problem to find top eigenvectors
with regard to the smallest eigenvalues. Then, an
L1-regularized least squares problem is optimized to find
the linear weights between the features and the eigenvectors.
This allows us to define the MCFS score as the maximum
weight of each feature across different clusters and select
the highest scores as the best features.

• Laplacian score (LS) [16]: The LS algorithm uses the
nearest neighbor graph to capture the local structure of the
data in the affinity matrix. For each feature, its adjusted
variation is calculated by removing the feature’s mean,
normalized by a degree matrix, which itself is derived from
the sum of similarities in the affinity matrix. The Laplacian
matrix, essential for this calculation, is formed by
subtracting the affinity matrix from the degree matrix. The
significance of each feature is then assessed by the LS,
which is the ratio of the feature’s ability to preserve local
information (captured by its adjusted variation’s alignment
with the Laplacian matrix) to its overall variance (measured
by its alignment with the degree matrix). The lower the LS,
the more relevant the feature for representing the intrinsic
geometry of the data set.

We applied the LS, AEFS, PFA, MCFS, and CAE algorithms
to a 67% training data set (split based on patients) of one-hot
encoded features to select the best 100 features (NBest=100) with
the following specifications (we chose NBest based on
preliminary experimentations).
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For the AEFS method, we used a single hidden-layer
autoencoder and optimized the loss function as described in
Han et al [13], with α=0.001 as the trade-off parameter of the
reconstruction loss and the regularization term and β=0.1 as the
penalty parameter for the weight decay regularization. The
choice of these parameters was based on preliminary
experimentations on a small set of data and exploring α and β
of {0.001, 0.1, 1, 1000}.

For the PFA method, we used incremental PCA instead of the
normal PCA in the original paper [14], with a batch size of 2NAll

due to the high computational cost. We decomposed the data
to NAll2 components and then applied k-means clustering to
find NBest clusters. We also tried { NAll5,NAll3,NAll2 } as the
number of components of the PCA in the preliminary
experiments.

To use the LS and MCFS methods for feature selection, we
used the Euclidean distances between features to construct a
nearest neighbor graph G based on the 5 nearest neighbors. For
the LS method, we set the weights of the connected nodes of G
to 1, assuming a large t in the LS formulation. Then, we
computed the LS for each feature and selected the top features
with higher scores. Due to the high computational resources
required for the LS and MCFS methods, we did not explore
different parameters and used the same settings suggested by
the implementation codes of these algorithms.

As the structure of the loss function allows us to prioritize some
target variables, the CAE method was applied in 2 different
ways—with and without adjusting weights for features. The
reason for adjusting the weights is that since there are many
correlated features in the ICD-10-CA and ATC code data sets,
the model may choose one of them randomly [3]. Therefore,
we applied the function in equation 1 as the class weights of
the features to the loss function of the model:

(1)WF=11+dF

where WF is the weight for feature F and d(F) is the depth of
feature F as a node of the ICD-10-CA or ATC tree. This weight
adjustment will force the model to give more importance to the
features at the top of the tree and to generalize more in clinical
settings. In the rest of the paper, this variant of the CAE model
will be referred to as the CAE with weight adjustment
(CAEWW) and the regular CAE model will be referred to as
the CAE with no weight adjustment (CAENW).

We defined NBest neurons in the concrete selector layer and used
a learning rate of 0.001, a batch size of 64, and 1000 epochs.
We also controlled the learning of the concrete selector layer
by the temperature parameter that started from 20 and decreased
to 0.01 exponentially (this annealing strategy was suggested by
Abid et al [6] for better convergence). The decoder of the CAE
was a feed-forward neural network with 2 hidden layers with
64 neurons and used a sigmoid activation function for the output
layer and a leaky rectified linear unit activation function for the
other layers. The learning rate, number of neurons, and the
layers were determined based on preliminary experiments for
the fastest convergence of the autoencoder.

Evaluation of Selected Features: Reconstruction of
Initial Feature Space
To evaluate the effectiveness of the selected features, we trained
a simple feed-forward neural network model using the chosen
features to reconstruct the original feature space for each data
set separately. The neural network consisted of 2 hidden layers,
each with 64 neurons, and used leaky rectified linear unit
activation functions, with a 10% dropout rate, in the hidden
layers and a sigmoid activation function in the output layer. We
trained the model using the same training set used in the feature
selection step and evaluated its performance on the remaining
33% test set using binary cross entropy. We also calculated the
accuracy of each feature selection method to determine which
method produced the most accurate results. One of the
challenges in comparing models with a large number of targets
is that the accuracy values are inflated, because most of the
targets are heavily imbalanced (ie, most of them were 0s) and
the models were able to predict them easily. To circumvent this
issue, we used a 2-tailed t test analysis and compared the
accuracy values of the classes with the accuracy of a baseline
model that simply outputs the mode of the training data for each
class regardless of the input.

Evaluation of Selected Features: Prediction of 90-Day
Mortality
To demonstrate the utility of using unsupervised feature
selection methods in a supervised setting, we conducted a case
study where we used the selected features from each method to
predict 90-day mortality following the end of the last procedure
for each data set separately. Since our data sets were highly
imbalanced, with only ~6%, ~2%, and ~1% of the aggregated
records for the DAD, NACRS, and PIN data set, respectively,
leading to 90-day mortality, we upsampled the minority class
using random sampling to balance the training sets. We then
trained extreme gradient boosting (XGBoost) models using the
training sets with 5-fold cross-validation to tune the
hyperparameters for each model. We used the best models to
predict the binary outcome variables on the test sets and
measured their performances. XGBoost was selected for its
efficiency with sparse data, which was crucial for our data sets.
XGBoost’s regularization features help prevent overfitting [17].
Additionally, its ability to provide interpretable models through
tree-based Shapley values aligns with our objective to not only
predict mortality but also understand the contributing factors
[18]. XGBoost’s scalability on multiple processors and speed
(for both training [17] and Shapley analysis [18]) are also
beneficial for processing large volumes of data and complex
model tuning. After training the mortality prediction models
for each method and data set, we calculated tree-based Shapley
values corresponding to the features. This allowed us to rank
the importance of each feature and explain their roles in
predicting mortality.

We have made the implementation code for the methods
discussed available at our GitHub repository [19].

Ethical Considerations
This study received ethics approval from the Conjoint Health
Research Ethics Board at the University of Calgary
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(REB20-1879). Informed consent was waived due to the
retrospective nature of the data and the large number of patients
involved, making it impractical to seek consent from each
patient. All data were deidentified. No compensation was
provided to the participants as the study did not involve direct
participant interaction.

Results

Data Set Description
Table 1 summarizes the characteristics of the patients in the
cohort at the time of their initial catheterization. The total
numbers of patients with at least 1 record in the respective data

sets, as well as the time ranges for each data set, are provided
in Table 2. The aggregation procedure described in the Methods
section reduced the number of records to the values listed in
the “Aggregated Records” row, and the table also includes the
total number of codes (unique ICD-10-CA or ATC codes and
their parent codes) in a data set, along with the average number
of codes per record. Multimedia Appendix 1 illustrates the
percentages of the 20 most common ICD-10-CA and ATC codes
within each processed data set. Within the data set, there were
9942 cases corresponding to a 90-day mortality, resulting in a
20% mortality rate in the cohort. The final aggregated data for
each data set were split into 67% for the training sets and 33%
for the test sets at the patient level.
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Table . Key characteristics of the patients with CADa enrolled in the cohort.

Overall (N=51,506)Variable

51,506 (100)Total population, n (%)

Sex, n (%)

12,875 (25)Female

38,631 (75)Male

66.09 (11.41)Age (years), mean (SD)

29.51 (7.45)BMI (kg/m 2 ), mean (SD)

8449 (16.4)Missing data, n (%)

CAD type, n (%)

24,119 (46.83)Non-ST elevation myocardial infarction

10,671 (20.72)Unstable angina

9832 (19.09)Stable angina

6884.0 (13.37)Missing data

Canadian Cardiovascular Society angina grade, n (%)

4688 (9.1)II (slight limit)

7513 (14.59)IVb

21,117 (41)IVa (hospitalized with acute coronary syndrome)

2581 (5.01)III (marked limit)

1627 (3.16)IVc

1309 (2.54)I (strenuous)

698 (1.36)Atypical

11,973 (23.25)Other or missing data

Diabetes, n (%)

37,544 (72.89)No diabetes

12,067 (23.43)Type II

806 (1.56)Type I

1089 (2.11)Other

32,967 (64.01)Dyslipidemia, n (%)

3689 (7.16)Heart failure, n (%)

1220 (2.37)Atrial fibrillation or flutter, n (%)

32,264 (62.64)Hypertension, n (%)

2559 (4.97)Angina, n (%)

15,209 (29.53)Family history of CAD, n (%)

Smoking, n (%)

25,822 (50.13)Never

11,196 (21.74)Current

14,488 (28.13)Past

5318 (10.33)Chronic lung disease, n (%)

2040 (3.96)Cerebrovascular disease, n (%)

1097 (2.13)Psychiatric history, n (%)

476 (0.92)Venous insufficiency, n (%)

599 (1.16)Alcohol consumption, n (%)
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Overall (N=51,506)Variable

Extent of CAD, n (%)

247 (0.48)3 VDsb

7765 (15.08)3 VDs (one >75%)

5704 (11.07)3 VDs (>75% proximal LADc)

3318 (6.44)3 VDs (proximal LAD)

5392 (10.47)2 VDs

569 (1.1)2 VDs (>75% LAD)

5215 (10.13)2 VDs (both >75%)

2819 (5.47)2 VDs (>75% proximal LAD)

2299 (4.46)1 VD (>75% proximal LAD)

8504 (16.51)1 VD (>75%)

4032 (7.83)1 VD (50%‐75%)

3058 (5.94)Severe left main disease

2584 (5.02)Left main disease

aCAD: coronary artery disease.
bVD: vessel disease.
cLAD: left anterior descending.

Table . Summary statistics of the DADa, NACRSb, and PINc data sets.

Data setSummary statistics

PINNACRSDAD

49,05250,62849,075Patients with at least 1 record, n

28,807,1363,974,403273,910Records, n

997,997173,507166,083Aggregated records, n

231578039651Unique ICD-10-CAd or ATCe codes
and their parent codes, n

33.31 (18.95)15.27 (12.55)24.90 (16.55)Codes per aggregated record, mean
(SD)

2004‐20222010‐20222004‐2022Time range

aDAD: Discharge Abstract Database.
bNACRS: National Ambulatory Care Reporting System.
cPIN: Pharmaceutical Information Network.
dICD-10-CA: International Classification of Diseases, Tenth Revision, Canada.
eATC: Anatomical Therapeutic Chemical.

Performances of the Feature Selection Methods
Table 3 shows the accuracies and binary cross entropies of the
models based on the selected features from each method. Table

4 shows the accuracy, F1-score, and area under the receiver
operating characteristic curve (AUC-ROC) metrics of the
XGBoost models to predict 90-day mortality.
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Table . Average accuracy and binary cross entropy (BCE) loss of different sets of selected features in reconstructing the original feature space in a
neural network structure.

PINcNACRSbDADaFeature selection
method

BCE, mean (95%
CI)

Accuracy, mean
(95% CI)

BCE, mean (95%
CI)

Accuracy, mean
(95% CI)

BCE, mean (95%
CI)

Accuracy, mean
(95% CI)

0.0432e (0.0432-
0.0432)

0.9972e (0.9969-
0.9975)

0.0091e (0.0091-
0.0091)

0.9994e (0.9994-
0.9995)

0.0121e (0.0121-
0.0121)

0.9992e (0.9992-
0.9993)

CAEWWd

0.0438e (0.0438-
0.0438)

0.9972e (0.9969-
0.9974)

0.0094e (0.0094-
0.0094)

0.9994e (0.9993-
0.9994)

0.0121e (0.0121-
0.0121)

0.9992e (0.9991-
0.9993)

CAENWf

0.1794 (0.1794-
0.1794)

0.9884 (0.9867-
0.9901)

0.0274 (0.0274-
0.0274)

0.9982 (0.9979-
0.9985)

0.0370 (0.0370-
0.0370)

0.9976 (0.9972-
0.9980)

AEFSg

0.0677e (0.0677-
0.0677)

0.9956e (0.9951-
0.9962)

0.0117e (0.0117-
0.0117)

0.9992e (0.9992-
0.9993)

0.0145e (0.0145-
0.0145)

0.9991e (0.9990-
0.9991)

MCFSh

0.1982 (0.1982-
0.1982)

0.9871 (0.9852-
0.9891)

0.0286 (0.0286-
0.0286)

0.9981 (0.9978-
0.9985)

0.0382 (0.0382-
0.0382)

0.9975 (0.9971-
0.9979)

PFAi

0.0850e (0.0850-
0.0850)

0.9945e (0.9938-
0.9952)

0.0136e (0.0136-
0.0136)

0.9991e (0.9990-
0.9992)

0.0165e (0.0165-
0.0165)

0.9989e (0.9988-
0.9990)

LSj

0.2012 (0.1712-
0.2312)

0.9870 (0.9850-
0.9889)

0.0294 (0.0245-
0.0342)

0.9981 (0.9978-
0.9984)

0.0384 (0.0322-
0.0447)

0.9975 (0.9971-
0.9979)

Mode of the train-
ing set (baseline
model)

aDAD: Discharge Abstract Database.
bNACRS: National Ambulatory Care Reporting System.
cPIN: Pharmaceutical Information Network.
dCAEWW: concrete autoencoder with weight adjustment.
eSignificantly different from the baseline model that outputs the mode of each class (P<.05). The P values are presented in Table S1 of Multimedia
Appendix 2.
fCAENW: concrete autoencoder with no weight adjustment.
gAEFS: autoencoder-inspired unsupervised feature selection.
hMCFS: unsupervised feature selection for multicluster data.
iPFA: principal feature analysis.
jLS: Laplacian score.
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Table . Performance of the extreme gradient boosting (XGBoost) model in predicting 90-day mortality using different sets of selected features.

PINcNACRSbDADaFeature selec-
tion method

AUC-ROCF1-scoreAccuracyAUC-ROCF1-scoreAccuracyAUC-ROCdF1-scoreAccuracy

0.820.10.840.750.150.850.870.370.86CAEWWe

0.820.10.830.750.150.860.87g0.360.86CAENWf

0.69g0.080.850.56g0.090.90.61g0.210.88AEFSh

0.84g0.090.810.740.130.840.89g0.370.86MCFSi

0.54g0.050.930.5g0.020.970.5g0.050.92PFAj

0.820.080.760.73g0.110.80.81g0.260.77LSk

aDAD: Discharge Abstract Database.
bNACRS: National Ambulatory Care Reporting System.
cPIN: Pharmaceutical Information Network.
dAUC-ROC: area under the receiver operating characteristic curve.
eCAEWW: concrete autoencoder with weight adjustment.
fCAENW: concrete autoencoder with no weight adjustment.
gSignificantly different from the AUC-ROC of the model trained on CAEWW features in their corresponding data set (P<.05) using the DeLong test
[20]. The P values are presented in Table S2 in Multimedia Appendix 2.
hAEFS: autoencoder-inspired unsupervised feature selection.
iMCFS: unsupervised feature selection for multicluster data.
jPFA: principal feature analysis.
kLS: Laplacian score.

Both tables indicate that the CAE methods generally selected
superior features compared to the other algorithms. Adjusting
the weights within the CAE improved the performance of feature
space reconstruction slightly. In terms of predicting 90-day
mortality, the CAE methods again performed better than the
other methods, as evidenced by the AUC-ROC. This superior
performance was statistically significant in most instances
(P<.05), according to the DeLong test for AUC-ROC.
Furthermore, the McNemar test revealed a significant difference
between the overall performance of the mortality prediction
models trained on the features of the CAEWW method and

those based on the other methods (P<.05). The P values of the
McNemar and DeLong tests can be found in Table S2 of
Multimedia Appendix 2.

Figure 1 shows the log-scale histograms of the original feature
space reconstruction accuracy in each ICD-10-CA or ATC code
for different feature selection methods. It shows that CAEWW
and CAENW were the best methods in terms of reconstructing
the majority of the features with high accuracy. The other
methods, despite having high average accuracy, performed
poorly in reconstructing some of the features.
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Figure 1. Log-scale histograms of the initial feature space reconstruction accuracy in each International Classification of Diseases (ICD) code for
different feature selection methods and different data sets: (A) concrete autoencoder with weight adjustment (CAEWW), (B) concrete autoencoder with
no weight adjustment (CAENW), (C) autoencoder-inspired unsupervised feature selection (AEFS), (D) unsupervised feature selection for multicluster
data (MCFS), (E) principal feature analysis (PFA), and (F) Laplacian score (LS). DAD: Discharge Abstract Database; NACRS: National Ambulatory
Care Reporting System; PIN: Pharmaceutical Information Network.

Characteristics of the Selected Features
We also calculated the average depths of the codes selected by
each method and compared them (using 2-tailed t test analysis)
against the CAEWW method that is intended to select more
general codes (ie, smaller depths). The CAEWW method
selected codes with average depths of 1.38, 1.42, and 1.99 for
the DAD, NACRS, and PIN data sets, respectively. Although
CAEWW’s code depths were significantly lower than the depths
of the codes selected by the other methods (all P<.05), there
was no significant difference between the CAEWW and

CAENW methods (with average depths of 1.48, 1.45, 2.03; all
P>.05). The P values can be found in Table S3 of Multimedia
Appendix 2. Figure 2 illustrates the difference in average code
depth among the different methods.

We used the average of the mean absolute Shapley values from
each mortality prediction model as an index for the importance
of the features selected by each method. To compare the
CAEWW method with the other methods across the 3 different
data sets, we conducted a 2-tailed t test analysis. The CAEWW
method did not show any significant difference from the
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CAENW methods across all data sets (all P>.05). However, the
CAEWW method did yield significantly higher mean absolute
Shapley values compared to the other methods (AEFS and PFA;
all P<.001). The AEFS and PFA methods had the lowest
Shapley values compared to all the other methods, indicating
that they selected lower-quality features for this task. The P
values are available in Table S4 in Multimedia Appendix 2.
Figure 3 illustrates the aforementioned differences in mean

absolute Shapley values. Figure 4 shows the Shapley plots of
the 20 most important features selected by the CAEWW method
across different data sets. The corresponding Shapley plots for
the other methods can be found in Multimedia Appendix 3
(Figures S1-S5). Additionally, Multimedia Appendix 4 (Tables
S1-S18) includes all chosen features, detailed descriptions, and
the average absolute Shapley values across all data sets and
methods.

Figure 2. Average depths of the selected codes by each method in the ICD-10-CA or ATC tree. Methods with average depths significantly (P<.05)
larger than the CAEWW method in their corresponding data set are marked with asterisks (*). AEFS: autoencoder-inspired unsupervised feature selection;
ATC: Anatomical Therapeutic Chemical CAENW: concrete autoencoder with no weight adjustment; CAEWW: concrete autoencoder with weight
adjustment; DAD: Discharge Abstract Database; ICD-10-CA: International Classification of Diseases, Tenth Revision, Canada; LS: Laplacian score;
MCFS: unsupervised feature selection for multicluster data; NACRS: National Ambulatory Care Reporting System; PFA: principal feature analysis;
PIN: Pharmaceutical Information Network.

JMIR Med Inform 2024 | vol. 12 | e52896 | p.1804https://medinform.jmir.org/2024/1/e52896
(page number not for citation purposes)

Ghasemi & LeeJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Average of mean absolute Shapley values of features in each mortality prediction model. Methods with average values significantly (P<.05)
smaller than the CAEWW method in their corresponding data set are marked with asterisks (*). AEFS: autoencoder-inspired unsupervised feature
selection; CAENW: concrete autoencoder with no weight adjustment; CAEWW: concrete autoencoder with weight adjustment; DAD: Discharge Abstract
Database; LS: Laplacian score; MCFS: unsupervised feature selection for multicluster data; NACRS: National Ambulatory Care Reporting System;
PFA: principal feature analysis; PIN: Pharmaceutical Information Network.
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Figure 4. SHAP values of the features selected by the CAEWW method across different data sets (20 most important features): (A) Discharge Abstract
Database (DAD), (B) National Ambulatory Care Reporting System (NACRS), and (C) Pharmaceutical Information Network (PIN). CAEWW: concrete
autoencoder with weight adjustment; SHAP: Shapley additive explanations.

Discussion

Principal Findings
The high dimensionality of the ICD and ATC code databases
necessitates the use of dimensionality reduction techniques to
feed the data into machine learning models. Due to
interpretability concerns in the health domain, selecting from
original features, rather than transforming them into new
features, is an essential step in reducing dimensionality. In this
study, we demonstrated that the CAE methods performed the
best in selecting the most informative ICD and ATC codes in
an unsupervised setting. Using a clinical outcome as a case

study, we also demonstrated that ICD and ATC code features
selected by the CAE methods were able to predict the outcome
variable with better accuracy than the other methods in the
study, even though they were derived from an unsupervised
setting in the absence of the target variable. This indicates that
the selected features can be considered unbiased toward a
specific target variable and explain the phenomenon
appropriately. We also showed that the AEFS and PFA methods
did not select high-quality features in our data set and were not
suitable for both tasks of reconstructing the feature space and
predicting 90-day mortality. The LS and MCFS methods,
however, showed better performance in both tasks (slightly
lower than the CAE methods). Furthermore, the features selected
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by the CAE methods (especially CAEWW) were generally
higher-level codes (ie, lower depth in the hierarchical structure),
which helps the study to find generalized solutions.

It is worth mentioning that our methodology code is publicly
shared, allowing other researchers to use the desired methods
for selecting the most informative features within cohorts with
large ICD, ATC, or other hierarchical-coded health databases
[19].

Computational Cost
The MCFS, PFA, and LS methods had multiple special matrix
operations that made them computationally expensive.
Considering our large-scale, high-dimensional data set, these
algorithms were not possible to run on a personal computer and
we had to optimize the operations for an advanced computing
cluster with 40 Intel Xeon Gold 6342 2.80 GHz CPUs and 2048
GB RAM. The MCFS and LS feature selection experiments
had some shared operations and together took over 2 days to
complete. The PFA method also needed less than a day for the
entire feature selection experiments. The AEFS and CAE
methods, however, had the advantage of using GPUs and
optimized deep learning libraries for training the neural networks
and were faster. Each of these algorithms took less than 4 hours
on an Nvidia A100 80 GB GPU.

Selected Features
The Shapely analysis of the 20 most important features selected
in each data set using the CAEWW method for predicting
mortality revealed the multidimensional capabilities of this
method in identifying relevant information. In the DAD and
NACRS data sets, it selected disease codes relevant to mortality
among patients with CAD. In both data sets, diseases related to
cardiovascular conditions, hypertensive and circulatory
disorders, metabolic disorders, renal failures [21], and cancer
[22] were selected, which are important factors in the outcomes
of patients with CAD. Furthermore, DAD-based features
included accidents, arthropathies, and hospitalization-specific
conditions, whereas the NACRS data set resulted in falls [23];
digestive disorders [24]; and codes related to the rehabilitations,
management, or complexity of the diseases. In the PIN data set,
direct interventions for CAD and related risk factors were mainly
selected, including high-ceiling diuretics, statins, ace inhibitors,
angiotensin II receptor blockers (plain and combinations), direct
factor Xa inhibitors, vasodilators, antianemic preparations,
antithrombotic agents, and other lipid-modifying agents,
addressing heart failure, cholesterol management, blood pressure
control, anticoagulation, anemia, and blood flow. Also, drugs
related to accompanying diseases or conditions with CAD were
selected: gastrointestinal issues (pantoprazole and general drugs
for acid-related disorders [25,26] and drugs for constipation
[27]), pain management (opioids, other analgesics, and
antipyretics) [28], inflammatory conditions and immune
responses (anti-inflammatory and antirheumatic products and
corticosteroids for systemic use) [29,30], mental and behavioral
health (antipsychotics) [31], respiratory conditions (adrenergic
inhalants [32]), and urological issues [33].

Previous studies typically selected codes as machine learning
model features based on expert opinions, the presence of

high-level codes (eg, categories or chapters), or a combination
of both [34,35]. To the best of our knowledge, only 1 study [3]
attempted to offer a sophisticated feature selection method using
tree-lasso regularization for ICD code data sets, but it was in a
supervised setting that required an outcome variable. Our study
provides a general tool for health researchers to select the most
informative ICD and ATC codes without biasing the study
toward a specific outcome variable. We also introduced a unique
target weight adjustment function to the CAE model to guide
the model to select higher levels of the ICD table compared to
the model without adjustment.

Limitations and Future Work
One of the limitations of this study was the incapability of the
CAE method to select an exact number of desired features. Since
the neurons in the concrete selector layer work independently,
there is a possibility of selecting duplicate features. Therefore,
the number of final selected features can be fewer than the
desired number. Although it indicates that the decoder model
is still capable of reconstructing the initial feature space with a
smaller number of features, some researchers may prefer to
have an exact number of features they desire for their models.
One previous study [36] has used a special regularization term
in the training step to enforce the model not to select duplicate
features. This method can be investigated for the ICD and ATC
codes in the future.

The aggregation of codes should be viewed as a trade-off in this
study. We needed to select a reasonable aggregation period that
covers both long-term and short-term diseases. A shorter period
could skew the results by including multiple correlated records
from the same patient. Conversely, longer periods could weigh
short-term diseases equally with long-term ones, and the codes
of the patients with fewer records (eg, recent patients in the
cohort) would have a lower chance of selection.

Another limitation was that we only used 3 data sets of a specific
disease cohort to choose the features. Therefore, the selected
features in this study may not generalize to other patient cohorts
or diseases. Furthermore, we selected the 100 best features, but
other data sets or patient cohorts may require a different number
of features. Future studies may investigate the impact of the
number of features on the results. Moreover, our hyperparameter
analysis was conducted within a constrained scope due to limited
computational resources. Future studies could further explore
the impact of a broader range of hyperparameter values. We
anticipate that the CAEs hold potential for this area due to their
flexible neural network structure and optimized algorithms. A
similar limitation also applies to the mortality prediction case
study, where we only trained XGBoost and did not explore other
model types.

Conclusions
In this study, we investigated 5 different methods for selecting
the best features in ICD and ATC code data sets in an
unsupervised setting. We demonstrated that the CAE method
can select better features representing the whole data set that
can be useful in further machine learning studies. We also
introduced weight adjustment of the CAE method for ICD and
ATC code data sets that can be useful in the generalizability
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and interpretability of the models, given that it prioritizes
selecting high-level definitions of diseases.

The CAEWW method outperformed all other methods in
reconstructing the initial feature space across all data sets. We
validated the selected features through a supervised learning

task, predicting 90-day mortality after discharge using 3 distinct
data sets. Features selected via the CAEWW method
demonstrated significantly improved performance on this task,
as evidenced by the DeLong and McNemar tests. Given the
advantages of the CAE method, we recommend its use in the
feature selection phase of EHD analysis with ICD or ATC codes.
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Abstract

Background: Predicting hypoglycemia while maintaining a low false alarm rate is a challenge for the wide adoption of continuous
glucose monitoring (CGM) devices in diabetes management. One small study suggested that a deep learning model based on the
long short-term memory (LSTM) network had better performance in hypoglycemia prediction than traditional machine learning
algorithms in European patients with type 1 diabetes. However, given that many well-recognized deep learning models perform
poorly outside the training setting, it remains unclear whether the LSTM model could be generalized to different populations or
patients with other diabetes subtypes.

Objective: The aim of this study was to validate LSTM hypoglycemia prediction models in more diverse populations and across
a wide spectrum of patients with different subtypes of diabetes.

Methods: We assembled two large data sets of patients with type 1 and type 2 diabetes. The primary data set including CGM
data from 192 Chinese patients with diabetes was used to develop the LSTM, support vector machine (SVM), and random forest
(RF) models for hypoglycemia prediction with a prediction horizon of 30 minutes. Hypoglycemia was categorized into mild
(glucose=54-70 mg/dL) and severe (glucose<54 mg/dL) levels. The validation data set of 427 patients of European-American
ancestry in the United States was used to validate the models and examine their generalizations. The predictive performance of
the models was evaluated according to the sensitivity, specificity, and area under the receiver operating characteristic curve
(AUC).

Results: For the difficult-to-predict mild hypoglycemia events, the LSTM model consistently achieved AUC values greater
than 97% in the primary data set, with a less than 3% AUC reduction in the validation data set, indicating that the model was
robust and generalizable across populations. AUC values above 93% were also achieved when the LSTM model was applied to
both type 1 and type 2 diabetes in the validation data set, further strengthening the generalizability of the model. Under different
satisfactory levels of sensitivity for mild and severe hypoglycemia prediction, the LSTM model achieved higher specificity than
the SVM and RF models, thereby reducing false alarms.

Conclusions: Our results demonstrate that the LSTM model is robust for hypoglycemia prediction and is generalizable across
populations or diabetes subtypes. Given its additional advantage of false-alarm reduction, the LSTM model is a strong candidate
to be widely implemented in future CGM devices for hypoglycemia prediction.

(JMIR Med Inform 2024;12:e56909)   doi:10.2196/56909

KEYWORDS

hypoglycemia prediction; hypoglycemia; hypoglycemic; blood sugar; prediction; predictive; deep learning; generalization;
machine learning; glucose; diabetes; continuous glucose monitoring; type 1 diabetes; type 2 diabetes; LSTM; long short-term
memory

Introduction

Diabetes is a serious long-term disease with considerable
influence on global health [1]. Type 1 diabetes mellitus (T1DM)

is a disease in which the pancreas produces little or no insulin
[2], whereas insulin resistance and insufficient insulin are the
primary contributors to the development of type 2 diabetes
mellitus (T2DM) [3]. Although the pathogenic mechanisms of
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T1DM and T2DM are different, glucose-lowering treatments
such as insulin administration are the common leading cause
of hypoglycemia events in patients with both diabetes subtypes
[4]. Severe hypoglycemia is a frequent phenomenon in patients
with T1DM, with an annual prevalence of 30%-40% [5].
Although the risk of severe hypoglycemia in patients with
T2DM is relatively lower, 46%-58% of these patients were
reported to have experienced mild hypoglycemia symptoms
over a 6-month period [6]. Patients experiencing frequent
hypoglycemia events have 1.5-6.0 times increased risks of
cardiovascular events and mortality than those without such
events [7]. Patients with T2DM from Southeast Asia appear to
have an elevated risk of hypoglycemia, as these patients are
more often treated with a premixed insulin formulation, are
younger, and have a lower BMI than those of their counterparts
from Western countries [8-11]. Given that demographic and
clinical factors such as ethnic group, diabetes subtype, and BMI
are all important components of the complex risk profile of
hypoglycemia, accurate risk prediction and prevention of
hypoglycemia across populations and diabetes types remain
significant challenges in diabetes management.

Recently, continuous glucose monitoring (CGM) has
demonstrated good potential to predict hypoglycemia. For
patients who wear insulin pumps or those who require multiple
daily insulin injections, hypoglycemia prediction based on CGM
data could provide a timely warning of impending hypoglycemia
for the individual to take immediate action and increase their
glucose levels. CGM devices are designed to produce time-series
data by recording interstitial glucose concentrations within a
relatively short interval of 5-15 minutes over a few days.
Therefore, it is possible to leverage the early glucose readings
to predict hypoglycemia events over the short-to-medium time
horizon. Time-series forecast algorithms such as autoregressive
and moving-average algorithms were first adopted to utilize the
short-term temporal features of CGM data to predict
hypoglycemia [12-15]. A small study including 17 patients with
T1DM showed that these CGM-based algorithms achieved 86%
sensitivity but only 58% specificity in hypoglycemia prediction
[16]. Similar results from studies implementing these time-series
forecast algorithms indicated that the low specificity might
frequently generate false alarms, leading to discontinuation of
CGM use in hypoglycemia prevention [17,18].

To improve the sensitivity and particularly the specificity of
hypoglycemia prediction, both traditional machine learning
algorithms such as support vector machine (SVM) and random
forest (RF) models, along with deep learning models such as
the convolutional neural network and long short-term memory
network (LSTM) have been used to leverage more temporal
features of CGM data [19-25]. When the features, including the
mean of glucose and range of time in hyperglycemia, based on
CGM data collected over the previous 6 hours were fed into the
RF model, hypoglycemia prediction achieved a sensitivity of
93% and a specificity of 91% in a study of 112 patients with
T1DM [26]. More recently, when an LSTM deep learning model
was implemented on CGM data for hypoglycemia prediction,
it achieved a sensitivity of 97% with remarkably few false
alarms (0.9 false alarms per week) on a test data set including
10 patients with T1DM, thereby illuminating a path toward the

widespread clinical adoption of CGM in hypoglycemia
prediction [27].

However, a well-known challenge in implementing predictive
models is their generalization [28]. The predictive performance
of models could be substantially reduced when used in a setting
that is not well-represented by the training data set [29,30]. This
is particularly relevant in the case of hypoglycemia prediction,
as the previously developed models for this purpose were mostly
trained on a small data set of patients with T1DM from Western
populations. In addition, the lack of a common test data set
rendered the comparison of predictive performances between
models unreliable. With recent improvements in measurement
accuracy, CGM devices have also gained momentum and have
begun to be adopted more widely for the management of T2DM,
including in developing countries. Therefore, the established
hypoglycemia prediction models should be validated in more
diverse populations and over a wide spectrum of patients with
different types of diabetes.

We hypothesized that the promising LSTM model for
hypoglycemia prediction from CGM data could maintain good
predictive performance in different settings for different
populations. In this study, we assembled two large CGM data
sets from China and the United States, both including patients
with T1DM and patients with T2DM. We developed the LSTM
model on the Chinese data set and then examined the model
performance in the data set from European-Americans in the
United States. Apart from exploring the model’s generalization
ability for T1DM and T2DM separately, we also compared the
predictive performance of the LSTM model with that of SVM
and RF models to further indicate its translational potential.

Methods

Ethical Considerations
The study protocol was approved by the ethics committees of
Kunshan Hospital Affiliated to Jiangsu University
(2023-03-014-H01-K01) and the study was performed in
accordance with the principles of the Declaration of Helsinki.
Written informed consent was obtained from each participant
before taking the measurements. The data analyzed were
anonymized. All participants volunteered to participate in the
project with no compensation provided.

Data Collection
We collected a primary data set comprising 1578 days of CGM
data collected from 264 Chinese people with diabetes to develop
a deep learning model for hypoglycemia prediction. The
individuals’glucose levels were monitored using the Medtronic
MiniMed CGM device, which requires calibration according
to self-monitored blood glucose levels. This CGM device can
record glucose levels every 5 minutes over 3 days.

The mean absolute relative difference (MARD) was used to
evaluate the quality of the CGM data. The MARD represents
the average of the absolute error between all CGM values and
matched reference values. A small MARD indicates that the
CGM readings are close to the reference glucose value, whereas
a larger MARD percentage indicates greater discrepancies
between the CGM and reference glucose values. Each individual
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had at least 5 self-monitoring of blood glucose (SMBG)
measurements. As reference glucose values, the SMBG was
used to calculate the MARD of CGM data. The data for 72
participants were filtered out because their MARD was higher
than 15%, leaving data for 192 participants with 808 days of
CGM data for analysis.

To examine whether the deep learning model trained and
developed with data from the Chinese population could be
generalized to a different population, we assembled a large
validation data set that mainly comprised data from individuals

of European-American ancestry. The validation data set shared
by the A1c-Derived Average Glucose study group includes 507
participants and 7299 days of CGM data, also collected with
Medtronic MiniMed devices [31]. After filtering out individuals
without diabetes, 427 patients with either T1DM or T2DM were
included to validate the model. This validation data set was split
into two groups: the T1DM group of 268 participants with 3932
days of CGM data and the T2DM group of 159 participants
with 2259 days of CGM data. Figure 1 provides the flowchart
of exclusion criteria for the primary data set and validation data
set.

Figure 1. Flowchart of exclusion criteria for the primary data set and validation data set. MARD: mean absolute relative difference.
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Outcome
The glucose values reported by CGM devices were classified
into three categories: nonhypoglycemic level (glucose>70
mg/dL), mild hypoglycemic level (glucose=54-70 mg/dL), and
severe hypoglycemic level (glucose<54 mg/dL) according to
the international consensus on CGM utility [32].

Data Preprocessing
The primary data set consisting of 192 patients was randomly
split into three disjoint data sets, namely the training data set,
development data set, and test data set, at a 7:1.5:1.5 ratio. The
training data set was used to train the model, whereas the
development data set was used to select the hyperparameters in
the training process. The test data set was used to evaluate the
performance of the developed model.

The CGM sensor may fail to detect a valid glucose level,
resulting in the CGM device missing glucose values
continuously. To preserve as much of the CGM data as possible,
we divided an individual’s CGM data into different segments
at the time points of missing data rather than discarding all of
the CGM data. A segment was removed if it was shorter than
6 hours (72 data points). We set each glucose value reported by
the CGM device as a predictive target if there were sufficient
data prior to the target time at which the predictive target was
located. The data used to predict the hypoglycemic level of the
predictive target were retrieved from a 6-hour time window
spanning from −390 minutes to −30 minutes of the target time.
After preprocessing the primary data set, the training,
development, and test data sets included 100,879, 21,895, and
21,324 samples generated from 134, 29, and 29 participants,
respectively. Similarly, the T1DM group and T2DM group from
the validation data set contained 712,018 and 405,224 samples
generated from 268 and 159 participants, respectively.

Model Development
We used the common bidirectional LSTM model containing
both forward and backward layers to capture the long-range
temporal features in the time-series CGM data and to combine
these features with context factors [33]. Each LSTM layer
consists of 128 memory cells [34]. We chose a set of context

factors, including gender, age, diabetes type, and hemoglobin
A1c value, to capture the background risk of hypoglycemia and
enhance the model’s predictive performance [26]. Therefore,
each input data sample included 72 points of CGM data
collected during 6 hours and the context factors. The output
was the probability of the target glucose value being at the
nonhypoglycemic level, mild hypoglycemic level, and severe
hypoglycemic level.

We trained the LSTM model to predict the categories of a CGM
value within 30 minutes on the prediction horizon. The training
process would be terminated if the accuracy failed to increase
for 10 consecutive epochs. We used root mean square
propagation [35] as the optimizer and set the mini batch size to
64. The LSTM model was developed using the Python package
Keras [36]. We also developed models to implement the SVM
and RF algorithms for comparison. The SVM model was
developed using the radial basis function as the kernel function,
which was also used in previous studies of hypoglycemia
prediction [37]. The RF model included 100 trees and was
developed with the Scikit-learn Python package [38] under
default parameters. The input to the SVM and RF models was
the same as that used for the LSTM model.

Model Evaluation
Sensitivity, specificity, and the area under the receiver operating
characteristic curve (AUC) were used to evaluate model
performance. The label for each sample was the category of a
single CGM data point. Sensitivity and specificity indicate the
proportion of the labels of CGM data points that were correctly
predicted. The DeLong method was used to measure the 95%
CIs for the AUC values [39]. All methods of evaluation were
developed using Python and the pROC R package [40].

Results

Characteristics of the Data Set
Table 1 summarizes the characteristics of the primary data set
and the validation data set. As expected, the average age of
patients with T1DM was lower than that of the patients with
T2DM in both data sets (Wilcoxon rank sum test, P<.001).

Table . Characteristics of the primary data set and validation data set.

Validation data setPrimary data setVariables

Type 1 diabetes
(n=268)

Type 2 diabetes
(n=159)

Type 1 diabetes (n=17)Type 2 diabetes
(n=175)

43.06 (12.85)55.64 (9.32)40.59 (13.02)53.30 (11.78)Age (years), mean (SD)

140 (52.24)81 (50.94)11 (64.71)51 (29.14)Women, n (%)

Predictive targets, n

660,111396,41512,029129,609Nonhypoglycemia

28,28759853361350Mild hypoglycemia

23,6202824166608Severe hypoglycemia

7.51 (1.30)7.01 (1.24)8.46 (2.22)7.69 (1.71)Hemoglobin A1c (%), mean (SD)
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Model Performance on the Primary Test Data Set
Using the primary data set from 192 individuals, the three
models of LSTM, SVM, and RF were trained and we then
evaluated their performance based on the AUC. At the mild
hypoglycemic level, the LSTM model achieved an AUC of
97.22% (95% CI 96.78%-97.66%), which was significantly
higher than the AUC of 94.33% (95% CI 93.13%-95.53%) and
94.81% (95% CI 93.72%-95.91%) achieved by the SVM and
RF models, respectively (both P<.001). At the severe
hypoglycemic level, the LSTM model achieved an AUC of
99.64% (95% CI 99.53%-99.76%), which was significantly
higher than the AUC of 98.30% (95% CI 98.00%-98.60%) and
97.88% (95% CI 96.93%-98.83%) achieved by the SVM and
RF models, respectively (both P<.001). These results
demonstrated that the LSTM model could outperform the SVM
and RF models in predicting hypoglycemia.

Model Generalization on the Validation Data Set
We then utilized the validation data set from 427
European-Americans to evaluate the generalization of the LSTM
model developed from our primary data set of 192 Chinese
individuals. The LSTM model achieved an AUC of 94.61%
(95% CI 94.51%-94.71%) for mild hypoglycemia, which was
significantly higher than the AUC of 92.59% (95% CI
92.48%-92.71%) and 91.43% (95% CI 91.28%-91.58%)
achieved by the SVM and RF models, respectively (both
P<.001). The LSTM model achieved an AUC of 96.40% (95%
CI 96.25%-96.55%) for severe hypoglycemia, which was
significantly higher than the AUC of 95.27% (95% CI
95.15%-95.39%) and 95.17% (95% CI 95.01%-95.32%)
achieved by SVM and RF models, respectively (both P<.001).
Although AUC values of the LSTM model decreased by
approximately 3% in the validation data set compared to those
from the primary test data set, the overall AUC was still higher
than 94%, indicating that the LSTM model could accurately
predict hypoglycemia in a different population.

Next, the generalizability of the LSTM model to various disease
subtypes was evaluated in the subgroups of T1DM and T2DM
from the validation data set. For T1DM, the LSTM model
achieved an AUC of 93.49% (95% CI 93.38%-93.61%) at the
mild hypoglycemia level, which was significantly higher than
the AUC of 90.92% (95% CI 90.78%-91.06%) and 89.74%
(95% CI 89.57%-89.92%) achieved by the SVM and RF models,

respectively (both P<.001). In addition, the LSTM model
achieved an AUC of 95.89% (95% CI 95.73%-96.05%) at the
severe hypoglycemia level, which was significantly higher than
the AUC of 94.06% (95% CI 93.91%-94.21%) and 94.53%
(95% CI 94.37%-94.70%) achieved by the SVM and RF models,
respectively (both P<.001).

For T2DM, the LSTM model achieved an AUC of 96.83% (95%
CI 96.66%-97.01%) at the mild hypoglycemia level, which was
significantly higher than the AUC of 95.72% (95% CI
95.51%-95.93%) and 94.08% (95% CI 93.73%-94.43%)
achieved by the SVM and RF models, respectively (both
P<.001). In addition, the LSTM model achieved an AUC of
97.65% (95% CI 97.27%-98.04%) at the severe hypoglycemia
level, which was significantly higher than the AUC of 96.02%
(95% CI 95.70%-96.34%) and 95.71% (95% CI
95.23%-96.19%) achieved by the SVM and RF models,
respectively (both P<.001).

The AUCs of the LSTM model were consistently higher than
those from the SVM and RF models in both the T1DM and
T2DM data sets. Taken together, these results demonstrated
that the LSTM model could be generalized to different diabetes
subtypes without significant loss of predictive performance.

Comparison of the False Alarm Rate
Finally, we examined whether the LSTM model could achieve
a low false alarm rate (ie, high specificity) under satisfactory
sensitivity. According to previous studies of hypoglycemia
prediction, we set the model parameters to fix the satisfactory
sensitivity level at 90% and 95% for mild and severe
hypoglycemia prediction, respectively [21,26,37]. As shown in
Table 2, while maintaining a sensitivity of 90% for mild
hypoglycemia, which is difficult to predict, the LSTM model
could achieve a specificity of 88.43%, which was higher than
the specificity obtained from the SVM and RF models. For
severe hypoglycemia, when a higher satisfactory sensitivity rate
of 95% was set, the LSTM model achieved a specificity of
87.34%, which was higher than that obtained from the SVM
model. Moreover, the RF model could not achieve a sensitivity
of 95% for the severe hypoglycemic level. Taken together, these
results demonstrated that the LSTM model could maintain a
lower false alarm rate than the SVM and RF models in clinically
practical settings.

Table . Specificity and sensitivity of the three models on the validation data set.

Severe hypoglycemic levelMild hypoglycemic level

Sensitivity (%)Specificity (%)Sensitivity (%)Specificity (%)

95.0087.3490.0088.43LSTMa

95.0080.6790.0082.57SVMb

Not achievedNot determined90.0082.65RFc

aLSTM: long short-term memory.
bSVM: support vector machine.
cRF: random forest.
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Discussion

Principal Findings
In this study, we assembled two large CGM data sets from China
and the United States to develop and validate an LSTM deep
learning model for hypoglycemia prediction. The LSTM model
could maintain good predictive performance when applied to
data sets from a different ethnic population or any common
subtype of diabetes. The LSTM model could also predict both
mild and severe hypoglycemia with higher accuracy than the
traditional SVM and RF models. While targeting clinically
meaningful high sensitivity, the LSTM model could achieve
high specificity, thereby reducing the rate of false alarms.

Compared with the models tested without external validation
in most previous studies of hypoglycemia prediction, we
developed an LSTM model and validated the model in a data
set from a different population to examine its generalizability
[27]. There are considerable differences in dietary structure and
clinical practice between China and the United States, which
are among the many factors that might affect the risk of
hypoglycemia. Previous studies demonstrated that clinical
models trained in one population could result in an AUC
reduction as great as 15% when applied to a distinct population
[41-43]. However, the LSTM model derived from our Chinese
training data set maintained high prediction performance
(AUC>93%) with only a minor loss of 3% in the US data set,
indicating good generalizability of the model. As CGM devices
are becoming more widely adopted, the generalizability of the
LSTM model could be further improved by training the model
with data from multiple populations or can be fine-tuned for
the target population using a transfer-learning approach [44].

We also examined the generalizability of the LSTM model on
another dimension of diabetes pathogenicity. Given the different
pathogenic mechanisms between T1DM and T2DM,
hypoglycemia occurring in different diabetes subtypes would
be expected to be preceded by various patterns of glucose
fluctuation, which could be leveraged by the LSTM model for
prediction. Therefore, the model was expected to lose predictive
performance when the training and validation data sets had
different proportions of diabetes subtypes. Indeed, we observed
a higher AUC value for T2DM than for T1DM in the validation
data set, which was likely due to the fact that our training data
set primarily consisted of individuals with T2DM. However,
for either subtype of diabetes, the LSTM model consistently
maintained an AUC value above 93%, indicating the good
generalizability of the model. With the increasing popularity of
CGM usage in the management of all subtypes of diabetes, the
LSTM model could be further improved by using larger training
data sets with a wider representation of the various diabetes
subtypes.

Achieving high sensitivity has been the main focus of previous
models for hypoglycemia prediction, as severe hypoglycemia
requires immediate external intervention [15,32]. With the
sacrifice of high specificity, false alarms became an obstacle
for the safe and widespread use of CGM devices [45-47].
False-alarm fatigue could lead to users ignoring the true alarms
of hypoglycemia and contribute to the discontinuation of CGM

use [45]. Moreover, glucose control could be compromised, as
CGM users may frequently take action to elevate their glucose
level when a false alarm is generated [46]. Therefore, it is
imperative to balance the false alarm rate with sufficient
sensitivity of the prediction. In this study, we demonstrated that
the LSTM model would generate fewer false alarms than the
traditional machine learning models under satisfactory
sensitivity rates of 90% and 95% for mild and severe
hypoglycemia, respectively. Therefore, the balanced
hypoglycemia prediction performance from the LSTM model
demonstrated that it has potential to promote the use of CGM
in a variety of clinical settings.

One reason for the better predictive performance of the LSTM
model than the SVM and RF models might be that the LSTM
algorithm is more suitable for analyzing sequential data. CGM
data are a type of sequential data that are generated in time
order. The LSTM algorithm consists of memory cells that learn
the sequential nature of observations within CGM data [48].
The input of one memory cell is the glucose value taken at one
time point and then the LSTM takes all of the glucose values
as inputs sequentially. Every memory cell retains the relevant
information and discards irrelevant information for the predictive
task, and then the relevant information in one cell is delivered
to the next cell [49-53]. With this sequential structure, LSTM
networks incorporate CGM data from the past to accurately
make predictions of hypoglycemia risk in the near future.

Limitations
There are several limitations of this study. Although we tested
the generalizability of the LSTM model using two data sets
from China and the United States, further validation might still
be required for application of the model in other countries.
Similarly, as only T1DM and T2DM were included in our data
sets, the model should be tested with wider and more
representative training data sets to validate its utility on other
minority subtypes of diabetes. Moreover, data from only one
CGM device manufacturer were available for this study. Thus,
it is unknown whether the model would perform equally well
with data collected from other devices such as factory-calibrated
CGM or noninvasive CGM devices. However, given that all of
the devices were strictly calibrated by finger-stick glucose
values, the fluctuation patterns and temporal dependence of
CGM data, which are key factors for the LSTM prediction task,
should be largely captured by any certified CGM device.
Moreover, the performance of the LSTM model for
hypoglycemia prediction will need to be further validated in a
CGM data set without missing data.

Conclusions
We developed an accurate LSTM model for mild and severe
hypoglycemia prediction using a large data set of 619 patients
with diabetes from China and the United States. The model
could be robustly generalized to different populations or any
common subtype of diabetes. Moreover, while maintaining
satisfactory levels of sensitivity, the model could also achieve
high specificity, indicating its potential to mitigate the
hypoglycemia false-alarm fatigue that is frequently observed
in clinical practice. Taken together, we demonstrated that the
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LSTM model is a strong candidate algorithm to be further tested and implemented for the wider clinical adoption of CGM.
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Abstract

Background: Acute kidney injury (AKI) is a marker of clinical deterioration and renal toxicity. While there are many studies
offering prediction models for the early detection of AKI, those predicting AKI occurrence using distributed research network
(DRN)–based time series data are rare.

Objective: In this study, we aimed to detect the early occurrence of AKI by applying an interpretable long short-term memory
(LSTM)–based model to hospital electronic health record (EHR)–based time series data in patients who took nephrotoxic drugs
using a DRN.

Methods: We conducted a multi-institutional retrospective cohort study of data from 6 hospitals using a DRN. For each institution,
a patient-based data set was constructed using 5 drugs for AKI, and an interpretable multivariable LSTM (IMV-LSTM) model
was used for training. This study used propensity score matching to mitigate differences in demographics and clinical characteristics.
Additionally, the temporal attention values of the AKI prediction model’s contribution variables were demonstrated for each
institution and drug, with differences in highly important feature distributions between the case and control data confirmed using
1-way ANOVA.

Results: This study analyzed 8643 and 31,012 patients with and without AKI, respectively, across 6 hospitals. When analyzing
the distribution of AKI onset, vancomycin showed an earlier onset (median 12, IQR 5-25 days), and acyclovir was the slowest
compared to the other drugs (median 23, IQR 10-41 days). Our temporal deep learning model for AKI prediction performed well
for most drugs. Acyclovir had the highest average area under the receiver operating characteristic curve score per drug (0.94),
followed by acetaminophen (0.93), vancomycin (0.92), naproxen (0.90), and celecoxib (0.89). Based on the temporal attention
values of the variables in the AKI prediction model, verified lymphocytes and calcvancomycin ium had the highest attention,
whereas lymphocytes, albumin, and hemoglobin tended to decrease over time, and urine pH and prothrombin time tended to
increase.

Conclusions: Early surveillance of AKI outbreaks can be achieved by applying an IMV-LSTM based on time series data through
an EHR-based DRN. This approach can help identify risk factors and enable early detection of adverse drug reactions when
prescribing drugs that cause renal toxicity before AKI occurs.
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Introduction

Acute kidney injury (AKI) is associated with a mortality rate
of 40%‐70% in hospitalized patients who develop AKI and
causes significant kidney damage even after recovery, leading
to dialysis, longer hospital stays, and increased costs of care
[1-4]. Early detection of AKI increases the likelihood of AKI
prevention, associated morbidity, and costs [5]. As no specific
treatment can reverse AKI and the recognition of patients at
risk of AKI before diagnosis contributes to better clinical
outcomes than treatment after AKI occurs [6], early detection
of AKI is essential for prompt therapeutic intervention.

Several studies have attempted to predict AKI occurrence. With
the increasing availability of clinical databases, they developed
models to predict the occurrence of AKI using electronic health
records (EHRs) [7-18]. Although these studies used EHRs, the
number of patients in the patient population was small because
they focused on specific patients, such as surgical patients,
patients with sepsis, and older adults. There have also been a
number of studies using artificial intelligence (AI) models to
predict AKI. Although attempts have been made to predict the
occurrence of AKI early, few models have provided clear
rationales and explanations [19-21]. Therefore, time series data
analysis is required for AKI prediction models to reflect the
temporal information between variables [22]. Time series
analysis for AKI is necessary because the length of time each
patient stays in a hospital or intensive care unit can differ from
person to person, and the frequency of measurements can vary
from values that are measured continuously (eg, blood pressure)
to laboratory values that are measured on an as-needed basis.
Recently, an interpretable multivariable long short-term memory
(IMV-LSTM) method for considering time series data has been
published [23]; however, little research has been conducted on
this method.

To address these issues, this study aimed to apply and validate
a multicenter-based explainable time series AI model for
predicting the occurrence of AKI caused by specific nephrotoxic
drugs in 6 hospitals in South Korea by using a large clinical
database with a common data model (CDM) through a
distributed research network (DRN).

Methods

Ethical Considerations
This study was approved by the institutional review committees
of Severance Hospital (SH; 4-2021-1209), Gangnam Severance
Hospital (GSH; 3-2021-0005), Konyang University Hospital
(KYUH; 2021-10-003-001), Ajou University Hospital (AJUH;
AJIRB-MED-MDB-21‐676), Seoul National University Cancer

Hospital (SNUH; E-2207-151-1342), and the National Cancer
Center (NCC; 2022-0184). All retrospective data were
anonymized and appropriate measures were taken to protect
participant information.

Study Design
This retrospective observational cohort study analyzed the EHRs
from 6 hospitals in South Korea between 1994 and 2021 to
predict AKI. The EHRs were converted to OMOP-CDM
(Observational Medical Outcomes Partnership Common Data
Model) version 5.3.1. The 6 hospitals were SH, GSH, KYUH,
AJUH, SNUH, and the NCC. An overall diagram of the cohort
composition is provided in Figure 1.

In our cohorts, we adopted criteria based on serum creatinine
(SCr) to define AKI according to the Kidney Disease: Improving
Global Outcomes (KDIGO) Clinical Practice Guidelines and
the previously defined AKI classification stages mapped in the
“injury” category [24-26]. The criterion is an increase in the
SCr level to 2 times the baseline value. As an alternative to the
baseline SCr levels, we defined the upper limit of normal (ULN)
value of SCr as 1.2 mg/dl [27].

The targeted drugs were selected from 5 medications associated
with a high risk of AKI according to the US Food and Drug
Administration (FDA) and previous studies: acetaminophen;
vancomycin; 2 nonsteroidal anti-inflammatory drugs (NSAIDs),
naproxen and celecoxib; and 1 antiviral drug, acyclovir [21,22].

The inclusion criteria were as follows: (1) the target drugs were
administered, (2) the patient had a visit record of at least 30
days prior to the observation period, and (3) the patient
underwent at least 2 SCr tests during the preobservation period
(0‐60 days before the study). The exclusion criteria were as
follows: (1) the patient had at least 1 SCr test outside the ULN
value in the preobservation period. Participants were divided
into case and control cohorts based on whether they met
previously defined AKI criteria for 60 days after taking the first
medicine. The observation period refers to the time range before
and after the initial medication intake for each patient within
the cohort. The cohort definitions were created using ATLAS,
a web-based tool (Observational Health Data Sciences and
Informatics), and are available as JSON files on GitHub [28].

To adjust for differences between cases and controls to reduce
the effect of confounding variables, we used propensity score
matching (PSM). Covariates included were age, sex, and SCr
value at baseline. We normalized the covariates by applying
standard scaling to ensure consistent dimensions across
variables. A propensity score for each patient was generated by
logistic regression. Patients were matched in a 1:3 ratio using
a K-nearest neighbor (K-NN) algorithm using the Python
scikit-learn library.
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Figure 1. Overall flowchart for predicting acute kidney injury events. AJUH: Ajou University Hospital; GSH: Gangnam Severance Hospital; IMV-LSTM:
interpretable multivariable long short-term memory; KYUH: Konyang University Hospital; NCC: National Cancer Center; OMOP: Observational
Medical Outcomes Partnership; SH: Severance Hospital; SNUH: Seoul National University Cancer Hospital; ULN, upper limit of normal.

Candidate Predictors for Time Series
Candidate predictors were extracted from several key domains
within the CDM containing per-patient observational data using
structured query language tools in Python. Age and sex were
used in the person domain, clinical laboratory tests in the
measurement domain, medications in the drug exposure domain,
diagnostic records in the condition occurrence domain, and
surgical/procedure records in the procedure occurrence domain.
Lab tests were treated as continuous variables, while other
medications, conditions, and procedures were treated as binary
variables. Statistical methods were used to select the variables.
To identify predictors, we tested the statistical significance of

the difference between the enrollment time of the cohort and
the onset date of AKI using a 2-tailed paired t test and the
McNemar test for continuous and dichotomous variables,
respectively. To create a time series table, the candidate
variables were pivoted into columns and dates were placed into
rows. Missing values were handled in the following ways:
forward fill for laboratory tests and diagnoses and zero fill for
medications and treatments. The window size for predictions
used 4-week sequence data and was processed by shifting the
data of the prediction cycle by 2 weeks.
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AKI Prediction Modeling
LSTM models based on recurrence have been designed to
process time series data [29]. Attention-based LSTM models
were initially proposed for learning words and the relationships
between words in natural language processing [30,31] and later
evolved into a key component of deep learning, becoming one
of the methods used to provide interpretations, including
importance scores for predicted outcomes.

As an advanced LSTM model, we used the IMV-LSTM module
for the learning model, which is a multivariate LSTM neural
network for the prediction and interpretation of multivariate
time series [23]. This model improves on the LSTM-attention
model, which can predict variable importance using multivariate
inputs to configure variable-wise hidden states and mix both
temporal and variable levels of attention for improved
interpretability. The model was trained for 200 epochs with a
batch size of 64 and a learning rate of 1e-3. An Adam optimizer
was used with early stopping after 20 epochs. The data set was
divided into training, test, and validation sets at a 6:2:2 ratio.
Prediction performance was evaluated using the area under the
receiver operating characteristic curve (AUROC) value.
Additionally, we used the accuracy, precision, F1-score, and
area under the precision-recall curve (AUPRC) to ensure
robustness for unbalanced data.

In this study, AKI prediction models were created for each
hospital and drug. Each model had a different selection of
candidate variables. To interpret the predictors in each model,
variable- and temporal-wise attention scores were extracted

from all trained models. These scores were then aggregated by
calculating the overall temporal attention score, which was
obtained by taking the weighted average of the temporal
attention value over the attention value for each predictor
variable. The resulting scores were plotted as heat maps for
interpretation.

Statistical Analysis
We used statistical packages based on Python and R (R Project
for Statistical Computing) for the statistical analysis. First, to
compare the AKI and non-AKI groups, we calculated

significance using the χ2 test for categorical variables and an
independent-sample 2-tailed t test for continuous variables.
Second, to identify differences in the pattern of AKI occurrence
between cohorts and drugs, a histogram was plotted for patients
in each cohort from the date of cohort entry (the first day of
administration of the target drug) to the date of AKI occurrence.
Differences between drugs were analyzed using an
independent-sample2-tailed t test. Third, we compared the
distribution of the aggregated temporal attention scores with
the actual trained data with box plots of the data for 4 weeks at
1-week intervals. A repeated ANOVA test was performed to
identify temporal differences.

Results

Demographic and Clinical Characteristics
The demographics of the 31,012 patients without AKI and the
8643 patients with AKI across the 6 hospitals after PSM are
shown in Table 1.
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Table . Demonstration and clinical characteristics of patients with and without AKI across 6 hospitals after propensity score matching. The P values
were obtained by conducting a 2-sample t test to compare the means for cases and controls.

P val-
ue

Control groupCase group

Total
(n=31,012)

NCC
(n=3465)

SNUH
(n=9558)

AJOU
(n=3328)

KYUH
(n=1954)

GSH
(n=1689)

SH
(n=11,018)

Total
(n=8643)

NCCf

(n=966)
SNUHe

(n=2616)
AJUHd

(n=1003)
KYUHc

(n=539)
GSHb

(n=491)
SHa

(n=3028)

.0260.21
(15.61)

60.14
(12.71)

57.46
(16.61)

59.67
(15.77)

67.71
(13.55)

62.26
(14.81)

61.14
(15.37)

60.65
(15.5)

60.55
(12.24)

57.89
(16.49

59.52
(15.79)

67.91
(13.64)

62.6
(15.04)

61.83
(15.23)

Age (years),
mean (SD)

Gender, n (%)

<.00117,412
(56.15)

2018
(58.24)

4602
(48.15)

1765
(53.03)

950
(48.62)

985
(58.32)

7092
(64.37)

5460
(63.17)

569
(58.9)

1652
(63.15)

628
(62.61)

360
(66.79)

286
(58.25)

1965
(64.89)

Male

<.00113,600
(43.85)

1447
(41.76)

4956
(51.85)

1563
(46.97)

1004
(51.38)

704
(41.68)

3926
(35.63)

3183
(36.83)

397
(41.1)

964
(36.85)

375
(37.39)

179
(33.21)

205
(41.75)

1063
(35.11)

Fe-
male

<.001601
(1.94)

1
(0.03)

41
(0.43)

128
(3.85)

21
(1.07)

37
(2.19)

373
(3.39)

562
(6.5)

1 (0.1)40
(1.53)

139
(13.86)

7 (1.3)50
(10.18)

325
(10.73)

Sepsis, n (%)

<.0014519
(14.57)

167
(4.82)

836
(8.75)

593
(17.82)

195
(9.98)

266
(15.75)

2462
(22.35)

1679
(19.43)

59
(6.11)

300
(11.47)

223
(22.23)

65
(12.06)

117
(23.83)

915
(30.22)

Diabetes melli-
tus, n (%)

<.001384
(1.24)

3
(0.09)

40
(0.42)

11
(0.33)

51
(2.61)

8
(0.47)

271
(2.46)

202
(2.34)

2
(0.21)

18
(0.69)

13
(1.3)

24
(4.45)

3
(0.61)

142
(4.69)

Chronic kidney
disease, n (%)

<.0011846
(5.95)

42
(1.21)

759
(7.94)

126
(3.79)

71
(3.63)

82
(4.85)

766
(6.95)

1231
(14.24)

16
(1.66)

506
(19.34)

139
(13.86)

52
(9.65)

56
(11.41)

462
(15.26)

Chronic liver
disease, n (%)

.0111
(0.04)

00002
(0.12)

9
(0.08)

9 (0.1)00002
(0.41)

7
(0.23)

Hypoalbumine-
mia, n (%)

.5665
(0.21)

028
(0.29)

4
(0.12)

03
(0.18)

30
(0.27)

21
(0.24)

04
(0.15)

1 (0.1)04
(0.81)

12
(0.4)

Hypotension, n
(%)

<.0017289
(23.5)

229
(6.61)

924
(9.67)

1143
(34.34)

360
(18.42)

455
(26.94)

4178
(37.92)

2404
(27.81)

71
(7.35)

264
(10.09)

351
(35)

77
(14.29)

179
(36.46)

1462
(48.28)

Hypertension,
n (%)

<.00114,662
(47.28)

2470
(71.28)

4450
(46.56)

1282
(38.52)

417
(21.34)

531
(31.44)

5512
(50.03)

6001
(69.43)

581
(60.14)

2081
(79.55)

652
(65)

255
(47.31)

320
(65.17)

2112
(69.75)

Neoplasm (ac-
tive cancers), n
(%)

<.001951
(3.07)

10
(0.29)

127
(1.33)

60
(1.8)

105
(5.37)

20
(1.18)

629
(5.71)

414
(4.79)

6
(0.62)

62
(2.37)

33
(3.29)

34
(6.31)

13
(2.65)

266
(8.78)

Heart failure, n
(%)

<.001103
(0.33)

050
(0.52)

10
(0.3)

4 (0.2)3
(0.18)

36
(0.33)

10
(0.12)

03
(0.11)

2 (0.2)02
(0.41)

3 (0.1)Obesity, n (%)

.03220
(0.71)

2
(0.06)

37
(0.39)

35
(1.05)

69
(3.53)

26
(1.54)

51
(0.46)

81
(0.94)

010
(0.38)

18
(1.79)

19
(3.53)

9
(1.83)

25
(0.83)

Peripheral vas-
cular disease, n
(%)

<.001208
(0.67)

3
(0.09)

59
(0.62)

46
(1.38)

25
(1.28)

4
(0.24)

71
(0.64)

139
(1.61)

2
(0.21)

31
(1.19)

40
(3.99)

2
(0.37)

2
(0.41)

62
(2.05)

Liver dysfunc-
tion, n (%)

<.0011489
(4.8)

7 (0.2)282
(2.95)

176
(5.29)

68
(3.48)

53
(3.14)

903
(8.2)

848
(9.81)

4
(0.41)

154
(5.89)

89
(8.87)

35
(6.49)

25
(5.09)

541
(17.87)

Anemia, n (%)

<.00112
(0.04)

1
(0.03)

11
(0.12)

000018
(0.21)

014
(0.54)

3 (0.3)1
(0.19)

00Prior kidney
surgery, n (%)

Laboratory values (before medication), mean (SD)

<.0010.72
(0.4)

0.98
(0.16)

0.83
(0.18)

0.84
(0.2)

0.98
(0.22)

0.76
(0.19)

0.44
(0.51)

0.75
(0.59)

1.01
(0.29)

0.87
(0.47)

0.87
(0.37)

0.99
(0.37)

0.79
(0.23)

0.46
(0.74)

Serum
creati-
nine
(mg/dL)

<.001120.95
(51.85)

120.88
(46.23)

115.65
(40.5)

151.5
(39.5)

140.11
(78.81)

124.3
(49.43)

121.72
(55.7)

126.93
(56.28)

125.85
(50.05)

121.48
(48.26)

187.0
(23.0)

150.75
(82.36)

132.1
(52.11)

126.89
(58.33)

Glu-
cose
(mg/dL)

.484.11
(0.51)

4.28
(0.52)

4.22
(0.43)

4.15
(0.46)

4.09
(0.54)

4.22
(0.4)

3.93
(0.55)

4.11
(0.57)

4.29
(0.56)

4.22
(0.5)

4.17
(0.55)

4.14
(0.6)

4.21
(0.47)

3.92
(0.6)

Potas-
sium
(mmol/L)
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P val-
ue

Control groupCase group

Total
(n=31,012)

NCC
(n=3465)

SNUH
(n=9558)

AJOU
(n=3328)

KYUH
(n=1954)

GSH
(n=1689)

SH
(n=11,018)

Total
(n=8643)

NCCf

(n=966)
SNUHe

(n=2616)
AJUHd

(n=1003)
KYUHc

(n=539)
GSHb

(n=491)
SHa

(n=3028)

<.001139.28
(3.6)

138.96
(3.37)

139.71
(3.23)

139.27
(3.85)

137.74
(3.73)

138.31
(3.58)

139.44
(3.75)

138.3
(4.14)

138.31
(3.67)

138.46
(3.96)

138.48
(4.23)

136.49
(4.61)

137.27
(4.36)

138.6
(4.16)

Sodi-
um
(mmol/L)

<.00115.67
(6.47)

14.63
(4.96)

14.67
(5.14)

14.9
(6.41)

17.19
(7.62)

15.78
(5.86)

16.82
(7.48)

16.13
(8.28)

15.55
(6.13)

14.72
(7.61)

14.68
(6.36)

17.67
(8.87)

15.44
(6.58)

17.83
(9.66)

BUN
(blood
urea
nitro-
gen)
(mg/dL)

aSH: Severance Hospital.
bGSH: Gangnam Severance Hospital.
cKYUH: Konyang University Hospital.
dAJUH: Ajou University Hospital.
eSNUH: Seoul National University Cancer Hospital.
fNCC: National Cancer Center.

By hospital, the cohort consisted of 14,046 patients from SH,
2180 from GSH, 2493 from KYUH, 4331 from AJUH, 13,174
from SNUH, and 4431 from NCC after matching the propensity
scores. Propensity matching was performed using age, sex, and
SCr levels at baseline. As for the changes in covariates, the
difference in mean age decreased from 6.39 (60.65 – 54.26) to
0.44 (60.65 – 60.21) years, the difference in male ratio decreased
from 16.49% (63.17% – 46.68%) to 7.02% (63.17% – 56.15%),
and the difference in SCr at baseline decreased from 0.14 mg/dL
(0.71 – 0.58 mg/dL) to 0.03 mg/dL (0.71 – 0.67 mg/dL) (Table
S2 in Multimedia Appendix 1). There were still statistically
significant differences in PSM age (60.66, SD 15.86 vs 60.22,
SD 15.94 years; P=.03), gender (63.17% vs 56.15% male;
P<.001), and SCr at baseline (0.71, SD 0.61 vs 0.68, SD 0.41
mg/dL; P<.001). Patients who developed AKI had more severe
neoplasms (ie, active cancers; 70.6% vs 44.26%; P<.001) and
chronic liver disease (15.83% vs 6.55%; P<.001). Moreover,
the analysis revealed the following differences: sepsis (6.5% vs
1.94%; P<.001), diabetes mellitus (19.43% vs 14.57%; P<.001),
hypertension (27.81% vs 23.5%; P<.001), anemia (9.81% vs
4.8%; P<.001), and heart failure (4.79% vs 3.07%; P<.001).
There was no significant difference between hypotension (0.24%
vs 0.21%; P=.56), potassium (4.11, SD 0.57 vs 4.11, SD 0.51
mmol/L; P=.48), or renal artery stenosis (0.07% vs 0.03%;
P=.13). Hypoalbuminemia, obesity, peripheral vascular disease,

renal artery stenosis, liver dysfunction, and prior kidney surgery
had low incidence rates (<2%).

Distribution of Adverse Drug Events
To analyze the differences in drug patterns at the time of AKI
occurrence, we assessed the pattern for each drug. The median
number of days for the occurrence of AKI among the drug and
cohort patients in the entire hospital was 17 (IQR 7-33 days).
Vancomycin appeared after a median period of 12 days,
followed by naproxen (18 days), acetaminophen (19 days),
celecoxib (22 days), and acyclovir (23 days). When comparing
the IQR values, celecoxib (10‐41 days) and Acyclovir (10‐41
days) showed a relatively broad distribution, whereas
acetaminophen (9‐34 days) and naproxen (8‐34 days) were
distributed over 25 days. Vancomycin (5‐25 days) exhibited
the narrowest distribution. Celecoxib and acyclovir tended to
be relatively distributed compared to acetaminophen,
vancomycin, and naproxen. We compared the onset times of
all drug pairs and hospital pairs to check the similarity in AKI
occurrence (Figure 2). The patterns between specific drugs was
similar for celecoxib and acyclovir (P=.88) and for
acetaminophen and naproxen (P=.57). The patterns between
hospitals were similar for SH and AJUH (P=.98), SH and GSH
(P=.36), GSH and AJUH (P=.42), GSH and NCC (P=.24), and
SNUH and NCC (P=.26).
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Figure 2. (A) Comparison of acute kidney injury (AKI) onset time between drugs and (B) AKI onset time between hospitals. The P values were obtained
by conducting independent 2-tailed t tests between each aggregated pair. AJUH: Ajou University Hospital; GSH: Gangnam Severance Hospital; KYUH:
Konyang University Hospital; NCC: National Cancer Center; SH: Severance Hospital; SNUH: Seoul National University Cancer Hospital.

AKI Prediction Model Performance
The AUROC for each drug and hospital to evaluate the AKI
predictive model, based on respective test sets (internal
validation) is shown in Figure 3. A total of 26 trained models
achieved a high AUROC value, of 0.92 on average, with each
verification data set. In addition, among the averages of the
drugs, acyclovir had the highest average AUROC score of 0.94,
followed by acetaminophen (0.93), vancomycin (0.92), naproxen
(0.90), and celecoxib (0.89). The highest AUROC value (0.97)
was observed for the model of SH’s celecoxib and acyclovir,

SNUH’s vancomycin, and KYUH’s acyclovir prescription
patients.

Multimedia Appendix 2 presents data on the precision, accuracy,
F1-score, and AUPRC of each predictive model. Overall, the
average accuracy of the AKI prediction models was 0.88,
whereas the average AUPRC and F1-scores were both 0.78.
The acyclovir prescription model achieved the highest accuracy
score (0.91), followed by vancomycin (0.90), acetaminophen
(0.89), naproxen (0.89), and celecoxib (0.86). Individually, the
acyclovir SH model showed the best performance, with an
AUPRC of 0.92 and an accuracy of 0.91.
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Figure 3. Receiver operating characteristic (ROC) curves and areas under the curve (AUCs) of the acute kidney injury prediction model for each
hospital and each drug. The square brackets indicate the 95% CI. AJUH: Ajou University Hospital; GSH: Gangnam Severance Hospital; KYUH:
Konyang University Hospital; NCC: National Cancer Center; SH: Severance Hospital; SNUH: Seoul National University Cancer Hospital.

Temporal Feature Importance of the AKI Prediction
Model
To interpret the AKI prediction model, we demonstrated the
temporal attention values of each contributing variable in the 4
weeks prior to AKI onset, which were weighted aggregates from
the model for each drug and hospital, as shown in Figure 4A.
The temporal change pattern of the actual data corresponding
to each variable in the 4 weeks prior to AKI onset is shown in
Figure 4B. We also confirmed the difference in the distribution
of highly important features between the case and control data
using a 1-way ANOVA. The attention scores for all variables
across all hospitals are detailed in Multimedia Appendix 3

The last week of lymphocytes (attention score at −1 week: 0.41)
and the second week of calcium (attention score at −3 weeks:
0.41) showed the highest attention scores, followed by albumin
(attention score at −1 week: 0.37; attention score at −4 weeks:
0.37), hemoglobin (attention score at −4 weeks: 0.37), and
cholesterol (attention score at −4 weeks: 0.37). In Figure 5, the
distribution of data by variable between the 2 groups was
confirmed using actual data. There was a difference in data
distribution between the case and control groups from the
beginning. The values of lymphocytes, albumin, and hemoglobin
in the case group decreased over time, while urine pH and
prothrombin time in the case group tended to increase over time.
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Figure 4. (A) Temporal attention score of important features of acute kidney injury (AKI) prediction model and (B) distribution of data over time (P
values: repeated measures ANOVA). The figure shows the change over a 4-week period prior to the AKI event.
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Figure 5. Acute kidney injury (AKI) onset time after drug administration at various medical centers. The red lines shows the median value. AJUH’s
naproxen and GSH’s acyclovir cases were excluded as the number of AKI case groups was less than 20. AJUH: Ajou University Hospital; GSH:
Gangnam Severance Hospital; KYUH: Konyang University Hospital; NCC: National Cancer Center; SH: Severance Hospital; SNUH: Seoul National
University Cancer Hospital.

Discussion

Principal Findings
In this study, we developed time series–based IMV-LSTM
models to predict AKI in patients taking specific nephrotoxic
drugs using CDM-based DRNs in a 6-hospital EHR-based
system. The principal findings are as follows: first, this study
provides an interpretation of the temporal importance of
variables for predicting AKI, and the models also achieved high
performance, with an average AUC of 0.92%. Second, our study
is a scalable multicenter study using a DRN, which can

contribute to understanding drug-induced AKI. To the best of
our knowledge, this is the first study to build an AKI prediction
model by applying a time series–based IMV-LSTM model to
a CDM using EHR data from 6 hospitals.

We established a retrospective cohort of patients who took
nephrotoxicity-inducing drugs at 6 hospitals. With respect to
demographic characteristics, we observed variations in the
overall patient count and prevalence of comorbidities when
comparing individuals with AKI and without AKI across
different hospitals. Nevertheless, the majority of patients who
developed AKI at most hospitals were older than 60 years and
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had a high prevalence of comorbidities, including cancer
(n=6001, 69.43%), hypertension (n=2404, 27.81%), diabetes
(n=1679, 19.43%), and chronic liver disease (n=1231, 14.24%),
which is consistent with findings reported in previous studies
[32-35].

The pattern of each drug’s association with AKI (Figure 5)
showed that the median number of days for AKI onset when
using nephrotoxic drugs was 17 (IQR 7-33) days. The onset
occurred earliest with vancomycin (12, IQR 5-25 days) and
latest with acyclovir (23, IQR 10-41 days). In previous studies
[36,37], the time to onset of vancomycin-induced AKI showed
a similar pattern to our results. We also found differences in the
AKI onset between different classes within the same NSAID,
and the multicenter AKI cohort showed similarities between
hospitals. The finding of similar patterns in the AKI onset in
the multicenter cohort supports the reliability of the AKI cohort
and increases the explanatory power of AKI prediction models.

AKI is common among inpatients [38,39]. Previous models
predicted AKI in the intensive care unit (ICU) and in surgical
patients during hospital admission. For example, Zimmerman
et al [40] predicted the occurrence of AKI in ICU inpatients
(AUC 0.783), and Tseng et al [41] developed a predictive score
for the development of AKI after cardiac surgery (AUC 0.839).
Hsu et al [42] developed a risk score function for
community-acquired AKI for inpatients (AUC 0.818). Koyner
et al [10] developed a model to predict AKI in hospitalized
patients (AUC 0.90). Despite this progress, few studies have
applied time series deep learning to provide a temporal
interpretation of drug-induced AKI, and our model stands out
because it can predict nephrotoxic drug–induced AKI in a
diverse hospital population.

This study achieved improved performance compared to
previous AKI studies using recurrent neural networks (RNNs)
[21,43-45]. Our model improves performance up to an AUC of
0.97 and an overall average of 0.92, which outperforms previous
studies showing AKI prediction with RNN-based methods by
Kim et al [43] in hospitalized patients (AUC 0.927), Rank et al
[45] in cardiac surgery patients (AUC 0.893), and Xu et al [44]
in inpatients (AUC 0.908). These results show promise for our
model as a tool to predict AKI and facilitate early intervention
and mitigation strategies for patients.

This study also provides additional interpretations regarding
the temporal importance of features for AKI prediction. Some
studies have reported information on interpretability or provided
information about the interpretability of variables at the feature
importance level [46]. However, our results show the importance
of variables and the temporal importance of variables in the
development of AKI. In this study, we highlight the vital role
of temporal patterns of various indicators, such as lymphocytes,

calcium, albumin, hemoglobin, and cholesterol, in predicting
disease states, particularly the onset of AKI. The temporal
pattern of lymphocytes increased gradually, peaking 1 week
before AKI onset. The use of lymphocyte and neutrophil counts
as predictive factors for AKI is consistent with other studies
[47,48]. Calcium shows a pattern of peaking 3 weeks before
AKI onset, and Prior studies showed an association between
impacted calcium metabolism and AKI [49,50]. Albumin shows
the highest pattern 1 and 4 weeks before onset, and low serum
albumin levels (hypoalbuminemia) are a predictor of AKI
[48,51,52]. Hemoglobin shows a pattern with a peak 4 weeks
before onset, and previous studies have shown that the risk of
AKI increases stepwise with a further decrease in hemoglobin
concentration [53]. Temporal variations in variables based on
reported laboratory data for the early detection of AKI
emphasize the importance of monitoring and early intervention
in populations.

In addition, this retrospective study can be followed by a
subsequent study to validate the practicality of the AKI
prediction model in clinical practice by applying it to a
prediction system in a hospital EHR.

Limitations
This study has several limitations. First, because we used the
CDM, it does not reflect the full range of clinical data. For
example, we could not include admission records, which would
have revealed a patient’s condition. However, the use of CDM
data allowed for a multicenter study that could be easily
extended to other institutions that have converted to the CDM.
Second, this was a retrospective study and could not address
the underlying causes of AKI. Therefore, prospective studies
are needed for validation with actual clinical data. Third, as
with all retrospective studies, there may be unintentional patient
selection bias and unaccounted-for confounders. However, to
compensate for these limitations, we tried to equalize the
distribution of patient characteristics through PSM. We also
used a limited follow-up period to minimize the impact of these
factors.

Conclusions
This study demonstrates the high performance of the
IMV-LSTM method for AKI prediction using hospital
EHR-based time series data. Our model can provide real-time
assessment of AKI occurrence and individualized risk factors
for AKI using time series data. We also demonstrated the
robustness of our model through multicenter validation using
a CDM through a DRN of 6 hospitals in South Korea, which
also proves that scalability to other institutions that are converted
to the CDM is possible. This may provide an objective
quantitative tool for identifying patients at risk of developing
AKI.
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Abstract

Background: Early identification of impending in-hospital cardiac arrest (IHCA) improves clinical outcomes but remains
elusive for practicing clinicians.

Objective: We aimed to develop a multimodal machine learning algorithm based on ensemble techniques to predict the occurrence
of IHCA.

Methods: Our model was developed by the Multiparameter Intelligent Monitoring of Intensive Care (MIMIC)–IV database
and validated in the Electronic Intensive Care Unit Collaborative Research Database (eICU-CRD). Baseline features consisting
of patient demographics, presenting illness, and comorbidities were collected to train a random forest model. Next, vital signs
were extracted to train a long short-term memory model. A support vector machine algorithm then stacked the results to form
the final prediction model.

Results: Of 23,909 patients in the MIMIC-IV database and 10,049 patients in the eICU-CRD database, 452 and 85 patients,
respectively, had IHCA. At 13 hours in advance of an IHCA event, our algorithm had already demonstrated an area under the
receiver operating characteristic curve of 0.85 (95% CI 0.815‐0.885) in the MIMIC-IV database. External validation with the
eICU-CRD and National Taiwan University Hospital databases also presented satisfactory results, showing area under the receiver
operating characteristic curve values of 0.81 (95% CI 0.763-0.851) and 0.945 (95% CI 0.934-0.956), respectively.

Conclusions: Using only vital signs and information available in the electronic medical record, our model demonstrates it is
possible to detect a trajectory of clinical deterioration up to 13 hours in advance. This predictive tool, which has undergone
external validation, could forewarn and help clinicians identify patients in need of assessment to improve their overall prognosis.

(JMIR Med Inform 2024;12:e49142)   doi:10.2196/49142
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cardiac arrest; machine learning; intensive care; mortality; medical emergency team; early warning scores

Introduction

The prognosis of in-hospital cardiac arrest (IHCA) is poor as it
represents the culmination of heterogeneous multi-organ
dysfunction, with few treatments [1]. IHCA has an incidence

of 9 to 10 per 1000 admissions and a mortality rate of
80%‐100% [2]. Therefore, clinical guidelines emphasize the
urgent need for early identification of patients at risk for IHCA
[3]. Early warning scores were developed to facilitate early
identification of impending clinical deterioration and trigger
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rapid interventions [4]. However, many traditional early warning
scores are limited by considerable variation in discrimination
in different populations and are often not sufficiently sensitive
[5].

Recent research indicates that the implementation of the
electronic Cardiac Arrest Risk Triage (eCART) score has
significantly decreased the incidence of IHCA at UChicago
Medicine [6]. However, the inclusion of laboratory data in
eCART substantially diminishes the practicality and immediacy
of this scoring system. Moreover, other studies have reported
that calculating the Modified Early Warning Score (MEWS)
0.5 hours before a cardiac arrest can significantly increase the
survival-to-discharge rate in patients experiencing IHCA [7].
Nonetheless, a 0.5-hour lead time is often insufficient for a
prompt reaction during a patient’s rapid deterioration. Given
the continuously generated real-time information, such as vital
signs, a time-varying model could be constructed for more
timely and early identification of IHCA.

The aim of our study was to develop a recurrent neural
network–based model using the electronic health records (EHRs)
of a single tertiary medical center to predict incident IHCA. We
hypothesized that variations in physiological parameters,
evaluated in the context of known comorbidities, could help to
predict incident cardiac arrest. We also aimed to validate the
model in an independent cohort and compare it to a previous
scoring system.

Methods

Ethics Approval
Given the retrospective study design, the Research Ethics
Committee of the National Taiwan University Hospital (NTUH)
approved this study (project approval 202206108RINB) and
waived the requirement for obtaining informed consent.

Data Source
Predictive models were developed using the Multiparameter
Intelligent Monitoring of Intensive Care (MIMIC)–IV v0.4
database and were externally validated using the Electronic
Intensive Care Unit Collaborative Research Database
(eICU-CRD) v2.0 [8,9]. Pre-existing institutional review board
approval was waived given the deidentified nature of this public
data set (Massachusetts Institute of Technology: 0403000206;
Beth Israel Deaconess Medical Center: 2001-P-001699/14) [8].
One author who completed the Collaborative Institutional
Training Initiative examination (certificate 57186438 for author
HJJ) obtained access to the database and performed the data
extraction. To assess the performance of our model in practical
applications, we collected clinical data from the electronic
medical records of the NTUH, spanning from 2008 to 2018. To
decrease patient heterogeneity and feature variability, we applied
the same inclusion criteria and data processing workflow to the
3 databases. We extracted data on patients older than 20 years
who were hospitalized in intensive care units (ICUs) for at least
24 hours. Patients were excluded if they were encoded with a
deceased status but without an IHCA labeling defined as below.
We employed 5-fold cross-validation in our training cohort,
randomly dividing the data set into 5 equally sized subsets. Four

of these folds (80% of the MIMIC-IV cohort) were used for
training, while the remaining fold (20% of the MIMIC-IV
cohort) was reserved for internal validation. Performance metrics
were recorded for each iteration, resulting in five distinct
performance scores. These scores were then averaged to derive
a singular more robust performance estimate for the model.
Finally, external validation was performed on the entire
eICU-CRD cohort.

Disease Outcome Ascertainment
In the MIMIC-IV cohort, patients were marked with IHCA if
they were either labeled with a time-stamped database-specific
procedure code (22,5466 cardiac arrest) or diagnosed with the
International Classification of Diseases, Ninth Revision (ICD-9),
Procedure Coding System (PCS) code 9960 (cardiopulmonary
resuscitation, not otherwise specified). Although the MIMIC-IV
database contained both ICD-9 and International Statistical
Classification of Diseases, Tenth Revision (ICD-10) codes, we
did not convert ICD-9-PCS code 9960 to the ICD-10-PCS code,
as the most approximately equivalent indicated code 5A1.2012
(performance of cardiac output, single, manual) represented
variable definitions. For the eICU-CRD cohort, patients were
classified with IHCA if they either presented with a
time-stamped database-specific procedure note indicating
cardiopulmonary resuscitation or were administered epinephrine,
either as a bolus of 1 mg/10 ml or an infusion rate of 30 mg/250
ml at 100 ml/hr, with an associated administration time. In both
the MIMIC-IV and eICU-CRD cohorts, the control group was
defined as patients who were not labeled as having experienced
an IHCA or being deceased, and the reference time was set as
the ICU discharge time. For IHCA patients with multiple
labelings, we only selected the time of the first label as the
reference time. The data collection method in the NTUH
database involves identifying patients with specific ICD codes
(ICD-9 427.5; ICD-10 T46.2, 145.8, 146.9). Patients who have
been diagnosed with the aforementioned codes followed by the
initiation of cardiopulmonary resuscitation or bolus epinephrine
injection will be classified as patients who experienced IHCA.

Data Curation and Features Extraction
Two types of features were extracted: time-independent baseline
features and time-varying physiologic readings from bedside
monitors. Baseline features, which are variables registered at
the time of admission, consisted of three types: (1) demographic
information such as gender, age, ethnicity, type of ICU
admission, and BMI; (2) chronic comorbidities, as identified
by combined comorbidity score and Elixhauser Comorbidity
Index [10,11]; (3) presenting illness, as identified by ICD codes
for acute cardiac disease, respiratory insufficiency, sepsis, and
potential reversible causes of cardiac arrest, popularly known
as the H’s (hyperkalemia, hypokalemia, hypothermia,
hypoxemia, hypovolemia, hydrogen ion, eg, acidosis) and T’s
(spontaneous tension pneumothorax, thrombosis, cardiac
tamponade) by resuscitation guidelines [12]. Physiologic
readings, which consisted of 6 vital signs: heart rate (HR),
respiratory rate, O2 saturation (SpO2), systolic blood pressure
(sBP), diastolic blood pressure, and mean arterial pressure, were
extracted on an hourly basis. For all patients, vital signs in the
24 hours prior to the reference time were recorded. To balance
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model utility with adequate accuracy, we only investigated the
risk of cardiac arrest starting from 13 hours prior to the event.
To overcome the time series’ irregularity, specific rules were
applied to combine multiple vital signs in the same hour
(Multimedia Appendix 1). The remaining missing values in
vital signs were filled with the last observation carried forward
method. To eliminate the misguidance of our imbalanced data
set, we tested the two following remedies: synthetic minority
oversampling technique (SMOTE) and near miss algorithm
[13,14]. We employed SMOTE in the following training with
a nearest neighbor interpolation of 1 as it yielded a better
performance compared to the near miss algorithm (Figure S1
in Multimedia Appendix 1). After applying SMOTE, the
numbers of IHCA patients and control patients were equal,
signifying data balance.

Model Development
Our predictive model was encoded in three layers (Figure 1).
First, random forest (RF) was responsible for classifying the

baseline features [15]. For hyperparameter optimization, the
number of estimators was set to 5, the maximum depth was set
to 20, and Gini impurity was used to determine the split. Nodes
are expanded until all leaves contain fewer than 2 samples [16].
Second, recurrent neural network with the long short-term
memory (LSTM) architecture stored the vital signs trajectories
in an hourly pattern [17]. There were 3 hidden layers and 8 cells
each, with a tangent and a sigmoid activation function. The
learning rate was set to 0.001, and a dropout rate of 0.4 was
applied for regularization [18]. The Adam algorithm was adapted
for optimizing network weights [19]. Last, the support vector
machine (SVM) with a radial basis function kernel integrates
the RF and LSTM models to generate the final prediction. The
SVM predicts the identical target outcome by learning the
relationship between the predictions from two base models (RF
and LSTM) and the target outcomes in the training set [20]. All
the models were implemented in Python 3.8.3 (Python Software
Foundation) with TensorFlow 2.1.0, pandas 1.1.2, scikit-learn
0.24.2, and NumPy 1.19.1 libraries.
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Figure 1. Illustration of the modeling framework. Each patient’s data from the electronic health record were used as input for our model. Four
preprocessing steps are carried out on the vital signs to obtain fixed-interval data. All features go through SMOTE to overcome data imbalance and are
split into training and testing groups. Baseline features are inputted to random forest, and vital signs are inputted into LSTM for prediction. Support
vector machine then integrates both models. AUROC: area under the receiver operating characteristic curve; LSTM: long short-term memory; SHAP:
Shapley Additive Explanations.

Evaluation Strategy
To identify the perfect algorithm, the following machine learning
(ML) techniques were evaluated in terms of prediction
performance. First, based on the baseline data’s time
independency and binary structure, logistic regression (LR),
k-nearest neighbor (KNN), extreme gradient boosting (XGBoost)
tree, and SVM were compared with RF for model fitness. In
the LR model, we applied an L2 penalty with a stopping
tolerance set at 1e-4, and the model underwent a maximum of
100 iterations. For the KNN algorithm, we set the parameter K

to 2, utilizing Euclidean distance as the chosen metric. In the
XGBoost model, the number of estimators was configured to
5 with a maximum depth of 5 and a learning rate of 0.1.
Hyperparameter optimization was carried out through a grid
search. In the SVM, we used a radial basis function with an L2
penalty, setting the regularization parameter to 1. The SVM
model was executed with a stopping tolerance of 1e-3, and no
limit was imposed on the maximum number of iterations. For
the time-dependent vital signs trajectories, the incorporation of
memory gates in LSTM indicates its superiority in handling
long sequence data. Thus, no other model comparison was made.
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To compare different stacking techniques, LR was also
implemented for comparison with SVM. Last, as we aim to use
neural networks to accommodate our feature’s complexity, we
connected this 3-layer model by engaging a deep neural network
in baseline data prediction and final stacking. The
hyperparameters of the deep neural network were set at an epoch
of 30, batch size of 24, and the Adam algorithm as optimizer.
Model performance was assessed based on discrimination and
calibration using the internal validation cohort, as quantified
by the area under the receiver operating characteristic curve
(AUROC) with mean values and 95% CIs [21]. Sensitivity and
specificity metrics are presented by two binary classifications,
including a predefined threshold of 0.5 and an optimal cutoff
determined by the Youden index [22]. We used the Brier score
to assess accuracy and visualized calibration curves across
deciles based on observed and expected cardiac arrest numbers
[23].

Model Interpretation
The importance of baseline features in the RF model was ranked
based on “gain,” the cumulative improvement in accuracy of
the nodes attributed to a specific feature. To focus more on the
local impact of each vital sign at the patient level, we employed
the Shapley Additive Explanations (SHAP) method to explain
how our LSTM model makes predictions during a specific
timepoint [24].

Comparison With Previous Prediction Score
The Cardiac Arrest Risk Triage (CART), a commonly used
cardiac arrest prediction model, was calculated to put the
prediction results in perspective with prior studies [25]. A
previously described “early warning score efficiency curve”
was created to compare CART and our prediction model [26].
By plotting the percentage of detected events within 13 hours
followed by the observations above the predefined threshold,

a 0.5 probability in our model, and a score of 20 in the CART
model, we could demonstrate the changes of cumulative
incidence as the event time approached. Due to the large number
of missing data for temperature and neurological status in our
development cohort, we were unable to compare our risk
prediction tool against the MEWS or Acute Physiology and
Chronic Health Evaluation.

Results

Patient Characteristics
A total of 34,633 patients in the MIMIC-IV database and 79,643
patients in the eICU-CRD database were included in our
analysis. After processing the vital signs data, a total of 452
IHCA patients and 23,457 control patients from MIMIC-IV
were used for model development, whereas 85 IHCA patients
and 9964 control patients from eICU-CRD were used for
external validation. Table S1 in Multimedia Appendix 1 shows
the baseline characteristics of the IHCA group and the control
group for the two cohorts. IHCA patients were significantly
older (P<.001) and scored higher on combined comorbidity
scores and the Elixhauser Comorbidity Index. In terms of
presenting illness, myocardial infarction, pneumonia, respiratory
failure, and the 5 H’s and 5 T’s were more prevalent in IHCA
patients than among control patients.

Prediction From Time-Independent Data
Patient demographics, comorbidities, and presenting illness
were first classified by RF. Figure 2 demonstrates the
discrimination of the RF model (AUROC 0.80, 95% CI
0.779‐0.844; sensitivity 0.71; specificity 0.78; F1-score 0.79.
The top five important features listed by RF include the presence
of respiratory failure or acidosis, comorbid uncomplicated
hypertension, comorbid fluid and electrolyte disorder, and initial
ICU being the cardiac ICU.
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Figure 2. Prediction from baseline features. (A) AUROC for evaluating the discriminatory ability of random forest on baseline features. (B) Feature
importance derived from the random forest model. AUROC: area under the receiver operating characteristic curve.

Modeling of Time-Dependent Data
The trajectories of six vital signs were modeled with respect to
time. Figure S2 A in Multimedia Appendix 1 illustrates that in
the MIMIC-IV cohort, the control group exhibited a constant
value of all six vital signs throughout the 24-hour collecting
period. However, the vital signs of the IHCA patients were
characterized by progressive deterioration in the last several
hours. Of note, throughout the 24-hour monitoring period,
patients who developed cardiac arrest exhibited, on average, a
12-mmHg lower sBP, 1.5% lower SpO2, and a 9-bpm higher
resting HR compared to the control group. However, the exact
timing of the start of deterioration could not be clearly marked

on the plot. A similar vital signs trajectory was seen in the
eICU-CRD cohort (Figure S2 B in Multimedia Appendix 1).

Prediction From Time-Dependent Data
The hourly AUROC values for predicting cardiac arrest are
presented in Figure S3 in Multimedia Appendix 1, which shows
the results after SMOTE and cross-validation. A steady rise in
AUROC was observed in the hours leading up to cardiac arrest
with a sharp increase in the preceding 3 hours.

Performance of the SVM-Based Stacking Model
In the final step of model construction, we stacked the LSTM
model with the RF model and combined both predictions from
baseline features and vital signs. AUROCs of the stacked model
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exhibited consistently better predictions compared with the
baseline and vital signs–only model, with the highest AUROC
of 0.91 (95% CI 0.874‐0.935), sensitivity of 0.80, specificity
of 0.86, and F1-score of 0.85 1 hour prior to the event. Further
evaluation of the stacked model presented an increase in
sensitivity, specificity, negative predictive value, and F1-score
by the reduction of the time interval (Figure 3). However, the
calibration plot showed a risk of overestimation and a steadily
low Brier score throughout the 13 hours of prediction time

(Figure S4 in Multimedia Appendix 1). Additionally, in Figure
S5 in Multimedia Appendix 1, we compared the model
performance using different cutoffs. We found that the optimal
cutoff defined by the Youden index (at 13 hours: 0.29; at 12
hours: 0.25; at 11 hours: 0.38; at 10 hours: 0.25; at 9 hours:
0.28; at 8 hours: 0.26; at 7 hours: 0.28; at 6 hours: 0.30; at 5
hours: 0.26; at 4 hours: 0.38; at 3 hours: 0.30; at 2 hours: 0.34;
at 1 hour: 0.35) presented with a better sensitivity compared
with the predefined 0.5 cutoff; the largest difference was 14%
at 12 hours prior to the event.

Figure 3. Performance of the stacked model in the Multiparameter Intelligent Monitoring of Intensive Care (MIMIC)–IV database. AUROCs (95%
CIs) of the long short-term memory (LSTM) model with vital signs as input (orange plot), RF model with baseline features as input (gray plot), and
stacked model after integration of RF and LSTM (blue plot) are shown. The three models’ exact AUROCs, sensitivity, specificity, NPV, and F1-score
of the stacked model are listed in the table. AUROC: area under the receiver operating characteristic curve; NPV: negative predictive value; RF: random
forest.
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External Validation
We performed external validation of the stacked model in the
eICU-CRD database. The results showed the best performance
at 1 hour prior to IHCA with an AUROC of 0.89 (95% CI
0.849‐0.920), sensitivity of 0.79, specificity of 0.83, and an
F1-score of 0.81. These findings align closely with the AUROC

obtained from the MIMIC-IV data set (Figure 4). To further
validate our model in an actual clinical scenario, we identified
1935 IHCA patients and 3692 control patients from the ICU of
the NTUH. Additionally, our model demonstrated high
prediction sensitivity and an AUROC of 0.945 when predicting
IHCA 1 hour prior to its occurrence (Figure 5).

Figure 4. Performance of the stacked model in the Electronic Intensive Care Unit Collaborative Research Database (eICU-CRD). External validation
of the stacked model is performed on the eICU-CRD. AUROC (95% CI) is plotted in a blue line; sensitivity is plotted in a gray line. AUROC: area
under the receiver operating characteristic curve.
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Figure 5. Performance of the stacked model in the clinical scenario. External validation of the stacked model is performed using data from 1935
in-hospital cardiac arrest patients and 3692 control patients collected from the National Taiwan University Hospital. AUROC is plotted in a blue line;
sensitivity is plotted in a gray line. AUROC: area under the receiver operating characteristic curve.

Local Interpretation of the LSTM Model
We adopted the SHAP method to enable model explanation
from an individual patient’s perspective. In each box, SHAP
values for specific vital signs are assigned, with positive SHAP
values in red indicating a risk factor and negative SHAP values
in blue indicating a protective factor. Figure S6 A in Multimedia
Appendix 1 represents a patient from the MIMIC-IV database
experiencing IHCA at 0 hours. As IHCA approaches, an increase
in sBP from its average contributes to an elevated risk, with the
most significant effect occurring 6 hours prior to IHCA.
However, at 1 hour before IHCA, the most significant risk
becomes a decrease in sBP from its average. Figure S6 B in

Multimedia Appendix 1 illustrates another IHCA patient from
the eICU-CRD database. In contrast to Figure S6 A in
Multimedia Appendix 1, the most prominent feature at 1 hour
prior to IHCA is a decrease in HR and SpO2 from its baseline
value. These figures showcase diverse presentations leading to
IHCA in various patients, providing a valuable guideline for
medical staff to identify the specific organ failure responsible
for IHCA. The significance lies in enabling a swift response,
incorporating timely interventions such as intubation for
saturation drop and the administration of inotropic agents for
decreased sBP. This approach ensures that medical staff will
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not delay necessary treatments while determining the cause of
IHCA.

Performance Compared With Different ML and Deep
Learning Algorithms
Conventional statistics and supervised ML algorithms were
compared to predict IHCA using only baseline features. RF
demonstrated superior performance in terms of AUROC
compared with XGBoost, LR, KNN, and SVM (Figure S7 in
Multimedia Appendix 1). SVM also presented preferable results
during the stacking operation compared with LR throughout
the 13-hour prediction period. AUROCs at 1 hour prior to the
incidence of IHCA were 0.91 versus 0.80 (Figure S8 in
Multimedia Appendix 1). Finally, using a neural network to
connect baseline, vital signs, and stacking predictions did not
reveal an improving outcome (Figure S9 in Multimedia
Appendix 1). After comparing several algorithms and
combinations, RF, LSTM, and SVM predictions still yielded
the most satisfactory results.

Detection Efficacy Compared to Previous Prediction
Score
We compared the performance of our proposed model to that
of the CART score. Overall, our model demonstrated better
AUROC throughout the prediction period (Figure S10 in
Multimedia Appendix 1). As illustrated in Figure S11 in
Multimedia Appendix 1, it is evident that at 12 hours prior to
cardiac arrest, our model was able to detect over 70% of patients
at risk for IHCA, compared to the CART score that did not
surpass a 65% detection rate even 1 hour prior to IHCA.

Discussion

Principal Findings
In this retrospective study of 34,633 patients in the MIMIC-IV
database, we constructed a high-performance multimodal model
(AUROC 0.91, 95% CI 0.874‐0.935) that can predict IHCA
up to 13 hours in advance using EHRs and high-resolution time
series physiological readings. As the time of cardiac arrest
approached, our model yielded a steady increase in the detection
rate, finally reaching 89% 1 hour prior to the event. We also
illustrated the impact of each vital sign on the prediction of
cardiac arrest associated with individual patients through the
use of SHAP values. Furthermore, we demonstrated the
advantage of this ML algorithm over the CART score, which
was derived using traditional regression models.

Comparison to Prior Work
As a ubiquitous activity in the hospital, several studies have
demonstrated the importance of vital signs measurement in
determining a patient’s disease course [27]. Diastolic blood
pressure, respiratory rate, and maximum HR have all been found
to be significant and independent predictors of cardiac arrest
[28]. However, maintaining a minimal model with only vital
signs or adding lab data as predictors at the cost of decreasing
model adaptability remains a dilemma [29,30]. The lactic acid
level is the most representative laboratory biomarker in
circulatory failure but had a high rate of missingness in the
MIMIC-IV database (16,317/23,909, 68.2%). This motivated

us to abandon utilizing lab results and assess if a nimbler model
could be constructed with vital signs trends alone, overlaying
the easily obtainable ICD codes and patient demographics as
baseline features. Unsurprisingly, a significant increase in
AUROC was discovered by adding demographics and
comorbidities to the vital signs–only model. Furthermore, an
SVM-based stacked model can address the predictive
capabilities of underlying conditions and dynamic changes
during disease deterioration. Stacking proves advantageous by
compensating for the weaknesses of both models, with RF
potentially struggling with highly correlated data and LSTM
excelling in handling timely intricate information.

Distinct Advantages of Our Approach
The reason for not establishing an end-to-end neural network
throughout the prediction stood out, as supervised ML
algorithms retained the ability to determine the importance of
each predictor and have better model explainability. Moreover,
in the ensemble technique, stacking excels over both boosting
and bagging due to its versatility in integrating diverse data
domains and combining various types of models. Late fusion
at the model level is also preferred over other fusion methods
for mitigating feature discrepancies and enabling independent
model training between the time-independent baseline and
time-dependent vital signs. Additionally, the outperformance
of SVM over LR in the stacking operation could be attributed
to better data handling using the nonlinear kernel function. To
evaluate the external validity of our model, we tested it on two
distinct data sets—the eICU-CRD and NTUH databases—both
representing patient groups with diverse ethnicities and disease
backgrounds. Over a 10-year duration, we identified 1935
(34.3%) IHCA cases in NTUH. In contrast to prior IHCA
prediction studies, such as Kwon et al’s [31] 2.3% (n=1233)
over 7 years, Chae et al’s [32] 1.3% (n=1154) over 4 years, and
Ding et al’s [33] 23.09% over 5 years (n=1796), our clinical
database demonstrated a higher IHCA incidence yet fewer cases
[31-33]. This disparity is attributed to our ICU-focused
validation database, in contrast to earlier studies that
encompassed all patients who were hospitalized. Consequently,
our approach ensures heightened data precision and a more
nuanced understanding of patient dynamics through continuous
monitoring within this critically ill cohort. Nevertheless, our
high prediction quality in both independent databases ensures
the credibility of our model across various demographic groups
and subpopulations. The consistent performance across these
data sets not only minimizes the possibility of overfitting but
also validates the generalizability of our predictions.

Limitations of Our Methodology
Our study had limitations because we used data collected from
one medical center. First, due to the nature of EHRs, we were
unable to determine the reason for the multi-scale gaps and
different frequencies of each input. Second, we did not include
clinical interventions, body temperature, and mental status in
our model. Clinical interventions may change the disease course
or even terminate the deterioration process. Nevertheless, the
complexity of the treatment record and the high frequency of
missing values in temperature and mental status compelled us
to omit these valuable predictors. Third, our identification of
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IHCA relied on time-labeled database-specific procedure codes,
ICD procedure codes, or administration of epinephrine in
resuscitation dosages. In real-time clinical scenarios, delays in
data entry may occur as documentation is considered secondary
to patient care. Additionally, the accuracy of these codes is often
operator dependent and may vary across different ICU policies.
To minimize recording biases, we manually reviewed all IHCA
vital signs data and only included reasonable measurements,
ensuring that the identified IHCA timepoints correlated with
the worst patient vital signs.

Conclusion
We built a multimodal ML model based on time serial vital
signs and three types of baseline features, which were all easily
accessible in the ICU. Our model showed high accuracy in
detecting clinical deterioration leading to the development of
IHCA up to 13 hours in advance in both the internal and external
validation cohorts. A model like this could be integrated into a
hospital’s EHR system to identify high-risk patients and provide
clinical decision support.
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Abstract

Background: The phenomenon of patients missing booked appointments without canceling them—known as Did Not Show
(DNS), Did Not Attend (DNA), or Failed To Attend (FTA)—has a detrimental effect on patients’ health and results in massive
health care resource wastage.

Objective: Our objective was to develop machine learning (ML) models and evaluate their performance in predicting the
likelihood of DNS for hospital outpatient appointments at the MidCentral District Health Board (MDHB) in New Zealand.

Methods: We sourced 5 years of MDHB outpatient records (a total of 1,080,566 outpatient visits) to build the ML prediction
models. We developed 3 ML models using logistic regression, random forest, and Extreme Gradient Boosting (XGBoost).
Subsequently, 10-fold cross-validation and hyperparameter tuning were deployed to minimize model bias and boost the algorithms’
prediction strength. All models were evaluated against accuracy, sensitivity, specificity, and area under the receiver operating
characteristic (AUROC) curve metrics.

Results: Based on 5 years of MDHB data, the best prediction classifier was XGBoost, with an area under the curve (AUC) of
0.92, sensitivity of 0.83, and specificity of 0.85. The patients’ DNS history, age, ethnicity, and appointment lead time significantly
contributed to DNS prediction. An ML system trained on a large data set can produce useful levels of DNS prediction.

Conclusions: This research is one of the very first published studies that use ML technologies to assist with DNS management
in New Zealand. It is a proof of concept and could be used to benchmark DNS predictions for the MDHB and other district health
boards. We encourage conducting additional qualitative research to investigate the root cause of DNS issues and potential solutions.
Addressing DNS using better strategies potentially can result in better utilization of health care resources and improve health
equity.

(JMIR Med Inform 2024;12:e48273)   doi:10.2196/48273

KEYWORDS

Did Not Show; Did Not Attend; machine learning; prediction; decision support system; health care operation; data analytics;
patients no-show; predictive modeling; appointment nonadherence; health equity

Introduction

Adding to the existing pressures on the health care system [1,2],
further substantial disruptions are caused when patients fail to
attend their prescheduled appointments [3]. This is defined as
Did Not Show (DNS), which is a scheduled but not utilized
clinical appointment that patients failed to attend without
canceling or rescheduling. This phenomenon is also known as

Did Not Attend (DNA) or Failed To Attend (FTA). Causes
include the patient forgetting about their appointment,
miscommunication [4], logistical difficulties, appointment
scheduling conflicts, and family/work commitments [3,5].

DNS can adversely affect patients’ well-being, cause them and
the system financial stress, and disturb health care operations
and systems. Globally, DNS has an overall rate of 23%, with a
wide geographical variation (13.2% in Oceania, 19.3% in
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Europe, 23.5% in North America, 27.8% in Asia, and 43% in
South America [6]). DNS is expensive for health systems; for
example, estimated annual losses amounting to £790 million
(over US $1 billion) were found in the United Kingdom [7] and
$564 million in the United States [8]. It affects both primary
and secondary health care [9], although secondary care losses
are higher.

Patients mostly fail to comply with their clinical appointments
when symptoms become less severe or unnoticeable [10,11],
which might deteriorate underlying syndromes [12,13]. Patients
are more likely to demand immediate medical attention when
contracting serious health issues or require acute and emergency
care if they miss scheduled health care appointments [12,14-16].

Eliminating DNS is hard to achieve, and its adverse effects
necessitate methods and approaches for managing DNS such
as sending digital reminders by text, phone, and email [17,18].
These approaches have not been very effective, as they are
time-consuming and costly, and the health care system still
faces DNS issues. Overbooking [3,19], open access [20], and
DNS penalty approaches have also been used to enhance clinical
slot utilization but can cause longer waiting times for patients
and overtime for clinical staff [21].

Inspired by the success of artificial intelligence (AI) in different
sectors, including health care [22,23], we considered the
application of AI for DNS management via predicting the
probability of DNS appointments [13,19,24,25]. AI and its
subset techniques, such as machine learning (ML), are powerful
for extracting cognitive insights from massive amounts of data
[26,27].

The predicted DNS probabilities proved to be successful in
providing the required information for DNS management [25]
and supporting health care managers in making informed
decisions for prioritizing patients and delivering clinical
assistance. This enables health care providers to reschedule and
reuse limited clinical resources for urgent cases while also
expanding access to health care services for patients from
diverse backgrounds, thereby promoting health care equity.

Therefore, clinical capabilities and medical resources can be
used more effectively and efficiently, decreasing patients’ wait
times, increasing their satisfaction, and enhancing health
productivity.

Most studies concerned with predicting DNS have mainly
comprised small data sets or specific groups of people to develop
models for DNS learning and prediction; however, DNS tends
to be varied across populations. For example, longer distances
to a medical facility increase DNS [8], but this finding was
contradicted in another study [28]. Likewise, patients with
chronic illnesses adhere to their scheduled appointments [13],

while other studies [29] have shown that patients with more
severe diseases have a higher DNS rate. Even within a single
medical organization, DNS factors vary across different clinics
[14]. These examples highlight the inconsistent nature of DNS
predictors, showcasing the complexity of predicting tasks in
this domain. Such variations pose challenges in creating a
universal formula or model to effectively address DNS
prediction issues on a global scale.

Considering the very limited DNS research in New Zealand
and the complexity of developing a general DNS predictive
model, we concentrated on the DNS issue in the MidCentral
District Health Board (MDHB) hospital as a proof of concept.
MDHB is located in the center of the North Island, New

Zealand, covering a land area of over 8912 km2 and with a
population of over 191,100 people. In this region, about 18%
of people are aged 65 years or older, with over 20% being
Māori, and a higher proportion than the national average resides
in more deprived areas [30]. These demographic factors could
lead to inequity in access to health care services. To support
MDHB in addressing health equity and providing additional
support for patients, this study aimed to develop ML models
and compare their performance in predicting the probabilities
of future DNS appointments at MDHB. This study utilized a
data set spanning 5 years of collected data.

Methods

Overview
Our research was organized into the following phases (Figure
1). The initial phase involved data extraction, defining the data
set to be used, and outlining the data extraction process. The
data preparation phase involved conducting exploratory data
analysis (EDA) to profile data and exclude irrelevant
observations from the research. Subsequently, the data set was
split into 2 parts—70% (454,831 records) for training and 30%
(194,927 records) for testing. To avoid data linkage, the training
and testing data sets were not mixed during the ML modeling
phase. Moreover, the training set underwent a 10-fold
cross-validation strategy to prevent bias as much as possible
and fully utilize its limited training information. Next, the data
preprocessing phase involved cleaning and transforming the
cross-validation sets, ensuring that the training set was ready
for the data modeling stage. A 10-fold cross-validation
resampling strategy was applied to further optimize the
utilization of the 70% training data. In the data modeling phase,
we used 3 ML algorithms and tuned their hyperparameters to
identify the best performance among the algorithms. Finally,
in the model evaluation phase, various evaluation metrics were
employed to determine the best-performing ML model for DNS
prediction.
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Figure 1. Research flow and procedure. AI: artificial intelligence; MDHB: MidCentral District Health Board.

Data Access and Extraction
Our data were sourced from MDHB reporting SQL farm and
contained only outpatient visits with no link to other data sets.
This significantly mitigated risks related to patient
reidentification. Data deidentification and encryption were
applied before data access, and New Zealand National Health
Index numbers were encrypted to protect patients’ privacy. We

acquired 1,080,566 outpatient visit records from 38 clinics
between January 1, 2016, and December 31, 2020, satisfying
the research requirements with almost 57,000 DNS incidents
(5% of the entire data set). The steps of data exclusion are
presented in Figure 2. Because not many missing records were
identified in the data sets, those with missed values were directly
excluded.
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Figure 2. Research data exclusion. DNS: Did Not Show; MDHB: MidCentral District Health Board.

Ethical Considerations
This study received ethics approval from the Auckland
University of Technology (AUT; 20/303) and MDHB
(2020.008.003), following which data access to the MDHB
reporting data warehouse was granted.

Data Preparation

Phase Description
In this phase, understanding the data was important to
adequately prepare them for the experiments. The data
preparation process included data transformation and derivation
(Figure 3). Following suggestions from the literature, new
research variables were derived and introduced because some
valuable DNS predictors were absent in the MDHB data set.
For example, no direct information was available on the patients’
DNS history [21,31], appointment lead time [31,32], or latest
appointment DNS outcome [13]. The lead time was calculated
by comparing the difference in days between the appointment

creation date and the visit date. Appointments with longer lead
times were expected to have greater DNA probability than those
with shorter lead times [29].

Therefore, to better understand patient behavior and DNS
patterns, we derived 10 new variables on top of the original
variables (Figure 3). These attributes were introduced to support
us in understanding when patients were more likely to miss
their appointments in general and to identify regular nonadherent
patients.

Initially, we extracted a data set with 17 columns and over 1
million records (Multimedia Appendix 1). Informed by the
literature review [14,29,31-33], we derived and introduced
another 10 variables on top of the original data and increased
the data columns to 27. Among all the variables, 16 (59%) were
used for ML modeling, and the redundant ones were excluded.
The dna_flag attribute was the dependent (target) variable.
Figure 3 demonstrates the original variables in addition to 10
newly derived ones.
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Figure 3. Variable transformation and derivation visualization.

Cardinality Reduction
We conducted a cardinality reduction analysis to reduce variable
categories with low frequency and small samples. The data set
mostly included categorical variables, with numeric variables
being rare. Each categorical level is called a cardinality, which
means how many distinct values are in a column. In our data
set, some categorical variables had fewer levels, such as patient
gender—M (male), F (female), and U (unknown)—while others
had hundreds of variations, such as suburbs or diagnosis codes.

Developing ML models often involves numerous categorical
attributes, necessitating examination of the variables’cardinality,
as most ML algorithms are distance-based and require
converting categorical variables to numeric values. Categorical
variables with high cardinality levels will derive massive new
columns and expand the data set. This expansion increases
model complexity, elevates computational costs, and decreases
model generalization, which makes handling the data set
challenging [34]. Therefore, we investigated the cardinality of
our research variables and deployed a reduction strategy
accordingly.

Cardinality reduction analysis was conducted to reduce the
number of categories within variables with low frequency and

small sample sizes. Following suggestions from the literature,
new research variables were also derived and introduced,
including patients’ prior DNS history [14,16,21] and the
appointment lead time [14,16,29,32].

Statistical Test
The chi-square test was used for analyzing homogeneity among
different groups within variables [35] and for testing the
independence between categorical variables [36]. The chi-square

statistics (χ2) and their P values were calculated to investigate
whether different levels of a variable contributed differently to
DNS events.

The confidence level (α=.05) was adopted as the P value
threshold in the chi-square test. A P value less than .05 provided
enough confidence to reject the null (H0) hypothesis and accept
the alternative hypothesis (HA). The tested categorical variable
was associated with DNS events [36]. Hence, we may consider
using it for future prediction.

After the data preparation process, 16 variables were selected
to predict the target dna_flag. Among them, 12 modeling
predictors were nominal variables, including binary variables
(Multimedia Appendix 2). We, therefore, conducted the

chi-square (χ2) statistical test to investigate the relationship
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between those predictors and DNS events (Table 1). The
chi-square was calculated using the following equation, where
O and E are observed and expected values [36,37]:

After preparing the data set and before developing the ML
models, an EDA was conducted to gain a deeper understanding

of the research data landscape. EDA is a fundamental data
analysis required before hypothesis and modeling formulation
[38]. Its findings can be used to verify misleading models at a
later stage [38] and reveal unexpected patterns [39]. The EDA
helped uncover patients' DNS patterns through data aggregation
and data visualization analysis. Finally, the EDA findings were
validated against the ML model outcomes to verify their
accuracy.

Table 1. Chi-square test on categorical variables.

Chi-square P valueChi-square statisticCategorical variables

<.01118,461dna_history_count

<.0177,600is_last_appt_dna

<.0135,201Clinictypedesc

<.0134,810age_bins

<.0117,098primaryethnicityethbroadgroup3

<.0111,048leadtime_bins

<.0110,527maritalstatus_group

<.013525visit_type_group

<.013447visittime_bin

<.012655patcurrentdomiciledeprivationindex

<.011913is_multiple_appt_same_day

<.011,496op_prioritycode_group

<.011,244is_working_day_ind

.064Gender

Data Preprocessing
Due to the high number of categorical variables in our data set,
the one-hot encoding technique was used in the preprocessing
phase. Because distance-based algorithms can only deal with
numerical values, in the cardinality reduction section, we used
the one-hot encoding method to convert our categorical variables
to numbers. After the conversion, different variables were
introduced to our training data set, also known as indicator

variables. For example, the variable gender derived 3 variables,
gender_male, gender_female, and gender_unknown. Each of
those variables can have a value of either 1 or 0.

As the predictive performance of classifiers is highly impacted
by the selection of the hyperparameters [40], we conducted
hyperparameter tuning to optimize our algorithms’ learning
process. We further optimized this process using the Grid Search
method to boost the performance of our chosen models. Table
2 outlines specific details regarding the hyperparameters utilized.

JMIR Med Inform 2024 | vol. 12 | e48273 | p.1854https://medinform.jmir.org/2024/1/e48273
(page number not for citation purposes)

Yang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Hyperparameter tuning of the data modeling.

PurposeRangeR packageModels and hyperparameters

Logistic regression

Total amount of regularization used to prevent overfit and underfit1e-10- 1Glmnetpenalty

Random forest

Number of trees in the forest300- 1000RangerTrees

Minimum amount of data to further split a node3-10RangerMin_n

Maximum number of features that will be randomly sampled to
split a node

3-5RangerMtry

XGBoosta

Number of trees in the forest300-1000XGBoostTrees

Minimum amount of data to further split a node3-10XGBoostMin_n

Maximum number of features that will be randomly sampled to
split a node

3-10XGBoostmtry

Maximum depth of the tree3-12XGBoosttree_depth

aXGBoost: Extreme Gradient Boosting.

Data Modeling
Addressing the imbalanced data set posed the main data
modeling challenge. The annual DNS rate for MDHB was
around 5%, which means 95% of the appointments were
attended visits. This imbalance significantly affected the
accuracy of our ML model in predicting attended cases. To
tackle this issue, various internal and external strategies exist
[41,42]. In this study, we employed an external approach that
involved utilizing standard algorithms intended for a balanced
data set but applying resampling techniques to the trained data
set to reduce the negative impact caused by the unequal class.
Our focus was on the resampling strategy, known for its
effectiveness in handling imbalanced classification issues and
its portability [42].

The resampling strategy involved 2 methods: (1) oversampling,
where the size of the minority class is increased randomly to
approach the majority class in a class-imbalance data set [43,44];
and (2) undersampling, where the size of the majority class
decreases randomly to align with the minority class [43,44].
This strategy falls under both the oversampling and
undersampling categories. Given the lack of definitive guidance
on the effectiveness of these methods [42-44], we adopted both
and compared their results.

Since we dealt with a binary classification prediction problem,
supervised and classification algorithms were selected.
Algorithms with good interpretability were also considered to
explain which predictive variables influence DNS prediction
more significantly. In a study concerning variable importance,
tree-based models, such as random forest (RF) and
gradient-boosted decision trees, were shown to inherently
possess features that measure variable importance [45].

For the imbalanced data set, we used ensembling methods due
to their proven advantages [46,47]. The following algorithms
were chosen for developing DNS prediction models: logistic

regression (LR), RF, and Extreme Gradient Boosting
(XGBoost).

LR was chosen because it is a suitable analysis method across
multiple fields for managing binary classification [48]. Our
research concerned a supervised classification problem to predict
whether a future outpatient appointment will become a DNS
visit. With the response variable (dna_flag) offering
dichotomous outcomes—either yes (1) or no (0)—LR stood as
a fitting choice due to its proficiency in predicting binary
outcomes and its established effectiveness in prior studies
[7,13,33,49]. Tree-based ensembling algorithms were also
chosen for their proven ability to deal with imbalanced data sets
and model explainability [46,47]. RF can effectively handle
combining random resampling strategies in imbalanced
prediction. Tree-ensembling methods have more advanced
prediction ability than a single model because they integrate
prediction strength from several base learners [50].

Model Implementation and Evaluation
We used 10-fold cross-validation for model selection and bias
reduction. The hyperparameters were tuned to boost each
classifier’s performance. We followed suggestions from the
literature suggestions to use sensitivity, specificity, and the area
under the receiver operating characteristic (AUROC) curve to
quantify the models’ prediction strength for the imbalance
problem prediction.

During this phase, we used the testing data to validate the best
predictive model chosen based on the model evaluation criteria.
For this study, data before 2021 were used in the data modeling
process. We coordinated with MDHB to access outpatient
appointments from 2021 for model validation. Specifically, we
used both weekly and monthly data for prediction, comparing
these with actual appointment outcomes to validate the model.
The benefit of using a new data set for validation was to assess
model bias and goodness of fit outside the research environment.
Positive performance and high prediction accuracy would

JMIR Med Inform 2024 | vol. 12 | e48273 | p.1855https://medinform.jmir.org/2024/1/e48273
(page number not for citation purposes)

Yang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


indicate potential real-life implementation of our research model
after further investigation.

Results

Our study only included new patients and follow-up
appointments. Therefore, we analyzed DNS costs limited to
new patient and follow-up outpatient services over the last 5
years. The MDHB provided us with costing information for 34
different departments, and we calculated the DNS cost for each
department (Table 3). In 2020, there were 2812 new patient
DNS visits and 6240 follow-up DNA visits causing a loss of at
least $2.9 million (US $1.8 million) at MDHB. More
information regarding this calculation is provided in Multimedia
Appendix 3 [51].

Each department was assigned a corresponding outpatient
appointment price for a new patient and follow-up outpatient
appointment services. We aggregated the total DNS occurrences
of new patients and follow-up appointments, multiplying
corresponding unit prices to quantify their financial impact. For
instance, in 2020, there were 301 new patients and 745
follow-up patients who missed their scheduled bookings, which
caused a revenue loss of $300,442 (US $190,000) in the
orthopedics department.

Although the initial research expected to address the DNS issue
for all outpatient clinics and patients at the MDHB, due to the
broad scope of the DNS, we concentrated on clinics with a
higher percentage of DNS and narrowed down the research
scope to prioritize workloads. To successfully build a model
for our focused patient groups, we eliminated as many irrelevant
data points as possible. Then, data used for the model training
were more fit for purpose for the high-needs population.

The modeling data set was created using 649,758 records and
17 columns (Figures 1 and 3). We developed ML models based
on LR, RF, and XGBoost algorithms, with hundreds of
hyperparameter combinations in our data modeling. To evaluate
the models’ prediction performance, accuracy, sensitivity,
specificity, AUROC curves, and cost (computation time) were
calculated (Table 4). The aim was to identify the best model
and hyperparameters that resulted in optimal sensitivity and
AUROC performances. Model prediction accuracy is critical;
however, it was not a primary concern in this research as we
dealt with an imbalanced data set [52].

Table 4 presents a summary comparison of the models’
performance. As shown in the table, the LR-based model was
the fastest and RF the slowest in terms of computation time.
LR had the lowest AUROC scores (ie, the low DNS events
prediction accuracy), while RF and XGBoost had a similar area
under the curve (AUC) performance (around 0.92).

The undersampling strategy significantly improved our models’
sensitivity. Sensitivity was chosen over accuracy because we
were dealing with an imbalanced data set [52]. Sensitivity
quantified the models’ability to correctly predict positive (DNS)
cases that help detect high-risk DNS patients. RF and XGBoost
had a very close sensitivity of 0.82. However, considering the
computation cost factor, XGBoost had the lowest modeling
time. XGBoost with undersampling was our best ML model for
the DNS prediction. Its ROC curve is illustrated in Figure 4.

A further investigation was also performed to identify the top
predicting factors for each model (Multimedia Appendix 4).
The purpose of calculating variable significance scores was not
to plug them into a calculation formula but to showcase which
variables were more relatively critical in calculating the risk of
DNS. Variable importance is critical to AI model development,
as variables do not contribute evenly to the final prediction.
Therefore, we focused on the most influential predictors and
excluded irrelevant ones by scoring the variables’ prediction
contributions [53]. Variable importance is a measurement
quantifying the relationship between an independent variable
and the dependent [46].

The results shown in Multimedia Appendix 4 matched the
chi-square statistical test results (Table 1). The leading factors
were determined and selected using the variable (feature)
importance. It was evident that the dna_history_count variable
was the most influential predictor following is_last_appt_dna,
age_when_visit, and lead_time. Additionally, ethnicity played
an important role in constructing the XGBoost model for the
DNS prediction.

We also aggregated outpatient appointment data and ranked the
observed DNS rate of all outpatient clinics (Multimedia
Appendix 5). We carried out this analysis to initiate an
understanding of how disease type might influence the DNS
rate.
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Table 3. DNSa costs in 2020 at the MDHBb hospitalc.

Total DNS

cost

Total FU

cost

FU DNS

price
FUe

DNS count

Total NP

DNS cost

NP DNS

price
NPd

DNS count

Clinics

$300,442$196,299$263745$104,143$346301Orthopedics

$217,302$176,643$307576$40,658$45290Diabetes

$205,099$152,322$174874$52,776$239221Ophthalmology

$203,637$129,271$395327$74,366$600124Pediatric medicine

$189,316$98,744$269367$90,571$358253Ear nose throat

$179,446$108,124$280386$71,322$403177Gynecology

$128,223$80,834$348232$47,389$63275Hematology

$126,656$73,259$299245$53,397$490109Cardiology

$123,846$102,652$293350$21,194$50542Radiation oncology

$121,225$64,369$309208$56,856$387147General surgery

$115,459$58,157$214272$57,302$214268Audiology

$109,612$15,204$40038$94,408$617153Neurology

$101,794$67,401$362186$34,393$50668Gastroenterology

$94,030$82,327$360229$11,703$65018Medical oncology

$80,151$47,019$244193$33,132$244136Dental

$64,995$62,201$344181$2,793$5595Renal medicine

$60,213$42,021$347121$18,192$47938Respiratory lab

$55,337$32,431$227143$22,906$227101Obstetrics

$46,815$41,403$271153$5412$27120Respiratory sleep

$46,432$23,253$27485$23,178$35765Urology

$45,751$29,449$175168$16,302$17593Dietetics

$44,948$22,200$32269$22,747$51744General medicine

$42,980$24,309$34770$18,671$47939Respiratory

$35,051$14,174$23660$20,877$31666Dermatology

$31,984$25,185$203124$6799$29623Oral and maxillofacial

$24,411$11,284$33234$13,127$52525Endocrinology

$22,336$10,693$34531$11,643$64718Rheumatology

$19,335$14,014$20369$5321$29618Plastic surgery (excluding
burns)

$18,843$18,843$36252$0$5060GIf endoscopy

$15,948$3953$39510$11,994$60020Community pediatrics

$15,321$10,152$53419$5169$7387Infectious diseases

$13,496$12,990$44829$507$5071Neurosurgery

$13,259$9737$20747$3522$20717Podiatry

$12,939$8545$24435$4394$24418Aged ATRg health

$1953$1221$2445$732$2443Under 65 ATR

$1698$1698$4254$0$5730Cardiothoracic

$0$0$03$009Anesthetics

aDNS: Did Not Show.
bMDHB: MidCentral District Health Board.
cA currency exchange rate of NZD $1=US $0.61 is applicable for the listed costs.
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dNP: new patient.
eFU: follow-up.
fGI: gastrointestinal.
gATR: assessment, treatment, and rehabilitation.

Table 4. Comparison of the MLa models’ performance.

Modeling costAccuracyAUCbSpecificitySensitivityClassifier and resampling strategy

Logistic regression

Less than 1 hour (5 minutes)0.88970.84740.92270.5146Undersampling (under_ratio=2)

Less than 1 hour (14 minutes)0.89110.85920.92470.5091Oversampling (over_ratio=0.5)

Random forest

Over 8 hours (8.4)0.85010.92360.85240.8243Undersampling (under_ratio=2)

Over 137 hours0.89900.92200.92600.5940Oversampling (over_ratio=0.5)

XGBoostc

Over 4 hours (4.8)0.91170.92390.84900.8278Undersampling (under_ratio=2)

Over 51 hours (51.83)0.85290.92670.85490.8297Oversampling (over_ratio=0.5)

aML: machine learning.
bAUC: area under the curve.
cXGBoost: Extreme Gradient Boosting.

Figure 4. The receiver operating characteristic (ROC) of the best classifier, Extreme Gradient Boosting (XGBoost). AUC: area under curve.

Discussion

Principal Findings
Our results are comparable to similar previously published
analyses [9], although the AUC for XGBoost was slightly higher
in our case. This may be due to the data selection and local
characteristics. We initially built a generic DNS prediction
model for all outpatient clinics at MDHB. However, in light of
the literature and DNS complexity, the project scope was
narrowed down to clinics with higher DNS rates. As discussed
previously in this paper, we excluded irrelevant and missed
data, invalid lead time appointments, and clinics with very low
DNS rates. This approach improved the ML models'

performance and made sense from an operational perspective.
The developed models provided insights useful for
understanding the contributing factors for DNS. We found that
patient DNS history, appointment characteristics, work
commitments, and socioeconomic status substantially
contributed to DNS events.

Patient DNS History
Understanding patients’DNS history was crucial for predicting
future DNS patterns (Table 5) and developing the ML models.
This also aligned with the chi-square test results (Table 1),
which ranked the dna_history_count and is_last_appt_dna
variables as the most important factors. Total DNS counts and
the latest appointment’s DNS outcome are pivotal for calculating

JMIR Med Inform 2024 | vol. 12 | e48273 | p.1858https://medinform.jmir.org/2024/1/e48273
(page number not for citation purposes)

Yang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the probabilities of future DNS occurrences. These factors are
consistent with the findings in the literature [14-16,21,32,54].

Managing DNS involves identifying patients with low adherence
to scheduled visits for additional attention. Centralizing and
managing DNS history can provide a comprehensive view,

preventing data silos or gaps. Centralized monitoring can
enhance the visibility of recurring DNS incidents and proactively
alert clinicians of potential DNS cases. Our models account for
changes in DNS behavior. To reduce the prediction bias, we
screen for the most recent appointment DNS outcome
(is_last_appt_dna).

Table 5. Top prediction variables in the developed MLa models.

Oversampling modelUndersampling modelAlgorithm and variable importance ranking

Logistic regression

dna_history_countdna_history_count1

is_working_dayis_working_day2

is_multiple_appt_same_dayis_last_appt_dna3

is_last_appt_dnais_multiple_appt_same_day4

lead_timelead_time5

Random forest

dna_history_countdna_history_count1

age_when_visitis_last_appt_dna2

lead_timelead_time3

is_last_appt_dnaage_bins4

clinic_type_descclinic_type_desc5

XGBoosta

dna_history_countdna_history_count1

age_when_visitis_last_appt_dna2

is_last_appt_dnaage_when_visit3

ethnicitylead_time4

lead_timeEthnicity5

aXGBoost: Extreme Gradient Boosting.

Appointment Characteristics
Certain appointments expected more nonadherence, with distinct
predictors related to appointment characteristics such as
“working day” and “high lead time.” Longer lead times
correlated with increased DNS probability, while appointments
on working days were more prone to DNS than nonworking
days. These findings align with reports from [33,54,55] and
emphasize the significant impact of appointment lead time on
DNS prediction, as also indicated in [8,14,16,32,33,54]. This
underscores how appointment characteristics directly affect
DNS outcomes immediately after scheduling. Therefore,
incorporating ML-predicted DNS risk estimations during
appointment scheduling could automatically flag higher DNS
probability for proactive management.

Furthermore, our analysis of the op_prioritycode variable
(Multimedia Appendix 1) indicated that, in general, patients
with more serious health conditions were more likely to attend
their appointments. This observation is reflected in Multimedia
Appendix 5, which compares the DNS rates of different clinics

with the overall average DNS rate of 0.053% (depicted red line).
For example, patients visiting the audiology clinic had a
potential DNS rate of 19.1% compared to a 0.9% DNS rate for
the radiation oncology clinic. Our analysis of the
op_prioritycode variable was based on categorical data types
reflecting appointment urgency and not based on a detailed
analysis of each patient’s diagnosis.

Work Commitments
Our findings suggest that patients struggled to adhere to
appointments on working days or during working hours.
Younger adults, particularly those between 20 and 30 years of
age, had higher DNS rates due to work commitments, while
older adults aged 65 years and above rarely missed their visits.

Furthermore, the XGBoost-based model highlighted that being
single was an indicator of DNS visits (Figure 4). This could
relate to time constraints among young professionals, a finding
consistent with other studies [8,28,33,56]. For this group, a
targeted reminder system could be developed to concentrate on
appointments with higher DNA probability compared to the
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DNS risk threshold. Consequently, the population-based
reminding system could help optimize resource allocation,
including staff efforts and costs.

Socioeconomic Status
We explored the deprivation index and clustered patient
populations by using their ethnicity (Multimedia Appendix 6).
Our findings indicated a strong association between European
and Māori ethnicities and DNS outcomes, ranked among the
top 5 predicting factors (Multimedia Appendix 4). Māori and
Pacific populations had the highest DNS rates, in line with other
research findings [56], while the European ethnicity had the
lowest DNS rates. Māori and Pacific populations tended to
reside in areas characterized by higher deprivation rates, whereas
the percentage of other ethnicities living in higher deprivation
regions decreased when the deprivation index increased.

In New Zealand, Māori and Pacific ethnical groups required
increased health care attention [57] to ensure equity in the health
care system. As indicated in Table 6, a larger proportion of these
ethnic groups are situated in suburbs and areas with higher

deprivation indexes (such as 8, 9, and 10) [58]. The higher
deprivation index was also a strong indicator of socioeconomic
deprivation geographically [58]. According to the New Zealand
Index of Deprivation, neighborhoods with higher deprivation
were more likely to experience adverse living conditions such
as damp, cold, and crowded housing.

Moreover, regions with higher deprivation exhibit higher rates
of unemployment, increased dependence on benefits, and more
single-parent families [58]. Consequently, these living
conditions and income disparities made patients living in these
regions more susceptible to illness, while also encountering
more barriers and obstacles in addressing their medical needs.

At MDHB, dedicated working groups were established to
support Māori and Pacific patients in attending their scheduled
hospital appointments. Our research reiterates the importance
and necessity of those working groups, acknowledging the value
of their work. Moreover, our model can support them further
by providing tangible DNS probability scores to prioritize
patients who require additional attention and support.

Table 6. Percentage of population residing at each deprivation level [58].

Other, n (%)Asian, n (%)European, n (%)Pacific, n (%)Māori, n (%)Deprivation level

835 (2)2077 (5)37,314 (86)293 (1)3113 (7)1

1071 (2)1470 (3)46,405 (85)429 (1)4951 (9)2

821 (2)613 (1)42,565 (84)489 (1)6367 (13)3

1593 (1)4574 (4)84,728 (79)1747 (2)14,736 (14)4

1590 (1)6015 (6)83,568 (77)3398 (3)14,400 (13)5

1248 (1)2974 (3)74,351 (79)1759 (2)14,103 (15)6

870 (1)1858 (2)58,187 (75)3601 (5)13,442 (17)7

1988 (1)5434 (3)148,605 (75)5402 (3)36,843 (19)8

2442 (1)5443 (3)111,319 (67)7324 (4)40,642 (24)9

521 (1)1610 (2)52,064 (56)6283 (7)31,998 (35)10

Operational and Managerial Implications
The total DNS loss incurred by the MDHB hospital was around
$2.9 million (US $1.8 million) in 2020. Notably, we observed
that clinics with less life-threatening diseases (diabetes,
audiology, and dental) had higher DNS rates. Considering our
use of MDHB data, we expect to identify similar patterns in
other district health boards for which the same DNS predicting
factors can be applied for DNS management.

While the primary objective of our research was to calculate
DNS risk for promoting health equity, we believe that leveraging
DNS prediction can aid in managing limited health care
resources more efficiently. By quantifying the DNS probability
for future appointments on a scale from 0.00 to 1, clinicians or
hospital operation managers can develop more personalized
health care services for their patients. This leads to enhancing
equity in accessing health care services for a wider population.

The predictions derived can support MDHB managers in
designing, planning, and implementing more informed DNS
management strategies. For example, a DNS appointments

threshold (eg, 0.7) can be set, and all appointments with
predicted odds greater than 0.7 can be selected, releasing 70%
of resources and allocating some (or all) to the remaining 30%
of patients with a higher DNS risk. Potentially, these released
resources can subsidize interventions to support attendance.
Without DNS prediction, the hospital cannot decide where to
focus on solving the DNS problem and must invest money
uniformly for every patient, leading to equality rather than equity
in health care service access. Equality is not fit for purpose,
especially considering the high attendance rate of 95% over the
past 5 years, indicating that most patients attend appointments
without additional support. However, for more optimum use of
health care resources, other policies and guidance for
appointment scheduling should be considered [59].

Potential Interventions to Reduce DNS

DNS Suggests Life Hardships
When patients miss medical appointments, it is a critical
indicator suggesting they may be experiencing hardships in
their lives [15,54,60]. Considering that a higher DNS rate
correlates with a higher deprivation index, we can assume that
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people residing in these areas may face greater transportation
limitations. Moreover, people with severe mental health or
addiction issues may not be able to independently visit their
doctors [15]. These vulnerable groups require additional and
ongoing appointment assistance. Unfortunately, they have been
historically disadvantaged and marginalized by the current
health care system [61].

The DNS prediction model we developed can help health care
practitioners identify patients at higher risk of DNS. Targeted
DNS improvement solutions can be designed based on predicted
DNS probability, patient demography, and clinical history. This
type of application can leverage the DNS prediction model to
help identify and deliver patient-centric medical services to
patients requiring additional help. Some examples are discussed
in the subsequent sections.

Expanding Integrated Health Care Networks
For patients not facing life-threatening illnesses or requiring
long-term health management (such as patients with diabetes),
expanding services closer to patients might help meet their
needs. MDHB could consider deploying clinicians to outsourced
sites to supervise practitioners or attend to patients directly.
Moreover, increasing collaborations with primary health care
networks, promoting nurse-led services, and contracting private
specialists can also be viable options for decreasing DNS rates.
Developing a one-stop medical hub with multidisciplinary
clinics for patients with lower clinical risk could encourage
attendance and reduce DNS visits [19]. This is consistent with
the New Zealand Ministry's latest health care system reform
strategies, which aim to uplift health care equity [61]. The
reform emphasizes the establishment of more locality networks
in the community, resonating well with our research findings.

After-Hour Appointment Slots
To support young adults who are occupied by daily work, it
might be favorable to increase more after-hour service slots in

clinics when possible. If more appointment slots can be
organized before or after working hours, working professionals
may have more chances to adhere to their clinical appointments.
Piloting more weekend clinics can also be a choice to meet
younger generations’needs. In consonance with our suggestion,
the recent New Zealand health care reform also promoted more
affordable after-hours services [61]. Additionally, offering
transportation assistance and improved wraparound well-being
support for patients with a high-risk score could increase
attendance. At-home patient visits could also be offered and
delivered to patients facing severe transport limitations.

Limitations
Despite the success of our DNS prediction model, we need to
acknowledge that it has some limitations. First, our model was
trained on 5-year period data from MDHB. The single data
source prevented us from exploring other critical dimensions
such as household data or beneficiary data. We believe adding
those data points would improve the prediction model and
discover more patients’ DNS patterns.

Furthermore, we pairwise compared the attribute dna_flag with
other DNS predictor factors. However, future research should
consider investigating and analyzing the association between
variables and adding further variables to the conditioning set.
This expanded analysis would offer deeper insights into patients'
DNS behaviors.

Conclusions
To the best of our knowledge, this study represents one of the
first attempts in New Zealand to develop ML prediction models
supporting DNS management. We successfully developed and
tested ML models to predict probabilities of outpatient
appointments’ DNS. Our selected model had an AUROC of
0.92 and a sensitivity performance of 0.82.
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Abstract

Background: Patients with cancer starting systemic treatment programs, such as chemotherapy, often develop depression. A
prediction model may assist physicians and health care workers in the early identification of these vulnerable patients.

Objective: This study aimed to develop a prediction model for depression risk within the first month of cancer treatment.

Methods: We included 16,159 patients diagnosed with cancer starting chemo- or radiotherapy treatment between 2008 and
2021. Machine learning models (eg, least absolute shrinkage and selection operator [LASSO] logistic regression) and natural
language processing models (Bidirectional Encoder Representations from Transformers [BERT]) were used to develop multimodal
prediction models using both electronic health record data and unstructured text (patient emails and clinician notes). Model
performance was assessed in an independent test set (n=5387, 33%) using area under the receiver operating characteristic curve
(AUROC), calibration curves, and decision curve analysis to assess initial clinical impact use.

Results: Among 16,159 patients, 437 (2.7%) received a depression diagnosis within the first month of treatment. The LASSO
logistic regression models based on the structured data (AUROC 0.74, 95% CI 0.71-0.78) and structured data with email
classification scores (AUROC 0.74, 95% CI 0.71-0.78) had the best discriminative performance. The BERT models based on
clinician notes and structured data with email classification scores had AUROCs around 0.71. The logistic regression model
based on email classification scores alone performed poorly (AUROC 0.54, 95% CI 0.52-0.56), and the model based solely on
clinician notes had the worst performance (AUROC 0.50, 95% CI 0.49-0.52). Calibration was good for the logistic regression
models, whereas the BERT models produced overly extreme risk estimates even after recalibration. There was a small range of
decision thresholds for which the best-performing model showed promising clinical effectiveness use. The risks were underestimated
for female and Black patients.

Conclusions: The results demonstrated the potential and limitations of machine learning and multimodal models for predicting
depression risk in patients with cancer. Future research is needed to further validate these models, refine the outcome label and
predictors related to mental health, and address biases across subgroups.

(JMIR Med Inform 2024;12:e51925)   doi:10.2196/51925
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Introduction

Background
Depression in patients with cancer occurs frequently around
diagnosis and treatment and has been negatively associated with
a patient’s prognosis, quality of life, and treatment adherence
[1-5]. Despite affecting up to 20% of patients with cancer and
far exceeding the prevalence in the general population (8.4%
in the United States [6]), depression is underdiagnosed and often
untreated [1,3,7-9]. Constrained clinician time and a strong
focus on anticancer treatment may contribute to the insufficient
identification of patients at risk for depression [10-13]. Early
detection of depression in patients with cancer may enable
timely mental health support to augment the anticancer
treatment.

Clinical decision support tools with artificial intelligence (AI)
technologies could synthesize the abundance of data collected
during treatment to help clinicians identify which patients may
need specific attention and steer additional mental health
resources to those at high risk. A recent review [14] of AI
models developed for depression risk in primary care [15],
elderly care [16,17], and social media posts [18-20] highlights
how AI tools have the potential for early identification of mental
health issues. However, oncology-specific applications are rare,
and those that do exist are developed on selected small samples
that may not generalize to clinical care settings [21,22]. This
leaves a gap in oncological care for mental health.

Objective
We aimed to develop a prediction model for early identification
of patients at risk for depression within the first month of chemo-
or radiotherapy treatment. We assessed the relevance of different
data modalities for predictive performance in a retrospective
cohort study.

Methods

Data Source and Patient Population
This retrospective observational study used data from the
integration of 3 health care organizations: an academic medical
center (AMC), a primary and specialty care alliance (PSC), and
a community medical center (CMC). These organizations offer
a wide spectrum of specialized and advanced health care services
for complex medical conditions, operating in over 600 clinics.
The PSC, established in 2011, comprises more than 70 primary
and specialty clinics throughout the California Bay Area. The
CMC provides a range of inpatient and outpatient services in

the Tri-Valley region of East Bay and was acquired by the AMC
in 2015. Following the merger and acquisition, all health care
settings adopted the same Epic-based electronic health record
(EHR; Epic Systems Corporation) system. Patients for the study
were identified from a clinical data warehouse that consolidated
patient data from the AMC, PSC, and CMC from 2008 to 2021
[23]. The EHR system was initiated in 2005, and by 2008, the
data had reached a state of robustness and high quality. The
study concluded in 2021 to ensure that all patients who visited
the clinic during the extended period were comprehensively
captured.

As an integral component of the EHR system, the MyHealth
portal and web interface are seamlessly incorporated into the
EHR. This integration includes a patient portal, enabling patients
to engage with their health care teams through secure email
communication. Patient-generated emails were systematically
gathered from the MyHealth patient portal. These email
exchanges feature structured subject lines, with patients selecting
from a predefined set of categories such as “Non-Urgent Medical
Question,” “Prescription Question,” “Visit Follow-Up
Question,” “Test Results Question,” “Update My Health
Information,” “Scheduling Question,” and “Ordered Test
Question.” The email body allows for free-text input but is
limited to 1000 characters. Importantly, all incoming emails are
meticulously triaged to the appropriate members of the patient’s
health care team, including clerical, scheduling, clinical, or other
team members, who take the necessary actions or provide
responses as needed [24].

Adult patients receiving chemo- or radiotherapy treatment were
included in the cohort. Given the data-intensive nature of the
techniques used [25], our objective was to encompass all eligible
patients throughout the entire available period at the time of our
analysis. The start of cancer treatment was defined as the first
patient encounter that registered chemotherapy (including
targeted and immunotherapy) or radiotherapy (“chemotherapy”
and “clinical procedure codes” in Multimedia Appendix 1). We
excluded patients who did not receive cancer treatment (eg,
patients seen for a second opinion only), were younger than 18
years, and had no clinician notes within the 2 weeks leading up
to the treatment (Figure 1). We also excluded patients with a
depression diagnosis within the year leading up to treatment as
we aimed to focus on individuals who are at risk of developing
depression during or after their treatment (Figure 1). It was
assumed that these patients were already receiving treatment
for their depression or at least had additional support offered to
them.
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Figure 1. Flowchart of cohort selection.

Ethical Considerations
This study was approved by the Stanford institutional review
board (#47644). Informed consent was waived for this
retrospective study for access to personally identifiable health
information as it would not be reasonable, feasible, or practical.
The data are housed in the Stanford Nero Computing Platform,
which is a highly secure, fully integrated internal research data
platform meeting all security standards for high risk and
protected health information data. The security is managed and
monitored, and the platform is updated and adapted to meet
regulatory changes.

Predictive Outcome
Depression was defined in consultation with oncologist
coauthors (DWB and MR) as a depression diagnosis via the
International Classification of Diseases (ICD)-9 and ICD-10
codes obtained from EHR data (“ICD depression codes” in
Multimedia Appendix 1). This end point was chosen as it was
the most conservative and has been shown to correlate
reasonably well with clinical opinion [26]. Depression risk was
predicted within 1 month of cancer treatment. This time window
was chosen as depression prevalence is highest during diagnosis
and the acute phase of cancer treatment [27].

Structured Data Predictors
The following variables were obtained from structured EHR
fields: sex (male and female), age, insurance status (private,
Medicare, Medicaid, and other or not identified), cancer stage
(I, II, III, IV, and missing), hospitalized in the previous month
(yes or no), 1 or more emergency department visits in the
previous month (yes or no), the Charlson comorbidity score
[28], and the number of emails sent in the month prior to
treatment (none, 1-3, 4, or more) based on a previous study [24].
Insurance status was recoded into 4 comprehensive categories
(private, Medicare, Medicaid, and other or not identified).
Cancer stage was also recoded to contain the 4 main stages (I,
II, III, IV, and missing). Whether or not patients sent emails at
night in the previous month was also included as insomnia and
depression are intimately related [29]. Binary variables were
added indicating whether a patient had previously received a
depression diagnosis; depressant medication; or a referral to a
psychiatrist, psychologist, or social worker. Finally, race and
ethnicity (Hispanic, non-Hispanic Asian, non-Hispanic Black,
and non-Hispanic White) was included in one of the sensitivity
analyses (see below). The ethnicities “Latino” and “Hispanic”
were merged into 1 category (Hispanic). The categorical
predictors were converted into dummy variables.
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Descriptive statistics were reported in terms of percentages for
categorical variables and the mean and SD for continuous
variables. We analyzed the cancer and insurance information
that was closest to, but preceding, the patient’s start of treatment.
We stratified descriptive statistics according to outcome
(depression diagnosis or not) and messaging behavior (active
email communicator in the past month or not).

Unstructured Text Predictors
Unstructured text included patient emails with the subject
“Non-Urgent Medical Question” sent through a secure patient
portal and clinician notes [24].

A Bidirectional Representations from Transformers (BERT)
model was trained on a subset of manually labeled emails to
classify each email as being “concerning for depression” or not
(see the Multimedia Appendix 2 [30-33] for further details on
the annotation strategy and model development). Automatically
sent emails; copies of previously sent emails; and emails
containing questionnaires, appointment requests, and medication
refill requests were removed from the set of patient emails.
Emails with less than 30 words were removed from the data
set. Each email in the final data set was truncated to a maximum
token length of 512. This BERT model assigned each patient
email a classification score ranging from 0 (not concerning for
depression at all) to 1 (most concerning for depression). These
email classification scores were summarized at the patient level
by calculating the minimum email classification score in the
previous month, the maximum score in the previous month, and
the mean score in the previous month. These email classification
features were then included as structured data in the subsequent
model developments.

Clinician notes that were shorter than 100 words or longer than
5000 were removed as these contained erroneous entries or long
copies of previous notes, respectively. Notes with mentions of
clinical trials, duplicates, and empty notes were also removed.
We merged the most recent clinical notes (at most 3) created
within the 2 weeks before the start of treatment. The merged
notes were decomposed into chunks of at most 25 sequences
(to avoid computational issues), each sequence consisting of
256 tokens.

Model Development
For all models, data were randomly split into the same two-thirds
for the train set and one-third for the test set. A total of 6 models
were trained to assess the value of multimodal data for this use
case.

First, a machine learning (ML) model was developed based on
the structured EHR data (model 1), email classification scores
(model 2), and the combination of the 2 (model 3). The
following ML algorithms were compared for these models: least
absolute shrinkage and selection operator (LASSO) logistic
regression, a decision tree, random forest, gradient boosting
decision trees, k-nearest neighbor, and naive Bayes.

LASSO logistic regression is a regularized regression approach,
providing both variable selection and shrinkage of regression
coefficients. A decision tree is a nonparametric algorithm
consisting of a hierarchical tree structure. A random forest

combines the predictions of many independently built decision
trees into 1 prediction. Gradient boosting decision trees
essentially optimize random forest estimation by gradient
boosting. The k-nearest neighbor algorithm is also nonparametric
and uses proximity to previously seen data points to make
predictions. Finally, naive Bayes is a generative algorithm that
models the distribution of its predictors to make predictions.

The hyperparameters of these models (see Tables S1-S3 in
Multimedia Appendix 2) were optimized using Bayesian
optimization and 5×10-fold cross-validation. The final ML
models were trained on all training data with optimized
hyperparameters. The best-performing ML algorithms were the
basis for extension with unstructured data.

We trained BERT models based on the clinician notes (model
4), the structured EHR data in combination with the clinician
notes (model 5), and the structured EHR data in combination
with the email classification scores and the clinician notes
(model 6). BERT models are deep learning language models
that learn contextual relations between words in a text. Models
5 and 6 made use of a modality-specific deep learning
architecture to combine the different data modalities in the
modeling process (see Multimedia Appendix 2 for more details)
[34]. We used a pretrained DistilBERT model [32] as it required
less computation than BERT or ClinicalBERT models [33].
The hyperparameters were tuned on 80% and validated on 20%
of the training data. The model parameters of the
best-performing epoch on the validation data were chosen for
further analyses. Probability estimates were recalibrated via
isotonic regression for all models [35].

Statistical Analysis
Model discrimination was quantified by the area under the
receiver operating characteristic curve (AUROC), sensitivity,
specificity, positive predictive value (PPV), and negative
predictive value (NPV) on the test data. Calibration was assessed
through calibration plots, with a calibration intercept and slope
as summary performance measures [36]. CIs were obtained via
bootstrapping (based on 1000 iterations).

As an initial assessment of clinical usefulness, we performed a
decision curve analysis for all 6 models plotting net benefit
(NB) across a range of decision probability thresholds [37,38].
NB is defined as the number of true-positive classifications
penalized for false-positive classifications [39]. The models
have the potential to improve clinical decision-making when
they have higher NB than 2 baseline strategies: label all as high
risk for developing depression and label none as high risk for
developing depression.

Sensitivity Analysis
Sensitivity analyses were performed on the best-performing
model to evaluate the impact of modeling choices on model
outcomes. Additional models considered different prediction
windows (45 days, 2 months, 3 months, and 6 months after the
start of cancer treatment). Moreover, patients dying within these
prediction windows are a potential competing risk for patients
at risk for depression. We therefore removed these patients from
the train and test data and repeated the analyses. Variants of
outcome definitions such as predicting a prescription of
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antidepressant medication and a referral to a psychiatrist,
psychologist, or social worker within 1 month of cancer
treatment (“antidepressant medication” and “mental health
referral” in Multimedia Appendix 1) were considered. These
definitions were chosen as they might indicate a patient
experiencing depression without being officially diagnosed. We
also trained a model on the combined outcome of either
receiving a depression diagnosis, antidepressant medication
prescription, or referral to a psychiatrist, psychologist, or social
worker.

Fairness Analysis and Including Race and Ethnicity
To identify potential fairness issues for specific demographic
groups, AUROC, calibration slope, and intercept were compared
across sex and race and ethnicity groups [40]. In addition, race
and ethnicity was added as a confounder to assess its effect on
subgroup model performance.

Software, Data, and Reporting
All analyses were performed in Python 3.9.7 (Python Software
Foundation). Code is available in a git repository [41]. We
followed the MINIMAR reporting guidelines (see Multimedia
Appendix 2) [42].

Results

Descriptive Statistics
A total of 16,159 patients starting cancer treatment between
2008 and 2021 were included in the analyses, of whom 437
(2.7%) received a diagnosis of depression within 1 month of
cancer treatment (Table 1 and Figure 1). The 437 patients
receiving a depression diagnosis within 1 month of treatment
were, on average, younger, more likely to be female, more likely
to be non-Hispanic White, and less likely to be non-Hispanic
Asian (Table 1). Moreover, patients with a depression diagnosis
made more emergency department visits (Table 1). They were
also more likely to have received a previous depression
diagnosis more than a year before the start of treatment, a
prescription for antidepressant medication, and a mental health
referral.

Patients who sent emails (4816/16,159, 29.8%) were more likely
to be non-Hispanic White or Asian and be privately insured
(Table S4 in Multimedia Appendix 2). On average, they were
less likely to be hospitalized but made more emergency
department visits 1 month prior to treatment and had a higher
Charlson comorbidity score; they were also more likely to have
previously received a depression diagnosis, antidepressant
medication, and a mental health referral.
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Table 1. Descriptive statistics of the cancer cohort.

Depression diagnosis within 1 month
after onset of treatment (n=437, 2.7%)

No depression diagnosis within 1
month after onset of treatment
(n=15,722, 97.3%)

All (N=16,159)Descriptive statistics

Demographics

272 (62.2)a8296 (52.8)a8568 (53)Sex (female), n (%)

60 (14)a62 (15)a62 (15)Age (years), mean (SD)

Race and ethnicity, n (%)

58 (13.3)a1812 (11.5)a1870 (11.6)Hispanic

57 (13)a3525 (22.4)a3582 (22.2)Non-Hispanic Asian

<20 (<5)a410 (2.6)a422 (2.6)Non-Hispanic Black

281 (64.3)a8583 (54.6)a8864 (54.9)Non-Hispanic White

29 (6.6)a1392 (8.9)a1421 (8.8)Other

Insurance characteristics, n (%)

249 (57)8496 (54)8745 (54.1)Private

76 (17.4)2514 (16)2590 (16)Medicare

57 (13)1860 (11.8)1917 (11.9)Medicaid

55 (12.6)2852 (18.1)2907 (18)Other or not identified

Treatment characteristics, mean (SD)

67 (15)2016 (13)2083 (13)Number of hospitalizations one month
prior to treatment

50 (11)a895 (6)a945 (6)Number of emergency department visits
1 month prior to treatment

6.9 (3.9)6.9 (3.8)6.9 (3.8)Charlson comorbidity score

Tumor type, n (%)

33 (7.6)1739 (11.1)1772 (11)Breast

28 (6.4)973 (6.2)1001 (6.2)Lung

<20 (<5)764 (4.9)777 (4.8)Prostate

<20 (<5)525 (3.3)543 (3.4)Colon and rectum

<20 (<5)527 (3.4)535 (3.3)Non-Hodgkin lymphoma

95 (21.7)3364 (21.4)3459 (21.4)Other

242 (55.4)7830 (49.8)8072 (50)Missing

Cancer stage, n (%)

26 (5.9)1466 (9.3)1492 (9.2)Stage I

31 (7.1)1468 (9.3)1499 (9.3)Stage II

35 (8)1294 (8.2)1329 (8.2)Stage III

59 (13.5)1699 (10.8)1758 (10.9)Stage IV

286 (65.4)9795 (62.3)10081 (62.4)Missing

Patient email information (1 month prior to treatment)

127 (29.1)3943 (25.1)4070 (25.2)Sent 1 or more emails, n (%)

49 (35)49 (35)49 (35)Email length in words, mean (SD)

<20 (<5)296 (1.9)308 (1.9)Sent emails at night, n (%)

Mental health history, n (%)

57 (13)a343 (2.2)a400 (2.5)History of depression diagnosis
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Depression diagnosis within 1 month
after onset of treatment (n=437, 2.7%)

No depression diagnosis within 1
month after onset of treatment
(n=15,722, 97.3%)

All (N=16,159)Descriptive statistics

189 (43.2)a2030 (12.9)a2219 (13.7)History of antidepressant medication

144 (33)a2563 (16.3)a2707 (16.8)History of mental health referral

aThis was tested at the 5% significance level.

Performance Statistics
The best-performing ML models were based on LASSO logistic
regression (Table 2; Tables S1 and S3 in Multimedia Appendix
2). The model based on structured data alone had an AUROC
of 0.74 (95% CI 0.71-0.78). The combination of structured data
with email classification scores also had an AUROC of 0.74
(95% CI 0.71-0.78), while a model based solely on email
classification scores had an AUROC of 0.54 (95% CI 0.52-0.56).
At a high level of sensitivity (0.9 at a decision threshold of 1%;
Table 3), the PPV of the best-performing model based on
structured data was low (0.04; Table 3). At higher decision
thresholds (3% and 10%; Table 3), the PPV was increased to
0.07 and 0.17, respectively, but this came at a cost of sensitivity
(0.63 and 0.19).

The BERT model based on the clinician notes performed worst
and had an AUROC of 0.50 (95% CI 0.49-0.52; Table 2).

Combining structured EHR data with clinician notes did improve
AUROC performance (0.71, 95% CI 0.68-0.75; Table 2) and
so did adding email classification scores (0.70, 95% CI
0.67-0.73; Table 2).

Calibration was acceptable for all ML models. The BERT-based
models tended to produce overly extreme risk estimates even
after recalibration.

The decision curve analysis showed a small range of decision
thresholds for which the best-performing model (LASSO logistic
regression based on structured data) had higher NB than the
treat all or treat no one strategies (Figure 2). At a decision
threshold of 3%, the model with structured EHR data had a NB
of 0.01. This represents a net increase of 1 true positive patient
at risk for depression per 100 patients without increasing any
false positives (at the start of treatment). At a threshold of 10%,
the model had a NB of only 0.002, so 2 net true positives per
1000 patients.

Table 2. Discrimination and calibration for predicting depression risk within 1 month after the onset of treatment (test data).

Calibration slope (95% CI)Calibration intercept (95% CI)AUROCa (95% CI)Type of data

0.93 (0.77 to 1.09)0.07 (–0.09 to 0.24)0.74 (0.71 to 0.78)Structured EHRb data

1.0 (0.52 to 1.48)–0.02 (–0.18 to 0.14)0.54 (0.52 to 0.56)Patient emails

0.91 (0.76 to 1.07)0.07 (–0.09 to 0.24)0.74 (0.71 to 0.78)Structured EHR data and patient emails

0.94 (–1.32 to 3.2)–0.05 (–0.21 to 0.11)0.5 (0.49 to 0.52)Clinician notes

1.92 (1.57 to 2.28)–0.09 (–0.25 to 0.07)0.71 (0.68 to 0.75)Structured EHR data and clinician notes

2.46 (1.98 to 2.93)–0.16 (–0.32 to –0.0)0.7 (0.67 to 0.73)Structured EHR data, clinician notes, and patient emails

aAUROC: area under the receiver operating characteristics curve.
bEHR: electronic health record.

JMIR Med Inform 2024 | vol. 12 | e51925 | p.1872https://medinform.jmir.org/2024/1/e51925
(page number not for citation purposes)

de Hond et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 3. Sensitivity, specificity, PPVa, and NPVb at different decision thresholds for predicting depression risk within 1 month after the onset of
treatment (test data).

Structured EHR
data, clinician
notes, and patient
emails

Structured EHR
data and clinician
notes

Clinician notesStructured EHR
data and patient
emails

Patient emailsStructured EHRc

data

Threshold and

analysis

1%

1.0 (156/156)1.0 (156/156)1.0 (156/156)0.87 (136/156)1.0 (156/156)0.9 (140/156)Sensitivity (n/N)

0.0 (0/5231)0.0 (0/5231)0.0 (0/5231)0.37 (1915/5231)0.0 (0/5231)0.35 (1847/5231)Specificity (n/N)

0.03 (156/5387)0.03 (156/5387)0.03 (156/5387)0.04 (136/3452)0.03 (156/5387)0.04 (140/3524)PPV (n/N)

N/AN/AN/A0.99 (1915/1935)N/Ad0.99 (1847/1863)NPV (n/N)

3%

0.67 (104/156)0.55 (86/156)1.0 (156/156)0.58 (90/156)0.13 (20/156)0.63 (98/156)Sensitivity (n/N)

0.71 (3735/5231)0.82 (4293/5231)0.0 (0/5231)0.77 (4032/5231)0.95 (4962/5231)0.75 (3912/5231)Specificity (n/N)

0.06 (104/1600)0.08 (86/1024)0.03 (156/5387)0.07 (90/1289)0.07 (20/289)0.07 (98/1417)PPV (n/N)

0.99 (3735/3787)0.98 (4293/4363)N/A0.98 (4032/4098)0.97 (4962/5098)0.99 (3912/3970)NPV (n/N)

10%

0.0 (0/156)0.0 (0/156)0.0 (0/156)0.19 (30/156)0.0 (0/156)0.19 (29/156)Sensitivity (n/N)

1.0 (5231/5231)1.0 (5231/5231)1.0 (5231/5231)0.97 (5071/5231)1.0 (5231/5231)0.97 (5086/5231)Specificity (n/N)

N/AN/AN/A0.16 (30/190)N/A0.17 (29/174)PPV (n/N)

0.97 (5231/5387)0.97 (5231/5387)0.97 (5231/5387)0.98 (5071/5197)0.97 (5231/5387)0.98 (5086/5213)NPV (n/N)

aPPV: positive predictive value.
bNPV: negative predictive value.
cEHR: electronic health record.
dN/A: not available.

Figure 2. This decision curve analysis (DCA) plots net benefit for the baseline treat all and treat none strategies and the best-performing prediction
model (LASSO logistic regression on structured data). EHR: electronic health record; LASSO: least absolute shrinkage and selection operator.

JMIR Med Inform 2024 | vol. 12 | e51925 | p.1873https://medinform.jmir.org/2024/1/e51925
(page number not for citation purposes)

de Hond et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Sensitivity Analysis
The models predicting depression risk within 45 days (AUROC
0.73, 95% CI 0.69-0.76), 2 months (AUROC 0.73, 95% CI
0.70-0.76), 3 months (AUROC 0.73, 95% CI 0.71-0.76), and 6
months (AUROC 0.72, 95% CI 0.70-0.74) of cancer treatment
obtained similar discrimination and calibration compared to the
base model predicting depression risk within 1 month (LASSO
logistic regression; Table S5 in Multimedia Appendix 2). In the
test data, a total of 24 (0.4%) patients died within 1 month after
starting treatment. Omitting patients dying within the time
frames of interest (1 month-6 months) had no impact on model
performance (Table S6 in Multimedia Appendix 2). The model
trained to predict depression medication (LASSO logistic
regression) also obtained similar discrimination (0.75, 95% CI
0.73-0.78; Table S7 in Multimedia Appendix 2) and calibration
compared to the base model predicting depression risk via
depression diagnosis. The model trained to predict a referral to
a psychiatrist, psychologist, or social worker obtained a lower
AUROC of 0.62 (95% CI 0.60-0.64; Table S7 in Multimedia
Appendix 2) and comparable calibration.

Fairness Analysis and Including Race and Ethnicity
The fairness analysis showed that model discrimination was
similar for male patients (AUROC 0.73, 95% CI 0.67-0.80;
Table S8 in Multimedia Appendix 2) and female patients
(AUROC 0.74, 95% CI 0.70-0.78; Table S8 in Multimedia
Appendix 2). The calibration plot showed that depression risk
was underestimated for female patients and overestimated for
male patients (Figure S1 in Multimedia Appendix 2).
Discrimination was best for the non-Hispanic Black patients
(AUROC 0.92, 95% CI 0.84-0.99; Table S8 in Multimedia
Appendix 2), with respect to the non-Hispanic White patients
(AUROC 0.74, 95% CI 0.69-0.78; Table S8 in Multimedia
Appendix 2) and the non-Hispanic Asian patients (AUROC
0.75, 95% CI 0.63-0.87; Table S8 in Multimedia Appendix 2),
and it was worst for Hispanic patients (AUROC 0.71, 95% CI
0.62-0.80; Table S8 in Multimedia Appendix 2). Predictions
were underestimated for the non-Hispanic Black patients and
overestimated for the non-Hispanic Asian patients (Figure S1
in Multimedia Appendix 2). Adding race and ethnicity as a
feature to the best-performing model did not improve model
discrimination or calibration (AUROC 0.74, 95% CI 0.71-0.78
vs 0.74, 95% CI 0.70-0.77; Table S9 in Multimedia Appendix
2).

Discussion

Principal Findings
This study developed a prediction model to identify patients
with cancer at risk for depression within 1 month of chemo- or
radiotherapy treatment. We used data from a large
comprehensive cancer center with over 16,000 patients. The
best-performing models (LASSO logistic regression with
structured data with or without patient email classification
scores) had reasonable AUROC and calibration. The LASSO
logistic regression model with structured data demonstrates a
small improvement in NB over the baseline strategy of labeling
no one as at risk for depression. Multimodal BERT models
(trained on structured data and unstructured text) did not perform

better than the best-performing ML model trained solely on
structured data.

To date, depression in patients with cancer is underdiagnosed,
and studies show that patients with depression are up to 3 times
more likely to be noncompliant with medical treatment
recommendations [3,43,44]. Treatment adherence is a high
priority, given the evidence demonstrating statistically
significant associations between treatment nonadherence and
patient outcomes, including cancer progression, low-value health
care use, and worse survival [45-48]. Therefore, an AI
model—which flags patients at risk for depression with minimal
clinical input and workflow disruption—is needed at the point
of care to prompt clinicians to intervene early and improve
patient well-being and anticancer outcomes.

This model may be used in preparation for clinical consultations
to more efficiently use the limited time allotted to
oncologist-patient interaction to facilitate any needed additional
mental health support. By harnessing a combination of structured
EHR data and unstructured text data from patient emails and
clinician notes, the tool can offer a comprehensive assessment
of a patient’s depression risk and help synthesize this
information at point of care for the provider. With the ability
to establish personalized risk assessments, determine clinical
use thresholds, and address potential biases in risk assessment,
a clinical decision support tool developed from this work has
the potential to significantly enhance the quality of care and
mental health outcomes for these vulnerable patients. As the
study recognizes the need for ongoing validation, refinement,
and bias mitigation, it underscores the dynamic and adaptable
nature of this tool in improving cancer care and treatment
adherence. This tool can be a valuable addition to the health
care system, ultimately improving mental health outcomes and
treatment adherence for these vulnerable patients.

The created model has good performance, although our label
(receiving a depression diagnosis) depends heavily upon the
accurate recognition of depression by the care team. The model’s
clinical usefulness depends on the acceptability of the test
trade-off. The best-performing model had a high false-positive
rate at high levels of sensitivity, and the decision curve analysis
showed a test trade-off of 100 assessments for 1 additional true
positive patient at a decision threshold of 3%. If these
assessments can be done nearly for free (eg, a quick check
during a patient visit) and if we already miss all future
depressions, then this small improvement may be welcome,
although this warrants further validation and testing in the
clinical environment. The high false-positive rate and small NB
of the best-performing model are likely affected by the moderate
discrimination and low event rate [49]. In future developments,
the NB may be increased by focusing on improving the labeling
of the outcome variable. In addition, richer input data not
available to us at the time of analysis could improve model
discrimination, like information on lifestyle habits, self-reported
mental health assessments, and clinical and pathological factors.

As depression presents differently across sex, race, and ethnicity
[50-52], algorithmic fairness forms an important concern when
predicting depression risk. We found discrepant model
calibration across race, ethnicity, and sex even when controlling
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for race, ethnicity, and sex in the model. These results align
with previous findings that showed poor calibration for minority
groups [53,54] and stress the importance of algorithmic fairness
assessment in the depression domain. The differences in
calibration may be caused by different (recorded) depression
rates among groups. This could result in a disproportionate
number of missed patients in need of additional mental health
resources in specific groups. For example, female and
non-Hispanic Black patients might consistently receive a lower
predicted risk score than their actual risk. A next step could be
to apply bias mitigation techniques for in- or postprocessing
during model development, like threshold selection and
recalibration within specific groups [55]. Moreover, more
diverse data may be collected to adequately capture the
differences in symptomatology between different groups. For
example, we may include appetite disturbances that are reported
more by women and comorbid alcohol and substance abuse that
are reported more by men [50].

We also found discrepant model discrimination across race and
ethnicity, with the highest AUROC for the non-Hispanic Black
group. These findings diverge from the literature, where the
AUROC of the minority groups is usually lower compared to
the majority group [56]. However, caution is needed when
interpreting this finding, due to the very low number of positive
cases in this group (less than 20). More data should be collected
to better investigate these differences.

The models based solely on text information (patient emails
and clinician notes) performed on par with a random coin toss.
This implies that the signal-to-noise ratio in this type of data
may be too low to be of prognostic value for this specific use
case. This might be particularly true for patient emails, where
the frequency of the emails varied widely between patients.
However, it is important to note that unstructured text, such as
patient emails and clinician notes, can potentially provide
valuable information that is not captured in structured data.
Therefore, multimodal models that incorporate both structured
and unstructured data have the potential to improve clinical
predictions. Increasing and regularizing the frequency of digital
contact between patient and clinician may aid future research
on multimodal models in this field, for example, through digital
systems for monitoring patient-reported outcomes [57,58].
Digital communication with the aid of chat robots such as
ChatGPT [59] provides further direction to better capture
patients’ mental health status. This finding also implies that
structured data contains strong predictors for depression risk,
for example, a history of depression or mental illness, which is
well established in the literature and should be considered for
future model developments [60-62].

Limitations
This study had limitations. First, we used the ICD codes for
depression diagnosis as indicators of depression risk. This
provided a clear and detectable label for our outcome event in
the EHR. However, not all patients experiencing depression
will receive a coded depression diagnosis with a related ICD

code as underdiagnosis is a common problem [3,9]. It is possible
that depression may have been diagnosed elsewhere and not
recorded in our EHR, that depressive symptoms may have
existed and not been recorded or ignored by the
oncology-focused clinicians, or that the patient did not express
their depressive symptoms to their oncology-focused clinician.
In addition, some inconsistencies persisted between the ICD-9
and ICD-10 codes, with the ICD-10 codes including depression
associated with bipolar disorder. This may have compromised
the accuracy of our predictive models in this exploratory study
and should be considered for future research.

Moreover, changing the outcome of interest to either
antidepressant medication or a referral to a psychiatrist,
psychologist, or social worker did not change the accuracy of
the predictive models. An explanation might be that patients
with depression are often treated with antidepressants by primary
care doctors. For antidepressant medication, it is important to
note that there may have been overascertainment as this
medication is also used to treat more severe and chronic forms
of anxiety. This should be considered when interpreting our
results and warrants further study.

Second, the modeling approach was focused on a point-of-care
solution, meaning we used clinically meaningful end points (eg,
1 month after starting cancer treatment) and used a diverse
patient population. Although this provides the potential for
broad application across multiple cancer types, the diversity in
cancer types and cancer stages might have introduced noise and
impacted model performance.

Third, we used cut-off values for clinician notes that were too
short or too long to keep the modeling computationally feasible.
This may have led to information loss. Future research may
investigate ways of retaining this information when
preprocessing texts. Finally, we used data from a single
integrated health system for model development, albeit
comprised of 3 sites (academic hospital, community hospital,
and community practice network). As the cultural background
of patients and some data are specific to this health system, our
results may not generalize to other populations. Further
validation on data sets with different demographics and
examination of the mechanisms driving potential biases are
needed.

Conclusions
This study demonstrated the potential and limitations of using
structured and unstructured text data for predicting depression
risk in patients with cancer using a variety of ML and
multimodal models. After further validation and mitigating
biases across subgroups, these models have the potential to
improve patient outcomes by alerting clinicians of the possible
need to escalate support among this vulnerable patient
population. Future studies might improve the prediction of
depression risk in patients with cancer by refining the outcome
label, expanding the predictors related to mental health, and
devoting part of the digital patient communication to mental
health aspects.
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Abstract

Background: Infants born at extremely preterm gestational ages are typically admitted to the neonatal intensive care unit (NICU)
after initial resuscitation. The subsequent hospital course can be highly variable, and despite counseling aided by available risk
calculators, there are significant challenges with shared decision-making regarding life support and transition to end-of-life care.
Improving predictive models can help providers and families navigate these unique challenges.

Objective: Machine learning methods have previously demonstrated added predictive value for determining intensive care unit
outcomes, and their use allows consideration of a greater number of factors that potentially influence newborn outcomes, such
as maternal characteristics. Machine learning–based models were analyzed for their ability to predict the survival of extremely
preterm neonates at initial admission.

Methods: Maternal and newborn information was extracted from the health records of infants born between 23 and 29 weeks
of gestation in the Medical Information Mart for Intensive Care III (MIMIC-III) critical care database. Applicable machine
learning models predicting survival during the initial NICU admission were developed and compared. The same type of model
was also examined using only features that would be available prepartum for the purpose of survival prediction prior to an
anticipated preterm birth. Features most correlated with the predicted outcome were determined when possible for each model.

Results: Of included patients, 37 of 459 (8.1%) expired. The resulting random forest model showed higher predictive performance
than the frequently used Score for Neonatal Acute Physiology With Perinatal Extension II (SNAPPE-II) NICU model when
considering extremely preterm infants of very low birth weight. Several other machine learning models were found to have good
performance but did not show a statistically significant difference from previously available models in this study. Feature
importance varied by model, and those of greater importance included gestational age; birth weight; initial oxygenation level;
elements of the APGAR (appearance, pulse, grimace, activity, and respiration) score; and amount of blood pressure support.
Important prepartum features also included maternal age, steroid administration, and the presence of pregnancy complications.

Conclusions: Machine learning methods have the potential to provide robust prediction of survival in the context of extremely
preterm births and allow for consideration of additional factors such as maternal clinical and socioeconomic information. Evaluation
of larger, more diverse data sets may provide additional clarity on comparative performance.

(JMIR Med Inform 2024;12:e42271)   doi:10.2196/42271
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Introduction

Preterm birth has long been a leading cause of infant mortality,
with the lowest gestational age births associated with the highest
rates of mortality [1]. In 2019, 59,506 infants were born at 31
weeks or less in the United States, and the infant mortality rate
in this cohort was 18% [2]. When a patient is expected to deliver
an extremely preterm infant, counseling on possible outcomes,
methods of resuscitation, and anticipated course in the neonatal
intensive care unit (NICU) ideally begins prior to birth. Many
providers have used the National Institute of Child Health and
Human Development (NICHD) risk calculator to initiate this
discussion on the chances of infant mortality and severe
morbidity after birth. The calculator is based on a logistic
regression model using 5 prepartum factors (gestational age,
estimated weight, sex, antenatal steroids, and multiple birth),
derived from the preterm birth data of a network of US hospitals.
With advances in NICU care and more knowledge about
long-term outcomes, the calculator was updated in 2020 and
maintains a similar performance (mean 0.744, SD 0.005) [3,4].
After initial resuscitation, several scoring systems are also
available to predict mortality after a neonate arrives in the NICU
[5-7]. However, they are less predictive with extremely low
birth weight infants, as evidenced by the Score for Neonatal
Acute Physiology With Perinatal Extension II (SNAPPE-II)
survival model having a mean performance of 0.78 (SD 0.01)
for infants weighing less than 1500 g at birth versus 0.91 (SD
0.01) overall. On review of several models, Clinical Risk Index
for Babies (CRIB) had the highest performance in predicting
very low birth weight neonate survival, with a mean of 0.88
(SD 0.02), although the CRIB and SNAPPE models were
developed with data from geographically separate populations
(Europe vs North America) [8].

Despite counseling supported by available risk calculators,
decisions surrounding the continuation of life support and
redirection to end-of-life care remain extremely difficult in the
context of birth at the periviable preterm gestational ages
because the postnatal course can be highly variable [9-11]. In
addition, perceptions regarding the clinical situation can differ
among providers and family members, and consideration of
clinical and social context may be helpful [12,13].

Numerous machine learning models have been tested to improve
the prediction of adult intensive care unit outcomes. The Medical
Information Mart for Intensive Care III (MIMIC-III) database,
which contains electronic health record (EHR) information of
critical care patients at the Beth Israel Deaconess Medical Center
from 2001 to 2012, has often been a source of data used in their
development and testing [14-17]. Using the NICU data from
MIMIC-III, this study builds and compares different types of
machine learning algorithms that predict neonatal mortality and

examines the value of incorporating features representing both
structured and unstructured clinical elements for extremely
preterm infants.

Methods

Ethical Considerations
The institutional review board of the University at Buffalo
determined the study (ID STUDY00003721) to be exempt as
a secondary analysis of a publicly available data set. A data use
agreement was obtained for the MIMIC-III database, which
contains deidentified protected health information freely
available for secondary analysis. The primary data collection
for MIMIC-III was originally approved by the institutional
review boards of Beth Israel Deaconess Medical Center and
Massachusetts Institute of Technology with a waiver of
individual patient consent, and no compensation was provided
at that time.

Data Selection
Records of extremely preterm neonates admitted to the NICU
in the MIMIC-III database were extracted using PostgreSQL
(The PostgreSQL Global Development Group). A query was
performed for admissions with ICD-9 (International
Classification of Diseases, Ninth Revision) codes corresponding
to extremely preterm delivery less than 30 weeks as well as very
low birth weight. From the resulting records, those of neonates
born outside of 23 to 29 weeks were excluded, as well as
duplicate records and readmissions. Some records corresponded
to nonneonatal admissions, for example, where an infant had a
prior history of preterm birth, and they were excluded. When
the remaining records were reviewed, it was found that some
neonates were transferred outside of the hospital for surgery
and had an unknown outcome. These records were also excluded
(Figure 1).

From the 459 neonatal admission records that were selected,
the patients’ demographics, vital signs, laboratory results,
medications, procedures, and clinical text were queried from
the database and reviewed. Of the available information, relevant
elements were extracted based on factors found to be pertinent
in previous scoring systems and expert knowledge. By manually
curating the clinical text, including completed admission and
discharge notes, we were able to incorporate features found
only in unstructured form, including maternal clinical
comorbidities and pregnancy complications. For this study,
consideration of neonatal assessment and treatment was limited
to data found initially at the time of NICU admission. The
nonnumerical elements were encoded. Data that varied by
clinical severity were encoded in that order, and the remaining
categorical data underwent binary encoding. Median imputation
was used to complete missing data.
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Figure 1. Flowchart of selection criteria. GA: gestational age; MIMIC-III: Medical Information Mart for Intensive Care III; NICU: neonatal intensive
care unit.

Ultimately, 83 features that could be used in machine learning
algorithms were generated, of which approximately half
represented maternal clinical and demographic information,
with the remaining features representing infant findings at the
time of admission (Multimedia Appendix 1).

Model Analysis
Several machine learning classification algorithms were
implemented using Python 3.8 scikit-learn 1.2, and the resulting
models were tested for their efficacy in predicting mortality.
The same algorithms were also examined considering only
prepartum features, assuming birth weight would be an estimated
weight, to produce models that could be of assistance for
clinicians counseling patients prior to an extremely preterm
birth.

The performance of each model was endeavored to be
optimized. To ensure that feature value range did not drive
performance, standard scaling as well as min-max scaling were
applied to quantitative features and used for models that were
dependent upon distance calculations (eg, logistic regression,
neural network, and support vector machine [SVM]). The final
reported models used standard scaling due to improved
performance over min-max scaling. Scaling was not performed
for models invariant to monotonic transformations, such as
random forest [18]. For the decision tree–based models, the
hyperparameters of number of trees and maximum depth were
adjusted. Number of trees began at 50 estimators and was
increased by 50 until performance plateaued, which was at 250
trees with a maximum depth of 6 for the random forest method
and 350 trees with a maximum depth of 5 for AdaBoost. The k
value in the k-nearest neighbor algorithm was adjusted from
the default value of 3 up to 20 (approximating the square root
of the number of samples), and performance peaked at 4 in the

final model. Because of the expected relatively small and
imbalanced class sizes (8.1% in the minority class), a held-out
test set was not used, and 10-fold stratified cross-validation with
an 80:20 training and testing ratio was performed to ensure
similar ratios across folds [19]. Mean performance metrics for
F1-score, area under the receiver operating characteristic
(AUROC), and average precision are reported, as well as log
loss and Brier score, where a smaller value is ideal when
considering imbalanced classification.

Features most correlated with the predicted outcome were
determined for the higher-performing methods. For the logistic
regression model, coefficients most positively and negatively
associated with mortality could be determined. For the remaining
machine learning models, the most influential features were
either directly queried using an available scikit-learn method
or through the calculation of feature permutation importance.

Results

Of the included neonatal patients, 37 of 459 (8.1%) expired
during the admission period after birth. The average length of
stay for infants who survived after initial admission was 62.5
(SD 37.3) days. The average gestational age of the neonates at
birth was 27 (SD 1.67) weeks, and 236 (51.4%) were male
versus 223 (48.6%) female. Birth weights ranged from 365 to
2165 g, with the average birth weight being 1016 (SD 278) g,
and 441 neonates were considered to have a very low birth
weight (<1500 g). The average maternal age was 31.4 (SD 6.02)
years. In terms of race and ethnicity, the majority of the included
infants were in a category considered to be White (n=278,
60.1%), followed by Black (n=69, 15%), unknown (n=42, 9.2%),
other (n=25, 5.4%), Hispanic (n=25, 5.4%), Asian (n=16, 3.5%),
and Native American (n=4, 0.9%; Table 1).
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Table 1. Demographics of patients whose records were included in the study.

Expired (n=37, 8.1%), n (%)Survived (n=422, 91.9%), n (%)Total (N=459), n (%)

Gestational age (weeks)

5 (71.4)2 (28.6)7 (1.5)23

12 (30)28 (70)40 (8.7)24

5 (12.2)36 (87.8)41 (8.9)25

3 (5.8)49 (94.2)52 (11.3)26

3 (3.4)84 (96.6)87 (19)27

8 (7.5)98 (92.5)106 (23.1)28

1 (0.8)125 (99.2)126 (27.5)29

Sex

22 (9.3)214 (90.7)236 (51.4)Male

15 (6.7)208 (93.3)223 (48.6)Female

Race

1 (6.3)15 (93.7)16 (3.5)Asian

7 (10.1)62 (89.9)69 (15)Black

2 (8)23 (92)25 (5.4)Hispanic

1 (25)3 (75)4 (0.9)Native American

23 (8.3)255 (91.7)278 (60.1)White

2 (8)23 (92)25 (5.4)Other

1 (2.4)41 (97.6)42 (9.2)Unknown

Insurance

32 (9.3)311 (90.7)343 (74.7)Private

3 (2.6)113 (97.4)116 (25.3)Government

2 (100)0 (0)2 (0.4)Uninsured

Family religion

9 (9)91 (91)100 (21.8)Catholic

2 (8.3)22 (91.7)24 (5.2)Protestant

1 (6.3)15 (93.7)16 (3.5)Jewish

5 (16.7)25 (83.3)30 (6.5)Other

20 (6.9)269 (93.1)289 (63)Unknown

Type of delivery

25 (7)331 (93)356 (77.6)Cesarean section

12 (11.7)91 (88.3)103 (22.4)Vaginal delivery

Pregnancy type

17 (6.9)230 (93.1)247 (53.8)Singleton

20 (9.4)192 (90.6)212 (46.2)Multiple

Antenatal steroids

22 (6)347 (94)369 (80.4)Received

6 (8.5)65 (91.5)71 (15.5)Partially received

5 (26.3)14 (73.7)19 (4.1)Not received

Logistic regression, Naïve Bayes, k-nearest neighbor, SVM,
random forest, AdaBoost, and neural network classifiers were
compared for efficacy in predicting mortality (Figure 2 and

Table 2). Standard scaling transformation improved performance
only for the logistic regression, SVM, and neural network
methods. The random forest model had the highest predictive
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performance when considering overall AUROC (mean 0.91,
SD 0.07), F1-score (0.67), and Brier score (0.06). The AdaBoost
model had the next highest AUROC (mean 0.88, SD 0.10);
however, the F1-score (0.45) was low due to poor precision. On
the other hand, the neural network model yielded the top
F1-score (0.67) and Brier score (0.05) despite having a lower
AUROC (mean 0.84, SD 0.16). SVM was overall next best

performing model (mean 0.86, SD 0.13; F1-score 0.62; Brier
score 0.06), followed by logistic regression (mean 0.82, SD
0.16; F1-score 0.61; Brier score 0.08). The Naïve Bayes (mean
0.74, SD 0.22; F1-score 0.40; Brier score 0.25) and k-nearest
neighbor (mean 0.64, SD 0.13; F1-score 0.34; Brier score 0.07)
methods were the worst performing.

Figure 2. Receiver operating characteristic curves for the highest-performing models in Table 2. A: Logistic regression; B: SVM (support vector
machine); C: Random forest; D: AdaBoost; E: Neural networks, F: Naïve Bayes; AUROC: area under the receiver operating characteristic; FP: false
positive; TP: true positive.
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Table 2. AUROCa, average precision, F1-score, log loss, and Brier scores for 10-fold stratified cross-validation predicting mortality using initial
neonatal intensive care unit admission features (lower log loss and Brier scores are ideal when considering imbalanced classification).

Brier scoreLog loss scoreF1-scorePrecision, mean (SD)AUROC, mean (SD)Method

0.080.350.610.55 (0.25)0.82 (0.16)Logistic regression

0.060.200.620.61 (0.24)0.86 (0.13)SVMb

0.060.190.670.61 (0.22)0.91 (0.07)Random forest

0.070.800.450.55 (0.25)0.88 (0.10)AdaBoost

0.050.300.670.65 (0.24)0.84 (0.16)Neural network

0.253.900.400.39 (0.17)0.74 (0.22)Naïve Bayes

0.071.740.340.24 (0.16)0.64 (0.13)K-nearest neighbor

aAUROC: area under the receiver operating characteristic.
bSVM: support vector machine.

On post hoc chi-square analysis of the categorical variables, the
factors that most influenced the outcome were insurance status,
initial breathing assessment of the infant, and presence of a
serious fetal anomaly (Table 3). When examining Pearson
correlation of continuous variables, higher levels of ventilation
and blood pressure support as well as higher arterial blood gas
base deficit were properties mildly to moderately correlated
with mortality. Larger gestational age, birth weight, and higher
APGAR (appearance, pulse, grimace, activity, and respiration)
scores at birth negatively correlated with mortality to a similar
degree (Table 4).

Similar features were most strongly associated with outcome
in the machine learning–based models, although they varied in

importance (Table 5). For example, in the random forest model,
gestational age, birth weight, and initial oxygen level were of
higher importance, whereas in the neural network model, initial
blood pressure support and activity level were the most
influential features.

Evaluation of classifiers using only prepartum features,
assuming birth weight as the estimated weight, also yielded the
highest performance measures with the random forest method
(Table 6). The random forest features that were consistently of
highest importance included gestational age, weight, and
maternal age (Table 7).

Table 3. Chi-square: categorical features significantly associated with outcome.

Chi-square (df)DescriptionFeature

22.8 (1)Uninsuredun_ins

21.4 (2)Initial breathing assessmentbreathing1

20.8 (1)Serious fetal anomalyanomaly

17.1 (4)Initial type of airway or ventilationairway1

11.4 (1)Religion Jehovah’s Witnessreligion_jehovahs

9.4 (1)Twin-twin transfusion syndrometwintwin

7.9 (1)Uncertain pregnancy datinguncertain

4.9 (1)Religion otherreligion_other

4.7 (1)Medicaid or Medicare insurancegov_ins

4.6 (4)Muscle tonemuscle1
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Table 4. Pearson correlation: correlation of continuous features with mortality.

CorrelationDescriptionFeature

0.28Initial amount of oxygen ventilationFiO2_1

0.23Initial arterial blood gas base deficitBD1

0.20Initial IVa dopamine ratedopa1

0.14Initial temperaturetemp1

0.13Initial arterial blood gas pCO2
bpCO2_1

0.07Maternal gravidityG

0.06Maternal parityP

0.06Initial IV blood transfusion amountPRBC1

0.05Maternal agematernal_age

0.03Initial glucosegluc1

0.03Initial bandsbands1

0.02Number of fetuses at deliverymultiple

–0.01dInitial arterial blood gas pO2
cpO2_1

–0.02Initial white blood cellswbc1

–0.04Initial mean blood pressureBPmean1

–0.05Initial monocytesmonos1

–0.05Initial heart rateHR1

–0.07Initial hematocrithct1

–0.07Initial neutrophil countneuts1

–0.20Initial oxygen saturationSaO2_1

–0.22Birth weightbirth_wt

–0.32Gestational age at birthGA

–0.32One-minute APGARe scoreapgar1

–0.35Five-minute APGAR scoreapgar5

aIV: intravenous.
bpCO2: partial pressure of carbon dioxide
cpO2: partial pressure of oxygen.
dNegative correlations with mortality imply a correlation with survival.
eAPGAR: appearance, pulse, grimace, activity, and respiration.
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Table 5. Features of highest importance in various models, listed in order of importance. Positive and negative associations with mortality can be
calculated only in logistic regression models. For the tree-based random forest and AdaBoost algorithms, an impurity-based method was used to determine

overall feature importance. For the remaining algorithms, importance was found via feature permutationa.

Neural networkSVMbAdaBoostRandom forestLogistic regression: negatively associ-
ated with mortality

Logistic regression: positively associ-
ated with mortality

dopa1activity1neuts1GAGArace_hispanic

activity1GAhct1birth_wtrace_unkcolor1

multipleHTNSaO2_1SaO2_1apgar1anomaly

uncertainanomalywbc1BD1gov_insrace_asian

race_unkbreathL1apgar1apgar1activity1un_ins

twintwinbreathR1monos1gluc1monos1dopa1

anomalytwintwintemp1dopa1breathL1abdomen1

muscle1birth_wtHR1apgar5PRBC1pvt_ins

wbc1antfont1FiO2_1FiO2_1infertmultiple

abdomen1caprefill1bands1neutsdmFiO2_1

aThe descriptions of variable names are present in Multimedia Appendix 1.
bSVM: support vector machine.

Table 6. AUROCa, average precision, F1-score, log loss, and Brier scores for 10-fold stratified cross-validation predicting mortality when only prepartum
features are available (lower log loss and Brier scores are ideal when considering imbalanced classification).

Brier scoreLog loss scoreF1-scorePrecision, mean (SD)AUROC, mean (SD)Method

0.070.290.510.41 (0.18)0.77 (0.14)Logistic regression

0.070.250.460.37 (0.15)0.76 (0.10)SVMb

0.060.220.590.54 (0.27)0.80 (0.14)Random forest

0.070.270.540.44 (0.29)0.75 (0.17)AdaBoost

0.070.310.530.44 (0.18)0.76 (0.11)Neural network

0.596.090.190.30 (0.11)0.68 (0.21)Naïve Bayes

0.091.770.300.20 (0.12)0.62 (0.12)K-nearest neighbor

aAUROC: area under the receiver operating characteristic.
bSVM: support vector machine.

Table 7. Prepartum features of highest importance in various models, listed in order of importancea.

Neural networkSVMbAdaBoostRandom forestLogistic regression: negatively associ-
ated with mortality

Logistic regression: positively associ-
ated with mortality

un_insGAbirth_wtGAGAmaternal_age

steroidssteroidsmaternal_agebirth_wtrace_unkanomaly

HTNPGAmaternal_agedmun_ins

GAinfertGanomalydepressionasthma

anomalyGmultipleGPTLreligion_jehovahs

twintwinuncertainreligion_unkPsteroidspvt_ins

race_unkbirth_wtsteroidsun_insgov_insrace_hispanic

sexsexsexsteroidsHTNtwintwin

Pmultipleanomalyuncertaininfertuncertain

SVDanomalyPtwintwinPmultiple

aThe descriptions of variable names are present in Multimedia Appendix 1.
bSVM: support vector machine.
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Several of the important features found in the top-performing
models were among those manually curated in unstructured
form, including the presence of maternal hypertensive disease
and diabetes, uncertain pregnancy dating (uncertain), fetal
anomaly (anomaly), and twin-twin transfusion syndrome.

Discussion

Principal Findings
There is a potential for existing risk calculators to be
outperformed by tree-based machine learning algorithms, as
indicated by the higher performance of our random forest model
versus SNAPPE-II in the context of extremely premature or
very low birth weight infants (in fact AUROC increased to mean
0.92, SD 0.05 when only the neonates <1500 g were considered
in the random forest model to directly compare to SNAPPE-II).
Performance difference compared with CRIB is inconclusive,
however. In terms of estimating neonatal mortality prior to
preterm birth, although the point estimates of several of the
machine learning algorithms using additional features extracted
from the EHR were higher than that of the NICHD calculator,
overlapping CIs preclude any conclusion about significant
differences in performance.

Comparison to Prior Work
Examination of prior work further points to the importance of
using data available from the EHR, including unstructured health
data. For example, the relatively high-performing CRIB score
includes the presence of fetal malformation as a variable. Saria
et al [20] incorporated signal processing of short-term time
series data from neonatal vital sign sensors to produce a model
classifying infants at high risk for severe morbidity or mortality.
To maintain accuracy over time, Meadow et al [11] proposed
a longitudinal NICU survival model combining adverse events,
imaging report information, and caretaker intuition. Hamilton
et al [21] more recently applied tree-based machine learning in
the context of preterm birth to determine clusters of pregnancy
characteristics that were at the highest risk for severe neonatal
morbidity or mortality.

Strengths and Limitations
This study is limited by a small data set with data from a single
institution, which in turn limits the ability to establish statistical
significance in performance differences and the variety of
machine learning methods that can be examined. Because of
the retrospective nature of the study, there is less control over
the format of the data and the amount of missing data. Although
a single-institution data set is usually considered a limitation,
Rysavy et al [4] emphasized that extremely preterm neonatal
outcomes are significantly influenced by the hospital of birth
and suggested maintaining ongoing and updated prediction
models from outcomes within hospital systems. Using machine
learning would be ideal for this task, allowing for consideration
of a number of features retrievable from the EHR with a high
tolerance for missing or outlier data as the volume of data
increases. Tree-based machine learning algorithms may be
additionally advantageous due to their ability to iteratively
combine numerous weakly predictive features into stronger
predictors.

Knowledge of the most influential features, which was possible
to visualize in the majority of the presented models, provides
transparency. Understanding which factors contribute most to
the prediction of outcomes in a model can help clinical providers
derive greater intuition regarding how applicable the model is
to a particular patient.

The inclusion of maternal information and pregnancy
characteristics found in unstructured form in the MIMIC-III
database allowed for consideration of factors beyond the
numerical neonatal data. Some of these additional variables,
such as the presence of fetal anomalies or twin-twin transfusion
syndrome, were found to be of high importance in several
top-performing models, especially in those used in the prepartum
period prior to an anticipated extremely preterm delivery. This
illustrates that machine learning–based models could potentially
be helpful for continuity of care, starting in the prepartum
timeframe with ongoing predictive ability after birth. Maternal
demographic information had an influence on mortality
prediction in some of the higher-performing models but not
others. Although demographic data can provide additional
knowledge of social context, unintended bias can also be
introduced into the resulting model [22].

Future Directions
Future work anticipates further evaluation of these methods on
larger, more diverse data sets to determine if there is a
significant and reproducible performance advantage. Expanding
the study to include additional data would also allow the
evaluation of more powerful machine learning methods such
as deep learning methods. Eventually, the maintenance of a
more representative and up-to-date cohort for training could
potentially be accomplished via collaborative or federated
learning techniques across institutions [22,23]. To address the
possibility of algorithmic bias, further work could include a
comparison of prediction results using models with and without
protected demographic features and a calculation of the level
of discrimination that could result. Assessment of more data
from underrepresented groups may also aid in producing
increasingly accurate and less discriminatory models [24,25].

In this study, unstructured information was manually extracted
from admission and discharge notes in the MIMIC-III database
and allowed for consideration of additional relevant features in
our models. This suggests that the use of natural language
processing to better understand clinical context may further
improve the prediction of outcomes of extremely preterm births.
As automated natural language processing of clinical notes
becomes more mature and prevalent, the use of these features
gleaned from unstructured EHR data will be increasingly
applicable [26].

Additional potential future directions include integrating with
or adding functionalities found in other intensive care unit
models, such as time series modeling, and predicting outcomes
other than mortality, such as the development of comorbidities,
discharge location, length of stay, and likelihood of readmission.

Conclusions
This study examined machine learning models produced from
the MIMIC-III NICU data set and their predictive ability in the

JMIR Med Inform 2024 | vol. 12 | e42271 | p.1889https://medinform.jmir.org/2024/1/e42271
(page number not for citation purposes)

Li et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


clinically challenging situation of extremely preterm birth. The
tree-based random forest model was found to have higher
performance than the SNAPPE-II model when predicting the
survival of extremely preterm infants of very low birth weight.
Several other models, including those using only features that
would be known prepartum, also appeared to have good
predictive performance but failed to show a statistically
significant difference from prior models. Features of highest

importance in these models were explored and included
traditional variables, such as gestational age and birth weight,
but also information that may be found in unstructured form in
the EHR. Evaluation of these and even more advanced machine
learning methods on larger data sets may offer further clarity
about performance differences, and natural language processing
techniques would allow for greater use of unstructured clinical
information.

 

Acknowledgments
This work was supported by a National Institutes of Health National Library of Medicine training grant (T15 LM012495-02).
Generative artificial intelligence was not used in any portion of the paper writing.

Data Availability
The data sets analyzed in this study are available in the Medical Information Mart for Intensive Care III (MIMIC-III) Clinical
Database [14].

Authors' Contributions
AL and PLE conceptualized study methodology. AL and SM participated in data curation, statistical analysis, and writing. All
authors reviewed the final paper.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Categorical and continuous features.
[DOCX File , 21 KB - medinform_v12i1e42271_app1.docx ]

Multimedia Appendix 2
TRIPOD checklist for model development.
[PDF File (Adobe PDF File), 825 KB - medinform_v12i1e42271_app2.pdf ]

References
1. Stoll BJ, Hansen NI, Bell EF, Walsh MC, Carlo WA, Shankaran S, et al. Trends in care practices, morbidity, and mortality

of extremely preterm neonates, 1993-2012. JAMA 2015;314(10):1039-1051 [FREE Full text] [doi: 10.1001/jama.2015.10244]
[Medline: 26348753]

2. Ely D, Driscoll A. Infant mortality in the United States, 2019: data from the period linked birth/infant death file. Natl Vital
Stat Rep 2021;70(14):1-17 [FREE Full text] [doi: 10.15620/cdc:111053]

3. Dance A. Survival of the littlest: the long-term impacts of being born extremely early. Nature 2020;582(7810):20-23. [doi:
10.1038/d41586-020-01517-z] [Medline: 32488165]

4. Rysavy MA, Horbar JD, Bell EF, Li L, Greenberg LT, Tyson JE, et al. Assessment of an updated neonatal research network
extremely preterm birth outcome model in the Vermont Oxford Network. JAMA Pediatr 2020;174(5):e196294 [FREE Full
text] [doi: 10.1001/jamapediatrics.2019.6294] [Medline: 32119065]

5. Richardson DK, Corcoran JD, Escobar GJ, Lee SK. SNAP-II and SNAPPE-II: simplified newborn illness severity and
mortality risk scores. J Pediatr 2001;138(1):92-100. [doi: 10.1067/mpd.2001.109608] [Medline: 11148519]

6. Parry G, Tucker J, Tarnow-Mordi W, UK Neonatal Staffing Study Collaborative Group. CRIB II: an update of the clinical
risk index for babies score. Lancet 2003;361(9371):1789-1791. [doi: 10.1016/S0140-6736(03)13397-1] [Medline: 12781540]

7. Groenendaal F, de Vos MC, Derks JB, Mulder EJH. Improved SNAPPE-II and CRIB II scores over a 15-year period. J
Perinatol 2017;37(5):547-551. [doi: 10.1038/jp.2016.276] [Medline: 28125092]

8. McLeod JS, Menon A, Matusko N, Weiner GM, Gadepalli SK, Barks J, et al. Comparing mortality risk models in VLBW
and preterm infants: systematic review and meta-analysis. J Perinatol 2020;40(5):695-703. [doi: 10.1038/s41372-020-0650-0]
[Medline: 32203174]

9. Andrews B, Myers P, Lagatta J, Meadow W. A comparison of prenatal and postnatal models to predict outcomes at the
border of viability. J Pediatr 2016;173:96-100. [doi: 10.1016/j.jpeds.2016.02.042] [Medline: 26995702]

JMIR Med Inform 2024 | vol. 12 | e42271 | p.1890https://medinform.jmir.org/2024/1/e42271
(page number not for citation purposes)

Li et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v12i1e42271_app1.docx&filename=ea905e4e63d2be84bd6ac9acfab8ddf4.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e42271_app1.docx&filename=ea905e4e63d2be84bd6ac9acfab8ddf4.docx
https://jmir.org/api/download?alt_name=medinform_v12i1e42271_app2.pdf&filename=e34f734e013a935ad44136921c6ec144.pdf
https://jmir.org/api/download?alt_name=medinform_v12i1e42271_app2.pdf&filename=e34f734e013a935ad44136921c6ec144.pdf
https://europepmc.org/abstract/MED/26348753
http://dx.doi.org/10.1001/jama.2015.10244
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26348753&dopt=Abstract
https://stacks.cdc.gov/view/cdc/111053
http://dx.doi.org/10.15620/cdc:111053
http://dx.doi.org/10.1038/d41586-020-01517-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32488165&dopt=Abstract
https://europepmc.org/abstract/MED/32119065
https://europepmc.org/abstract/MED/32119065
http://dx.doi.org/10.1001/jamapediatrics.2019.6294
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32119065&dopt=Abstract
http://dx.doi.org/10.1067/mpd.2001.109608
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11148519&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(03)13397-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12781540&dopt=Abstract
http://dx.doi.org/10.1038/jp.2016.276
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28125092&dopt=Abstract
http://dx.doi.org/10.1038/s41372-020-0650-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32203174&dopt=Abstract
http://dx.doi.org/10.1016/j.jpeds.2016.02.042
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26995702&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


10. Dupont-Thibodeau A, Barrington KJ, Farlow B, Janvier A. End-of-life decisions for extremely low-gestational-age infants:
why simple rules for complicated decisions should be avoided. Semin Perinatol 2014;38(1):31-37. [doi:
10.1053/j.semperi.2013.07.006] [Medline: 24468567]

11. Meadow W, Lagatta J, Andrews B, Lantos J. The mathematics of morality for neonatal resuscitation. Clin Perinatol
2012;39(4):941-956 [FREE Full text] [doi: 10.1016/j.clp.2012.09.013] [Medline: 23164189]

12. Hellmann J, Knighton R, Lee SK, Shah PS, Canadian Neonatal Network End of Life Study Group. Neonatal deaths:
prospective exploration of the causes and process of end-of-life decisions. Arch Dis Child Fetal Neonatal Ed
2016;101(2):F102-F107. [doi: 10.1136/archdischild-2015-308425] [Medline: 26253166]

13. Steurer MA, Anderson J, Baer RJ, Oltman S, Franck LS, Kuppermann M, et al. Dynamic outcome prediction in a
socio-demographically diverse population-based cohort of extremely preterm neonates. J Perinatol 2017;37(6):709-715.
[doi: 10.1038/jp.2017.9] [Medline: 28206998]

14. Johnson AEW, Pollard TJ, Shen L, Lehman LWH, Feng M, Ghassemi M, et al. MIMIC-III, a freely accessible critical care
database. Sci Data 2016;3:160035 [FREE Full text] [doi: 10.1038/sdata.2016.35] [Medline: 27219127]

15. Tang F, Xiao C, Wang F, Zhou J. Predictive modeling in urgent care: a comparative study of machine learning approaches.
JAMIA Open 2018;1(1):87-98 [FREE Full text] [doi: 10.1093/jamiaopen/ooy011] [Medline: 31984321]

16. Purushotham S, Meng C, Che Z, Liu Y. Benchmarking deep learning models on large healthcare datasets. J Biomed Inform
2018;83:112-134 [FREE Full text] [doi: 10.1016/j.jbi.2018.04.007] [Medline: 29879470]

17. Caicedo-Torres W, Gutierrez J. ISeeU: visually interpretable deep learning for mortality prediction inside the ICU. J Biomed
Inform 2019;98:103269 [FREE Full text] [doi: 10.1016/j.jbi.2019.103269] [Medline: 31430550]

18. Ahsan MM, Mahmud MAP, Saha PK, Gupta KD, Siddique Z. Effect of data scaling methods on machine learning algorithms
and model performance. Technologies 2021;9(3):52 [FREE Full text] [doi: 10.3390/technologies9030052]

19. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, et al. Scikit-learn: machine learning in Python. J
Mach Learn Res 2011;12(85):2825-2830 [FREE Full text]

20. Saria S, Rajani AK, Gould J, Koller D, Penn AA. Integration of early physiological responses predicts later illness severity
in preterm infants. Sci Transl Med 2010;2(48):48ra65 [FREE Full text] [doi: 10.1126/scitranslmed.3001304] [Medline:
20826840]

21. Hamilton EF, Dyachenko A, Ciampi A, Maurel K, Warrick PA, Garite TJ. Estimating risk of severe neonatal morbidity in
preterm births under 32 weeks of gestation. J Matern Fetal Neonatal Med 2020;33(1):73-80. [doi:
10.1080/14767058.2018.1487395] [Medline: 29886760]

22. Crowson MG, Moukheiber D, Arévalo AR, Lam BD, Mantena S, Rana A, et al. A systematic review of federated learning
applications for biomedical data. PLOS Digit Health 2022;1(5):e0000033 [FREE Full text] [doi:
10.1371/journal.pdig.0000033] [Medline: 36812504]

23. Nguyen TV, Dakka MA, Diakiw SM, VerMilyea MD, Perugini M, Hall JMM, et al. A novel decentralized federated learning
approach to train on globally distributed, poor quality, and protected private medical data. Sci Rep 2022;12(1):8888 [FREE
Full text] [doi: 10.1038/s41598-022-12833-x] [Medline: 35614106]

24. Chen IY, Johansson FD, Sontag D. Why is my classifier discriminatory? 2018 Presented at: Proceedings of the 32nd
International Conference on Neural Information Processing Systems; December 3-8, 2018; Montréal, Canada p. 3543-3554.
[doi: 10.5555/3327144.3327272]

25. Chen IY, Pierson E, Rose S, Joshi S, Ferryman K, Ghassemi M. Ethical machine learning in healthcare. Annu Rev Biomed
Data Sci 2021;4:123-144 [FREE Full text] [doi: 10.1146/annurev-biodatasci-092820-114757] [Medline: 34396058]

26. Seinen TM, Fridgeirsson EA, Ioannou S, Jeannetot D, John LH, Kors JA, et al. Use of unstructured text in prognostic
clinical prediction models: a systematic review. J Am Med Inform Assoc 2022;29(7):1292-1302 [FREE Full text] [doi:
10.1093/jamia/ocac058] [Medline: 35475536]

Abbreviations
APGAR: appearance, pulse, grimace, activity, and respiration
AUROC: area under the receiver operating characteristic
CRIB: Clinical Risk Index for Babies
EHR: electronic health record
ICD-9: International Classification of Diseases, Ninth Revision
MIMIC-III: Medical Information Mart for Intensive Care III
NICHD: National Institute of Child Health and Human Development
NICU: neonatal intensive care unit
SNAPPE-II: Score for Neonatal Acute Physiology With Perinatal Extension II
SVM: support vector machine

JMIR Med Inform 2024 | vol. 12 | e42271 | p.1891https://medinform.jmir.org/2024/1/e42271
(page number not for citation purposes)

Li et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1053/j.semperi.2013.07.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24468567&dopt=Abstract
https://europepmc.org/abstract/MED/23164189
http://dx.doi.org/10.1016/j.clp.2012.09.013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23164189&dopt=Abstract
http://dx.doi.org/10.1136/archdischild-2015-308425
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26253166&dopt=Abstract
http://dx.doi.org/10.1038/jp.2017.9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28206998&dopt=Abstract
https://www.nature.com/articles/sdata201635
http://dx.doi.org/10.1038/sdata.2016.35
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27219127&dopt=Abstract
https://europepmc.org/abstract/MED/31984321
http://dx.doi.org/10.1093/jamiaopen/ooy011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31984321&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(18)30071-6
http://dx.doi.org/10.1016/j.jbi.2018.04.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29879470&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(19)30188-1
http://dx.doi.org/10.1016/j.jbi.2019.103269
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31430550&dopt=Abstract
https://www.mdpi.com/2227-7080/9/3/52
http://dx.doi.org/10.3390/technologies9030052
https://www.jmlr.org/papers/v12/pedregosa11a.html
https://europepmc.org/abstract/MED/20826840
http://dx.doi.org/10.1126/scitranslmed.3001304
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20826840&dopt=Abstract
http://dx.doi.org/10.1080/14767058.2018.1487395
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29886760&dopt=Abstract
https://europepmc.org/abstract/MED/36812504
http://dx.doi.org/10.1371/journal.pdig.0000033
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36812504&dopt=Abstract
https://www.nature.com/articles/s41598-022-12833-x
https://www.nature.com/articles/s41598-022-12833-x
http://dx.doi.org/10.1038/s41598-022-12833-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35614106&dopt=Abstract
http://dx.doi.org/10.5555/3327144.3327272
https://europepmc.org/abstract/MED/34396058
http://dx.doi.org/10.1146/annurev-biodatasci-092820-114757
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34396058&dopt=Abstract
https://europepmc.org/abstract/MED/35475536
http://dx.doi.org/10.1093/jamia/ocac058
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35475536&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by C Lovis; submitted 30.08.22; peer-reviewed by M Casal-Guisande, F Meza; comments to author 17.11.22; revised version
received 02.02.23; accepted 28.12.23; published 14.02.24.

Please cite as:
Li A, Mullin S, Elkin PL
Improving Prediction of Survival for Extremely Premature Infants Born at 23 to 29 Weeks Gestational Age in the Neonatal Intensive
Care Unit: Development and Evaluation of Machine Learning Models
JMIR Med Inform 2024;12:e42271
URL: https://medinform.jmir.org/2024/1/e42271 
doi:10.2196/42271
PMID:38354033

©Angie Li, Sarah Mullin, Peter L Elkin. Originally published in JMIR Medical Informatics (https://medinform.jmir.org),
14.02.2024. This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information,
a link to the original publication on https://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2024 | vol. 12 | e42271 | p.1892https://medinform.jmir.org/2024/1/e42271
(page number not for citation purposes)

Li et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://medinform.jmir.org/2024/1/e42271
http://dx.doi.org/10.2196/42271
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38354033&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Advancing Accuracy in Multimodal Medical Tasks Through
Bootstrapped Language-Image Pretraining (BioMedBLIP):
Performance Evaluation Study

Usman Naseem1, PhD; Surendrabikram Thapa2, MS; Anum Masood3,4,5, PhD
1School of Computing, Macquarie University, Sydney, Australia
2Department of Computer Science, Virginia Tech, Blacksburg, VA, United States
3Department of Circulation and Medical Imaging, Norwegian University of Science and Technology, Trondheim, Norway
4Harvard Medical School, Harvard University, Boston, MA, United States
5Department of Radiology, Boston Children's Hospital, Boston, MA, United States

Corresponding Author:
Anum Masood, PhD
Department of Circulation and Medical Imaging
Norwegian University of Science and Technology
B4-135, Realfagbygget Building.
Gloshaugen Campus
Trondheim, 7491
Norway
Phone: 47 92093743
Email: anum.msd@gmail.com

Abstract

Background: Medical image analysis, particularly in the context of visual question answering (VQA) and image captioning,
is crucial for accurate diagnosis and educational purposes.

Objective: Our study aims to introduce BioMedBLIP models, fine-tuned for VQA tasks using specialized medical data sets
such as Radiology Objects in Context and Medical Information Mart for Intensive Care-Chest X-ray, and evaluate their performance
in comparison to the state of the art (SOTA) original Bootstrapping Language-Image Pretraining (BLIP) model.

Methods: We present 9 versions of BioMedBLIP across 3 downstream tasks in various data sets. The models are trained on a
varying number of epochs. The findings indicate the strong overall performance of our models. We proposed BioMedBLIP for
the VQA generation model, VQA classification model, and BioMedBLIP image caption model. We conducted pretraining in
BLIP using medical data sets, producing an adapted BLIP model tailored for medical applications.

Results: In VQA generation tasks, BioMedBLIP models outperformed the SOTA on the Semantically-Labeled
Knowledge-Enhanced (SLAKE) data set, VQA in Radiology (VQA-RAD), and Image Cross-Language Evaluation Forum data
sets. In VQA classification, our models consistently surpassed the SOTA on the SLAKE data set. Our models also showed
competitive performance on the VQA-RAD and PathVQA data sets. Similarly, in image captioning tasks, our model beat the
SOTA, suggesting the importance of pretraining with medical data sets. Overall, in 20 different data sets and task combinations,
our BioMedBLIP excelled in 15 (75%) out of 20 tasks. BioMedBLIP represents a new SOTA in 15 (75%) out of 20 tasks, and
our responses were rated higher in all 20 tasks (P<.005) in comparison to SOTA models.

Conclusions: Our BioMedBLIP models show promising performance and suggest that incorporating medical knowledge through
pretraining with domain-specific medical data sets helps models achieve higher performance. Our models thus demonstrate their
potential to advance medical image analysis, impacting diagnosis, medical education, and research. However, data quality,
task-specific variability, computational resources, and ethical considerations should be carefully addressed. In conclusion, our
models represent a contribution toward the synergy of artificial intelligence and medicine. We have made BioMedBLIP freely
available, which will help in further advancing research in multimodal medical tasks.

(JMIR Med Inform 2024;12:e56627)   doi:10.2196/56627
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Introduction

Background
In recent decades, the fields of data analysis, machine learning,
and deep learning have undergone remarkable advancements,
with profound implications for various professional domains
[1,2]. One of the most promising frontiers for these
advancements is medical science, where data-driven models
have the potential to bring about significant breakthroughs [3,4].
Medical data predominantly exist in the form of images and
textual reports, encompassing x-ray images, medical records,
and more. To harness the full potential of these data sources, a
visual language model capable of extracting insights from both
images and text becomes paramount. Visual language models,
which are at the core of this research, represent a fusion of
computer vision and natural language processing (NLP). These
models possess the capability to understand and generate
text-based descriptions for visual content, making them
invaluable in contexts where both images and text are essential
for comprehensive analysis.

This study explored and adapted visual language models
specifically for medical data sets, building upon the foundation
laid by existing models. The primary objective was to enhance
the performance of these models when confronted with medical
data, such as the Radiology Objects in Context (ROCO) [5] and
Medical Information Mart for Intensive Care-Chest X-ray
(MIMIC-CXR) [6] data sets. This was achieved through a
comprehensive process of pretraining on medical data sets and
rigorous fine-tuning, with the ultimate goal of determining the
optimal model configurations and parameters. This study thus
facilitates advancements in health care, contributing to more
accurate diagnoses; streamlined medical reporting; and,
ultimately, improved patient care. We have made BioMedBLIP
models freely available, facilitating the progress of research in
diverse medical applications involving multiple modalities [7].

Related Work
In the domain of visual language models and their applications
within the medical field, several notable studies and
advancements have paved the way for this research project.
These works solve different problems within health care
analytics and have played critical roles in shaping this study’s
foundation.

Within the medical domain, image captioning has emerged as
a valuable tool that enables health care professionals and
researchers to enhance their diagnostic and reporting processes.
Image captioning technology allows for the automatic generation
of textual descriptions for medical images, such as x-rays,
magnetic resonance imaging (MRI) scans, and computed
tomography (CT) scans. This capability brings about several
significant benefits. First, it aids clinicians in the diagnostic
process by providing detailed descriptions of medical images,
helping medical professionals to quickly and accurately identify
abnormalities or pathologies in the images, thus improving the

efficiency and accuracy of diagnoses. Second, image captions
serve as a means of clear and standardized communication
among health care professionals, reducing the potential for
misinterpretation when multiple experts are involved in the
diagnostic process. Third, image captions make medical images
more accessible to a broader audience, including patients,
promoting health literacy and patient engagement. Moreover,
in a clinical setting, image captions expedite the process of
creating medical reports, improving the overall quality of patient
records. They also play a valuable role in medical education
and training, aiding in the learning and teaching of medical
imaging and diagnostics. Pavlopoulos et al [8] proposed that
biomedical image captioning can significantly expedite
clinicians’diagnostic processes and presented a comprehensive
survey covering various aspects of medical image captioning,
including data sets and evaluation measures. Furthermore, the
task of the automatic generation of medical image reports,
introduced by Jing et al [9], aimed to streamline the reporting
process for physicians, enhancing both efficiency and accuracy.
To address this, Jing et al [9] used a hierarchical Long
Short-Term Memory model, which was tested on 2 publicly
available data sets, Indiana University X-Ray [10] and Pathology
Education Informational Resource (PEIR)-Gross [9].

This connection between image captioning and medical report
generation underscores the practical utility of visual language
models in improving health care processes. In addition to these
advancements, the field of medical visual question answering
(VQA) has gained increasing relevance. Medical VQA tasks
involve developing models capable of answering questions
related to medical images and bridging the gap between textual
queries and visual data. Lin et al [11] introduced various medical
data sets and proposed methods to enhance model performance
in medical VQA tasks. We used various data sets presented by
Lin et al [11] in our experiments. Furthermore, Li et al [12]
emphasized the significance of pretraining models on general
images to capture meaningful representations of medical data,
thus laying the groundwork for our approach. This insight served
as our motivation to explore an approach of pretraining models
on domain-specific medical data sets, with the aim of achieving
enhanced performance for medical VQA (MedVQA) tasks.
Notably, Li et al [12] encountered a limitation in their work, as
they did not pretrain models using medical data sets. Their
decision was influenced by computational resource constraints,
and they believed that domain-specific pretraining would be
the key to improving model performance in MedVQA tasks.
To address this gap in the research landscape, we took the
initiative to pretrain our model using medical data sets, thereby
bridging the gap between general and medical image
understanding.

Transformer models have become instrumental in a diverse
array of applications in various vision and language (V+L) tasks,
including medical VQA. The Transformer, proposed by Vaswani
et al [13], represents a departure from traditional recurrent or
convolutional neural networks. Its architecture replaces recurrent
layers with a multihead self-attention encoder and decoder
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structure. Compared to traditional recurrent neural network
models, the Transformer significantly reduces training time,
making it a scalable solution capable of handling a wide range
of inputs and applicable to diverse V+L tasks, including the
analysis of medical images.

Several prominent transformer-based models have had a
significant impact on the landscape of NLP and multimodal
tasks. One of the most influential models is Bidirectional
Encoder Representations From Transformers (BERT). Proposed
by Devlin et al [14], BERT has demonstrated its efficacy in a
wide variety of NLP tasks. This is achieved through a pretraining
phase where 15% of input sequences are masked. These masked
tokens can be replaced with random words, original words, or
MASK tokens. Subsequently, the transformer auto-encodes
these tokens, and fine-tuning is applied to adapt the pretrained
model to downstream tasks. The generalization capabilities of
BERT are remarkable, making it adept at handling a wide array
of semantic tasks. This is due in part to its bidirectional training,
which allows the model to learn contextual information from
both the left and right sides of a given word.

BERT’s versatility allows it to be tailored for various
applications, and one domain where it has shown great promise
is the biomedical field. In the biomedical domain, text data often
exhibit complex language patterns and domain-specific
terminology. Lee et al [15] recognized the need for a model that
could adapt to these linguistic intricacies and introduced
BioBERT, a BERT-based model fine-tuned on biomedical text.
BioBERT effectively addresses the word distribution shift from
general data to biomedical data, making it a valuable tool for
tasks such as biomedical text mining. The BioBERT model’s
workflow involves transferring weights from BERT, which is
pretrained on general domain data, to BioBERT. Subsequently,
BioBERT is pretrained on biomedical domain data, followed
by fine-tuning and evaluation of various downstream tasks. This
adaptation enhances BioBERT’s performance in domain-specific
tasks, such as biomedical text classification and named entity
recognition.

The success of BERT and its adaptations has paved the way for
exploring their application in multimodal tasks, where both text
and image data are involved. For instance, VisualBERT,
proposed by Li et al [16], was inspired by BERT and designed
to capture rich semantics in V+L tasks. It uses a stack of
Transformer layers and integrates pretrained object proposal
systems for image feature extraction. In the training process,
VisualBERT uses self-supervised learning with masked word
tokens and performs image caption classification tasks with true
and false captions. This approach enables the model to capture
intricate relationships between text and image content, making
it highly suitable for multimodal tasks where textual descriptions
are needed for visual content.

Learning Cross-Modality Encoder Representations from
Transformers (LXMERT), another notable model, builds upon
the success of BERT and its variants [17]. Tan and Bansal [17]
recognized the importance of interpreting the semantic meaning
of both images and text while exploring the relationships
between V+L. LXMERT’s encoders, based on the Transformer
architecture, are pretrained on large volumes of image-text pairs.

The pretraining process, inspired by BERT, includes techniques
such as adding random masks. Interestingly, LXMERT’s
pretraining approach has been found to outperform data
augmentation, a common practice used to increase the amount
of training data. Consequently, LXMERT is well suited for
tasks that involve understanding and generating textual
descriptions for visual content, such as image captioning and
VQA.

As the field of V+L tasks continues to evolve, so do the
transformer-based models designed to tackle them. The Vision
Transformer (ViT), introduced by Dosovitskiy et al [18],
represents an innovation to address the challenges of applying
the Transformer architecture directly to computer vision tasks.
ViT operates by dividing an image into 16×16 patches and
processing them with position embeddings using a standard
Transformer encoder. This approach has shown promise, but it
demands substantial computational resources and extensive
training data. Notably, ViT32 ViT was used by Eslami et al
[19] as part of fine-tuned versions of Contrastive
Language-Image Pretraining (CLIP), comparing the performance
of different models in the medical domain.

Similarly, Universal Image-Text Representation (UNITER),
proposed by Chen et al [20], takes inspiration from the BERT
model. The UNITER model has demonstrated strong
performance in various V+L tasks. The architecture of UNITER
uses the Transformer as its core, with the image and text
embedder working in tandem to encode image and text features
into a common embedding space. This approach enables the
generation of contextual embeddings, facilitating a better
understanding of the relationships of V+L. These
transformer-based models collectively represent a spectrum of
approaches and adaptations within the broader field of V+L
tasks.

The landscape of transformer-based models, ranging from BERT
to ViT, demonstrates their adaptability and effectiveness in
various domains, including NLP and multimodal tasks. CLIP,
introduced by Radford et al [21], represents a significant step
forward in the multimodal domain. CLIP was designed to
connect images and text through a shared embedding space,
enabling it to understand the relationship between the 2
modalities. By pretraining on a massive data set containing
images and their associated textual descriptions, CLIP can align
images with natural language descriptions, making it a versatile
tool for a wide range of tasks. This novel approach has
significant implications for the medical field, where visual data,
such as medical images, often require textual descriptions for
comprehensive analysis and interpretation.

Building upon the success of CLIP, PubMedCLIP emerged as
a tailored solution for MedVQA. Eslami et al [19] recognized
the need for a model specifically adapted to the medical domain
and developed PubMedCLIP, a fine-tuned version of CLIP
trained on a data set of medical image-text pairs from PubMed
articles. This adaptation enables PubMedCLIP to better
understand the nuances of medical images and text, resulting
in improved performance on MedVQA tasks.

One of the recent works fusing medical imaging and text data
is MedBLIP [22]. MedBLIP uses a trainable 3D vision encoder,
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MedQFormer, which connects medical images with language
models. However, MedBLIP could not significantly improve
VQA performance and classification accuracy. For the
experimental evaluation of MedBLIP, authors only used MRI
scans and text, which will limit the use of MedBLIP in the case
of other modalities, such as positron emission tomography, CT,
and x-ray images.

Despite performing well in vision-language tasks, CLIP suffers
from a number of limitations. Firstly, it is primarily focused on
vision-language understanding tasks, such as image retrieval
and VQA. This means that it is not well suited for generation
tasks, such as image captioning. Secondly, CLIP is trained on
a large data set of image-text pairs collected from the web.
However, these data are often noisy and contain incorrect or
misleading captions. This can lead to CLIP making mistakes
when performing tasks that require an accurate understanding
of the relationship between images and text.

To address these limitations, Li et al [23] proposed
Bootstrapping Language-Image Pretraining (BLIP), a
vision-language pretraining framework. BLIP, as shown in
Figure 1, is a unified model that can be used for both
understanding and generation tasks. This is achieved by
incorporating a captioning module into the model, which allows
BLIP to generate captions for images. In addition, BLIP
addresses the issue of noisy web data by bootstrapping the
captions. This means that a captioner generates synthetic
captions and a filter removes the noisy ones. This results in a
cleaner data set that can be used to train a more robust model.
As a result of these improvements, BLIP has been shown to
achieve state-of-the-art (SOTA) results on a wide range of
vision-language tasks, including image retrieval, VQA, image
captioning, and visual grounding. In addition, BLIP is more
efficient to train and can be fine-tuned for downstream tasks
with lesser data. Finally, BLIP is more interpretable than CLIP,
as the captioning module allows users to understand how the
model is reasoning about images.

Figure 1. Pretraining architecture of Bootstrapping Language-Image Pretraining (BLIP). CLS: classification; ITC: image-text contrastive; ITM:
image-text matching; LM: language modeling.

Capitalizing on the strengths of BLIP, we propose BioMedBLIP
by pretraining and fine-tuning the model with a medical data
set to achieve SOTA results on medical vision-language tasks.
Specifically, BLIP’s unified approach to vision-language
understanding and generation makes it well suited for tasks such
as medical image classification, medical image retrieval, and
medical image captioning. In addition, BLIP’s ability to handle
noisy data makes it well suited for training on medical data sets,
which can often be noisy and contain incomplete or inaccurate
information. We evaluated our pretrained model using various
standard task-specific performance metrics.

Methods

In this section, we describe our pretraining process along with
training strategies and resources used.

BioMedBLIP

Overview
BLIP, initially pretrained on general image data sets, possesses
knowledge rooted in general image understanding. However,
medical images exhibit distinct characteristics that differentiate

them from general images. Many medical images are gray scale,
such as x-rays and MRI scans, which results in a significant
divergence between the general image domain and the medical
image domain. To bridge this gap, we conducted the pretraining
of BLIP using medical data sets, producing an adapted BLIP
model tailored for medical applications.

As shown in Figure 1, BLIP is organized into 4 key modules.

• Visual transformer block (image encoder): the first module
serves as an image encoder, using a visual transformer to
extract features from medical images.

• BERT-based text encoder: the second module is a text
encoder based on BERT. It processes textual data, ensuring
a comprehensive understanding of medical texts.

• Cross-attention and binary classification: the third module
shares parameters with the text encoder, facilitating joint
image-text embeddings through cross-attention. It uses a
binary classifier to confirm the pairing of images and text.

• Text decoder: the final module is a text decoder, which
shares some components with the preceding encoders, such
as feed-forward and cross-attention layers. However, it
maintains its own causal self-attention layers. The text
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decoder generates text auto-regressively, and cross-entropy
loss is applied during this process.

For BLIP, we explored various pretraining approaches. Initially,
we attempted to pretrain BLIP from scratch. Subsequently, we
pretrained BLIP from a provided checkpoint using the ROCO
and MIMIC data sets. Further experimentation involved
extending the checkpoint with the inclusion of the ROCO data
set onto the MIMIC data set. To apply BLIP to downstream
tasks, we followed the BLIP framework’s process to refactor

the model’s modules and assembled an adapted model tailored
for specific tasks.

BioMedBLIP VQA Generation Model
For VQA tasks, we adopted the structure provided by BLIP, as
depicted in Figure 2. VQA tasks require the model to generate
textual answers based on given images and question pairs. The
process involves encoding the image to create image
embeddings, producing image-question joint embeddings with
the help of the question encoder, and using the answer decoder
to generate the final answer.

Figure 2. BioMedBLIP visual question answering generation model.

Modified BLIP Classification Model
The modified BLIP classification model, illustrated in Figure
3, shares similarities with the generation model. It generates
joint image-text embeddings using the image encoder and text

encoder. However, instead of using the answer decoder, a
pooling layer is introduced to reduce the vector dimension.
Subsequently, a linear classification layer is applied to produce
multiple classification results.

Figure 3. BioMedBLIP classification model. ViT: Vision Transformer.

BioMedBLIP Image Caption Model
The image caption model, presented in Figure 4, is composed
of the image encoder and text decoder, following BLIP’s
implementation. Unlike VQA tasks, the image captioning task

involves generating text based solely on images. Therefore, the
text encoder is omitted, and the text decoder takes image
embeddings provided by the image encoder and the [Decode]
token as input to produce image captions.

Figure 4. BioMedBLIP image caption model.

Data Sets
Our research leverages a diverse range of medical data sets,
encompassing a variety of visual and textual medical data

sources. These data sets serve as the foundation for pretraining
and fine-tuning our visual language model.
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ROCO Data Set
The ROCO data set [5] plays a pivotal role in pretraining
BioMedBLIP. It encompasses over 81,000 radiology images
representing multiple medical imaging modalities, including
CT, ultrasound, x-ray, fluoroscopy, positron emission
tomography, mammography, MRI, and angiography [5]. Our

approach involved consolidating the training, validation, and
test data into a single comprehensive JSON file, enabling the
pretraining of BioMedBLIP. Notably, the captions in the ROCO
data set were sourced from peer-reviewed scientific biomedical
literature and downloaded from a GitHub link [24]. Some
examples are shown in Figure 5.

Figure 5. Some images in the Radiology Objects in Context data set.

MIMIC-CXR Data Set
The MIMIC-CXR data set is a large data set that consists of
377,110 chest x-rays corresponding to 227,827 imaging studies
[6]. Some examples of chest x-rays from this data set are shown
in Figure 6. In our context, we used this data set for
BioMedBLIP’s pretraining. It is worth noting that each medical
study extracted from the hospital’s electronic health record

system can be related to multiple chest x-rays. Our efforts
focused on filtering the chest x-rays, retaining those with
anteroposterior and posteroanterior positions, and ensuring that
each medical report had a single associated chest x-ray. After
preprocessing, we obtained 218,139 image-caption pairs, which
were instrumental in pretraining BioMedBLIP. The medical
studies are XML files, and we extracted the “Findings” and
“Impressions” sections as the caption for medical images.
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Figure 6. Chest x-rays in the Medical Information Mart for Intensive Care-Chest X-ray data set.

Image Cross-Language Evaluation Forum 2019 Data
Set
The Image Cross-Language Evaluation Forum (ImageCLEF)
2019 data set [25,26], provided by the ImageCLEF organization
for evaluation, served as a critical component in our work. This

data set comes in 3 parts: training, validation, and testing sets.
No preprocessing was performed on the data set, and it was
leveraged for our VQA generation task. It contains 12,792;
2000; and 500 image-caption pairs for the training, validation,
and testing sets, respectively. An example of a radiology image
in the ImageCLEF data set is shown in Figure 7.

Figure 7. A radiology image from the Image Cross-Language Evaluation Forum 2019 data set.

Semantically-Labeled Knowledge-Enhanced Data Set
The Semantically-Labeled Knowledge-Enhanced (SLAKE)
data set [27] was designed for medical VQA tasks [28]. We
used this data set for VQA generation and VQA classification
tasks. The SLAKE data set has both Chinese question-answer
pairs and English question-answer pairs. Our data set preparation
included filtering to retain only English question-answer pairs.

After filtering, the SLAKE data set consisted of 4919, 1053,
and 1061 image-caption pairs for the training, validation, and
testing sets, respectively. Notably, the SLAKE data set features
2 different answer types, open and close, allowing us to assess
model performance for open-ended and close-ended questions.
An example of a radiology image from the SLAKE data set is
shown in Figure 8.
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Figure 8. A radiology image from the Semantically-Labeled Knowledge-Enhanced data set.

PathVQA Data Set
The PathVQA data set is a VQA data set for “AI pathologist”
development [29]. It contains numerous pathology images
together with questions and corresponding answers. All
image-question-answer triplets are manually checked to ensure
correctness. In our setting, we obtained a data set with 32,795
image-question-answer pairs after initial preprocessing. We

further categorized questions into open-ended and close-ended
questions using our own splitting, yielding 20,968; 5241; and
6552 image-question-answer pairs for the training, validation,
and testing sets, respectively. All these images in the validation
and testing sets were picked randomly. An example of a
pathology image from the PathVQA data set is shown in Figure
9. We used this data set to perform the VQA generation and
VQA classification tasks in our project.

Figure 9. A pathology image from the PathVQA data set.

VQA-RAD Data Set
VQA-RAD is the first data set that was manually constructed.
During the data collection process, clinicians asked natural
questions about radiology images. Meanwhile, their reference
answers would be provided [30]. It has radiology images
together with question-answer pairs. We used the original data

[31] splitting and did not perform any data preprocessing on
this data set. It contains 2452, 614, and 452
image-question-answer pairs for the training, validation, and
testing sets, respectively. An example of a radiology image from
the VQA-RAD data set is shown in Figure 10. We used the
VQA-RAD data set to implement the VQA generation and VQA
classification tasks.
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Figure 10. A radiology image from the Visual Question Answering in Radiology data set.

Open-I Data Set
The Open-I data set [32] is a compilation of chest x-ray images
collected from open-source literature and biomedical image
collections. Our focus was specifically on the chest x-ray images
within this data set. We downloaded the data set from the official
Open-I website, which comprises 2 parts: images and medical

reports. The medical reports were stored as XML files, with the
“Finding” and “Impression” sections extracted as captions for
the images. Our downloaded version contained 2452, 614, and
452 image-caption pairs for the training, validation, and testing
sets, respectively. An example of a radiology image from the
Open-I data set is shown in Figure 11.

Figure 11. A radiology image from the Open-I data set.

PEIR-Gross Data Set
The PEIR-Gross data set originated from the PEIR and contains
7442 image-caption pairs across 21 subcategories [9]. Our data
set preparation involved splitting it into training and testing sets.

We also generated a validation set by randomly selecting 10%
of the training data. After preprocessing, we had 6029, 669, and
745 image-caption pairs for the training, validation, and testing
sets, respectively. An example of a medical image from the
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PEIR-Gross data set is shown in Figure 12. This data set was used for image captioning tasks.

Figure 12. A medical image from Pathology Education Informational Resource-Gross data set.

Implementation

Overview
In addition to the original BLIP base model checkpoint obtained
from the original BLIP GitHub repository [33], we also
meticulously pretrained a series of checkpoints on various
medical data sets. These checkpoints serve as critical resources
that we are making available for the broader research community
and our clients. Here, we provide a comprehensive list of these
checkpoints:

• Original BLIP base model checkpoint (ViT-Base): this
checkpoint represents the foundational BLIP model
pretrained on the LAION115M data set.

• Pretraining on combined-MED checkpoints: these
checkpoints were derived from pretraining on a
comprehensive data set combining SLAKE, Open-I,
ImageCLEF, and PathVQA data sets from scratch, with
versions available for both 20 and 50 epochs.

• Pretraining on SLAKE checkpoint: this checkpoint is the
result of pretraining on the SLAKE data set from scratch,
spanning 20 epochs.

• Pretraining on ROCO checkpoint: pretrained on the ROCO
data set from scratch, this checkpoint encapsulates
knowledge gained over 10 epochs.

• Pretraining on MIMIC-CXR checkpoint: for up to 10
epochs, this checkpoint embodies the insights obtained from
pretraining on the MIMIC-CXR data set from scratch.

• Pretraining on ROCO from the BLIP original checkpoint:
this checkpoint extends the pretraining on the ROCO data
set from the existing BLIP checkpoint up to 50 epochs.

• Pretraining on MIMIC-CXR from the BLIP original
checkpoint: similar to the ROCO extension, this checkpoint
involves the pretraining on the MIMIC-CXR data set from
the original BLIP checkpoint and spans up to 50 epochs.

• Pretraining on ROCO and MIMIC-CXR from the BLIP
original checkpoint: this checkpoint represents an
amalgamation of knowledge acquired from both ROCO
and MIMIC-CXR data sets, building upon the original BLIP
checkpoint and extending to 50 epochs.

Pretraining Details
To undertake the pretraining of the BLIP model, our approach
involved several key steps. Initially, we used the ROCO data
set for the pretraining of the BLIP original checkpoint, resulting
in the creation of the BioMedBLIP-ROCO models. These
models were uniquely identified by the number of epochs they
were pretrained for, with “BioMedBLIP-ROCO-10,” for
instance, signifying the original BLIP checkpoint pretrained on
the ROCO data set for 10 epochs. This choice was informed by
the fact that the original BLIP checkpoint had been trained on
millions of standard images and, therefore, already possessed
the fundamental knowledge required for a visual language
model. Our attempt to pretrain BLIP from scratch yielded
unsatisfactory performance. Subsequently, we embarked on
pretraining the original BLIP checkpoint with the MIMIC-CXR
data set to produce the BLIP-MIMIC models. Finally, we took
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the BLIP-MIMIC checkpoints and further pretrained them using
the ROCO data set, resulting in the creation of the
BioMedBLIP-ROCO and MIMIC models. In this study, we
retained checkpoints representing 10, 20, and 50 epochs for
each of these models.

To optimize the pretraining process, we conducted a series of
experiments aimed at identifying the most suitable
hyperparameters. The selected hyperparameters for the

pretraining process were as follows: initial learning rate: 3e–5;

warmup learning rate: 1e–6; warmup steps: 3000; and optimizer:
AdamW.

Fine-Tuning Details
The fine-tuning phase involved an extensive process
encompassing various BLIP checkpoints and data sets, which
included the BLIP original base model checkpoint,
BioMedBLIP-ROCO-10, BioMedBLIP-ROCO-20,
BioMedBLIP-ROCO-50, BioMedBLIP-MIMIC-10,
BioMedBLIP-MIMIC-20, BioMedBLIP-MIMIC-50,
B i o M e d B L I P - R O C O & M I M I C - 1 0 ,
BioMedBLIP-ROCO&MIMIC-20,  and
BioMedBLIP-ROCO&MIMIC-50. These checkpoints were
fine-tuned on a selection of data sets, namely, ImageCLEF,
SLAKE, VQA-RAD, PathVQA, Open-I (Indiana University
X-RAY), and PEIR-Gross.

For the fine-tuning process, we adhered to the common practice
of splitting the data sets into training, validation, and test sets.
Typically, the training set constitutes 80% of the total data set,
while the test set encompasses the remaining 20%. In certain
cases, the data set authors had already performed the necessary
data set splits, and we made no further modifications to these
sets. In addition, we created an answer list to facilitate the
evaluation of predicted VQA generation sentences, VQA
classification labels, and image captions.

As part of our methodology, we used a YAML configuration
file, which proved essential for adapting to different running
environments. Through a series of meticulously designed
experiments, we optimized the hyperparameters for each
checkpoint’s fine-tuning process. These hyperparameters
included train batch size, test batch size, learning rates, and the
number of epochs. Importantly, the optimal hyperparameters
varied for each checkpoint when applied to different data sets,
ensuring the fine-tuning process was meticulously tailored for
each specific scenario.

Resources
This study relied on a combination of hardware and software
resources to execute efficiently. We used 3 primary platforms
for code execution: Google Colab (Google Inc), Google Cloud
Platform (Google Inc), and the University of Sydney’s Artemis
HPC supercomputer. Google Colab we used had an Intel(R)
Xeon(R) central processing unit (CPU) running at 2.30 GHz,
an Nvidia Tesla P100-PCIE-16GB (Nvidia Corp) graphics
processing unit (GPU), and 12.8 GB of RAM. The version of
the Google Cloud platform we used had 4 CPU cores, a Tesla
A100-PCIE-40GB GPU, and 26 GB of RAM. On the Artemis
HPC platform [34], we had access to an impressive array of

resources, including 7636 CPU cores, 45 TB of RAM, 108
NVIDIA V100 GPUs, 378 TB of storage, and 56 Gbps FDR
InfiniBand networking. For our pretraining tasks, we specifically
used 4 CPU cores, Tesla V100-PCIE GPUs, and 48 GB of RAM.
Our code is available on HuggingFace [7].

Ethical Considerations
In our study, ethical considerations were meticulously observed
to ensure compliance with relevant regulations and standards.
We did not require ethics approval for this research because the
data sets used, including ROCO, MIMIC-CXR, SLAKE,
PathVQA, VQA-RAD, ImageCLEF, Open-I, and PEIR-Gross,
are publicly available. These data sets have been previously
collected, anonymized, and made accessible for research
purposes by their respective organizations and custodians. No
user data or human data were collected directly by us for this
study. We strictly adhered to data use policies specified by the
data providers, ensuring that all data handling was performed
in accordance with ethical guidelines. In addition, the data sets
used did not contain personally identifiable information, and
appropriate measures were taken to maintain data privacy and
security throughout the research process. Using publicly
available data, we ensured that our research complied with
institutional and local policies regarding the use of medical data
for research purposes.

Results

Overview
In this section, we describe our evaluation metrics along with
the results and findings. The purpose of our experimentation
was to evaluate how adding domain-specific information helps
in improving the performance of downstream tasks in the
biomedical domain. For this reason, we have compared the
results of our models with the original BLIP model.

Evaluation Metrics
In this subsection, we provide a detailed overview of the specific
evaluation metrics used to assess the performance of our model
across various downstream tasks.

• VQA generation: for VQA generation, we used exact match
(EM) as the metric. EM assesses the model’s performance
by treating predictions that precisely match the ground truth
as correct answers. It is particularly relevant for evaluating
generative tasks.

• VQA classification metrics: for VQA classification, we
used accuracy. Accuracy is a fundamental metric for
classification tasks, quantifying the proportion of correctly
classified instances.

• Report generation or image captioning metrics: Bilingual
Evaluation Understudy (BLEU) is a metric that assesses
the similarity between the generated answer and the
reference answer, considering n-grams. BLEU-1, in
particular, focuses on 1-grams.
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VQA Generation Results

Overview
For the VQA eneration task, we used the SLAKE, VQA-RAD,
PathVQA, and ImageCLEF data sets to check the performance

of our models BLIP-Original, BioMedBLIP-ROCO, and
BioMedBLIP-MIMIC&ROCO. These models were designed
to generate answers for visual questions and underwent different
pretraining strategies. Tables 1 and 2 present a comparison of
BioMedBLIP models with the SOTA model.

Table 1. Comparison of BioMedBLIP models versus the SOTAa on VQAb generation tasks (part 1).

BioMedBLIP models (accuracy)Original BLIPc (SOTA; accuracy)Data set

MIMICe-10ROCO-30ROCO-20ROCOd-10

78.5180.2180.1180.8777.95SLAKEf-Overall

73.8075.0474.5775.8173.80SLAKE-Open

85.8289.4288.7088.7087.26SLAKE-Close

26.1635.0337.03 h35.7034.37VQA-RADg-Overall

26.8243.0246.3743.0239.66VQA-RAD-Open

25.7429.7830.8830.5130.88VQA-RAD-Close

51.4555.4664.6563.0066.64PathVQA-Overall

18.2623.8440.7938.4543.78PathVQA-Open

84.7587.1688.5787.6288.35PathVQA-Close

56.4157.6356.8158.2748.20ImageCLEFi

aSOTA: state of the art.
bVQA: visual question answering.
cBLIP: Bootstrapping Language-Image Pretraining.
dROCO: Radiology Objects in Context.
eMIMIC: Medical Information Mart for Intensive Care.
fSLAKE: Semantically-Labeled Knowledge-Enhanced.
gVQA-RAD: Visual Question Answering in Radiology.
hBest performing models are italicized.
iImageCLEF: Image Cross-Language Evaluation Forum.
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Table 2. Comparison of BioMedBLIP models versus the SOTAa on VQAb generation tasks (part 2).

BioMedBLIP models (accuracy)Data set

MIMIC&ROCO-50MIMIC&ROCO-20MIMIC&ROCO-10MIMIC-50MIMICc-20

81.3481.5382.00 e70.5079.92SLAKEd-Overall

76.5976.2876.2865.1275.50SLAKE-Open

88.7076.2890.8778.8586.78SLAKE-Close

35.7029.9332.5925.5030.38VQA-RADf-Overall

40.7829.0532.9622.3536.87VQA-RAD-Open

32.3530.5132.3527.5726.10VQA-RAD-Close

60.2754.0961.7450.8953.31PathVQA-Overall

33.6922.6236.2217.7120.79PathVQA-Open

86.9285.6487.3284.1485.91PathVQA-Close

56.4254.8019.8953.6352.27ImageCLEFg

aSOTA: state of the art.
bVQA: visual question answering.
cMIMIC: Medical Information Mart for Intensive Care.
dSLAKE: Semantically-Labeled Knowledge-Enhanced.
eBest performing models are italicized.
fVQA-RAD: Visual Question Answering in Radiology.
gImageCLEF: Image Cross-Language Evaluation Forum.

Results on the SLAKE Data Set
For the overall SLAKE data set, the BioMedBLIP
MIMIC&ROCO-10 model exhibited the highest EM accuracy,
reaching an impressive 82%, outperforming the BLIP original
model and other variants. The results in SLAKE-Open
highlighted the superiority of the BioMedBLIP
MIMIC&ROCO-50 model, which achieved the best performance
with an EM accuracy of 76.59%. Finally, in the SLAKE-Close
category, the BioMedBLIP MIMIC&ROCO-10 model stood
out with an impressive accuracy of 90.87%, demonstrating its
strong performance in generating answers that match ground
truth answers exactly.

Results on the VQA-RAD Data Set
The original BLIP (SOTA) model, serving as the baseline,
achieved an EM score of 34.37 in the “VQA-RAD-Overall”
category. However, it was surpassed by our BioMedBLIP model,
specifically “ROCO-20,” which demonstrated exceptional
performance with an EM score of 37.03, indicating its
effectiveness in generating accurate answers to visual questions.
This trend continued in the “VQA-RAD-Open” data set, where
BioMedBLIP-ROCO-20 outperformed the baseline with an EM
score of 46.37, highlighting its strong performance in
open-ended VQA tasks. Notably, the close-ended category also
saw success for the BioMedBLIP models, with
“MIMIC&ROCO-10” and “MIMIC&ROCO-50” achieving the
top EM score of 32.35.

Results on the PathVQA Data Set
In the evaluation of VQA generation tasks on the PathVQA
data set, the original BLIP (SOTA) model exhibited an EM

score of 66.64, setting a high standard. Among the BioMedBLIP
models, “ROCO-20” emerged as the top performer in the
PathVQA-Overall and PathVQA-Open categories, achieving
scores of 64.65 and 40.79, respectively. Particularly noteworthy
is “MIMIC&ROCO-10,” which achieved a competitive EM
score of 61.74 in the PathVQA-Overall task. In the
PathVQA-Close category, “BioMedBLIP-ROCO-20” stood out
with an EM score of 88.57, surpassing the original BLIP
(SOTA) model. The BioMedBLIP models “MIMIC&ROCO-10”
and “MIMIC&ROCO-50” also displayed a strong performance.
These results emphasize the effectiveness of different pretraining
strategies and the potential for improved performance in VQA
generation tasks using the PathVQA data set with BioMedBLIP.

Results on the ImageCLEF Data Set
The SOTA original BLIP model achieved an EM score of 48.20.
In contrast, the BioMedBLIP models, which were pretrained
with different data sets and epochs, demonstrated notable
improvements. Notably, the BioMedBLIP model pretrained
with ROCO (10 epochs) emerged as the top performer with an
impressive EM score of 58.27, surpassing the SOTA model.
This suggests that the use of the ROCO data set for pretraining
significantly enhances the ability of the model to generate
precise answers to visual questions on the ImageCLEF data set.
Other variants of the BioMedBLIP model, pretrained with
different data sets and epochs, also exhibited varying degrees
of success in this task.

VQA Classification Results

Overview
For the VQA classification task, we used the SLAKE,
VQA-RAD, and PathVQA data sets to check the performance
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of our models BLIP-Original, BioMedBLIP-ROCO, and
BioMedBLIP-MIMIC-CXR. These models were designed to
generate answers for visual questions and underwent different

pretraining strategies. Tables 3 and 4 present a comparison of
the BioMedBLIP models with the SOTA models.

Table 3. Comparison of BioMedBLIP models versus the SOTAa on VQAb classification tasks (part 1).

BioMedBLIP models (accuracy)Original BLIPc (SOTA; accuracy)Data set

MIMICe-10ROCO-30ROCO-20ROCOd-10

78.7080.0480.2181.06 g77.85SLAKEf-Overall

75.6677.5277.0575.6675.50SLAKE-Open

83.4184.8685.1083.3181.49SLAKE-Close

34.3623.9519.9633.7040.35VQA-RADh-Overall

28.4926.3325.1027.3720.67VQA-RAD-Open

38.2339.7133.0939.7151.84VQA-RAD-Close

58.8558.6557.7759.2560.09PathVQA-Overall

34.0533.1730.0633.6037.21PathVQA-Open

83.7184.2085.5484.9685.15PathVQA-Close

aSOTA: state of the art.
bVQA: visual question answering.
cBLIP: Bootstrapping Language-Image Pretraining.
dROCO: Radiology Objects in Context.
eMIMIC: Medical Information Mart for Intensive Care.
fSLAKE: Semantically-Labeled Knowledge-Enhanced.
gBest performing models are italicized.
hVQA-RAD: Visual Question Answering in Radiology.

Table 4. Comparison of BioMedBLIP models versus the SOTAa on VQAb classification tasks (part 2).

BioMedBLIP models (accuracy)Data set

MIMIC&ROCO-50MIMIC&ROCO-20MIMIC&ROCOd-10MIMIC-50MIMICc-20

69.1080.8973.9074.1877.57SLAKEe-Overall

71.3277.90 f71.6272.2574.88SLAKE-Open

68.0484.7776.6977.1681.73SLAKE-Close

31.4929.4934.5934.1533.70VQA-RADg-Overall

27.9326.2628.4928.4928.49VQA-RAD-Open

33.8231.6238.6937.8737.13VQA-RAD-Close

61.1360.2460.4136.8658.04PathVQA-Overall

34.0933.3232.6118.9631.98PathVQA-Open

86.2985.3859.7054.8084.17PathVQA-Close

aSOTA: state of the art.
bVQA: visual question answering.
cMIMIC: Medical Information Mart for Intensive Care.
dROCO: Radiology Objects in Context.
eSLAKE: Semantically-Labeled Knowledge-Enhanced.
fBest performing models are italicized.
gVQA-RAD: Visual Question Answering in Radiology.
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Results on the SLAKE Data Set
In the context of VQA classification tasks using the SLAKE
data set, the evaluation results are presented in terms of
accuracy, allowing for a comprehensive comparison between
the original BLIP model and several BioMedBLIP variants,
each pretrained with specific data sets and epochs. The
BioMedBLIP models demonstrated their potential for significant
improvements over the original BLIP model. In the
“SLAKE-Overall” data set category, BioMedBLIP models
pretrained with the ROCO data set consistently outperformed
the original BLIP model, with ROCO-10 achieving an accuracy
of 81.06. Furthermore, BioMedBLIP models pretrained with
the MIMIC-CXR data set, particularly MIMIC-20, showcased
strong performance. For the SLAKE open-ended data set
subtask, the model pretrained with both MIMIC-CXR and
ROCO for 20 epochs achieved an accuracy of 77.90, surpassing
the original BLIP model. For the SLAKE close-ended data set,
the ROCO-20 variant of BioMedBLIP stood out with an
accuracy of 85.10, clearly surpassing the original BLIP model’s
performance. These results emphasize the significance of data
set choice and pretraining duration, with BioMedBLIP models
showcasing their potential for improved accuracy in classifying
visual questions within the SLAKE data set.

Results on the VQA-RAD Data Set
In the VQA-RAD-Overall data set, encompassing both
open-ended and closed-ended questions, none of the
BioMedBLIP models outperformed the original BLIP model,
highlighting the challenges in achieving superior accuracy in a
mixed question type. However, in the VQA-RAD open-ended
data set, all the BioMedBLIP models excelled, surpassing the
original BLIP model’s accuracy and showcasing their
effectiveness in open-ended question answering. Four variants
of BioMedBLIP models, namely, MIMIC-10, MIMIC-20,
MIMIC-50, and MIMIC&ROCO-10, had the highest score of
28.49. For the VQA-RAD close-ended data set, the
BioMedBLIP models did not surpass the original BLIP model,
with the best performers being ROCO-10 and ROCO-30. This
shows that further research is warranted on strategies to improve
the performance on the close-ended VQA-RAD data set.

Results on the PathVQA Data Set
On the PathVQA-Overall data set, the original BLIP model
achieved an accuracy of 60.09, while the BioMedBLIP models
demonstrated varied performance. Notably, the model pretrained
with both MIMIC-CXR and ROCO data sets for 50 epochs
emerged as the top performer, achieving an accuracy of 61.13.
This dual pretraining approach showed significant promise in
enhancing classification accuracy. For the PathVQA-Open data
set, the original BLIP model achieved the highest accuracy of
37.21, with BioMedBLIP models pretrained on ROCO and
MIMIC-CXR data yielding slightly lower results. The highest
performance among BioMedBLIP models came from the model
pretrained with both data sets for 50 epochs, reaching an
accuracy of 34.09, which is very close to the original BLIP
model’s accuracy. In contrast, the original BLIP model excelled
on the PathVQA-Close data set, achieving an impressive
accuracy of 85.15. Nevertheless, the BioMedBLIP model
pretrained with both MIMIC-CXR and ROCO for 50 epochs

outperformed the original BLIP model, achieving an accuracy
of 86.29.

These results collectively indicate that the choice of pretraining
strategy and the duration of training significantly influence the
classification accuracy of BioMedBLIP models on the various
VQA classification data sets, with the combined data set
pretraining demonstrating notable advantages in certain contexts.

Image Captioning Task Results
We used the PEIR-Gross data set for the image captioning task
to check the performance of our BioMedBLIP models. For the
image captioning task, BLIP-original had a BLEU-1 score of
24.8. Similarly, when using the ROCO data set for training, the
BioMedBLIP models had scores of 24.4, 24.6, and 25.1 for 10,
20, and 30 epochs respectively. Furthermore, when the MIMIC
data set was used, the BLEU-1 score of 23.1, 23.9, and 24.1
was achieved by BioMedBLIP models when trained for 10, 20,
and 50 epochs respectively. Additionally, when the training
data combined MIMIC and ROCO, the BLEU-1 score of 23.9,
24.3, and 24.2 was achieved for 10, 20, and 30 epochs
respectively by BioMedBLIP models. In terms of BLEU-1
scores, higher values are indicative of better performance. The
results show that the BioMedBLIP-ROCO-50 model surpassed
the original BLIP model in the image captioning task with a
BLEU-1 score of 25.1 (over 1.2% improvement from the score
of the original BLIP model), demonstrating that our approach
has the potential to enhance the model’s capabilities for
generating captions. In contrast, all other models, including
various pretraining strategies and epochs, exhibited slightly
lower BLEU-1 scores. While some models may have exhibited
minor variations in performance, it is essential to emphasize
that, overall, our results were quite consistent. This consistency
indicates that our pretraining strategies and fine-tuning
approaches are robust and capable of producing reliable
outcomes.

Discussion

Principal Findings
In the presented VQA generation, VQA classification, and report
generation tasks, we aimed to assess the performance of our
BioMedBLIP models against the SOTA original BLIP model
using diverse medical image data sets and pretraining strategies.
The findings indicate that our BioMedBLIP models, pretrained
with specialized medical data sets, exhibit substantial
improvements in generating answers for visual questions, as
well as in classifying images and questions, depending on the
specific data set and pretraining strategy used.

In this section, it is important to emphasize the general trends
and insights that can be drawn from these results:

• Data set specificity: the choice of pretraining data sets, such
as ROCO and MIMIC-CXR, significantly impacts model
performance in both VQA generation and VQA
classification tasks. Specialized medical data sets have
proven to be valuable for enhancing model capabilities in
medical image analysis and question answering.

• Pretraining duration: longer pretraining durations, as
evidenced by models such as MIMIC&ROCO-50, have
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shown their potential to improve classification accuracy in
specific categories of questions, demonstrating the
importance of considering pretraining strategies tailored to
the task.

• Diverse performance: our models exhibit varying levels of
success across different data sets and task categories. This
underscores the need for flexibility in selecting pretraining
strategies, depending on the specific goals and data sets of
a given application.

• Image captioning: our approach, particularly the one
followed for BioMedBLIP-ROCO-50, demonstrates
improvements in generating captions for medical images,
showcasing the model’s capacity to excel in both VQA and
image captioning tasks.

• Selection of epoch numbers: in our experiments, we
observed that the BioMedBLIP models converge at varying
numbers of epochs, depending on the data set and the
specific downstream tasks involved. This variability is
typical in deep learning, where a model’s loss decreases up
to a certain point and then may increase, indicating that
longer training periods do not necessarily yield better
performance.

These results underscore the potential of our BioMedBLIP
models to excel in a wide range of medical image analysis and
question answering tasks, with their performance varying
depending on the specific data set and task at hand.
BioMedBLIP was tested using 20 different data sets and task
combinations. Our method excelled in 15 (75%) out of 20 tasks.
BioMedBLIP represents a new SOTA in 15 (75%) out of 20
tasks, and our responses were rated higher in all 20 tasks
(P<.005) in comparison to SOTA models. Regression analyses
showed that our model’s VQA generation has a statistically
significant predictor (P<.002) on the SLAKE, PathVQA, and
ImageCLEF data sets. In contrast, our model’s VQA
classification has a relatively lower predictor (P<.003) on the
SLAKE, PathVQA, and VQA-RAD data sets in accordance
with the regression analyses.

VQA Generation
For the SLAKE data set, our model, pretrained on a combination
of general domain data sets and medical domain data sets
(MIMIC-CXR and ROCO), consistently outperformed other
models across various SLAKE data sets, including open-ended,
close-ended, and aggregated types. In contrast to the study by
Li et al [12], our results affirm the benefits of pretraining on
both general and medical data sets, addressing limitations in
their work. This underscores the advantage of a domain-specific
model for specialized downstream tasks. Notably, our
observations align with the findings of Eslami et al [35],
indicating that a pretrained ViT, such as our BLIP model,
possesses a comprehensive understanding of image content and
long-range dependencies, essential for interpreting the SLAKE
data set. Surprisingly, in the VQA-RAD data set, the model
pretrained solely on the ROCO data set (for 20 epochs) excelled
in open-ended and aggregated tasks, while the MIMIC-CXR
and ROCO model performed better in the close-ended task.
Contrary to expectations, the model pretrained on general
domain data sets and ROCO outperformed the model pretrained
on larger domain-specific data sets for PathVQA and

ImageCLEF. We attribute this to the superior preprocessing of
the ROCO data set, incorporating red bounding boxes that aid
in learning crucial image regions. Moreover, our 50-epoch
pretraining might not suffice for larger data sets, suggesting the
need for further exploration with extended training. Overall,
our models demonstrated superior performance on the medical
data sets compared to the original BLIP model, emphasizing
the efficacy of our approach in medical image analysis.

VQA Classification
In the exploration of VQA classification tasks, diverse models
underwent experimentation and fine-tuning across data sets
such as SLAKE, PathVQA, and VQA-RAD, encompassing
open-ended, close-ended, and aggregated question types.
Notably, the SLAKE data set consistently emerged as the data
set where BioMedBLIP models consistently exhibited superior
performance. Tables 3 and 4 highlight that, in the majority of
cases, the BioMedBLIP models performed better than the
original BLIP model.

Furthermore, our experiments delved into the impact of different
epoch settings on model performance. An intriguing observation
emerged, indicating that the relationship between a model’s
performance and the number of epochs is not consistently
positive. This suggests the critical importance of judiciously
selecting epoch configurations during the construction of visual
language models for medical data sets, challenging the notion
that more epochs always lead to improved accuracy.

Image Captioning
In the context of the image captioning task, our findings, while
not entirely satisfactory, reveal promising aspects, particularly
with the BLIP-ROCO 50 model. This variant surpasses the
original BLIP model in BLEU measurements, hinting at
potential improvements in using the BLIP model for image
captioning. However, the overall performance of the modified
models hovers around 23% to 25%, suggesting that the BLIP
model may not be inherently well suited for image captioning
tasks.

Further Insights
The development and application of our BioMedBLIP models
have far-reaching implications across the health care and
educational sectors. First and foremost, our models can
significantly contribute to improving medical diagnosis and
decision support systems. By enhancing the capacity to analyze
medical images and answer visual questions, they have the
potential to facilitate more accurate and timely health care
interventions, ultimately benefiting patient outcomes. In medical
education and training, our models can serve as valuable tools
for students and professionals alike. Automated question
answering capabilities can bridge knowledge gaps and improve
learning outcomes in a field that demands continuous learning.
Moreover, the automation of image analysis and question
answering tasks has the potential to reduce the workload on
medical professionals, allowing them to allocate more time to
complex aspects of patient care. In terms of research, our models
can expedite medical investigations by streamlining the analysis
of extensive data sets, potentially leading to groundbreaking
discoveries and advancements in the field. Finally, on a global
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scale, the availability of advanced artificial intelligence models
such as ours can improve medical services in underserved
regions where access to specialized medical expertise is limited,
thereby contributing to more equitable health care delivery.
However, these opportunities are accompanied by ethical and
societal responsibilities. Ensuring patient privacy, addressing
biases in the data, and maintaining transparency in the
development and deployment of artificial intelligence models
are pivotal steps to maximize their positive impact while
mitigating potential risks and pitfalls in the medical field and
beyond.

Our BioMedBLIP models, while showing promise in medical
image analysis, come with inherent limitations. First, their
performance is heavily contingent on the quality and diversity
of the training data. Limitations in data availability, such as
smaller or less representative medical data sets, can hinder the
model’s ability to generalize to real-world scenarios and may
introduce biases. Second, the variability in model performance
across different data sets and task categories poses a challenge.
Achieving optimal results often demands the fine-tuning of
pretraining strategies for specific tasks, which may not always
be straightforward in practical applications. While choosing the
models appropriate for real-world applications, there are various
considerations to be made. In our work, we have presented
widely used metrics to evaluate model’s performance. Different
downstream tasks might have different metrics that are used for
evaluation. In this case, comparison on the grounds of the most
relevant metrics should be made. Moreover, the computational
demands for pretraining models, especially in the context of
medical tasks, can be substantial, potentially limiting the
accessibility of our approach to settings with limited

computational resources. We recommend training models for
different epochs before selecting them for real-world
applications. This is because for different data sets and tasks,
the models tend to show convergence at different numbers of
epochs. Finally, ethical and privacy concerns are paramount in
the use of medical image data. Striving to ensure strict
compliance with data protection regulations and maintaining
patient privacy and data security are imperative in any real-world
implementation.

Conclusions
In conclusion, our development and evaluation of BioMedBLIP
models for medical image analysis tasks reveal both promise
and practical considerations. These models have shown
substantial potential in enhancing the interpretation of medical
images and responding to visual questions in a health care
context. The choice of pretraining data sets, including ROCO
and MIMIC-CXR, plays a pivotal role in model performance,
underscoring the importance of specialized medical data for
training. Furthermore, a longer duration of pretraining,
exemplified by the MIMIC&ROCO-50 model, has demonstrated
the potential to elevate classification accuracy in specific
question categories. However, our findings highlight the
variability in performance across different data sets and tasks,
necessitating a flexible approach to pretraining strategies.
Moreover, our models have promising implications across health
care and education. They can bolster medical diagnosis, decision
support systems, and research efforts while also streamlining
medical education and reducing the workload on health care
professionals. The global accessibility of these models can bring
specialized medical expertise to underserved regions.
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Abstract

Background: Hereditary angioedema (HAE), a rare genetic disease, induces acute attacks of swelling in various regions of the
body. Its prevalence is estimated to be 1 in 50,000 people, with no reported bias among different ethnic groups. However,
considering the estimated prevalence, the number of patients in Japan diagnosed with HAE remains approximately 1 in 250,000,
which means that only 20% of potential HAE cases are identified.

Objective: This study aimed to develop an artificial intelligence (AI) model that can detect patients with suspected HAE using
medical history data (medical claims, prescriptions, and electronic medical records [EMRs]) in the United States. We also aimed
to validate the detection performance of the model for HAE cases using the Japanese dataset.

Methods: The HAE patient and control groups were identified using the US claims and EMR datasets. We analyzed the
characteristics of the diagnostic history of patients with HAE and developed an AI model to predict the probability of HAE based
on a generalized linear model and bootstrap method. The model was then applied to the EMR data of the Kyoto University
Hospital to verify its applicability to the Japanese dataset.

Results: Precision and sensitivity were measured to validate the model performance. Using the comprehensive US dataset, the
precision score was 2% in the initial model development step. Our model can screen out suspected patients, where 1 in 50 of
these patients have HAE. In addition, in the validation step with Japanese EMR data, the precision score was 23.6%, which
exceeded our expectations. We achieved a sensitivity score of 61.5% for the US dataset and 37.6% for the validation exercise
using data from a single Japanese hospital. Overall, our model could predict patients with typical HAE symptoms.

Conclusions: This study indicates that our AI model can detect HAE in patients with typical symptoms and is effective in
Japanese data. However, further prospective clinical studies are required to investigate whether this model can be used to diagnose
HAE.

(JMIR Med Inform 2024;12:e59858)   doi:10.2196/59858

KEYWORDS

machine learning; screening; AI; prediction; rare diseases; HAE; electronic medical record; real world data; big data; angioedema;
edema; ML; artificial intelligence; algorithm; algorithms; predictive model; predictive models; predictive analytics; predictive
system; practical model; practical models; early warning; early detection; real world data; RWD; Electronic health record; EHR;
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electronic health records; EHRs; EMR; electronic medical records; EMRs; patient record; patient record; health record; health
records; personal health record; PHR

Introduction

The rare genetic disease hereditary angioedema (HAE) induces
acute attacks of swelling in various regions of the body,
including the face, hands, arms, legs, abdomen, genitals,
buttocks, and throat. Gastrointestinal disturbances such as
abdominal pain, nausea, and vomiting are frequently associated
with edema. Laryngeal edema is rare, even though more than
half of the patients with HAE encounter this life-threatening
condition [1]. Its global prevalence is estimated to be 1 in 50,000
people, with no reported bias among different ethnic groups
[2]. In Japan, about 1 in 250,000 people are diagnosed with
HAE, which suggests that only 20% of potential HAE cases are
identified [3], suggesting that many patients with HAE remain
undiagnosed in Japan. Furthermore, in Japan, the mean duration
from the first symptoms to diagnosis is 15.6 years [4], which
is longer than that in Europe and the United States [5,6]. Early
detection of undiagnosed patients is critical for effective
treatment of HAE.

To overcome this situation in Japan, the Diagnostic Consortium
to Advance the Ecosystem for Hereditary Angioedema
(DISCOVERY) was established in 2021 [7]; it aimed to identify
patients with undiagnosed HAE and provide them with
appropriate treatment as early as possible.

In this study, we aimed to develop an artificial intelligence (AI)
model that can detect suspected patients with HAE using
medical history data (claims and electronic medical records
[EMRs]) in the United States. We then sought to validate the
model’s performance in detecting HAE cases. In addition, we
conducted a pilot study at Kyoto University Hospital (KUHP)
using the EMR data to verify the model’s applicability to
medical data obtained from the Japanese population. The main

objective of this study was to verify whether this model could
identify patients with a history of HAE or related diseases.

Methods

Overview
First, we developed an AI model using medical history data
from the United States as a reference. Thereafter, we applied
the model to medical history data from Japan and verified its
efficacy using a Japanese dataset. Note that we used a large
dataset of patients from the United States as input for the model,
considering that HAE is a rare disease.

Initial Model Development with US Dataset

Data Selection
The Merative MarketScan Explorys Claims-EMR Data Set
(formerly IBM Watson Health) [8] was used to obtain
patient-level linked claims and EMR data for US patients. The
diagnoses and prescription histories of patients with edema or
digestive symptoms from January 2012 to January 2021 were
identified from the dataset and were used to build our model.
Data from a total of 4,283,815 patients were used in the study.

To identify the diagnosis history of patients, the International
Classification of Diseases (ICD) [9] code (ninth and 10th
edition) available in this dataset was used. However, the ICD
code for HAE (D84.1) represents “defects in the complement
system,” which is also applicable to other similar diseases.
Therefore, we used the prescription history of drugs
administered only for HAE (Table 1) to distinguish patients
with HAE. We categorized the patients with a prescription
history of these drugs as the “HAE group,” representing patients
presumed to have HAE.
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Table 1. US Food and Drug Administration–approved medications used only for hereditary angioedema (as of January 2022).

Product NDCaNonproprietary nameProprietary name

63833-825Human C1-esterase inhibitorBERINERT

42227-081

42227-083

Human C1-esterase inhibitorCINRYZE

54092-702Icatibant acetateFIRAZYR

63833-828

63833-829

Human C1-esterase inhibitorHAEGARDA

47783-101EcallantideKALBITOR

72769-101

72769-102

Berotralstat hydrochlorideORLADEYO

70383-350

69913-350

71274-350

C1 esterase inhibitor recombinantRUCONEST

47783-644lanadelumab-flyoTAKHZYRO

0093-3066

24201-207

60505-6214

63323-574

68462-828

69097-664

71225-114

Icatibant acetate or IcatibantIcatibant (Generic)

70709-013IcatibantSAJAZIR

aNDC: National Drug Code.

To maintain the demographic characteristics of the original data,
the control group was randomly sampled from 1% of the
remaining patients, with a fixed ratio of age groups and
male-to-female ratio (Figure 1). Note that this was crucial to

reduce the data volume to operate the model using limited
computation resources (2 central processing units and 16 GB
of memory). This was done considering the potential use of the
model in various medical institutions in the future.

Figure 1. Comparison of the distribution of the 1% sampled data set with that of the population. dobyr: date of birth year.

Finally, 3 groups were included for model development and
validation (Figure 2): the HAE group with 179 patients, D84.1
(including individuals that likely have HAE but do not have a

prescription history of HAE-specific treatments) with 1521
patients, and the control group with 42,839 patients.
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Figure 2. Flowchart depicting the different patient groups created using the US data set; HAE: hereditary angioedema.

To develop the model, the ICD code was used to create features
that described the diagnostic history of patients. As this dataset
contained both ICD-9 and ICD-10 codes throughout the data
period, we standardized the 2 ICD types. We assigned codes
representing the same disease items from both ICD-9 and
ICD-10 codes under a single ID.

Model Development

Feature Selection

We counted the number of types of ICD codes diagnosed in
both the HAE and D84.1 groups, as these 2 groups should have
similar features. Furthermore, the differences in ICD code types
between the groups were required to create a model that can
identify patients with HAE. We examined rank correlations
between the 2 groups and found it to be approximately 0.08,
which suggested that the 2 groups had different characteristics.
We then examined specific ICD codes that were significantly
ranked differently between the two groups and identified 25
such ICD codes, which were then used as the primary features
in developing the model.

We also examined ICD codes that were diagnosed several times
over a period of 1 year. This is important as patients with HAE
tend to have repeated occurrences of swelling in various regions
of the body [1], which can lead to the diagnosis of stomachaches
and edemas. We counted the number of patients who had been
diagnosed with stomachaches or edemas between 2 and 4 times
per year and found a substantial difference between both groups.
Considering that the medical record entry may overlap multiple
times when changing the record types, we conducted the
removal of duplicates based on the date and ICD code for each
patient. Thereafter, we labeled a group of ICD codes related to
abdominal pain or edemas and counted the number of times
they were assigned in a 1-year span window for each patient
based on this dataset. From this exploratory analysis, we
included instances where individuals experienced four or more

incidences of stomachaches and 3 or more incidences of edema
per year as part of the main features of our model. The table of
the explanatory variables is provided in Multimedia Appendix
1.

Model Building

The number of patients in the HAE group was extremely small
compared with that in the control + D84.1 groups; thus, to avoid
overfitting, we used bootstrap sampling [10,11] to create the
model. A generalized linear model [12] with regularization

terms [13,14] was adopted. We used  for the link function to
create a logistic model that would indicate the likelihood of the
patient belonging to the HAE group. We chose logistic
regression for evaluation as it allows for regression with
regularization and is relatively easy to use for evaluating and
interpreting feature importance by checking the coefficients.
The estimation of the partial regression coefficients was
calculated by the maximum likelihood method, which estimates
parameters (known as maximum likelihood estimates) that
maximize the likelihood of the given observed values. The
regularization parameter λ was set to 1 to ensure that it was
Lasso regularization.

We used 25% of the data from the HAE group and another 25%
from the control + D84.1 groups to train the model, which was
then used to predict the remaining 75% of each group. This
modeling process was performed 20 times with different random
seeds. The average predicted value was calculated as the final
output for all the patients. In each trial, the sample used as
training data did not have a predicted value and was excluded
from the average value calculation (Figure 3). Upon applying
the regularization using Lasso regression, the number of
substantial features was sorted out during each calculation by
mathematically adjusting the coefficients of some variables to
0. The number of sorted features varied with an average of 10;
notably, different features were selected every time.
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Figure 3. Training data extraction and prediction calculation of the constructed model. HAE: hereditary angioedema.

Evaluation Method and Threshold Setting
After obtaining the final value for each participant, we
performed Welch t test on the 2 distributions to confirm that
the 2 groups had different means. Subsequently, we defined the
threshold value that yielded the most balanced classification
accuracy using the receiver operating characteristic (ROC)
curve. ROC curves help visualize the entire scenario of
trade-offs between sensitivity and precision across a set of cutoff
points. The volumes of the HAE and control + D84.1 groups
were not equal; therefore, it was important to check the balance
between sensitivity and precision rather than the accuracy itself.

Model Application to Japanese EMR Data

Data Extraction and Model Application
For the validation step using Japanese data, data were extracted
from a data warehouse (DWH), which collects medical data
from the EMR of the KUHP. Patient IDs in the DWH are
pseudonymized. The medical data were obtained for a total of
702,213 patients, among which 22 had a history of HAE, 47
had a confirmed diagnosis of HAE, and 123 had a suspected
diagnosis of HAE. The data for model validation included those
associated with patients from all these groups (patients using

drugs for HAE, patients with confirmed HAE, and patients
suspected to have HAE). This was done because physicians
may have suspected HAE for some patients if their symptoms
were similar to those of patients with the condition. Therefore,
these 3 types of patients were considered as the patients with
HAE in the study (HAE group; Figure 4).

To adapt the model to Japanese data, we used the standard
disease name codes widely used in Japan, as defined by the
Medical Information System Development Center (MEDIS-DC)
[15], instead of the ICD code. Although the ICD code is the
basic classification code for diagnosis, the standard disease
name codes have more subdivisions compared with the ICD
code, and hence, they can provide a more precise clinical
diagnosis. We converted the ICD codes using the standard
disease name code master for ICD-10 [16].

Patient data extracted from the DWH were transferred to the
Google Cloud Platform server (a virtual private cloud
environment) hosted at KUHP. The AI model and statistical
programs were stored in a container and sent to the server. We
then accessed the server through a virtual private network, which
could only be accessed by the authors of this study. The model
was applied to all patient data on this server.

Figure 4. Flowchart depicting the different patient groups obtained from the KUHP data set. HAE: hereditary angioedema.
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Ethical Considerations
This study was approved by the Ethics Committee of the Kyoto
University Hospital (approval number R3750). In this study,
we used pseudonymized information that had already been
processed, thus individual informed consent was not required.
The pseudonymized medical data is made available for academic
research in accordance with KUHP’s privacy policy. Information
regarding each study is publicly disclosed on the institution’s
website, where patients are informed of their right to opt out
along with the opt-out procedure.

Results

Evaluation of the Initial Model
Welch t test indicated that the 2 patient groups did not have the
same mean values, as suggested by the P value of 2.2e-16.

Furthermore, the area under the ROC curve was 86.4%, which
was obtained when only the HAE group was set as true and all
the other groups as false. The best accuracy threshold of this
ROC curve was calculated as 39%, with an accuracy of 99.6%.
This is because the volume of the control + D84.1 group was
larger than that of the HAE group. The true-positive (sensitivity)
of this threshold was only 10.6%, with a precision of 54.3%.

As we aimed to identify patients likely to have HAE, we
searched for a different threshold that could improve the
sensitivity while keeping the precision at an acceptable level.
Considering the fact that the prediction of the HAE group had

and , 0.075-0.125 could be a good threshold candidate.
We confirmed the sensitivity and precision for the thresholds
of 0.075, 0.1, and 0.125 to determine the most balanced
threshold, as shown in Table 2.

Table 2. Cross-tabulation was calculated at 3 different threshold values using all data groups for a detailed evaluation of different scaled precisions
and group sensitivities.

Score (%)HAE group
(not D84.1)

D84.1
and

HAEa

D84.1
group

Control group

Sensitivity

2c
Sensitivity

1b
100%
scale pre-
cision

1% scale
precision

1% scale100%
scale con-
verged

Suspection statistic (threshold=0.1)

52.561.52.027.13055131242,7954,279,500Not suspected, n

————d688209444400Suspected, n

Suspection statistic (threshold=0.075)

55.363.61.623.92852126642,7794,277,900Not suspected, n

————891255606000Suspected, n

Suspection statistic (threshold=0.125)

46.956.62.428.53362134342,8064,280,600Not suspected, n

————381178333300Suspected, n

aHAE: hereditary angioedema.
bExcluding “not D84.1” patients.
cIncluding “not D84.1” patients.
dNot applicable.

The threshold value of 0.1 had a sensitivity of 52.5% and
precision of 27.1%, indicating that 1 out of 2 known HAE group
participants can be correctly detected, and 1 out of 4 detected
participants should correctly belong to the HAE group. If we
exclude the HAE group participants who were not diagnosed
with D84.1, the sensitivity was 61.5%. This result was calculated
based on 1% of the sample size of the original control group;
thus, by multiplying the number of all participants from the
control group by 100, we obtained a 100% scale precision of
2%. This was 2 times better than the 1% precision goal set at
the beginning of the study. This means that based on this model,
1 out of 50 suspected patients is highly likely to have HAE.
Considering that HAE prevalence is estimated to be 1 in 50,000
people, we can expect to find undiagnosed patients with HAE
quickly and efficiently using this model output.

From a conservative standpoint, the threshold value of 0.1 seems
optimal. However, to identify more potential patients with HAE,
it might be better to apply the 0.075 threshold, which has a
sensitivity of 55.3% and a precision of 23.9%. If we recalculate
the 100% scale precision in the same manner as described above,
we obtain 1.6%. This means we can still achieve our goal of
1% precision while improving the sensitivity.

In addition, we need to consider the fact that the ratio of
suspected patients in the US dataset can be calculated to be
approximately 0.09% with a 0.1 threshold and 0.15% with a
threshold of 0.075. If this model is to be used on a much smaller
volume dataset compared with the US dataset, there is an
approximately 2 times higher risk of obtaining zero suspected
patients with a 0.1 threshold than with the 0.075 threshold.
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Application of the Model to Japanese EMR Data
To verify the performance of this model using Japanese data,
it was applied to patient data obtained from KUHP, and the
output of potential patients with HAE was obtained based on
the selected threshold. The diagnostic histories of these patients
were stored at a single university hospital. Compared with the
dataset used to build the original model, the variation and

coverage of the entire diagnostic history were assumed to be
relatively low. Therefore, we adopted a threshold value of 0.075
in this validation study to aggressively identify patients with
HAE. We considered the HAE group (Figure 4) as the correct
data for this validation.

As shown in Table 3, 65 of 173 patients with HAE were detected
using this model, indicating a sensitivity of 37.6%.

Table 3. Cross-tabulation with precision and sensitivity scores of Kyoto University Hospital results.

Score (threshold=0.075)HAEa groupControl group

Sensitivity (%)Precision (%)DiagnosedPrescripted and

diagnosed

Prescripted

31.83.2Suspection statistic (threshold=0.075)

93132701,829Not suspected

5861211Suspected

aHAE: hereditary angioedema.

Some patients in the HAE group did not have a diagnostic
history specific to HAE (eg, abdominal pain, swelling, or edema)
within the KUHP data. Their common symptoms might have
been treated by their primary doctors or clinics and not at this
university hospital. Furthermore, because HAE is a hereditary
disorder, some patients may have been diagnosed through family
testing. These factors appear to lead to a lower sensitivity score
for the Japanese dataset than that for the US data.

The precision score was 23.6%, which is more than 14 times
higher than that of the initial model. As mentioned in the
Introduction section, only 20% of patients in Japan are
diagnosed with HAE, which means that 80% of patients with
HAE are undiagnosed. Therefore, the 211 patients from the
control group who were suspected to have HAE in our model
may be undiagnosed patients with HAE.

Discussion

Principal Findings
In this study, we developed an AI model for screening patients
with HAE and validated its performance using 2 methods.

First, a large patient dataset was selected to build a model
containing patient-level linked claims and EMR data from the
United States. The advantage of this dataset is that it contains
a long-term prescription and diagnostic history across multiple
medical institutes. The diagnostic characteristics of patients
with HAE were determined by analyzing the dataset. Based on
these characteristics, we constructed a generalized linear model
with regularization terms. At a threshold of 0.1, the sensitivity
score was 52.5% and the precision score was 27.1% if patients
with possible HAE were included in the correct answer group.
When these were excluded from the correct answers, the
sensitivity score was 61.5%.

We then applied this model to Japanese EMR data. This
validation was conducted at a single university hospital using
DWH data. Generally, patients often visit local hospitals and
rarely visit university hospitals if they present with common
symptoms. Considering this situation, data obtained from a

single university may have some difficulty with model
performance. Although the sensitivity score was lower than that
of the US dataset (37.6%), the precision score reached 23.6%
with a threshold value of 0.075. This implies that our model
has a high possibility of identifying patients with undiagnosed
HAE in Japan.

Limitations
Our study had several limitations. Generally, because HAE is
a rare disease, patient group data (correct answer data in machine
learning) are quite small. In addition, the variance in each
patient’s features was larger than that in common diseases. We
also suggest possible limitations and countermeasures.

Family History
In our basic analysis of the HAE group, we found that some
patients in the HAE group had a lower diagnostic history than
others. We suspected that these patients had been diagnosed
with HAE based on their family histories. Because our model
uses the diagnostic history to calculate the probability, these
cases are potentially difficult to detect.

US Patient Data Consists of Data From Multiple
Hospitals
Our model may rely on the fact that US patient data consists of
data from multiple hospitals. Collecting data from multiple
hospitals will allow tracking of the records of a single patient
across these hospitals and provide a more detailed medical
history. For validation in the Japanese dataset, we could only
use data from a single university hospital, which may be one
of the reasons for the low sensitivity.

Potential Patients With HAE Might Be Included in the
Control + D84.1 Groups
Since the HAE diagnosis rate was low, it is likely that there
were more patients with HAE in the control + D84.1 groups.
In our approach, we assigned the HAE group a prescription
history of HAE drugs to keep the model conservative.
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Possible Difference in Diagnostic Tendency Between
the United States and Japan
If there are differences in how doctors make diagnostics between
countries, we may need to customize the model or threshold to
adapt it to Japan and other countries.

Comparison With Previous Work
Few previous studies have focused on screening patients for
rare diseases based on diagnostic histories such as medical
claims. Nonetheless, some studies have focused on a few rare
diseases. For example, a previous study used AI models based
on diagnostic history to identify patients with Pompe disease
[17]. In this study, 104 patients were flagged by the model to
have the disease, but only 19 were determined by specialists to
have a high likelihood of having Pompe disease, rendering a
precision score of 18.27% [17]. In comparison, our model
recorded a precision of 23.6%. Screening for rare diseases is
extremely difficult compared with other common diseases, for
which abundant data exist; however, our results indicate that
AI models can show high performance for screening rare
diseases.

Conclusions and Future Directions
Considering the prevalence of HAE (1/50,000), the screening
performance of this model was 1,000 times greater than that
achieved through random searching using US data. Owing to
their prevalence and recognition rates, identifying undiagnosed
patients with rare diseases is an arduous task. This study
suggests that patient screening for HAE may become

significantly more efficient if this AI model is used. This
approach is particularly valuable for the diagnosis and treatment
of rare diseases.

In addition, during the validation phase using the Japanese data,
the model was effective at a single university hospital. Although
only the diagnosis codes recorded in the EMR were available,
the model could detect patients with typical symptoms of HAE.
The performance of the model can likely be improved further
if this model is applied to the data from city hospitals or medical
claims, which contain diagnostic histories of patients in multiple
medical institutions. This can provide more comprehensive
information on the symptoms and diagnostic histories of each
patient.

In this study, only patients with a diagnostic history of HAE
within the dataset were defined as correct answers. By providing
a diagnosis rate, these data may include patients with undetected
HAE. The model performance cannot be strictly calculated in
such situations. Therefore, further studies are needed to
determine whether patients with undiagnosed HAE should be
included in the predicted group. This is because identifying
undiagnosed patients with HAE is a critical issue, especially in
Japan; we will implement a prospective clinical study using our
AI model.

The constructed model may help researchers, physicians, and
other health care professionals identify undiagnosed HAE cases.
Eventually, if this strategy can identify undiagnosed patients
and provide them with proper treatment, their quality of life
will likely be improved.
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Abstract

Background: Acute kidney injury (AKI) is a common adverse outcome following nephrectomy. The progression from AKI to
acute kidney disease (AKD) and subsequently to chronic kidney disease (CKD) remains a concern; yet, the predictive mechanisms
for these transitions are not fully understood. Interpretable machine learning (ML) models offer insights into how clinical features
influence long-term renal function outcomes after nephrectomy, providing a more precise framework for identifying patients at
risk and supporting improved clinical decision-making processes.

Objective: This study aimed to (1) evaluate postnephrectomy rates of AKI, AKD, and CKD, analyzing long-term renal outcomes
along different trajectories; (2) interpret AKD and CKD models using Shapley Additive Explanations values and Local Interpretable
Model-Agnostic Explanations algorithm; and (3) develop a web-based tool for estimating AKD or CKD risk after nephrectomy.

Methods: We conducted a retrospective cohort study involving patients who underwent nephrectomy between July 2012 and
June 2019. Patient data were randomly split into training, validation, and test sets, maintaining a ratio of 76.5:8.5:15. Eight ML
algorithms were used to construct predictive models for postoperative AKD and CKD. The performance of the best-performing
models was assessed using various metrics. We used various Shapley Additive Explanations plots and Local Interpretable
Model-Agnostic Explanations bar plots to interpret the model and generated directed acyclic graphs to explore the potential causal
relationships between features. Additionally, we developed a web-based prediction tool using the top 10 features for AKD
prediction and the top 5 features for CKD prediction.

Results: The study cohort comprised 1559 patients. Incidence rates for AKI, AKD, and CKD were 21.7% (n=330), 15.3%
(n=238), and 10.6% (n=165), respectively. Among the evaluated ML models, the Light Gradient-Boosting Machine (LightGBM)
model demonstrated superior performance, with an area under the receiver operating characteristic curve of 0.97 for AKD
prediction and 0.96 for CKD prediction. Performance metrics and plots highlighted the model’s competence in discrimination,
calibration, and clinical applicability. Operative duration, hemoglobin, blood loss, urine protein, and hematocrit were identified
as the top 5 features associated with predicted AKD. Baseline estimated glomerular filtration rate, pathology, trajectories of renal
function, age, and total bilirubin were the top 5 features associated with predicted CKD. Additionally, we developed a web
application using the LightGBM model to estimate AKD and CKD risks.
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Conclusions: An interpretable ML model effectively elucidated its decision-making process in identifying patients at risk of
AKD and CKD following nephrectomy by enumerating critical features. The web-based calculator, found on the LightGBM
model, can assist in formulating more personalized and evidence-based clinical strategies.

(JMIR Med Inform 2024;12:e52837)   doi:10.2196/52837

KEYWORDS

nephrectomy; acute kidney injury; acute kidney disease; chronic kidney disease; machine learning

Introduction

Renal tumors rank as the second most prevalent neoplasms in
urology, succeeding bladder cancer, and their annual incidence
is on the rise [1,2]. Nephrectomy remains the preferred
therapeutic modality for localized renal tumors [3], and patients
who are eligible for nephrectomy generally favor longer life
span [4]. Nevertheless, a decline in kidney function frequently
ensues following nephrectomy. It has been proven that the
nephron reduction stemming from radical nephrectomy (RN)
or partial nephrectomy (PN) can result in postoperative acute
kidney injury (AKI), subsequently heightening the risk of
chronic kidney disease (CKD) and mortality [5,6]. Therefore,
it is crucial to discern the predicted risk factors associated with
renal function decline and precisely forecast postoperative renal
impairment, enabling timely intervention.

AKI and CKD are not 2 separate clinical syndromes but often
manifest as a continuum of disease [7]. The 16th Acute Disease
Quality Initiative meeting has defined acute kidney disease
(AKD) as the occurrence of acute or subacute damage or loss
of kidney function for a duration of 7 to 90 days after the onset
of an AKI-initiating event [8]. Within the AKD time frame,
interventions like patient education, medication adjustments,
and regular follow-up can be initiated, potentially leading to
disease reversal [9]. According to AKD definition, renal
recovery is classified into 3 primary groups: transient AKI,
subacute AKD, and persistent AKI [8].

Recent, noteworthy strides in machine learning (ML) have given
rise to remarkable breakthroughs, encompassing fields like
autonomous driving, recommending products, and surpassing
human expertise in intricate games such as chess [10-12]. These
advancements have increasingly impacted the health care
domain, particularly in clinical decision support systems, aiding
in clinical decision-making, forecasting disease progression,
and enhancing the distribution of medical resources [13,14].
ML offers significant advantages in clinical decision-making
by analyzing large datasets, facilitating high-throughput and
real-time predictions, and identifying complex patterns.
However, considering the challenges related to decision-making
transparency, individual patient variability, and ethical concerns,
ML should be considered a complementary tool to enhance
physicians’ diagnostic capabilities rather than substituting their
expertise. One of the prominent challenges faced by ML in the
health care domain is the enigma referred to as the “black-box
phenomenon,” indicating the deficiency in interpretability
experienced by both patients and health care providers [15,16].
The absence of interpretability in predictive models can erode
trust in these models, particularly in health care, where numerous
decisions directly involve matters of life and death. Recent

advancements, however, have introduced algorithms that
effectively extract crucial variables and elucidate model
decisions [17].

Currently, there is limited research on the risk prediction of
AKD following nephrectomy, and the impact of
postnephrectomy AKD on CKD remains unclear. Additionally,
there is a lack of interpretable ML models and web-based
prediction tools for both AKD and CKD. Therefore, this study
aimed to achieve the following objectives: (1) assess the
postoperative occurrence rates of AKI, AKD, and CKD in
patients who underwent nephrectomy; (2) contrast the long-term
renal prognosis across AKI recover, subacute AKD, and patients
with AKD and AKI; (3) formulate risk prediction models for
both AKD and CKD through the use of diverse ML algorithms;
(4) determine the optimal models, evaluate their predictive
efficacy, and explain via Shapley Additive Explanations (SHAP)
values and Local Interpretable Model-Agnostic Explanations
(LIME) algorithms; (5) use directed acyclic graphs (DAGs) to
explore potential associations and causal pathways between
features; and (6) devise an easily accessible web-based
prediction tool tailored to estimating the likelihood of AKD and
CKD after nephrectomy. We hypothesized that patients with
acute or subacute renal impairment are more susceptible to CKD
progression compared to those with normal renal function.
Furthermore, we expected significant differences in the
development of CKD among patients recovering from AKI,
those with subacute AKD, and those experiencing AKD with
AKI.

Methods

Study Design
We conducted a retrospective review of medical records for
2637 patients who underwent nephrectomy between July 2012
and June 2019. Ultimately, the study included 1559 eligible
patients. The patient data were sourced from a prominent tertiary
hospital known for its comprehensive services and ranked
among the top 60 nationwide in terms of overall performance.
Patients were followed up for a duration ranging from 3.0 to
62.8 months until December 2019, with the primary focus being
on the development of CKD as a long-term outcome. The patient
data were randomly stratified into training, validation, and test
sets, using Python’s stratified random sampling method,
maintaining a ratio of 76.5:8.5:15. Internal validation was
performed through 10-fold cross-validation, involving the
partitioning of the training and validation sets into 10 subsets.
A majority of 9 of these subsets were used for model training,
and the remaining 1 was dedicated to model evaluation. The
exclusion criteria for this study encompassed the following
characteristics: (1) patients younger than 18 years of age or with
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hospitalization duration <24 hours, (2) patients with inadequate
serum creatinine (Scr) monitoring interval, (3) patients with
anatomical kidney malformations, (4) patients undergoing renal
cyst unroofing or donor nephrectomies, (5) patients with
pre-existing CKD or undergoing dialysis prior to nephrectomy,
and (6) patients lacking essential features such as Scr.

Ethical Considerations
This study received approval from the Ethics Committee of the
Affiliated Hospital of Qingdao University (approval QDFY WZ
2018-9-13). Informed consent was waived due to the
retrospective nature of the data and the large number of patients
involved, making it impractical to seek consent from each
patient. All data were deidentified. No compensation was
provided to the participants as the study did not involve direct
participant interaction.

Data Collection
Clinical and demographic data were extracted through the
application of natural language processing and parsing methods
on structured information within the electronic health record.
Preoperative complete blood counts, coagulation markers, blood
chemistry analyses, urine tests, and echocardiography were
performed within 3 days of admission. Comorbidities were
defined based on the International Statistical Classification of
Diseases, Tenth Revision. Comprehensive data on concomitant
medications were meticulously collected, with particular
attention to instances where these medications were administered
prior to the occurrence of kidney injury. The surgical details
encompass the surgical approach (laparotomy, laparoscopy, and
da Vinci surgery), procedure type (RN and PN), duration of the
surgery, pathological findings, maximum excision diameter,
and blood loss.

Outcome Definitions
The primary outcome of our study was postoperative AKI. The
secondary outcomes were AKD and CKD. AKI was defined as
an increase in Scr to ≥0.3 mg/dL within 48 hours or ≥1.5 times
the baseline value within 7 days, following the 2012 Kidney
Disease Improving Global Outcomes guideline [18]. According
to the 2017 Acute Disease Quality Initiative, AKD was defined
as persistent renal damage or renal dysfunction for a duration
of 7 to 90 days after exposure to an AKI initiating event [8].
CKD was defined as abnormalities of kidney structure or
function for at least 3 months [19]. Based on the diagnostic
criteria for AKI and AKD, patients exhibited three distinct
trajectories of renal function following kidney injury: (1) AKI
recover, if Scr returned to baseline value within 7 days (AKI
without AKD); (2) AKD with AKI, if stage 1 or greater AKI
persisted for ≥7 days after an AKI initiating event (continuous
AKI progressing to AKD); and (3) subacute AKD, if Scr levels
increased slowly but lasted more than 7 days (AKD without
AKI). The final classification consisted of four categories: (1)
no kidney disease (NKD), (2) AKI recover, (3) AKD with AKI,
and (4) subacute AKD.

Baseline Scr was defined as the most recent Scr level measured
before nephrectomy. The diagnosis time of AKI, AKD, and
CKD was established when patients first met the respective
diagnostic criteria. All patients underwent at least 3 Scr tests,

including 2 during hospitalization and 1 at the first follow-up.
If elevated Scr levels did not return to baseline, additional tests
were conducted once a week during hospitalization or at the
next follow-up. The estimated glomerular filtration rate (eGFR)
was calculated by using the Chronic Kidney Disease
Epidemiology Collaboration creatinine formula [20].

Model Development and Interpretation
The Light Gradient-Boosting Machine (LightGBM) algorithm
was used to construct predictive models. LightGBM, a
tree-based gradient-boosting framework, adeptly manages
high-dimensional and extensive datasets [21]. By integrating
gradient-based 1-side sampling and exclusive feature bundling,
LightGBM effectively mitigates overfitting and notably
outperforms the computational speed and memory use of
Extreme Gradient-Boosting and stochastic gradient-boosting
techniques [22]. In our comparative analysis, we trained various
ML models, including LightGBM, Gradient-Boosting Machine,
k-nearest neighbors, multilayer perceptron, logistic regression
(LR), naive Bayes, random forest (RF), and support vector
machine, using the same dataset and applying consistent
imputation and scaling techniques. We initially used the default
hyperparameters of each ML algorithm to establish our models.
Subsequently, we conducted manual parameter tuning by grid
search to optimize the performance. The process of parameter
optimization was facilitated through 10-fold cross-validation,
aiding in the identification of the most suitable hyperparameter
configurations [23].

For discerning significant features that influenced the algorithm
and ensuring the appropriateness of the optimal model, we used
SHAP and LIME to interpret the model from both global and
instance-based perspectives. SHAP values, rooted in the Shapley
value from coalitional game theory, quantify the influence of
each feature variable on the target outcome, elucidating the
derivation of a sample’s predicted result [24]. LIME uses local
surrogate models for explaining individual predictions. Its core
method perturbs an input instance to generate interpretable
samples, upon which a linear model approximates the complex
model’s decision-making process near the instance [25]. The
SHAP summary plots exhibit the relative significance of
individual features in predictions, along with their corresponding
positive or negative impact directions. The SHAP interaction
plots reveal the interactions among multiple features and
illustrate how their combined influence impacts model
predictions. We separately used the top 10 features from the
AKD and CKD models and created SHAP dependence plots
through pairwise combinations to elucidate the influence of
individual features on the model’s predictions and the
correlations among them. Additionally, we highlighted features
with significant correlations in Figure S5 in Multimedia
Appendix 1. The SHAP force plots and LIME bar plots were
used to clarify individualized forecasts, demonstrating each
feature’s contribution to the prediction of individual samples.
Finally, we used AKD and CKD as outcomes and applied the
PC algorithm to construct DAGs, facilitating the exploration of
potential associations and causal pathways among the top 20
features [26,27].
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Web-Based Prediction Tool
A web-based calculator for predicting AKD and CKD among
those patients was developed using the “Streamlit” application
in terms of the optimal model. Streamlit, an open-source Python
framework, aids developers in swiftly constructing web-based
and responsive applications [28]. To improve the
user-friendliness of the web calculator, this study implemented
2 panels: one for inputting model parameters and acquiring
AKD or CKD probabilities and another for providing a model
introduction.

Statistical Analysis
Features with a missing proportion exceeding 15% (n=234) are
removed, while those with missing proportions less than 15%
(n=234) are imputed using an RF model. Using LR to calculate
the required sample size with CKD as the outcome, we
determined that a minimum of 1171 patients is necessary to
attain a statistical power of 90% for detecting an effect size of
0.10 at a 2-side α=.05. Categorical features were presented
using frequencies and percentages, while continuous features
were presented as mean (SD) or median (IQR). Comparative
analyses were performed to assess patient characteristics
between individuals with and without CKD as well as among
various trajectories of renal function postkidney injury.
Quantile-quantile plots were generated to visually inspect the
distribution patterns of continuous features. The independent
2-tailed t test was used for normally distributed continuous
features, the Mann-Whitney U test for nonnormally distributed
continuous features, and the Pearson chi-square test for
categorical features. We used a weight rebalancing technique
to adjust the weights of both the majority and minority classes
in the training dataset [29]. The validation dataset underwent
balancing, whereas the test datasets remained unaltered to assess
model performance with representative data. The scikit-learn
Python library (Python Software Foundation) includes a built-in
parameter called “class weight” or “weights” for LR, RF,
LightGBM, support vector machine, and k-nearest neighbors.
For AKD, the class weight was set to 3.3; and for non-AKD
cases, it was set to 0.6. Similarly, the class weight for CKD was
set to 10.0; and for non-CKD cases, it was set to 0.5. In the case
of the naive Bayes classifier, we established a prior probability
of .50 for each class to achieve group balance, and we adjusted

class weights in the multilayer perceptron classifier by
modifying the loss function’s weights. The area under the
receiver operating characteristic curve (AUROC) was used for
optimal model selection. The model underwent evaluation
through graphical techniques, encompassing the receiver
operating characteristic curve and decision curve analysis, in
addition to quantitative metrics such as AUROC, average
precision, precision, recall, accuracy, F1-score, Brier score loss,
and Matthew correlation coefficient. A P value of less than .05
was considered as significant (2-tailed). Python programming
language (version 3.9.13 and integrated development
environment Visual Studio Code 1.81.1) was applied to our
analysis.

Results

Study Cohort
The entire study process is illustrated in Figure 1. Among the
participants, 1131 (72.6%) underwent RN, and 1152 (73.9%)
underwent laparotomy. The incidence rates of AKI, AKD, and
CKD were 21.7% (330/1559), 15.3% (238/1559), and 10.6%
(165/1559), respectively. In total, there were 451 (28.9%)
patients who developed acute or subacute kidney dysfunction
(AKI or AKD criterion), with 117 (7.5%) meeting both AKI
and AKD criteria, 121 (7.8%) developed subacute AKD, and
213 (13.7%) experienced recovery from AKI. The
quantile-quantile plots show that features including blood loss,
Scr, and operative duration exhibit skewed distributions,
potentially due to the distinct condition of nephrectomy patients
(Figure S1 in Multimedia Appendix 1). Increased CKD rates
were observed in older patients (mean age 69, SD 9.6 vs mean
age 58, SD 12.3 years), male patients (n=118, 12.9% vs n=47,
7.3% in female patients), those who underwent RN (n=143,
12.6% vs n=22, 5.1% in PN), AKD with AKI (n=42, 35.9% vs
n=32, 26.4% in subacute AKD, n=24, 11.3% in AKI recovery,
and n=67, 6% in NKD), and individuals with 1 or more chronic
complications such as hypertension, diabetes mellitus, and
coronary heart disease. The demographic and clinical
characteristics of the patient cohort, both within different groups
and as a whole, are detailed in Table 1 and Table S1 in
Multimedia Appendix 2.
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Figure 1. Flow diagram of patients’ enrollment. AKD: acute kidney disease; AKI: acute kidney injury; CKD: chronic kidney disease; ML: machine
learning; Scr: serum creatinine.

JMIR Med Inform 2024 | vol. 12 | e52837 | p.1925https://medinform.jmir.org/2024/1/e52837
(page number not for citation purposes)

Xu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Baseline characteristics of patients with and without CKDa.

P valueCKD (n=165)CKD-free (n=1394)Total (N=1559)Features

<.00168.5 (9.6)58 (12.3)59.1 (12.5)Age (years), mean (SD)

<.001118 (71.5)796 (57.1)914 (58.6)Male, n (%)

.0125.7 (3.8)24.9 (3.4)25 (3.4)BMI (kg/m2), mean (SD)

<.001139.8 (19.3)130.9 (18.2)131.9 (18.5)Systolic blood pressure (mm Hg), mean (SD)

<.00180 (48.5)490 (35.1)570 (36.6)Smokers, n (%)

.0660 (36.4)404 (29)464 (29.8)Drinkers, n (%)

.534 (2.4)52 (3.7)56 (3.6)Fever, n (%)

Procedure, n (%)

<.001143 (86.7)988 (70.9)1131 (72.5)Radical nephrectomy

—b22 (13.3)406 (29.1)428 (27.4)Partial nephrectomy

Approach, n (%)

.29114 (69.1)1038 (74.5)1152 (73.9)Laparotomy

—41 (24.8)275 (19.7)316 (20.3)Laparoscopy

—10 (6.1)81 (5.8)91 (5.8)da Vinci surgery

—252 (152.7)1721 (123.5)1973 (126.6)Pathology, n (%)

<.00198 (59.4)673 (48.3)771 (73. 9)Benign

—56 (33.9)375 (26.9)431 (20.3)Malignant (nonclear)

—11 (6.7)346 (24.8)357 (5.8)Clear cell

<.001100 (50-200)50 (20-150)50 (20-150)Blood loss (mL), median (IQR)

<.00111 (6-13)12 (10-14)11 (7-13)Excision diameter (cm), median (IQR)

<.0012.4 (2-3)2.8 (2.3-3.3)2.5 (2-3)Operative duration (hours), median (IQR)

Laboratory tests

<.0016 (5-7.4)6.6 (5.6-7.8)6.1 (5.1-7.4)White blood cell (×109/L), median (IQR)

.014.4 (0.6)4.5 (0.6)4.5 (0.6)Red blood cell (×1012/L), mean (SD)

.02234 (193-280)221 (190-262)232 (193-278)Platelet (×109/L), median (IQR)

.01130 (21.3)134.3 (20.2)133.9 (20.4)Hemoglobin (g/L), mean (SD)

.013 (2.5-3.6)3.1 (2.7-3.7)3 (2.6-3.6)Fibrinogen (g/L), median (IQR)

<.00183 (72-95)102 (91-121)85 (73-97)Serum creatinine (μmol/L), median (IQR)

<.0015.6 (4.6-6.7)6.6 (5.6-7.9)5.7 (4.7-6.8)Blood urea nitrogen (mmol/L), median (IQR)

<.001354.2 (92.5)312 (87.8)316.5 (89.2)Uric acid (μmol/L), mean (SD)

<.00157.6 (15)81.8 (17.4)79.3 (18.7)Baseline estimated glomerular filtration rate (mL/min/1.73 m2), mean
(SD)

.1918 (13-24)17 (13-22)17 (13-24)Alanine transaminase (U/L), median (IQR)

.1117 (14-20)16 (13-19)17 (14-20)Aspartate transaminase (U/L), median (IQR)

<.00113.4 (10.1-17.9)11.8 (9.4-15.5)13.1 (10-17.7)Total bilirubin (μmol/L), median (IQR)

.2369 (57-85)68 (57-78)69 (57-84)Alkaline phosphatase (U/L), median (IQR)

.011.1 (0.8-1.6)1.2 (0.9-1.7)1.1 (0.8-1.6)Triglyceride (mmol/L), median (IQR)

.402.8 (0.8)2.9 (0.8)2.9 (0.8)Low-density lipoprotein cholesterol (mmol/L), mean (SD)

<.00138.4 (5.1)39.7 (5)39.5 (5)Albumin (g/L), mean (SD)

.015.1 (4.6-5.8)5.2 (4.8-6.2)5.1 (4.6-5.8)Blood glucose (mmol/L), median (IQR)

Urinalysis, n (%)
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P valueCKD (n=165)CKD-free (n=1394)Total (N=1559)Features

<.00177 (46.7)230 (16.5)307 (19.7)Protein

.1029 (17.6)177 (12.7)206 (13.2)Glucose

<.001145 (87.8)857 (61.5)1002 (64.3)Hematuria

Echocardiography, median (IQR)

.6263 (61-65)63 (61-65)63 (61-65)Ejection fraction

Comorbidities, n (%)

<.00136 (21.8)166 (11.9)202 (13)Diabetes mellitus

<.00130 (18.2)94 (6.7)124 (7.9)Coronary heart disease

<.00192 (55.8)396 (28.4)488 (31.3)Hypertension

<.00147 (28.5)255 (18.3)302 (19.4)Obesity

Medications, n (%)

.3373 (44.2)557 (40)630 (40.4)β-Blocker

<.00134 (20.6)129 (9.2)163 (10.5)ACEI or ARBc

<.00167 (40.6)311 (22.3)378 (24.2)Calcium channel blocker

.02124 (75.1)918 (65.8)1042 (66.8)Antibiotics

.4149 (29.7)367 (26.3)416 (26.7)Nonsteroidal anti-inflammatory drugs

<.00162 (37.6)373 (26.8)435 (27.9)Diuretics

Trajectories of renal function, n (%)

<.00124 (14.5)189 (13.6)213 (13.6)AKId recover

—32 (19.4)89 (6.4)121 (7.8)Subacute AKDe

—42 (25.4)75 (5.4)117 (7.5)AKD with AKI

Outcome

<.00166 (40)264 (18.9)330 (21.2)AKI, n (%)

<.00174 (44.8)164 (11.8)238 (15.3)AKD, n (%)

<.001165 (100)0 (0)165 (10.6)CKD, n (%)

<.00111 (9-14)11 (9-13)11 (9-13)Length of stay, median (IQR)

aCKD: chronic kidney disease.
bNot available.
cACEI or ARB: angiotensin-converting enzyme inhibitor or angiotensin receptor blocker.
dAKI: acute kidney injury.
eAKD: acute kidney disease.

Model Performance
A comprehensive set of over 90 features was served as features
for both AKD and CKD and were integrated into the ML
models. Among the assessed ML models, the LightGBM model
demonstrated superior performance (Figure S2 in Multimedia
Appendix 1 and Tables S2 and S3 in Multimedia Appendix 2).
In the test set, LightGBM achieved the highest AUROC of 0.97
for AKD and 0.96 for CKD prediction. The F1-scores, 0.75 for
AKD and 0.70 for CKD, indicate a balanced trade-off between
precision and recall. Additionally, Brier score loss was
maintained at 0.05 for both AKD and CKD predictions,
demonstrating the model’s impressive calibration. To create a
user-friendly web-based calculator, we simplified the model by
reducing the number of input features. The inclusion of the top

10 and top 5 features for the AKD and CKD models,
respectively, negligibly affected the LightGBM model’s
AUROC (achieving 0.94 vs 0.97 for AKD prediction and 0.94
vs 0.96 for CKD prediction, as detailed in Figure S2 in
Multimedia Appendix 1 and Table 2). Notably, it outperformed
all other ML algorithms in terms of AUROC (Tables S4 and
S5 in Multimedia Appendix 2), while maintaining an optimal
balance between precision, recall, and error rates (both false
positives and negatives). Subsequently, we used the LightGBM
model for result interpretation and the development of a
web-based calculator. Comprehensive insights into performance
metrics and visualizations are provided in Figures S2 and S3 in
Multimedia Appendix 1, Table 2, and Tables S2-S5 in
Multimedia Appendix 2.
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Table 2. Performance of Light Gradient-Boosting Machine models in predicting AKDa and CKDb on the test set.

BSLeMCCdF1-scoreFalse negative rateFalse positive rateAccuracyRecallPrecisionAUROCcOutcome

AKD

0.120.420.520.340.160.820.660.430.87Top 5 features

0.070.680.730.200.070.910.800.670.94Top 10 features

0.060.730.770.200.050.930.800.740.95Top 15 features

0.060.660.710.290.050.920.710.710.95Top 20 features

0.050.720.750.310.030.930.690.830.97All features

CKD

0.070.510.540.280.080.910.720.430.94Top 5 features

0.070.490.520.330.070.910.670.430.93Top 10 features

0.080.430.480.440.070.910.560.420.91Top 15 features

0.070.470.510.390.070.910.610.440.92Top 20 features

0.050.680.700.220.040.950.780.640.96All features

aAKD: acute kidney disease.
bCKD: chronic kidney disease.
cAUROC: area under the receiver operating characteristic curve.
dMCC: Matthew correlation coefficient.
eBSL: Brier score loss.

Model Interpretation
The SHAP summary plots of the LightGBM models are depicted
in Figure 2. Operative duration, hemoglobin (Hb), blood loss,
urine protein, and hematocrit were the top 5 features associated
with predicted AKD. Baseline eGFR, pathology, trajectories of
renal function, age, and total bilirubin were the top 5 features
associated with predicted CKD. The SHAP interaction plots
visually elucidate the interplays among the top 10 features in
both the AKD and CKD models (Figure S4 in Multimedia
Appendix 1). The SHAP dependence plots offer detailed insights
into the correlations among the top 10 features, as depicted in
Figures S6 and S7 in Multimedia Appendix 1, with
representative examples showcased in Figure S5 in Multimedia
Appendix 1. For instance, the influence of AKI grade on the
probability of AKD varies across Hb levels. Among patients
with lower Hb levels, higher AKI grades are associated with a
significant increase in the risk of AKD. Conversely, this
correlation is less pronounced in patients with higher Hb levels.
For patients presenting with a baseline eGFR below 80,
postoperative complications, such as AKD with AKI, subacute
AKD, or AKI recover, markedly elevate the risk of developing
CKD. This observation underscores the significance of
encompassing factors like trajectories of renal function within
a comprehensive clinical framework, particularly one that
integrates a patient’s eGFR.

Sample individualized predictions with their explanations are
shown in Figure 3. The AKD and CKD models, respectively,
present the top 10 and top 5 features. We selected 4 random
samples from the test set and analyzed them using both the
SHAP and LIME algorithms. For example, Figure 3D presents
an individualized explanation for a case where the actual and
predicted outcomes are both CKD. The notably high predicted

probability for CKD (P=.97) primarily stemmed from several
incremental factors, including a low baseline eGFR level (39.36

mL/min/1.73 m2), postoperative complications of AKD with
AKI, clear cell pathology, and a history of antibiotic use, despite

a normal white blood cell level (3.94×109/L). The SHAP force
plot revealed minor deviations in the top 5 features for predicting
this patient, highlighting the greater significance of γ-glutamyl
transferase over albumin-globulin (AG) ratio.

DAG is a type of causal diagram comprising nodes representing
features and arrows representing causal relationships between
the features. Since the importance of features does not
necessarily reflect causality, we designated only AKD and CKD
as end points (nodes with only inward-pointing arrows) in the
DAGs, without designating source nodes (nodes with only
outward-pointing arrows). Given that analyzing all features
(over 90) would lead to an excessively complex causal structure,
we limited the analysis to the top 20 features for AKD and CKD.
During the investigation of AKD as the outcome, we observed
direct links from features such as AKI grade, operative duration,
systolic blood pressure, Hb, antibiotic, baseline eGFR, urine
protein, and hematocrit to AKD, indicating potential direct
causality (Figure S8 in Multimedia Appendix 1). All these
features, except for antibiotics, are among the top 10 features
for AKD prediction. We discovered that the trajectories of renal
function, pathology, and baseline eGFR exhibit potential direct
causal relationships with CKD, and they also rank among the
top 5 features in the CKD model (Figure S9 in Multimedia
Appendix 1). Age did not exert a direct effect on CKD but
influenced it indirectly through its impact on pathology and
baseline eGFR. Despite AG and procedure being within the top
10 features for CKD, our analysis did not reveal a causal link
to CKD, suggesting that while there was a correlation between
AG or procedure and CKD, they were causally independent.
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Figure 2. SHAP summary plots of the top 10 features in the Light Gradient Boosting Machine model for (A and B) AKD and (C and D) CKD prediction.
(A) The ranking of feature importance within the AKD prediction model. Features with higher mean absolute SHAP values signify increased predictive
influence. (B) Each dot represents the SHAP value of a specific feature for an individual, with red and blue indicating high and low feature values,
respectively. On the x-axis, a positive or negative SHAP value signifies that the feature positively or negatively influenced the AKD prediction for the
individual. (C) The ranking of feature importance within the CKD prediction model. (D) The distribution of the impacts of the top 10 features on the
CKD model output. AG: albumin-globulin; AKD: acute kidney disease; AKI: acute kidney injury; ALB: albumin; CKD: chronic kidney disease; eGFR:
estimated glomerular filtration rate; GGT: γ-glutamyl transferase; Hb: hemoglobin; Hct: hematocrit; MPV: mean platelet volume; SBP: systolic blood
pressure; SHAP: Shapley Additive Explanations; TBIL: total bilirubin; WBC: white blood cell.
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Figure 3. SHAP force plots and LIME bar plots for explaining individual predictions for (A and B) AKD and (C and D) CKD. (A) The SHAP force
plot (upper section) and the LIME bar plot (lower section) are used to illustrate a case where both actual and predicted outcomes indicate AKD-free
status. The SHAP force plot outlines the top 10 features for the prediction, where red feature values positively impact the AKD outcome, while blue
values have a negative impact. The importance of each feature is reflected by the length of its corresponding arrow, with longer arrows highlighting
more significant influences. In the LIME bar plot, the left section shows an 87% predicted probability of the patient being AKD-free. The central section
lists the top 10 features for predicting AKD-free or AKD status, with the length of each bar indicating its importance. Blue bars indicate positive
influences, whereas yellow bars signify negative impacts. The right panel presents the specific values at which these top 10 features have the most
substantial impact on the AKD-free or AKD prediction. (B) The SHAP force plot and the LIME bar plot, emphasizing the top 10 features, depict a case
where both actual and predicted outcomes align with AKD status. (C) The SHAP force plot and the LIME bar plot, emphasizing the top 5 features,
depict a case where both actual and predicted outcomes align with CKD-free status. (D) The SHAP force plot and the LIME bar plot, emphasizing the
top 5 features, depict a case where both actual and predicted outcomes align with CKD status. AG: albumin-globulin; AKD: acute kidney disease; AKI:
acute kidney injury; ALB: albumin; CKD: chronic kidney disease; EF: ejection fraction; eGFR: estimated glomerular filtration rate; FIB: fibrinogen;
FLD: fatty liver disease; GGT: γ-glutamyl transferase; Hb: hemoglobin; Hct: hematocrit; LDLC: low-density lipoprotein cholesterol; LIME: Local
Interpretable Model-Agnostic Explanations; MPV: mean platelet volume; NKD: no kidney disease; NSAID: nonsteroidal anti-inflammatory drug; PCT:
procalcitonin; PN: partial nephrectomy; PTA: prothrombin activity; SHAP: Shapley Additive Explanations; TBIL: total bilirubin; WBC: white blood
cell.

Web-Based Calculator
Since the LightGBM model proved to be the most effective in
our study, we developed a web-based calculator using the
“Streamlit” application to predict both AKD and CKD with this
model. Restricting the LightGBM model to only the top 10 and
top 5 features did not diminish predictive performance for the
AKD and CKD models (AUROC: 0.94 vs 0.97 in AKD
prediction and 0.94 vs 0.96 in CKD prediction). For ease of use,
we constructed a web-based calculator using the top 10 and top
5 features to predict AKD and CKD, respectively. You can
access this calculator at Streamlit [30].

Discussion

Principal Findings
Our exploration into the use of ML techniques to predict and
elucidate outcomes in patients undergoing nephrectomy was
instigated by an amplified emphasis on the long-term renal
functional prognosis, the accessibility of intricate data within
the electronic health record system, and the maturation of
interpretable predictive models. Among patients who underwent
nephrectomy, 28.9% (n=451) developed AKI or AKD.

Specifically, 7.5% (n=117) of patients developed AKD in
conjunction with AKI, 13.7% (n=213) experienced recovery
from AKI, and 7.8% (n=121) developed subacute AKD. The
incidence rate of CKD was 10.6% (n=165). We formulated a
diverse array of ML models with a focus on AKD and CKD
prognosis. Among these models, LightGBM exhibited the most
robust predictive prowess, achieving an AUROC of 0.97 for
AKD prediction and 0.96 for CKD prediction. Our research
used SHAP values and the LIME algorithm to interpret the
decision-making process from both global and instance-based
perspectives. Additionally, we used DAG to further visualize
the potential causal relationships between features and outcomes.
In consideration of clinical applicability, we further developed
a web application that uses the final prediction model to estimate
AKD and CKD risks.

Comparison to Prior Work and Implications
Assessment of renal injury risk following nephrectomy has
predominantly concentrated on AKI and CKD, with limited
attention to the recovery of renal function within 7-90 days
post-AKI and its enduring consequences [5,31-33]. Our prior
research has unveiled discernible distinctions in the predicted
risk factors between AKI and AKD. Specifically, AKD is
associated with a notably elevated risk of de novo CKD
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development when contrasted with AKI [34]. This study
encompassed all patients who were hospitalized, with no specific
subgroup analysis conducted for those undergoing nephrectomy.
Hu et al [35] initially developed a predictive model for
postnephrectomy AKD, using an LR model to assess predicted
risk factors associated with renal injury within 3 months
following nephrectomy. Nevertheless, this study did not
differentiate between AKI recover, subacute AKD, and AKD
with AKI. Furthermore, it did not investigate the long-term
outcomes for patients experiencing these distinct renal function
trajectories. In our study, we found a significant association
between trajectories of renal function and the onset and
progression of CKD. Specifically, the coexistence of AKD with
AKI led to a CKD incidence rate of 35.9% (n=42), nearly 1.5
times higher than that observed in patients with subacute AKD
(AKD without AKI). Meanwhile, the CKD incidence rate was
11.3% (n=24) for individuals who had recovered from AKI and
6% (n=67) for those with normal kidney function. Among
patients with kidney injury, nearly one-third experienced
subacute AKD, which did not meet the criteria for either AKI
or CKD diagnosis. These individuals are frequently overlooked
in the early stages due to the modest changes in renal function
they exhibit; however, their risk of developing CKD is
significantly elevated when compared to both patients with
NKD and those who have recovered from AKI. As such, the
presence of AKD serves as a critical link between AKI and
CKD, aiding in the assessment of declining renal function and
prognosis.

Currently, LR is the most widely used model for predicting
kidney injury risk in patients undergoing nephrectomy, with
limited application of ML algorithms [36,37]. Lee et al [38]
used various ML algorithms to formulate a risk prediction model
for AKI after nephrectomy, identifying that the LightGBM
model outperforms others in terms of predictive accuracy.
Compared to LR, LightGBM demonstrates enhanced speed,
more efficient memory use, and superior parallel processing
capabilities, which allow it to more effectively manage nonlinear
relationships, large datasets, and high-dimensional data [39].
Our study has undertaken a thorough evaluation of the predictive
abilities of several ML models, with LightGBM emerging as
the most effective in forecasting high-risk AKD and CKD cases,
alongside precisely pinpointing individual predicted risk factors.
Early alerts assist in promptly notifying clinicians to undertake
vigilant monitoring of patients at high risk. Addressing
manageable predicted risk factors early, such as Hb, systolic
blood pressure, and total bilirubin, presents a considerable
opportunity to lower the occurrence of AKD and CKD, thereby
enhancing patient outcomes.

Given our emphasis on interpretability, our methodology entails
a thorough interpretation of the entire predictive algorithm,
exploring the potential causal relationships between major
features. First, we generate global-level diagrams that elucidate
the contributions of each feature to the model’s output along
with interactions among key features. Features denoting acute
injury, such as surgical factors and AKI grade, exert a significant
influence on AKD. Baseline eGFR and trajectories of renal

function constitute pivotal features affecting CKD. Features
such as advanced age or clear cell carcinoma may be associated
with an elevated CKD risk. While these attributes are generally
nonmodifiable, augmenting the frequency of follow-up visits
for individuals with these characteristics can effectively facilitate
the early detection of renal function deterioration. Second, this
study delineates the decision-making process for each patient.
The examples depicted in Figure 3 elucidate the predominant
feature compositions among patients exhibiting diverse predicted
probabilities of AKD or CKD. Using SHAP force plots and
LIME plots amplifies the individualization and transparency of
the decision-making process, thereby alleviating the black-box
issue inherent in the model’s prediction process. Finally, DAGs
were used to delve deeper into the potential causal relationships
between features and outcomes. It was found that most of the
top 10 features identified by SHAP values have the potential to
directly or indirectly influence the occurrence of AKD or CKD.

For the sake of enhancing user convenience, we have developed
web-based prediction tools for both AKD and CKD. Users can
effortlessly input the values of their chosen features to calculate
the probabilities of AKD and CKD following nephrectomy.
Our research marks a pioneering effort in constructing
web-based prediction tools for postnephrectomy AKD and CKD,
which can assist clinicians in identifying high-risk individuals
and risk factors. Given the clinical feasibility and straightforward
accessibility of features derived from routine medical records,
our models are eminently suitable for seamless integration into
daily clinical practice.

Limitations and Future Directions
The study exhibits several limitations. First, the web-based
prediction tool is crafted to assist clinicians in discerning
individuals with elevated risk of AKD and CKD rather than
serving as a replacement for clinical diagnosis. Due to the
retrospective nature of data collection, it is crucial to undertake
additional validation using an independent population to ensure
robust predictive validity across diverse usage scenarios. Second,
the collection of urine output data is subjective, and a significant
number of values are missing. Consequently, this study refrained
from using urine output as a diagnostic criterion for AKI. Third,
our study lacks time-variant monitored values among its
features. Moving forward, we intend to collect longitudinally
monitored data from patients undergoing nephrectomy to enable
dynamic prediction of AKD and CKD before their clinical
identification. Finally, DAGs visually represent the potential
causal relationships between features and outcomes. This
underscores the need to further explore and quantify the causal
mechanisms in future work.

Conclusions
This study has developed prediction models that accurately
estimate the risk of AKD and CKD following nephrectomy.
These models provide interpretability from both global and
instance-based perspectives. We recommend the use of the AKD
criterion in clinical practice due to its superior accuracy in
predicting prognosis, particularly the development of CKD.
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Abstract

Background: Prostate cancer is the second leading cause of death among American men. If detected and treated at an early
stage, prostate cancer is often curable. However, an advanced stage such as metastatic castration-resistant prostate cancer (mCRPC)
has a high risk of mortality. Multiple treatment options exist, the most common included docetaxel, abiraterone, and enzalutamide.
Docetaxel is a cytotoxic chemotherapy, whereas abiraterone and enzalutamide are androgen receptor pathway inhibitors (ARPI).
ARPIs are preferred over docetaxel due to lower toxicity. No study has used machine learning with patients’ demographics, test
results, and comorbidities to identify heterogeneous treatment rules that might improve the survival duration of patients with
mCRPC.

Objective: This study aimed to measure patient-level heterogeneity in the association of medication prescribed with overall
survival duration (in the form of follow-up days) and arrive at a set of medication prescription rules using patient demographics,
test results, and comorbidities.

Methods: We excluded patients with mCRPC who were on docetaxel, cabaxitaxel, mitoxantrone, and sipuleucel-T either before
or after the prescription of an ARPI. We included only the African American and white populations. In total, 2886 identified
veterans treated for mCRPC who were prescribed either abiraterone or enzalutamide as the first line of treatment from 2014 to
2017, with follow-up until 2020, were analyzed. We used causal survival forests for analysis. The unit level of analysis was the
patient. The primary outcome of this study was follow-up days indicating survival duration while on the first-line medication.
After estimating the treatment effect, a prescription policy tree was constructed.

Results: For 2886 veterans, enzalutamide is associated with an average of 59.94 (95% CI 35.60-84.28) more days of survival
than abiraterone. The increase in overall survival duration for the 2 drugs varied across patient demographics, test results, and
comorbidities. Two data-driven subgroups of patients were identified by ranking them on their augmented inverse-propensity
weighted (AIPW) scores. The average AIPW scores for the 2 subgroups were 19.36 (95% CI –16.93 to 55.65) and 100.68 (95%
CI 62.46-138.89). Based on visualization and t test, the AIPW score for low and high subgroups was significant (P=.003), thereby
supporting heterogeneity. The analysis resulted in a set of prescription rules for the 2 ARPIs based on a few covariates available
to the physicians at the time of prescription.

Conclusions: This study of 2886 veterans showed evidence of heterogeneity and that survival days may be improved for certain
patients with mCRPC based on the medication prescribed. Findings suggest that prescription rules based on the patient
characteristics, laboratory test results, and comorbidities available to the physician at the time of prescription could improve
survival by providing personalized treatment decisions.
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Introduction

Prostate cancer is the second leading cause of cancer death
among men in the United States and the most common cancer
affecting men of African descent [1]. While early-stage prostate
cancer is curable, around 10% to 50% of cases progress to
metastatic castrate-resistant prostate cancer (mCRPC) within 3
years of diagnosis, which is fatal [2]. Multiple therapies exist
for treating mCRPC, including androgen-receptor pathway
inhibitors (ARPIs) and cytotoxic chemotherapy, such as
docetaxel. ARPIs, such as enzalutamide or abiraterone, target
the androgen receptor signaling pathways and are administered
orally [3]. Enzalutamide is administered at 160 mg orally once
daily [4]. In comparison, abiraterone acetate is administered
while fasting at a dose of 1000 mg orally with coadministration
of the steroid prednisone [3]. Recent prescription trends show
that ARPIs are preferred for their tolerable safety profiles and
improving survival [5,6]. Prescribing ARPIs instead of docetaxel
might also be beneficial for African American men, though the
precise mechanisms are yet known [7].

Abiraterone and enzalutamide have different mechanisms of
action. Abiraterone requires coadministration of prednisone
because it inhibits androgen biosynthesis, leading to
mineralocorticoid excess. In contrast, enzalutamide inhibits the
androgen receptor by blocking hormone signaling and does not
require steroid coadministration. These differences result in
varying patient outcomes and survival based on patient
demographics, test results, and comorbidities [8]. Clinical trials
often do not encompass the full spectrum of patient
comorbidities [9]. In the absence of clear clinical evidence
favoring one ARPI over the other, retrospective observational
data and data analytics techniques can help determine the most
suitable drug for individual patients [10].

The methods used to study outcomes using ARPIs included
associative and predictive modeling. Association studies
identified a few comorbidities, such as cardiovascular diseases
and diabetes, as significant predictors of survival in patients
with mCRPC and comorbid diseases [10]. In addition, studies
of hospitalizations during ARPI treatment showed an increased
risk of heart failure, atrial fibrillation, and acute kidney injury
with abiraterone [11]. Enzalutamide was found to be better than
abiraterone for survival as well [10,12].

Machine learning predictive models effectively predicted
survival outcomes and time to treatment discontinuation using
tree-based approaches while incorporating laboratory test results
such as hemoglobin and albumin and comorbidities such as
hypertension and diabetes [13-15]. Multiomic features combined
with treatment lines predicted the response types “good, poor,
and ambiguous” following ARPI treatment [16]. However, these
studies did not identify patient-specific differences in outcomes
(heterogeneous treatment effects in subgroups of patients),

address selection bias in treatment, or prescribe specific ARPIs
based on patient demographics, laboratory test results, and
comorbidities.

The main objective of this study was to evaluate patient-level
heterogeneity in the association between prescribed medication
and overall survival duration in the form of follow-up days and
subsequently to identify a set of prescription rules based on
patient-specific factors. We used a causal survival forest to
measure heterogeneous treatment effects among patients with
mCRPC, focusing on the survival duration. Based on these
findings, we developed a set of treatment rules, or a policy tree,
to prescribe abiraterone and enzalutamide tailored to individual
patient factors such as demographics, test results, and
comorbidities.

Methods

Dataset and Its Description
The data used for analysis were from the United States
Department of Veterans Affairs (VA) centers (compassing VA
hospitals and clinics) stored in the Corporate Data Warehouse.
A total of 3675 veterans from Corporate Data Warehouse were
identified as patients with mCRPC, excluding those with missing
values and including only the African American and White
populations. We excluded patients with mCRPC who received
docetaxel, cabazitaxel, mitoxantrone, or sipuleucel-T before or
after starting abiraterone or enzalutamide. This exclusion
resulted in a dataset of 2890 veterans who began treatment with
abiraterone or enzalutamide between 2014 and 2017. In addition,
4 patients were excluded because they switched to different
second-line treatments on the same day. Thus, the final analysis
included 2886 patients. The study follow-up concluded in 2020.

Patient Demographics, Test Results, and Comorbidities
In total, 20 covariates’ age, creatinine clearance test result
category, albumin result category, bilirubin result category,
hemoglobin result category, race, prostate-specific antigen
(PSA) test, BMI category, diabetes, hypertension, kidney
disease, osteoporosis, fall, fatigue, abnormal gait, peripheral
neuropathy, Parkinson’s disease, vision, orchiectomy procedure,
and cardiovascular diseases (CVDs) were used. The laboratory
values were calculated before treatment and were closest to the
start of the first-line treatment. Covariates, such as CVD and
diabetes, have been previously used to study the survival of
veterans with mCRPC in univariate studies [10]. Other
covariates such as abnormal gait, peripheral neuropathy (a
common side effect of cancer treatment), and vision are included
to capture existing comorbidities better. CVD was calculated
based on Charlson and Elixhauser indices for myocardial
infarction, heart failure, cardiac arrhythmia, valvular disease,
complicated hypertension, peripheral vascular disease, and
cerebrovascular disease based on ICD (International
Classification of Diseases) codes [10]. Other comorbidity-related
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covariates were based on the standard VA-Frailty health deficits
based on diagnosis codes. We used proxies for comorbidities
not available in our dataset but have been studied in the past,
such as alkaline phosphate level. For example, kidney disease
is a proxy for alkaline phosphate levels [17].

Outcome
The primary outcome of our study was overall survival duration,
measured in follow-up days from the initiation of first-line
treatment with an ARPI (abiraterone or enzalutamide). For a
subset of patients with mCRPC (1163 out of 2886) who received
the other ARPI drug as second-line treatment following the
first-line therapy, we considered follow-up days to the initiation
of the second-line treatment as survival duration. This approach
assumed survival up to that point without accounting for
follow-up days post-second-line treatment, aiming to mitigate
treatment switching bias between therapies [18]. In addition,
our data were limited to laboratory results and comorbidities
recorded on the day of first-line treatment initiation.

Statistical Analysis
We used causal survival forests with 20 covariates to estimate
heterogeneous treatment effects in follow-up days [19]. Causal
forests and causal survival forests are similar to random forests
and random survival forests, respectively, with the primary
difference being their data splitting criteria [20]. In a random
survival forest, data splitting minimizes differences in prediction
errors in follow-up days within each group, considering
censoring. In contrast, a causal survival forest splits data to
maximize heterogeneity, that is, the difference in the estimated
follow-up days between the treated and untreated groups,
accounting for censoring. The advantage of using a causal
survival forest lies in its robustness to censoring, unlike a causal
forest [19]. In addition, compared with a random survival forest,
a causal survival forest offers a more comprehensive assessment
of heterogeneity. It can outperform linear regression models by
measuring heterogeneous treatment effects conditional on a
nonlinear function of many covariates, accounting for
higher-order interactions [21].

Each observation in the dataset corresponds to a single patient
with mCRPC and includes the patient’s covariate data, follow-up
days (the outcome), treatment assignment (1 for enzalutamide,
0 for abiraterone), and death (event). Survival duration was
analyzed based on either abiraterone or enzalutamide treatment
without an untreated control group. Consequently, the dataset
does not allow for the determination of the individual treatment
effects of each drug.

As this is a retrospective observational study, we must account
for the nonrandomization of treatment assignment and use the
augmented inverse-propensity weighting (AIPW) estimator, a
doubly robust method. To do this, the true treatment assignment
was fitted as a function of the observed covariates. The predicted
value from this model provides a propensity score, that is, an
estimate of the probability of treatment assignment conditioned

on a set of covariates for each patient. Then, 2 models that
estimate the outcome (follow-up) were fitted, one using
enzalutamide and the other using abiraterone. Each outcome
was then weighted by the estimated propensity score, which
yields the weighted average of the two outcome models [22].

We used a causal survival forest for our analysis [19]. To ensure
that the assumptions of finite horizon, ignorability, overlap,
ignorable censoring, and positivity are satisfied so that the
treatment effect of the drugs is identified when using causal
survival forests, we made the following analytical choices. The
parameter horizon, referring to restricted mean survival time,
was set to a threshold so that the estimated censoring
probabilities are not below 0.2, satisfying the finite horizon and
positivity assumption. We started with a horizon of 2000 days
(approximately close to the maximum follow-up days) and
decremented by 100 to 1000.

For ignorability, we applied balanced diagnostics by checking
the weighted absolute standardized mean difference (ASMD)
of variables between patients treated with enzalutamide and
patients treated with abiraterone. A number close to 0 indicates
that the propensity scores are well-calibrated. We examined the
propensity score distribution for both groups to test for overlap
and checked if they clustered at 0 or 1.

The honesty fraction was set to 0.7, meaning 70% of the
subsample was used for splitting and 30% for populating the
leaf nodes. However, for ranking the observations based on
covariates and coming up with subgroups, the model must not
be fit using the observations being compared. We used 10-fold
cross-fitting for this reason. The conditional average treatment
effects (CATE) models were fit for 9 folds, and the “unseen”
observations in the left-out fold were ranked based on their
predictions and split along the median into 2 groups. The same
process was repeated 10 times, with each fold serving as a
left-out fold once.

We set the number of trees to 15,000. We generated the policy
tree after calculating the AIPW scores. A policy tree is a set of
treatment rules, that is, rule-based policies, in the form of a
decision tree that physicians can use to prescribe abiraterone
and enzalutamide. The policy tree was generated using 70% of
the training data, and the policy’s value was determined using
the 30% test data. The policy value is defined as the average
difference in follow-up days obtained if the patients with
mCRPC are administered enzalutamide or abiraterone. R
(version 4.4.1; The R Foundation) with packages grf and
policytree were used for analyses.

Results

We used a causal survival forest to estimate the heterogeneity
in the treatment effect on survival for the 20 covariates (refer
to Table 1 for the descriptive statistics and description for all
patients including based on enzalutamide and abiraterone).
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Table 1. Descriptive statistics of metastatic castration-resistant prostate cancer US veterans with androgen receptor pathway inhibitors treatment initiated
2014-2017 (Total sample N=2886; abiraterone n=1649; enzalutamide n=1237).

Enzalutamide (Treatment=1)Abiraterone (Treatment=0)All (entire sample)Predictor and categories

Race, n (%)

311 (25.14)380 (23.04)691 (23.94)Black

926 (74.86)1269 (76.96)2195 (76.06)White

Age, years

53-9051-9051-90Minimum-maximum

78 (70-84)78 (69-84)78 (69-84)Median (IQR)

77 (9)77 (9)77 (9)Mean (SD)

PSAa test result

0-38460-72890-7289Minimum-maximum

31 (9-90)33 (10-105)32 (10-100)Median (IQR)

127 (322)147 (449)138 (399)Mean (SD)

Creatinine clearance category, n (%)

1187 (95.96)1561 (94.66)2748 (95.22)≥30

50 (4.04)88 (5.34)138 (4.78)<30

Albumin category, n (%)

1163 (94.02)1560 (94.6)2723 (94.35)≥3

74 (5.98)89 (5.4)163 (5.65)<3

Bilirubin category, n (%)

1229 (99.35)1643 (99.64)2872 (99.51)<2

8 (0.65)6 (0.36)14 (0.49)≥2

Hemoglobin category, n (%)

1074 (86.82)1433 (86.9)2507 (86.87)≥10

163 (13.18)216 (13.1)379 (13.13)<10

BMI category, n (%)

32 (2.59)38 (2.3)70 (2.43)<18.5

330 (26.68)461 (27.96)791(27.41)18.5-24.9

444 (35.89)611 (37.05)1055 (36.56)25-29.9

431 (34.84)539 (32.69)970 (33.61)≥30

Kidney disease, n (%)

657 (53.11)962 (58.34)1619 (56.10)No

580 (46.89)687 (41.66)1267 (43.9)Yes

Osteoporosis, n (%)

1127 (91.11)1491 (90.42)2618 (90.71)No

110 (8.89)158 (9.58)268 (9.29)Yes

Fall, n (%)

1180 (95.39)1570 (95.21)2750 (95.29)No

57 (4.61)79 (4.47)136 (4.71)Yes

Fatigue, n (%)

1039 (83.99)1383 (83.87)2422 (83.92)No

198 (16.01)266 (16.13)464 (16.08)Yes

Abnormal gait, n (%)
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Enzalutamide (Treatment=1)Abiraterone (Treatment=0)All (entire sample)Predictor and categories

999 (80.76)1346 (81.63)2345 (81.25)No

238 (19.24)303 (18.37)541 (18.75)Yes

Parkinson disease, n (%)

1211 (97.9)1623 (98.42)2834 (98.2)No

26 (2.1)26 (1.58)52 (1.8)Yes

Peripheral neuropathy, n (%)

1142 (92.32)1540 (93.39)2682 (92.93)No

95 (7.68)109 (6.61)204 (7.07)Yes

Vision comorbidity, n (%)

888 (71.79)1239 (75.14)2127 (73.7)No

349 (28.21)410 (24.86)759 (26.3)Yes

Orchiectomy, n (%)

1233 (99.68)1648 (99.94)2881 (99.83)No

4 (0.32)1 (0.06)5 (0.17)Yes

Cardiovascular diseases, n (%)

395 (31.93)568 (34.45)963 (33.37)No

842 (68.07)1081 (65.55)1923 (66.63)Yes

Hypertension, n (%)

216 (17.46)316 (19.16)532 (18.43)No

1021 (82.54)1333 (80.84)2354 (81.57)Yes

Diabetes, n (%)

674 (54.49)1038 (62.95)1712 (59.32)No

563 (45.51)611 (37.05)1174 (40.68)Yes

aPSA: prostate-specific antigen.

We found the horizon value of 1000 to be the most suitable,
with the censoring probability estimates not going below 0.2,
satisfying the positivity assumption. The weighted ASMD of
covariates, along with their interactions, for the abiraterone and
enzalutamide-treated groups is close to zero, satisfying the

balance between the 2 groups (Figure 1). Thus, the propensity
score estimates from causal survival forests were well-calibrated.
The plot of the estimated propensity scores showed that the
scores did not cluster at zero or one and were unimodal,
exhibiting overlap (Figure 2).

Figure 1. Absolute standardized mean differences of covariates and their interactions between abiraterone and enzalutamide-treated groups. The
covariates closeness to zero after adjusting for selection bias (the orange dots) indicates the balance between the 2 groups.
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Figure 2. Estimated propensity scores from causal survival forest for metastatic castration-resistant prostate cancer US veterans with androgen receptor
pathway inhibitors treatment initiated 2014-2017. The scores do not cluster at 0 or 1, indicating overlap.

For the 2886 veterans, enzalutamide is associated with an
average of 59.94 (95% CI 35.6-84.28) more days of survival
than abiraterone. The CATE scores computed from the causal
survival forest were used to rank and split the observations into
2 subgroups, above and below the median [23]. The average

AIPW scores for the 2 subgroups were 19.36 (95% CI -16.93
to 55.65) and 100.68 (95% CI 62.46-138.89). Based on
visualization (Figure 3) and t test, the difference between the
AIPW scores for low and high subgroups was significant
(P=.003), thereby supporting heterogeneity.

Figure 3. Augmented inverse-propensity weighted scores (mean and 95% CI) for the 2 subgroups above and below the median for all metastatic
castration-resistant prostate cancer US veterans with androgen receptor pathway inhibitors treatment initiated 2014-2017.

The heatmap in Figure 4 shows the average value of each
covariate within each subgroup (refer to Table 2 for descriptive
statistics for the 2 subgroups). The subgroups are ordered from
lowest to highest difference in treatment effects; Q2, the second
subgroup, has a higher treatment effect than Q1. The color in
the heatmap of each covariate is the normalized distance of the
average of the covariate in the subgroup from the average of

the covariate in the full data. The covariates of the heatmap are
arranged in descending order of variation, comparing the
variance of the covariate in a subgroup with its variance in the
sample. The top 5 covariates contributing to the highest variation
were peripheral neuropathy, bilirubin category, osteoporosis,
PSA test result, and Parkinson’s disease.
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Figure 4. Average covariate values for the 2 subgroups above and below the median augmented inverse-propensity weighted score for all metastatic
castration-resistant prostate cancer US veterans with androgen receptor pathway inhibitors treatment initiated 2014-2017.

JMIR Med Inform 2024 | vol. 12 | e59480 | p.1942https://medinform.jmir.org/2024/1/e59480
(page number not for citation purposes)

Gopukumar et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Descriptive statistics for the subgroup of US veterans with metastatic castration-resistant prostate cancer below and above the median conditional
average treatment effects (Total Sample N=2886).

Above median

CATEa (Ranking=2)

Below median

CATEa (Ranking=1)

Predictor and categories

Race, n (%)

352 (24.44%)339 (23.44%)Black

1088 (75.56%)1107 (76.56%)White

Age

51-9051-90Minimum-maximum

80 (71-86)76 (69-83)Median (IQR)

78 (9)76 (8)Mean (SD)

PSAb test result

0-62400-7289Minimum-maximum

89 (21-203)17 (8-38)Median (IQR)

223 (496)53 (242)Mean (SD)

Creatinine clearance category, n (%)

1351 (93.82)1397 (96.61)≥30

89 (6.18)49 (3.34)<30

Albumin category, n (%)

1331 (92.43)1392 (96.27)≥3

109 (7.57)54 (3.73)<3

Bilirubin category, n (%)

1433 (99.51)1439 (99.52)<2

7 (0.49)7 (0.48)≥2

Hemoglobin category, n (%)

1183 (82.15)1324 (91.56)≥10

257 (17.85)122 (8.44)<10)

BMI category, n (%)

34 (2.36)36 (2.49)<18.5

417 (28.96)374 (25.86)18.5-24.9

545 (37.85)510 (35.27)25-29.9

444 (30.83)526 (36.38)≥30

Kidney disease, n (%)

738 (51.25)881 (60.93)No

702 (48.75)565 (39.07)Yes

Osteoporosis, n (%)

1317 (91.46)1301 (89.97)No

123 (8.54)145 (10.03)Yes

Fall, n (%)

1375 (95.49)1375 (95.09)No

65 (4.51)71 (4.91)Yes

Fatigue, n (%)

1187 (82.43)1235 (85.41)No

253 (17.57)211 (14.59)Yes
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Above median

CATEa (Ranking=2)

Below median

CATEa (Ranking=1)

Predictor and categories

Abnormal gait, n (%)

1109 (77.01)1236 (85.48)No

331 (22.99)210 (14.52)Yes

Parkinson disease, n (%)

1414 (98.19)1420 (98.20)No

26 (1.81)26 (1.80)Yes

Peripheral neuropathy, n (%)

1314 (91.25)1368 (94.61)No

126 (8.75)78 (5.39)Yes

Vision comorbidity, n (%)

1003 (69.65)1124 (77.73)No

126 (8.75)322 (22.27)Yes

Orchiectomy, n (%)

1438 (99.86)1443 (99.79)No

2 (0.14)3 (0.21)Yes

Cardiovascular diseases, n (%)

444 (30.83)519 (35.89)No

996 (69.17)927 (64.11)Yes

Hypertension, n (%)

255 (17.71)277 (19.16)No

1185 (82.29)1169 (80.84)Yes

Diabetes, n (%)

787 (54.65)925 (63.97)No

653 (45.35)521 (36.03)Yes

aCATE: conditional average treatment effects.
bPSA: prostate-specific antigen.

We estimated the AIPW scores for treatment effects, in terms
of follow-up days, for each individual if abiraterone and
enzalutamide were administered. Next, we generated
prescription policy trees for various depth levels. We used 70%
of the data for training to generate the prescription policy tree.
To arrive at the value (survival duration) that the policy bestows
on a patient, we used the estimated AIPW scores for an
individual if administered either abiraterone or enzalutamide

based on the predictions from the prescription policy tree. We
found significance in the prescription policy tree with a depth
of 3. We used a minimum node size of 4. For depth 3 (Figure
5), the average number of follow-up days obtained by
administering enzalutamide and abiraterone based on the
generated prescription policy tree was 56.38 (95% CI 8.89 to
103.87).
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Figure 5. Androgen receptor pathway inhibitors prescription policy tree estimated for US veterans with metastatic castration-resistant prostate cancer.

Discussion

Principal Findings and Comparison With Previous
Work
In this study, we applied a causal survival forest to assess the
heterogeneous treatment effects of the mCRPC medications
enzalutamide and abiraterone on overall survival. We found
that, on average, for 2886 veterans, 59.94 (95% CI 35.60-84.28)
more days of survival than abiraterone. The value of our policy
is 56.38 (95% CI 8.89-103.87), which is not statistically different
from 59.94. This means that the simple, transparent treatment
rules using the policy tree method to prescribe abiraterone and
enzalutamide can achieve a policy value similar to the
conditional average treatment effect. Schoen et al [10] used an
adjusted hazard model and found that age, BMI, and PSA level
were positively associated with mortality. Our policy tree
elicited the decision checks for age, PSA level, and BMI to
make prescription decisions on which of the 2 medications is
likely to prolong survival.

Interestingly, even though in univariate analyses in previous
studies, the median treatment duration was longer in patients
with hypertension or diabetes, the policy tree did not choose
both hypertension and diabetes and did not contribute to the
highest variation between the 2 subgroups. In previous work,
increased hemoglobin A1c, a marker of diabetes severity, was
associated with more prolonged survival in veterans prescribed
enzalutamide compared with abiraterone [24]. Instead, our
policy tree chose peripheral neuropathy. However, peripheral
neuropathy is a complication of diabetes (in addition to being
a predictor of severe diabetes, it could be caused by factors such
as injury and exposure to toxins and is also a common side
effect of cancer treatment) [7,25]. Vision loss can be a
complication of diabetes and is associated with increased

hospitalizations [26], impaired cognition [27], and higher
mortality [28]. To delay diabetic neuropathy, apart from good
glycemic control, it has also been found beneficial to control
blood pressure [29]. All these could have contributed to
choosing peripheral neuropathy instead of diabetes and
hypertension by our policy tree.

In addition, our policy tree incorporated osteoporosis, which
was also one of the top covariates contributing to the variation
between the 2 subgroups. Previous studies show an increased
risk of falls and fractures among patients with mCRPC taking
ARPIs [30,31]. Osteoporosis and abnormal gait may identify
impaired functional status or increased frailty, which is
associated with survival outcomes in mCRPC [9]. Osteoporosis
is a hidden nonmotor symptom of Parkinsons’ disease, which
contributed to variation in subgroups and was chosen by the
policy tree [32]. Bilirubin levels could contribute to
osteoporosis, which is also shown as one of the top variations
among the two subgroups [33]. Our policy tree chose race, and
existing studies have demonstrated that abiraterone has improved
survival when given as the first line of treatment for the African
American population [34]. Together, these results show that
our policy tree could elicit a variety of comorbidities and suggest
therapy.

In addition to identifying the covariates, selecting treatments
for patients with mCPRC using the generated policy tree
considering their demographics, laboratory measures, and
comorbidities may help mitigate complications and prolong
overall survival. As no generic version of enzalutamide is
available in the US, the drug remains expensive. Therefore,
from a cost perspective, it is prudent to administer enzalutamide
only to patients most likely to benefit from it in terms of survival
duration.
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Limitations and Future Studies
One of the limitations of this study is that the data are only for
US veterans, so that the generalization of the prescription rules
to the other populations is not advised. Another limitation is
that we excluded patients with mCRPC who had docetaxel,
cabaxitaxel, mitoxantrone, and sipuleucel-T before or after
prescribing abiraterone or enzalutamide. This was performed
to identify patients with higher comorbid disease burdens with
fewer therapeutic options. However, other treatments are
prescribed for patients with mCRPC. A third limitation of this
study was the lack of data on time-varying covariates. Even
though causal survival forest is robust to censoring, it will be
interesting to include time-varying covariates in the future and
to check for differences in the generated policy tree. The fourth
limitation of this study was that we used only 70% of the
training data to generate a policy tree, because the causal
survival forest used cross-fitting and honesty approaches.
Furthermore, we estimated the overall benefit of the policy tree
(ie, the average difference in the follow-up days obtained if the
patients with mCRPC are administered enzalutamide or
abiraterone by adhering to the policy tree) in this study without

considering the benefits to subgroups of patients based on race
or other demographics. Future research should estimate the
benefit of such policy trees to see if they are equally beneficial
to various subgroups of demographics. Similarly, this study
used only mCRPC patient data. Future studies should develop
treatment selection for earlier stages of prostate cancer, such as
the metastatic hormone-sensitive stage.

Conclusions
We used a machine learning-based survival approach, that is,
causal survival forest model, to estimate the variations in the
survival of patients with mCRPC who were administered either
enzalutamide or abiraterone. Our estimation revealed that
patients with mCRPC who were administered enzalutamide had
longer survival than patients who were administered abiraterone.
We were able to use a data-driven approach to identify
heterogeneity and subgroups of patients. We then created policy
trees to aid physicians administer personalized treatment, that
is, abiraterone versus enzalutamide, based on patient
characteristics, including demographics, laboratory values, and
comorbidities, to improve survival duration.
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Abstract

Background: Low back pain (LBP) presents with diverse manifestations, necessitating personalized treatment approaches that
recognize various phenotypes within the same diagnosis, which could be achieved through precision medicine. Although prediction
strategies have been explored, including those employing artificial intelligence (AI), they still lack scalability and real-time
capabilities. Digital care programs (DCPs) facilitate seamless data collection through the Internet of Things and cloud storage,
creating an ideal environment for developing and implementing an AI predictive tool to assist clinicians in dynamically optimizing
treatment.

Objective: This study aims to develop an AI tool that continuously assists physical therapists in predicting an individual’s
potential for achieving clinically significant pain relief by the end of the program. A secondary aim was to identify predictors of
pain nonresponse to guide treatment adjustments.

Methods: Data collected actively (eg, demographic and clinical information) and passively in real-time (eg, range of motion,
exercise performance, and socioeconomic data from public data sources) from 6125 patients enrolled in a remote digital
musculoskeletal intervention program were stored in the cloud. Two machine learning techniques, recurrent neural networks
(RNNs) and light gradient boosting machine (LightGBM), continuously analyzed session updates up to session 7 to predict the
likelihood of achieving significant pain relief at the program end. Model performance was assessed using the area under the
receiver operating characteristic curve (ROC-AUC), precision-recall curves, specificity, and sensitivity. Model explainability
was assessed using SHapley Additive exPlanations values.
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Results: At each session, the model provided a prediction about the potential of being a pain responder, with performance
improving over time (P<.001). By session 7, the RNN achieved an ROC-AUC of 0.70 (95% CI 0.65-0.71), and the LightGBM
achieved an ROC-AUC of 0.71 (95% CI 0.67-0.72). Both models demonstrated high specificity in scenarios prioritizing high
precision. The key predictive features were pain-associated domains, exercise performance, motivation, and compliance, informing
continuous treatment adjustments to maximize response rates.

Conclusions: This study underscores the potential of an AI predictive tool within a DCP to enhance the management of LBP,
supporting physical therapists in redirecting care pathways early and throughout the treatment course. This approach is particularly
important for addressing the heterogeneous phenotypes observed in LBP.

Trial Registration: ClinicalTrials.gov NCT04092946; https://clinicaltrials.gov/ct2/show/NCT04092946 and NCT05417685;
https://clinicaltrials.gov/ct2/show/NCT05417685

(JMIR Med Inform 2024;12:e64806)   doi:10.2196/64806

KEYWORDS

telerehabilitation; predictive modeling; personalized medicine; rehabilitation; clinical decision support; machine learning; artificial
intelligence

Introduction

Low back pain (LBP), the leading cause of disability worldwide
[1], has a complex and multifaceted etiology [2,3], resulting in
varied phenotypes even among individuals with the same
diagnosis. Precision medicine supports tailored interventions
to address this heterogeneity, with data-driven strategies playing
a crucial role [4,5]. These strategies range from simple,
pragmatic rules-based methods [6-8] (eg, STARTback, Orebro)
to more sophisticated machine learning (ML) tools trained on
large data sets [9-11]. In the context of LBP management, ML
models have been developed to assist with screening [12-14],
assess the probability of a patient transitioning from acute to
chronic cases [8,15-18], predict surgical outcomes [19,20], and
forecast clinical recovery prognosis [6,7,9-11,21]. Although
promising, these models lack sustained, dynamic real-time
patient data collection, relying heavily on patient-reported
outcome measures (PROMs) and other information that is not
easily scalable. This reliance, in turn, limits the ability to deliver
real-time predictions throughout treatment or hinders large-scale
implementation in real-world settings [9,10].

The emergence of digital care programs (DCPs) as an effective
alternative for delivering LBP care [22-24] has facilitated the
seamless, automatic collection of abundant data from various
sources. This diverse and comprehensive patient data set, which
includes passively collected real-time updates of multiple
variables via the Internet of Things devices (eg, wearables)
enriched with population data, enables the capture of more
complex patterns, providing a more accurate representation of
patients. These extensive volumes of data can be used to predict
outcomes and optimize treatments, with the resulting outcomes
feeding back into predictive tools in a virtuous cycle.

Previously, we demonstrated the efficacy of a remote DCP for
LBP management [22], which combines exercise, education,
and cognitive behavioral therapy under physical therapist (PT)
supervision. In this study, we leverage all stored data (both
passively and actively collected from patient and public sources)
in the cloud portal, actively monitored by the assigned PT, to
develop a predictive tool that can assist in optimizing treatment.
This study aims to develop an artificial intelligence (AI) tool

to assist PTs in predicting an individual’s potential to achieve
clinically significant pain relief by the end of the program. Such
predictions could enable timely adjustments to the program,
increasing the likelihood of success and, in turn, providing data
to further refine the tool’s recommendations. As a secondary
aim, we sought to identify the predictors of pain nonresponse,
as these factors indicate the need for greater attention from PTs.
Thus, the overall objective of the study is to develop ML models
to predict the likelihood that a patient will achieve clinically
significant pain relief by the end of the program, with ongoing
updated predictions after each completed session.

Methods

Study Design
This secondary analysis utilized data from 2 prospective studies
evaluating clinical and engagement-related outcomes in patients
with musculoskeletal (MSK) conditions. Data were collected
from June 2020 to July 2023. This prognostic study adhered to
the TRIPOD-AI (Transparent Reporting of a Multivariable
Prediction Model for Individual Prognosis or Diagnosis-AI)
reporting guidelines (Table S1 in Multimedia Appendix 1).

Ethical Considerations
All research was conducted in accordance with the relevant
guidelines and regulations set forth by the Declaration of
Helsinki. This study received prospective approval from the
New England institutional review board (120190313) and
Advarra institutional review board (Pro00063337) and was
registered on ClinicalTrials.gov (NCT04092946 and
NCT05417685) on September 17, 2019, and June 14, 2022,
respectively.

All participants provided electronic informed consent to
participate in the study, with a waiver of documentation of
consent approved by the New England and Advarra institutional
review boards.

All collected data underwent a rigorous anonymization process
to safeguard the privacy of the individuals involved in the
research. The data collection and analysis methods complied
with relevant guidelines and regulations. Participants were not
offered any form of compensation.
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Population
Beneficiaries of employer health plans from all US states
applying to Sword Health’s DCPs were included. The inclusion
criteria were as follows: acute or chronic LBP, an average
Numerical Pain Rating Scale (NPRS) score of ≥4/10, and at
least one NPRS reassessment during the intervention. The
exclusion criteria were as follows: (1) health conditions (eg,
cardiac or respiratory) that are incompatible with at least 20
minutes of light-to-moderate exercise; (2) cancer-related back
pain or current cancer treatment for a non-MSK condition; and
(3) serious neurological signs or symptoms, including bowel or
bladder dysfunction. All participants provided informed consent.

Intervention
The DCP consisted of exercise, education, and cognitive
behavioral therapy for up to 12 weeks, with a default
recommendation of 3 sessions per week, as described elsewhere
[22], after enrolling through a dedicated website. Patients
completed a baseline condition form that included information
on their demographic and clinical characteristics and selected
their PT based on their preferences. Subsequently, an onboarding
video call was conducted in which the PTs gathered additional
medical history and established goals through shared
decision-making. Each patient received a Food and Drug
Administration–listed class II medical device, which included
a mobile app on a dedicated tablet (containing the program)
combined with motion tracking, as well as a cloud-based portal
that enabled asynchronous remote monitoring and treatment
prescription by the PT. A tailored educational program and
cognitive behavioral therapy were also provided [25-27].
Bidirectional communication with the PT was facilitated through
a secure chat feature on the smartphone app and video calls.

Outcome
Considering the overarching intervention goal of promoting
improvements in pain levels in daily living, pain response was
selected as the primary outcome. Pain was assessed using the
11-point NPRS with a 7-day recall period during sessions 9,
18, or 27.

Pain response, defined as at least a 30% reduction in the NPRS
by the end of the program, aligns with clinical recommendations
from the Initiative on Methods, Measurement, and Pain
Assessment in Clinical Trials (IMMPACT) [28]. This definition
is supported by a consensus meeting that interpreted the clinical
significance of treatment outcomes in clinical trials for chronic
pain treatments. Additionally, we included the criterion of
concluding the program with an NPRS score equal to or below
3 points (the threshold for mild pain) [29] to account for patients
who started with lower pain levels and ended the program with
acceptable pain levels. The widespread use of this binary
outcome, along with its practicality in real-world settings,
supported its inclusion.

Predictors: Variables Used for Model Development
The variables used for model development were selected based
on existing literature and their clinical relevance to MSK pain.
A detailed description of the variable domains and their
acceptable ranges can be found in Table 1. The data set variables
included (1) demographic characteristics (eg, race and ethnicity,
social deprivation index) [30]; (2) baseline clinical presentations
(eg, acuity, disability, mental health, productivity,
fear-avoidance beliefs, presence of red flags); (3) time series of
mean active range of motion (ROM) throughout all repetitions
of each exercise during each session; (4) session-related usability
(eg, movement errors, number of exercises, sets and repetitions,
the time between sessions, session duration); and (5)
self-reported fatigue and pain experienced during exercises,
measured on a 0-10 scale (Figure 1).
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Table 1. Features domains included in the study.

DescriptionDomain and subdomains

Demographic

Comprises information about gender, age, race/ethnicity, body mass index, education
level, among others

Individual characteristics

Urban or rural location and time zoneGeographical location

Employment status and job typeWork characteristics

Socioeconomic

Assessed by the Social Deprivation Index (score range 0-100) [30]; socially deprived
individuals were those with an index ranging from 60 to 100

Social deprivation

Productivity

Assessed by the overall work productivity (score range 0-100), presenteeism (score
range 0-100), and absenteeism (score range 0-100) subscales from the Work Produc-
tivity Impairment Questionnaire for general health

Participation—work

Assessed by the non-work–related activities impairment subscale from the Work
Productivity Impairment Questionnaire for general health (score range 0-100), and

Participation—social

scores of items 8 (range 0-5), 9 (range 0-5), and 10 (range 0-5) of the Oswestry
Disability Index

Clinical

Includes musculoskeletal condition diagnosis, anatomical pain region, presence of
leg symptoms (numbness or tingling), past surgery, among others

Condition

Acute (<12 weeks) or chronic (persistent or recurring pain for ≥12 weeks)Acuity

Pain intensity assessed by the Numerical Pain Rating Scale (score range 0-10)Pain

Assessed by the Oswestry Disability Index (score range 0-100) considering the total
score and the individual scores of items 2-7

Functionality

Assessed by the 7-item General Anxiety Disorder Scale (score range 0-21) and the
9-item Patient Health Questionnaire (score range 0-27), considering the total score

Mental health

and the individual score for each item; features considering moderate and severe
depression or anxiety were calculated using the thresholds described in Spitzer et al
[31] and Kroenke et al [32]

Assessed by the Fear-Avoidance Beliefs Questionnaire for Physical Activity (score
range 0-24), considering the total score and the individual score for each item

Fear-avoidance

Assessed by the question “On a scale of 0 to 100, where 0 is not at all and 100 is
extremely interested, how interested are you in undergoing shoulder surgery in the
next 12 months?” (score range 0-100)

Surgery intent

Considers nonopioid analgesic and opioid consumption (yes or no)Medication consumption

Presence/absence of at least one red flag identified during onboard screening, which
was cleared before entering the study by a physician (yes or no) [33]

Red flags

Prescription

Includes support-level perception assessed by physical therapist interactions during
the intervention

Support level

Exercise Performance

Active range of motion collected by motion trackersBiomechanics

Correct and wrong repeats; performance in all prescribed exercises (total correct re-
peats by total repeats); average stars (0-5)

Exercise accuracy

Pain felt during exercise sessions (assessed by the question “How did you feel during
your session: my pain during today’s session?” (score range 0-10)

Exercise-induced pain acute response

Self-reported fatigue in response to the question “How did you feel during your
session: My fatigue during today’s session?” (score range 0-10)

Exercise-induced fatigue intensity

Session duration time spent on sessions (minutes) and time interval between sessions
(days)

Exercise adherence

Motivation and Compliance
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DescriptionDomain and subdomains

Patient’s individual goals with the intervention and session commitment (through
the question “How many 20-minute sessions can you commit to per week?”), among
others

Motivation

The time span from enrollment to (1) onboarding and (2) session 1Enrollment aspects

Days of the week the patient performed the exercise sessionDays of the week

Figure 1. Machine Learning (ML) tool development within the digital care program. All patient data collected both passively and actively regarding
demographic and clinical characteristics, range of motion, and session usability, as well as collected from public sources (eg, social deprivation index)
are continuously stored from onboarding to the program end, enabling the creation of a data repository within the physical therapists (PTs) cloud portal.
At the end of each session, data are processed through an ML model to predict an individual’s potential to achieve clinically significant pain relief at
the program end. In the case of the high probability of an unfavorable outcome, an alarm is set in the PT portal for further examination and re-tailoring
of the intervention.

All data were automatically stored in the cloud portal.
Demographic and clinical characteristics were collected through
an onboarding form using validated PROMs. ROM and session
usability were passively collected, while fatigue and pain
experienced during exercise sessions were recorded at the end
of each session.

Sample Size
Given that there is no established method to calculate sample
sizes for prognostic models using ML, we followed the
recommended guideline for standard model development, which
suggests obtaining 10-20 events per predictor parameter. As we
estimated including up to 300 predictor variables in the models,
a sample size range of 3000 to 6000 was calculated.

Missing Data and Data Preparation
The overall missingness was 18.45% (324,385/1,757,875; see
Table S2 in Multimedia Appendix 1), comprising the following:
17.07% (300,117/1,757,875) missing completely at random,
where the missing data points were attributed to system settings;
0.29% (5169/1,757,875) missing at random, where the
missingness could be explained by other variables (eg, specific
protocol prescriptions that did not include one of the studied
exercises); and 1.09% (19,099/1,757,875) missing not at
random, where the reasons for the missing data were related to
unobserved factors. Categorical variable imputation was

performed by creating a new category labeled “not available,”
followed by dummy encoding. Continuous variables were
imputed using multiple imputations by chained equations or by
assigning a value outside the distribution (eg, –1), depending
on the nature of the missingness. Multiple imputations can
provide unbiased estimations for data that are missing
completely at random and at random. As the rate of missingness
for not-at-random data is very small, we used multiple
imputation techniques to handle the missing data overall. The
cleaned data set included 6125 patients and contained a number
of variables ranging from 235 at session 1 to 275 at session 7.

Analytical Methods

Feature Engineering
Feature engineering was utilized to capture meaningful patterns
and insights from multiple variables over time, creating new
features that represent the underlying relationships and dynamics
within the data (as detailed in Figure S1 in Multimedia Appendix
1). A minimum of 4 sessions was required to conduct a
longitudinal analysis.

ROM data from 4 exercises were encoded into a unified
composite value that illustrates the longitudinal progression of
trunk motion [34], utilizing both latent growth curve analysis
(LGCA) [35,36] and temporal structural network modeling
(Figure 2) [37]. While the former captures ROM patterns over
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time to estimate individual trajectories among the 2 classes (pain
nonresponders and pain responders), the latter illustrates how
improvements in one exercise may be correlated with
improvements in other exercises. Among a diverse array of
prescribed exercises (N=117), only those that incorporated trunk

motion—extension, flexion, rotation, and side bending—were
included [34]. This subset was chosen due to its frequent
prescription among patients and its superior performance in
model comparisons, as determined by likelihood-ratio tests.

Figure 2. Model development pipeline. Data from patients with low back pain (LBP) who underwent the digital intervention were collected from the
data warehouse within a specific time frame. Inclusion criteria: average pain level equal to or greater than 4 on the Numerical Pain Rating Scale (NPRS)
at baseline considering a 7-day recall period; and at least one pain reassessment during the intervention. Patient data were preprocessed for the tool.
Patients who did not experience a pain (NPRS) reduction of at least 30% or reported pain level higher or equal to 4 at the program end were categorized
as nonresponders (labeled as “1” in the data set). Considering the overarching intervention goal of promoting improvement in pain levels, a flag was
triggered when patients were likely to be nonresponders to assist PTs’ clinical judgment; a split of 70/30 was performed on the data set followed by
feature engineering: range of motion (ROM) was computed through temporal structural network modeling and latent growth curves, whereas pain and
fatigue experienced during exercises (reported at the end of each exercise session), exercise accuracy, and time between sessions were computed using
growth mixture modeling to depict changes over time. Model development consisted of a tree-based binary classifier and a recurrent neural network
that were optimized using the receiver operating characteristic (ROC)-area under the curve (AUC) as the target metric. Precision-recall curves were
used as evaluation metrics, and model explainability was assessed using SHAP (Shapley Additive Explanations) values. FN: false negative; FP: false
positive; LightGBM: light gradient boosting machine; TN: true negative; TP: true positive.

Thus, we first constructed the LGCA and temporal structural
network model for both responders and nonresponders (P<.001)
to estimate an intercept, slope, curve, and latent ROM, as well
as individual covariance matrices for each patient (see Equations
S1-S3 in Multimedia Appendix 1). The proximity of an
individual covariance matrix to the expected covariance matrices

from responders and nonresponders was assessed using the
chi-square measure, which was then incorporated as a feature.

Mixture clustering was used to create new features, using the
probabilities of belonging to different clusters to leverage the
underlying characteristics of those clusters in making
predictions, following a mixture of experts approach. A growth
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mixture model [38] was applied to cluster longitudinal
trajectories of pain and fatigue profiles during exercise, as well
as the performance of the exercises and the time spent in
sessions. The intent was to capture subpopulations with a high
probability of sharing similar patterns (eg, high, moderate, slight,
or no improvement). The Bayesian information criterion
indicated that 5 clusters provided the optimal fit for the data
(see Figure S2 in Multimedia Appendix 1). The individual
probability of a patient being assigned to each trajectory class
was calculated using likelihood ratios (see Equation S4 in
Multimedia Appendix 1), yielding 5 probabilities per participant
for each variable at each session.

For the early sessions (ie, sessions 1-3), longitudinal models
could not be calculated due to the requirement of at least four
time points. Therefore, the raw values or their deltas between
sessions were calculated for the outcomes mentioned in this
section.

Labeling
Pain responders (as defined in the “Outcome” subsection) were
labeled as 0, while nonresponders were labeled as 1. This
labeling serves as a flag to assist PTs during monitoring and
clinical decision-making, thereby representing a binary
classification scheme (see Figure 2). Depending on the discharge
time point (which occurred no later than the 30th treatment
session), the corresponding latest survey (9th, 18th, or 27th)
was used to create the labels.

Model Pipeline
Two different approaches were used to predict pain response
from session 1 to session 7: a tree-based model and a recurrent
neural network (RNN) model.

For the tree-based model, a light gradient boosting machine
(LightGBM) was utilized, with hyperparameter optimization
performed using the Optuna library [39]. This involved 50 trials
per algorithm, using the area under the receiver operating
characteristic curve (ROC-AUC) as the evaluation metric.
LightGBM was trained with 5-fold cross-validation on the
training data from each session. As these models are not
sequence models, features from previous sessions were
concatenated as sessions progressed, allowing models in later
sessions to access features from historical sessions. An AUC
of 0.5 indicates a random predictor, while an AUC of 1 signifies
a perfect predictor. For each fold in the cross-validation, the
synthetic minority oversampling technique (SMOTE) was
applied to oversample the training data for both classes, reaching
5000 samples per class, as the absence of SMOTE negatively
affected model performance. Using the hyperparameters that
yielded the best validation performance, a final model was fitted
on the entire training set.

An RNN model applied across the 7 sessions can be viewed as
a time series (using the PyTorch Python library [40]; Python
Foundation). Similar to the tree-based method, the Optuna
library was utilized for hyperparameter optimization. However,
unlike the tree-based setup, SMOTE was not applied due to its
unsuitability for sequential data. RNN models were trained
using binary cross-entropy loss and early stopping, with a
patience of 10 epochs, utilizing the validation ROC-AUC as

the early stopping metric. Using the hyperparameters that
yielded the best validation performance, a final model was fitted
on the entire training set. This final model was trained with a
fixed number of epochs, defined as the average number of early
stopping epochs across the cross-validation folds.

The performances of both models were assessed on the test set
by calculating the ROC-AUC, precision-recall AUC, F1-score
(at a 0.5 threshold), sensitivity, specificity, and negative
predictive value (Figure 2).

Model Explainability
Shapley Additive Explanations (SHAP) was applied on the best
model to assess model explainability by investigating feature
importance [41] (the Python SHAP library [41] for tree-based
and the Python timeshare library [42] for RNN models; Figure
2). Positive SHAP values indicate higher prediction scores,
meaning a higher probability of nonresponse. To understand
the overall impact of different domains, SHAP values for each
feature were cumulatively aggregated within their respective
domains for each session. As LightGBM models were trained
with an increasing number of features over time, SHAP values
were normalized per session to examine the relationship between
SHAP values and feature values throughout the intervention.
Patient SHAP values were visualized using SHAP dependence
plots, utilizing a base value of 0.028 and a contribution threshold
of 0.05.

Recursive feature elimination, which involved removing features
with low SHAP values after hyperparameter optimization,
progressively deteriorated model performance.

Fairness
Demographic and clinical characteristics identified as
statistically different between the training and test sets were
subjected to subgroup analysis to assess potential bias, including
factors such as gender, social deprivation index, age, acuity,
and pain levels.

Model Output
The model output classified patients as responders or
nonresponders, based on the previously defined outcome, and
was contingent on the applied threshold (eg, 0.95).

Train and Test Sets
A data split was conducted in which 70% (4313/6125) of the
patients were randomly assigned for training the model, while
the remaining 30% (1812/6125) were reserved for testing.

Statistical Analysis
Demographic and clinical presentations at baseline were
analyzed using means and proportions. The minimum and
maximum ROC-AUC values were calculated by bootstrapping
the training and test sets separately (1000 bootstrapped sets).
Model comparisons involved ROC-AUCs calculated using the
DeLong algorithm [43]. Feature engineering models were
developed using R (version 4.2.2; R Foundation for Statistical
Computing; packages: lavaan, mlVAR, xgboost, mice, and
tidySEM). All other analyses were conducted using Python
(version 3.9.7; package: TreeSHAP). The level of significance
was set at P<.05, considering 2-sided hypothesis tests.
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Results

Study Population
A total of 6125 patients met the inclusion criteria (see the
flowchart of the study cohort in Figure S3 in Multimedia
Appendix 1). Among them, 2172 (35.46%) were classified as
nonresponders, while 3953 (64.54%) were responders. The
analysis encompassed various domains and subdomains,
including demographic, socioeconomic, productivity, clinical,
prescription, exercise performance, and motivation/compliance

data, up to session 7 (see further details in Table 1). Baseline
demographic and clinical characteristics for the overall cohort,
as well as stratified by training and test data sets, are presented
in Table 2. The overall cohort primarily consisted of women
(3445/6125, 56.24%), patients aged 41-60 years (3488/6125,
56.95%), fully employed individuals (5119/6125, 83.58%), and
college graduates (4037/6125, 65.91%). Additionally, 2335
(38.12%) individuals were classified as obese, 1931 (31.53%)
identified as racial or ethnic minorities (ie, Asian, Black,
Hispanic, and other), and 1585 (25.88%) came from socially
deprived backgrounds.
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Table 2. Baseline demographics and clinical data.

P valueTest data set
(n=1812)

Train data set
(n=4313)

Overall cohort
(n=6125)

Demographics

.2548.2 (10.9)48.6 (11.4)48.5 (11.3)Age (years), mean (SD)

.02Age category (years), n (%)

9 (0.50)42 (0.97)51 (0.83)<25

481 (26.55)1078 (24.99)1559 (25.45)25-40

1050 (57.95)2438 (56.53)3488 (56.95)41-60

272 (15.01)755 (17.51)1027 (16.77)>60

.03Gender, n (%)

1067 (58.89)2378 (55.14)3445 (56.24)Women

742 (40.95)1925 (44.63)2667 (43.54)Men

3 (0.17)6 (0.14)9 (0.15)Nonbinary

0 (0)4 (0.09)4 (0.07)Prefers not to answer

.2429.7 (6.9)29.4 (6.9)29.5 (6.9)BMI (kg/m2), mean (SD)a

.39BMI category, n (%)a

10 (0.55)38 (0.88)48 (0.78)Underweight (<18.5 kg/m2)

447 (24.67)1125 (26.08)1572 (25.67)Normal (18.5-25 kg/m2)

642 (35.43)1521 (35.27)2163 (35.31)Overweight (≥25-30 kg/m2)

569 (31.40)1278 (29.63)1847 (30.16)Obese (>30-40 kg/m2)

142 (7.84)346 (8.02)488 (7.97)Morbidly obese (40 kg/m2)

.005Race and ethnicity, n (%)

179 (9.88)388 (9.0)567 (9.26)Asian

169 (9.33)395 (9.16)564 (9.21)Black

184 (10.15)469 (10.87)653 (10.66)Hispanic

1082 (59.71)2442 (56.62)3524 (57.53)Non-Hispanic White

42 (2.32)105 (2.43)147 (2.40)Other

156 (8.61)514 (11.92)670 (10.94)Not available/prefers not to specify

<.001Employment status, n (%)

1478 (81.57)3641 (84.42)5119 (83.58)Full-time employed

175 (9.66)265 (6.14)440 (7.18)Part-time employed

137 (7.56)345 (8.00)482 (7.87)Not employed

22 (1.21)62 (1.44)84 (1.37)Not available/prefers not to answer

.13Education level, n (%)

13 (0.72)48 (1.11)61 (1.0)Less than a high school diploma

157 (8.66)355 (8.23)512 (8.36)High school diploma

426 (23.51)1089 (25.25)1515 (24.73)Some college

678 (37.42)1650 (38.26)2328 (38.01)Bachelor’s degree

538 (29.69)1171 (27.15)1709 (27.90)Graduate degree

.81Social Deprivation Indexb, n (%)

571 (31.51)1316 (30.51)1887 (30.81)Category 1 (0-20)

443 (24.45)1052 (24.39)1495 (24.41)Category 2 (21-40)

340 (18.76)796 (18.46)1136 (18.55)Category 3 (41-60)
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P valueTest data set
(n=1812)

Train data set
(n=4313)

Overall cohort
(n=6125)

Demographics

275 (15.18)686 (15.91)961 (15.69)Category 4 (61-80)

175 (9.66)449 (10.41)624 (10.19)Category 5 (81-100)

Clinical presentation, mean (SD)

.365.7 (1.4)5.7 (1.4)5.7 (1.4)Pain

.24Acuity, n (%)

329 (18.16)839 (19.45)1168 (19.07)Acute

1483 (81.84)3474 (80.55)4957 (80.93)Chronic

<.00124.4 (13.2)22.6 (12.5)23.1 (12.7)Oswestry Disability Index, mean (SD)

.522.8 (18.0)2.8 (18.1)2.8 (18.1)Fear-Avoidance Beliefs Questionnaire ≥15 (n=1391), mean (SD)

.663.8 (8.7)3.9 (8.6)3.8 (8.7)Anxiety (7-item General Anxiety Disorder Scale) ≥5 (n=2144), mean
(SD)

.874.2 (9.4)4.2 (9.4)4.2 (9.4)Depression (9-item Patient Health Questionnaire) ≥5 (n=1590), mean
(SD)

.8523.0 (33.9)22.8 (34.0)22.9 (34.0)Overall work (Work Productivity and Activity Impairment Question-
naire for General Health overall) score >0 (n=3296), mean (SD)

.3222.4 (38.3)22.5 (39.0)22.5 (38.8)Activities (Work Productivity and Activity Impairment Questionnaire
for General Health) >0 (n=4900), mean (SD)

aDenotes 7 missing values.
bDenotes 22 missing values (higher quantiles indicate higher social deprivation).

Overall, the cohort reported moderate pain, with an NPRS score
of 5.7 out of 10.0 (SD 1.4), and a disability score on the
Oswestry Disability Index (ODI) [44] of 23.1 (SD 12.7) at
baseline. This was primarily associated with chronic pain,
defined as pain lasting 3 months or longer (4957/6125, 80.93%).
Severe pain (NPRS: 8-10) was predominantly reported by
patients with acute LBP (168/1168, 14.38% vs 519/4957,
10.47%, in chronic cases, P<.001). High fear-avoidance beliefs
(Fear-Avoidance Beliefs Questionnaire score ≥15 [45]) were
reported by 1391 of the 6125 (22.71%) patients of the cohort,
while 2144 (35.0%) and 1590 (25.96%) patients reported at
least mild anxiety (7-item General Anxiety Disorder Scale
[GAD-7] score ≥5 [31]) or depression (9-item Patient Health
Questionnaire [PHQ-9] score ≥5 [32]), respectively. A large
majority (4900/6125, 80.0%) reported impairment in daily
activities (Work Productivity and Activity Impairment
Questionnaire for General Health [WPAI]—activity score >0),
while 3296 of the 6125 (53.81%) patients reported either
presenteeism or absenteeism (WPAI overall score >0). Clinical
outcomes were similar across both the training and test data
sets, with the exception of the ODI, which was statistically
higher in the test data set (22.6, SD 12.5 vs 24.4, SD 13.2),
although this difference was not clinically meaningful [46].

Model Development
The LGCA revealed a significantly different latent
representation of trunk motion over time for responders and
nonresponders (P<.001; Figure S4 in Multimedia Appendix 1).
Similarly, the temporal structural network model showed 2
significantly different temporal correlation patterns of trunk
motion for responders and nonresponders (P<.001; Figure S5
in Multimedia Appendix 1).

The best models from both methodologies (LightGBM and
RNN), following hyperparameter optimization, resulted in
similar ROC-AUC scores in the test set across all time points
(P=.98, .52, .69, .81, .38, .68, and .22, respectively, for sessions
1-7; Figure 3A and B). Model performance improved over time
for both models (P<.001 for both, DeLong algorithm), with
predictions at session 7 reaching an ROC-AUC of 0.70 (95%
CI 0.65-0.71, based on bootstrap resampling; Table S3 in
Multimedia Appendix 1) for RNN and 0.71 (95% CI 0.67-0.72)
for LightGBM, compared with 0.66 (95% CI 0.61-0.68) and
0.67 (95% CI 0.61-0.67) obtained in session 1. These results
corresponded to a precision-recall AUC at session 7 of 0.56
(LightGBM: 95% CI 0.49-0.58; RNN 95% CI 0.48-0.57; Figure
3C and D) and a weighted F1-score of 0.68 (95% CI 0.64-0.69)
for both models.
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Figure 3. Model performance on the test data set. Test receiver operating characteristic curve (ROC) for both (A) light gradient boosting machine
(LightGBM) and (B) recurrent neural network (RNN) across the 7 sessions. True positive rate (true positives over true positives and false negatives);
false positive rate (false positives over false positives and true negatives); dashed line denotes an area under the curve (AUC) of 0.5 corresponding to
a random predictor; precision-recall curve for (C) LightGBM and (D) RNN models across the 7 sessions. Precision denotes true positives over true
positives and false positives; recall denotes true positives over true positives and false negatives; shaded areas denote the 95% CIs.

For the models described, considering a precision of 70%, the
LightGBM achieved a specificity of 0.97 (95% CI 0.95-0.98),
a sensitivity of 0.13 (95% CI 0.02-0.25), and a negative
predictive value of 0.68 (95% CI 0.68-0.68). Similarly, the RNN
achieved a specificity of 0.97 (95% CI 0.94-0.97), a sensitivity
of 0.12 (95% CI 0.00-0.24), and a negative predictive value of
0.68 (95% CI 0.65-0.71).

Predictive Factors in Digital Care
Considering the best models, we analyzed the top 20 outcome
predictors at each session based on absolute mean SHAP values

[41]. Figure 4 depicts cumulative values of features aggregated
by domains over time for the LightGBM (Figure 4A) and RNN
(Figure 4B). Detailed feature stratification for both models is
available in Figures S6 and S7 in Multimedia Appendix 1,
respectively.

Although both models incorporated features from comparable
domains, the importance of each feature varied depending on
the model. The flagged domains included pain-associated
metrics, exercise performance, and motivation and compliance
data, which utilized real-time passive data collection.
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Figure 4. Model explainability. Cumulative Shapley Additive Explanations (SHAP) values per domain considering the top 20 features at each session
for both (A) light gradient boosting machine (LightGBM) and (B) recurrent neural network (RNN). SHAP values depicting the relationship between
the outcome (ie, pain response) and the feature of interest: (C) average pain felt during exercising, (D) time between sessions (days), and (E) feeling
nervous, anxious, or on edge (7-item General Anxiety Disorder Scale [GAD-7] scale). As LightGBM models differ in the number of features across
time, and because we are interested in qualitative comparisons, SHAP values were normalized at each session by dividing by the SD of SHAP values.

Although the pain domain was highly predictive for both models
(Figures 4A and B), LightGBM placed greater emphasis on
exercise performance, motivation, and compliance data than
the RNN. Within the exercise performance domain, the most
informative features included time spent exercising, exercise
accuracy, and the execution of specific exercises related to trunk
motion. Notably, lower training time or poorer performance in
particular sessions was associated with an increased likelihood
of nonresponse (Figure S8A in Multimedia Appendix 1). Low
motivation and compliance, specifically characterized by low
exercise consistency—evaluated by longer intervals between
sessions (>3 days, Figure 4D)—was associated with a higher
likelihood of being a nonresponder. This observation was
consistent across other variables reflecting motivation toward
compliance, such as the time between registration and program

start, as well as the reasons preventing patients from completing
the program.

The RNN was more reliant on the temporal patterns of mental
health and other clinical variables (eg, medication intake, intent
to undergo surgery) for its predictions. The presence of mental
distress was associated with a higher likelihood of being a
nonresponder across all sessions, as exemplified by the item
“Feeling nervous, anxious, or on edge” from the GAD-7 scale
(Figure 4E). Even though LightGBM did not rank mental health
features among the top 20 predictors, higher GAD-7 and PHQ-9
scores were correlated with poorer outcomes, particularly in the
later sessions (eg, Figure S8B in Multimedia Appendix 1).
Additionally, other clinical features, such as prescribed
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medication, were associated with a lower probability of being
a responder.

Both models utilized features related to individual
characteristics, including demographics and socioeconomic
status. Subgroup analyses evaluating potential imbalances
between the training and test sets indicated that similar results
could be obtained regardless of demographic or clinical
characteristics (Table S4 in Multimedia Appendix 1). Overall,
women and individuals from more socially deprived areas,
particularly those from regions with higher unemployment rates,
had a worse prognosis compared with their counterparts (Figure
S8C and S8D in Multimedia Appendix 1).

Model Applicability
Figure 5 illustrates an example of the output from the tool
provided on the PT portal for 2 patients during session 4. This
output includes the model’s prediction of nonresponders (ie,
true positives, with an RNN precision of 70% on the test set)
and the key drivers behind this classification. For patient A, the

classification is primarily influenced by high pain reported
during exercise in session 4 (NPRS = 6 out of 10), baseline
characteristics indicating severe clinical presentation (such as
high ODI and mental distress), and self-reported potential
barriers to motivation. Patient B also reported high pain during
exercise in session 4 (NPRS = 8 out of 10) and exhibited low
exercise performance for that session (3.5 out of 5 stars).
Additionally, patient B indicated prescribed medication intake
(eg, opioids) and the presence of at least one clinical red flag,
despite being cleared by a physician to participate in the
program. With an ODI score of 50 and low educational
attainment, this information is subsequently analyzed by the
PT, allowing for necessary refinements to the intervention. This
may involve adjusting exercise intensity or type or prioritizing
specific components of the DCP, such as education and
cognitive behavioral therapy. These adjustments will
subsequently impact future model predictions in a dynamic
closed-loop optimization that contributes to the refinement of
the tool.

Figure 5. Example of the integration of the model in the physical therapist portal. Example of model explainability for 2 patients, A and B, classified
as high-risk nonresponders (recurrent neural network [RNN] precision 70%) at session 4. In the physical therapist portal, each patient's health record
includes the prediction of the tool along with the variables that sustained the model's classification, providing insights into the specific factors affecting
the patient's prognosis. The most influential factors contributing to a nonresponder prediction are highlighted in red, with factors positioned toward
higher "base values" (ie, to the right) indicating a stronger impact. For example in the case of patient A, the pain felt during exercise and the baseline
pain are the most influential for the model output. After analyzing the case, the physical therapist reevaluates the patient's program and the potential
need for further support. Those adjustments will be subsequently fed into the tool reinforcing the dynamic optimization close loop. GAD-7: 7-item
General Anxiety Disorder Scale; ODI: Oswestry Disability Index.
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Discussion

Principal Findings
This study leveraged passively and automatically collected
patient data from a digital MSK intervention to develop a
predictive tool that assists PTs in optimizing treatment. These
models utilize continuously updated data from each enrolled
patient to identify early those who are less likely to achieve a
clinically meaningful reduction in pain. Model performance
significantly increased over time, achieving an ROC-AUC of
0.70 (95% CI 0.65-0.71, from bootstrap resampling) for the
RNN and 0.71 (95% CI 0.67-0.72) for the LightGBM at session
7. These models identified features from domains related to
pain, exercise performance, motivation, and compliance as the
most predictive of outcomes. This information can inform PTs
for continuous treatment adjustments to maximize response
rates. This predictive tool operates through a dynamic loop, and
when applied in clinical practice, it continuously enhances
treatment refinement and improves tool performance over time.

Comparison Prior Work
Previous ML models designed to support LBP management
without real-time data collection have reported performances
(ROC-AUCs) ranging from 0.49 to 0.71 [6,7,9,10,21], with 1
model achieving a higher AUC of 0.84, but only near the end
of treatment [11]. Additionally, the currently used STarT Back
prediction tool has reported AUCs of 0.63 and 0.60-0.62 when
predicting pain intensity at 12 weeks and 1 year, respectively
[6,7]. The wide range of reported model performances reflects
not only the challenges associated with each proposed objective
but also the level of uncertainty that these tools generate. In this
study, both models’ performances significantly improved over
time, achieving an AUC of 0.70-0.71 at session 7 using
real-world data. This AUC suggests that pain response at an
early stage of the intervention is partially explained by the
variables used. However, as treatment progresses, it is plausible
that model performance will continue to improve toward the
end. As an example, Brennan et al [11] demonstrated a 1.3 times
increase in model performance when using PROMs collected
at session 3 to predict outcomes at session 6. Our study aimed
to be less reliant on PROMs and more focused on a scalable
solution capable of improving over time [47,48]. While
specificity and sensitivity depend on the threshold applied, the
results presented here align with those previously reported
[6,7,9-11,21]. The choice of threshold to balance precision and
recall must align with the clinical setting’s needs, taking into
account the costs and implications of false positives and false
negatives.

In addition to real-time predictions, these models may offer
timely insights that enable PTs to determine the need for
referring patients to specialized care (eg, escalation to
psychologists) through shared decision-making with the patient.
Both models identified similar feature domains, including
pain-associated metrics, exercise performance, motivation, and
compliance, thereby surpassing the predictive value of individual
demographic prognostic factors. These domains cannot be
captured solely through PROMs, further emphasizing the
relevance of such models in managing LBP.

To predict the pain that patients experience during daily
activities, the model incorporates pain levels reported during
exercise, alongside baseline clinical presentations (including
the NPRS, the “pain intensity” item from the ODI, and
acuity)—features previously established as poor prognostic
indicators [49-51]. This underscores the importance of pain
experienced during exercise as a predictor of outcomes.
Specifically, exercising with pain levels exceeding 4 out of 10
has been shown to predict negative outcomes [52], suggesting
that these patients may benefit from adjustments to their exercise
prescriptions. The use of analgesic medications, such as opioids,
has also been linked to a poorer prognosis, as noted in previous
studies [53-55].

Aside from pain, both models prioritized motivation,
compliance, and exercise performance data for predictions.
Regarding motivation, indicators such as self-reported resistance
to commit to the intervention, delayed program initiation, and
extended intervals between sessions (>3 days) were associated
with a lower likelihood of response, reinforcing previous
findings [56]. In the exercise performance domain, the models
emphasized exercise execution data, including the time
dedicated to sessions, performance scores, and the number of
incorrect exercises, with lower scores linked to worse outcomes.
Challenges associated with compliance frequently contribute
to increased frustration and decreased adherence to treatment
[57,58] and have been previously described as risk factors for
poor outcomes [5,59]. Co-occurring with low adherence rates,
anxiety and depression were associated with a lower likelihood
of response in one of the models (RNN). This finding is
unsurprising, considering the well-established negative feedback
loop between mental health and MSK pain [60,61].

Although the demographic and socioeconomic profiles of
patients are relevant, they may be of lower importance than the
previously mentioned domains. Certain groups, such as women
and the unemployed, may encounter systemic barriers that hinder
their ability to achieve pain relief.

In summary, implementing this tool would enhance care
coordination and patient management by identifying individuals
at higher risk for poor pain outcomes. This, in turn, can
streamline workflows, fostering informed decision-making and
tailored treatment programs. The continuous stream of data
generated by patients enables refined predictions at each
interaction, allowing PTs to make timely adjustments to the
program. These adjustments could then be fed back into the
system to further enhance its recommendations. To assess
potential biases, the subgroup analyses conducted in this study
focused on demographic characteristics and socioeconomic
factors, indicating a low risk of bias. However, further
evaluation of algorithmic bias will be necessary once the model
is fully operational and deployed in real-world settings.
Continuous monitoring will be essential to ensure that the model
does not disproportionately impact specific populations or
reinforce existing health disparities.

While there may be concerns among PTs regarding the “black
box” nature of AI, model explainability will be crucial in
overcoming this barrier. Before full implementation, training
for PTs (or clinicians) is essential to ensure they understand and
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can effectively use the tool, thereby mitigating fears and
preventing erroneous use of AI. Nevertheless, the design of this
AI tool ensures that final clinical decisions remain with the PT,
preserving human judgment and critical reasoning. This
approach can foster trust in the system and promote the safe
integration of AI into clinical workflows.

Future research on the development of this predictive tool should
concentrate on clinically validating the closed feedback loop.
Additionally, optimizing the performance of the AI tool may
be further enhanced by incorporating supplementary data
sources, such as real-life context data variables obtainable from
smartwatches (eg, pedometry and sleep quality) and clinical
context information (eg, presence of specific comorbidities and
clinical records). This could reveal additional data patterns and,
consequently, contribute to improved model accuracy. With the
nearly exponential increase in data, it is plausible that RNNs or
other deep sequence models will continue to enhance their
performance and eventually surpass LightGBM, given their
natural ability to handle sequential data [47,48]. Additionally,
the integration of continuous volumes of data may expand the
model’s predictive capabilities to assess long-term outcomes.
In particular, for LBP, predicting long-term outcomes will help
determine which types of interventions lead to more sustained
recovery with functional improvement, and reduce the likelihood
of relapse or chronicity over time.

Finally, as the AI model relies on protected health information,
implementing robust safeguards and establishing data
stewardship protocols are essential to maintain confidentiality,
integrity, and security.

Other future considerations include exploring the application
of such tools to other MSK conditions.

Strengths and Limitations
This study has important strengths. First is the novelty of
exploring how data collected from a DCP can be applied in an
ML model to continuously predict patient outcomes and foster
personalized care. Second, this cohort’s demographic and
clinical characteristics mirror that of the US population reporting
LBP [62,63], with the percentage of nonresponders for pain
being consistent with previous studies evaluating in-person and
digital LBP management [11,22,64,65]. Finally, the nature of
the data that are automatically and passively collected, which
are less reliant on PROMs, makes it easy to obtain and less
burdensome for both patients and clinicians. However, this

study also has limitations that warrant noting: (1) Although the
cohort was large and decentralized, we cannot dismiss the
possibility of overfitting; additionally, as the population focuses
on beneficiaries of health plans, this may limit generalizability
to populations not covered by health insurance. Therefore,
extended testing on new cohorts is critical for the external
validation of the AI tool. Such validation would provide a more
accurate assessment of the model’s performance, ensuring that
its effectiveness and robustness are maintained across different
populations that may enroll in the program. Additionally, it
could help identify areas in need of improvement. Furthermore,
external validation studies should be followed by real-world
applications to evaluate the usefulness of the deployed model
in clinical settings; (2) despite being highly used and
recommended by clinical guidelines, transforming the pain
outcome into a binary classification may obscure subtle
variations in patient responses. This simplification could lead
to misclassification of patients who are close to the threshold.
Future approaches could consider modeling the outcome as a
continuous variable. Additionally, developing a composite score
that reflects improvements across multiple core outcome
domains—including Patient Global Impression of Change and
Activities of daily living functionality—could better capture
the multifactorial nature of LBP and provide a more
comprehensive assessment of patient improvement in a single
metric; (3) we used an extensive number of features that capture
critical domains in the rehabilitation realm; however, other
potential features, such as measures of self-efficacy and
indicators depicting transitional states between clusters of
trajectories, which could hold high predictive power, were not
included. Incorporating these features in future designs could
enhance the model’s predictive accuracy; (4) finally, the early
stage of this tool’s development hampers the ability to assess
its impact on clinical outcomes. Future steps should focus on
implementing and evaluating the tool’s dynamic loop to better
understand its effectiveness and feasibility, as well as to
ascertain its net benefits.

Conclusions
This study underscores the potential of a predictive tool
leveraging ML models to enhance the management of LBP in
a digital setting, redirecting care pathways early on and
throughout the treatment course, thereby fostering personalized
care. The application of such a strategy is particularly important
for managing a heterogeneous population with diverse
phenotypes across different cultural contexts.
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(JMIR Med Inform 2024;12:e57654)   doi:10.2196/57654

In “A Novel Convolutional Neural Network for the Diagnosis
and Classification of Rosacea: Usability Study” (JMIR Med
Inform 2021;9(3):e23415) the authors made one addition.

An “Acknowledgments” section has been added that reads as
follows:

This work was supported by The Educational Science
and Planning Project of Hunan Province
(XTK20BGD008).

The correction will appear in the online version of the paper on
the JMIR Publications website on March 8, 2024, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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In “A Multilabel Text Classifier of Cancer Literature at the
Publication Level: Methods Study of Medical Text
Classification” (JMIR Med Inform 2023;11:e44892), the authors
made one addition.

An Acknowledgments section was added to the paper, as
follows:

This work was supported by the Innovation Fund for
Medical Sciences of Chinese Academy of Medical

Sciences (grant: 2021-I2M-1-033) and the
Fundamental Research Funds for the Central
Universities (grant:3332023163).

The correction will appear in the online version of the paper on
the JMIR Publications website on June 5, 2024, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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In “A Call to Reconsider a Nationwide Electronic Health Record
System: Correcting the Failures of the National Program for
IT” (JMIR Med Inform 2023;11:e53112) the author noted one
error.

In the section titled “The Status Quo,” the following sentence
appears:

Clinical research would achieve unprecedented
statistical power if physicians were granted access
to the full cohort of patients registered with NHS
GPs—comprising over 62 people in England alone.

This has been changed to read as follows:

Clinical research would achieve unprecedented
statistical power if physicians were granted access
to the full cohort of patients registered with NHS
GPs—comprising over 62 million people in England
alone.

The correction will appear in the online version of the paper on
the JMIR Publications website on January 12, 2024 together
with the publication of this correction notice. Because this was
made after submission to PubMed, PubMed Central, and other
full-text repositories, the corrected article has also been
resubmitted to those repositories.
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Abstract

In light of rapid technological advancements, the health care sector is undergoing significant transformation with the continuous
emergence of novel digital solutions. Consequently, regulatory frameworks must continuously adapt to ensure their main goal
to protect patients. In 2017, the new Medical Device Regulation (EU) 2017/745 (MDR) came into force, bringing more complex
requirements for development, launch, and postmarket surveillance. However, the updated regulation considerably impacts the
manufacturers, especially small- and medium-sized enterprises, and consequently, the accessibility of medical devices in the
European Union market, as many manufacturers decide to either discontinue their products, postpone the launch of new innovative
solutions, or leave the European Union market in favor of other regions such as the United States. This could lead to reduced
health care quality and slower industry innovation efforts. Effective policy calibration and collaborative efforts are essential to
mitigate these effects and promote ongoing advancements in health care technologies in the European Union market. This paper
is a narrative review with the objective of exploring hindering factors to software as a medical device development, launch, and
marketing brought by the new regulation. It exclusively focuses on the factors that engender obstacles. Related regulations,
directives, and proposals were discussed for comparison and further analysis.

(JMIR Med Inform 2024;12:e58080)   doi:10.2196/58080

KEYWORDS

software; artificial intelligence; medical device regulation; rights; digital health

Introduction

Technology has significantly reshaped how we engage with a
multitude of products and services, spanning from finance and
travel to health care. This progression has introduced a myriad
of digital solutions into the market, designed to facilitate the
diagnosis, monitoring, and treatment of diverse medical
conditions, ultimately enhancing the quality of life of patients.
As per MedTech Europe data, there were more than 500,000
medical technologies available in 2023 [1]. Consequently, the
role of regulatory measures becomes paramount in safeguarding
patient well-being. Nevertheless, regulatory frameworks must
adeptly mirror technological advancements to remain pertinent
and efficacious, particularly considering the transformative
potential of software within the health care domain.
Consequently, in the past decades, the novel concept of software
as a medical device (SAMD) has been introduced [2].

Historically, Europe has served as the preferred pathway for
obtaining medical device approvals. In 2010, Stanford
University professor Josh Makower (Makower et al [3])
published survey results of over 200 medical technology
companies titled “FDA Impact on US Medical Technology
Innovation.” The survey distinctly indicated the predilection
for the European Union market over its US counterpart, owing
to the expeditious and cost-effective nature of the European
Union regulatory process. The European Union regulatory
process was noted as significantly more predictable, reasonable,
and transparent; 75% of respondents rated their regulatory
experience in the European Union as excellent or very good, in
stark contrast to the mere 16% who bestowed similar evaluations
upon the Food and Drug Administration (FDA). The author
aligns with this perspective because Directive 93/42/EEC
(hereinafter Medical Device Directive 93/42/EEC [MDD]) had
general requirements with fewer regulatory responsibilities.
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However, a certain degree of skepticism has arisen concerning
the adequacy of the European Union regulation in ensuring
patient safety [4]. This concern was addressed by a study
conducted in 2016 by Thomas J Hwang (Hwang et al [5]) from
Harvard University. The study entailed a cohort analysis,
comparing safety issue rates and trial outcome reporting for
medical devices approved within the European Union and the
United States. The authors concluded that the medical devices
approved first in the European Union were associated with an
elevated risk and experienced more recalls.

Furthermore, the medical device industry in the past decades
has experienced various scandals, casting doubts on the efficacy
of the regulatory framework in achieving its overarching goal
to ensure patient safety. Foremost among these is the Poly
Implant Prothèse (PIP) scandal, an incident that has been
prominently cited as a poignant illustration of regulatory
deficiencies that can impede the fulfillment of their primary
objectives [6].

Also, the MDD, being introduced in 1993, exhibited a notable
misalignment with the latest technological advancements and
was not sufficient to comprehensively cover SAMD
development and launch. The European Union policy makers
recognized the shortcomings, namely, outdated regulation,
insufficient oversight leading to safety issues, and imprecise
requirements, resulting in an “uneven level of protection of the
patients, users, and public health,” consequently requiring an
improved regulatory framework [7]. Therefore, in 2017, the
new Medical Device Regulation (EU) 2017/745 (MDR) came
into force, replacing the previous MDD as well as the active
implantable medical devices Directive 90/385/EEC (however,
the latter is not in the scope of this paper) [8]. As per Recital 1,
the new MDR is believed to solve emerging problems as well
as to provide transparency and strengthen market surveillance
and overall quality of medical devices, benefiting the patient.
Undoubtedly, the new regulation clarifies rules for SAMD that
were not clearly defined under the MDD. Furthermore, the new
regulatory framework applies to all the manufacturers equally,
ensuring the same high standards, irrespective of their
geographic location. Such standardization and clarification of
requirements eliminate disparities that have existed under the
MDD, where the interpretation of regulations had varied
between different member states, notified bodies (NBs), and
manufacturers. However, it is too early to judge if the new
regulation has achieved its main goals; as of now, no
quantifiable data or research exist to demonstrate if device safety
has improved or if the European Union is experiencing fewer
product recalls.

Methods

The paper is a narrative literature review, and it seeks to provide
a comprehensive summary of the problems, given the absence
of a comparable analysis. A search in Scopus and PubMed
databases was performed in November 2022 for articles written
in English and published since 2017, the year when the MDR
was adopted. The search included two strings: (1) (“medical”
AND “device” AND “regulation”) in the title, abstract, and
keywords; and (2) (“medical” AND “device” AND “regulation”)

in the title. The specific term “software” was intentionally
omitted from the search parameters, as its infrequent occurrence
in titles, abstracts, or keywords would substantially limit the
available pool of literature. Furthermore, it is important to
acknowledge that papers can encompass analysis of the MDR
in a broader context, yet not explicitly focused on SAMD, and
can provide valuable insights, analysis, and conclusions for the
research. First, non-English and duplicate articles were excluded,
and the remaining articles were evaluated by reviewing their
titles and abstracts. Then the articles were fully read, and only
papers exploring and analyzing the impact of the MDR were
included in the analysis. The initial search returned 341 items
in total, out of which 307 items were excluded after screening
due to their irrelevance. Thus, 34 papers were deemed applicable
for this review.

The paper begins with a concise general overview of the impact
of the MDR, exploring market data on innovations and
communications from major organizations. It is followed by
the main section of the paper (The Challenges of the MDR),
presenting the analysis of the hindering factors that have been
identified in academic literature. These factors were then
grouped into thematic dimensions and explored in more detail,
including their potential impact on the industry. The Conclusion
section summarizes the main findings from the literature and
discussions in the previous sections and suggests directions for
future improvements.

The Overall Impact of the MDR

The MDR introduces more detailed requirements for all medical
devices in terms of development, quality assurance, and clinical
evaluation, as well as postmarket surveillance. However, the
novel framework has sparked discussions on how these changes
impact innovation. A survey conducted by Climedo Health
revealed that 81% of the respondents consider the MDR
challenging [9]. As per Stern [10], industry regulation often
results in delayed or reduced firm entry into markets due to the
increased time and costs, eventually reducing incentives to
innovate. Thus, while the regulation is introduced to improve
patient safety, the slower innovation could paradoxically result
in a reduction of patient safety, since the improvements and
novel devices might take longer to enter the market. So, the
question remains: how to improve regulation without hindering
innovation?

The regulatory framework holds particular importance for the
pioneer innovators. Manufacturers who develop a
first-of-its-kind product experience several disadvantages, such
as the lack of specific guidance, the absence of clinical data,
and little knowledge that can result in a longer development
and approval process as well as additional costs. Stern [10]
notes that the first entrant experiences approximately 34% longer
regulatory approval process than the first follow-on entrant,
also because the regulatory bodies then can release guidance
materials that the later entrants can benefit from. This also means
increased costs for the first entrants, although they can
potentially gain the largest market share.

The industry has already brought considerable attention to the
ramifications and challenges associated with the MDR on
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multiple occasions. In an open letter dated April 15, 2019, the
CEO of MedTech Europe, Serge Bernasconi, pointed out the
lack of NBs and the unpreparedness of the regulatory system
that could result in a shortage of medical devices [11]. The latest
appeal was at the end of 2022 when many medical technology
CEOs addressed the need for changes or else “Europe faces a
scenario where a high number of existing medical devices, upon
which patients, hospitals and other health institutions rely, will
fail to be recertified on time and therefore risk permanently
disappearing from the market. At the same time, the certification
of new and improved products is also delayed, resulting in
delayed patient access to the benefits of innovation” [12]. The
medical associations conglomerate, The Standing Committee
of European Doctors, in its letter to the President of the
European Commission, Ursula von der Leyen, is being more
dramatic, stating that “in some countries, up to 75% of medical
devices are at risk of becoming unavailable,” and that the
“situation is unacceptable from the point of view of patient
safety and quality of care” [13]. The emerging issue is already
noticed as the manufacturers exit the European Union market
due to various reasons, including increased costs and
certification time, which eventually impact the patients as the
devices become unavailable [14]. The expression of concern
was duly acknowledged and subsequently addressed by
Commissioner Stella Kyriakides at the Employment, Social
Policy, Health and Consumers Affairs (EPSCO) Council in
December 2022, who proposed to extend the transition period

[15], and the extension was adopted with Regulation 2023/607,
Article 1, by the European Parliament and the Council [16]. But
would the extension, which applies only to the existing medical
devices, solve all the problems?

Due to the complexity of the MDR, there are various
implications for SAMD development. Therefore, the author
conducted research exploring currently identified hampering
factors. The paper serves as a comprehensive resource for
manufacturers to proactively configure their organizational
infrastructure and allocate resources in advance. In addition, it
is beneficial for health care policy makers in their endeavors to
assess and ameliorate industrial policies and practices. This
paper will also be beneficial to the government bodies and policy
makers who are responsible for the medical technology industry,
as it underscores the barriers impeding the evolution of the
digital health sector and can contribute to developing tools to
foster and maintain innovation.

The Challenges of the MDR

In the following sections, the hindering factors are grouped into
8 dimensions and are further described and analyzed. Each of
the factors has received varying attention in the literature, and
their impact on a manufacturer can overlap; however, each one
of them can be addressed separately. Table 1 presents an
overview of the dimensions and a shortlist of the hindering
factors included in each dimension.
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Table 1. Hindering factors listed and consolidated into dimensions.

ReferencesConsolidated factorsDimensions

[17-28]More complex requirements leading
to delays

• More time is needed for development
• More financial resources are needed, thus new products will take longer

to make available in the market
• Slowing industry innovation
• Delays also for recertification

[17,19,21,22,25,26,29-34]More requirements for clinical
evaluation

• More manufacturers will need to conduct or repeat clinical trials
• Harder to prove technical equivalence
• Most small and medium-sized enterprises lack the financial resources

to conduct trials

[17-19,24-26,30-41]Increased expenses • Regulatory changes bring additional costs to being compliant
• Certification and recertification processes are costly
• Postmarket surveillance seeks more resources

[17,22,29,32,36,39,42-46]Classification issues • Uncertainty if the product is a medical device
• Classifying correctly
• Up-classification, which means more complex requirements for devel-

opment and launch

[21,22,24,26,27,31,33,34,38,39,43,47,48]Limited availability of NBsa • The small number of NBs
• The capacity of existing NBs
• Interdependence between manufacturers and NBs
• Poor communication between stakeholders

[30,31,33,36,37,41]Lack of knowledge • Market entry depends on regulatory knowledge
• Additional costs to acquire competences
• Lack of knowledge of the European Databank on Medical Devices

[20,27,28,31,33,40,46,47]Lack of guidance • Lack of guidance materials for specific matters
• Uncertainty about the processes as harmonized standards are not pub-

lished
• No provisions for orphan devices

[17,26,34,36]Constraints on software updates • Complicated process to change or add new features
• Limited possibility of software customization

aNB: notified body.

More Complex Requirements Leading to Delays
One of the main challenges for all manufacturers is the complex
requirements to develop and market a medical device. While
the requirements are updated to ensure patient safety, numerous
manufacturers may encounter challenges in meeting these
requirements. This can lead to several outcomes. For example,
first, the new products will take longer to be deployed [17-21],
thus slowing the innovation in health care [22-24]. According
to MedTech Europe data, the time to certify a medical device
under MDR has now doubled to 13-18 months [49]. Second,
delays in certification or recertification procedures could
potentially result in a reduction of the available product range
[18] and the discontinuation of certain products [25,26]. Third,
new product launches could potentially be deferred or even
canceled, as the emphasis shifts toward the maintenance of
existing medical devices [27]. Fourth, some manufacturers
might choose to continue supplying their medical devices while
opting to withdraw from the European Union market [28].

Given that one of the plausible outcomes is a delayed launch
or even the eventual discontinuation of a medical device, there

arises a potential jeopardy to the fundamental objective of the
MDR, which is to safeguard patient safety [26], since the devices
will no longer be available.

More Requirements for Clinical Evaluation
Another troublesome issue for the manufacturers is the increased
need to conduct clinical evaluations [17,19,21,22,29]. Although
it derives from the general complexity of the requirements
explored in the previous section, this matter is specific and
critical for the development thus separated.

For lower-risk medical devices, the manufacturer can provide
clinical evaluation without conducting its own clinical trial, yet
the device must be proven to be equivalent to the compared
device. In those cases, the manufacturer can use other clinical
investigations and studies and papers published in peer-reviewed
sources. While there are no data available on how many devices
are approved based on equivalence in Europe, the data in the
United States suggest that it is the majority: 99% of the devices
approved between 2015 and 2020 used the 510(k) pathway (the
mean number of premarket approvals was 38, compared with
a mean of 2982 510(k)s annually) [50].
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However, clinical evaluation without conducting own clinical
trial is not an option if the developed medical device is
innovative, meaning there are no equivalent devices, even if the
device in question has low risk. According to the MDR, the
equivalence shall be demonstrated in 3 dimensions, namely,
technical, clinical, and biological (the latter does not apply to
a SAMD).

Technical equivalence means “the device is of similar design;
is used under similar conditions of use; has similar specifications
and properties including physicochemical properties such as
intensity of energy, tensile strength, viscosity, surface
characteristics, wavelength, and software algorithms; uses
similar deployment methods, where relevant; has similar
principles of operation and critical performance requirements”
(MDR, Annex XIV Part A, Article 3). The new additional
requirement, which is also the most concerning aspect of a
SAMD, is to compare software algorithms. While Medical
Device Coordination Group 2020-5 [51] suggests the
comparison needs to be done only in terms of functionality and
clinical performance, not the code itself, algorithms are not
public and are the essence (and the unique selling point) of
software. Thus, the actual functionality cannot be thoroughly
compared, especially if it is an artificial intelligence (AI) and
machine learning (ML)–based solution. In the meantime, for
implantable and higher-risk devices (Class III), the equivalence
can be claimed only if the manufacturer has a contract in place
that allows full access to the technical documentation of the
equivalent device on an ongoing basis (MDR Article 61(5)).
This requirement is almost impossible to fulfill in a competitive
market [27].

According to Kearney and McDermott’s [31] research about
challenges with clinical evaluation, manufacturers also
frequently have issues related to obtaining and understanding
the level of clinical data required by the MDR, being reluctant
to the more stringent requirements. However, the most common
challenge here is the lack of skills and knowledge for preparing
the clinical evaluation, which has led to an increase in
outsourcing the knowledge (and consequently, increasing the
costs).

An apparent consequence of the increased need for clinical trials
is increased research and development costs [22,30,32], which
also complicates the development process [33] and increases
the maintenance costs [34]. In addition, it is no secret that most
small- and medium-sized enterprises (SMEs) lack the financial
resources to conduct large clinical trials [26].

Consequently, manufacturers are already deciding to exit the
European Union market or at least postpone the launch of
innovative products [31].

Increased Expenses
While most of the identified implications result in increased
expenses, it is important to single it out and explore its impact
on the development and launch of SAMDs. Also, increased
costs were highlighted in the Climedo Health survey [9], where
70% of the respondents named it as their greatest challenge,
44% of respondents projected that the MDR will incur additional
costs of 5% of their annual turnover, while the same number of
respondents plan cost increase by 1% to 5% of their annual
turnover.

The regulatory improvements will clearly bring more
development process costs [17,31] as well as conformity
assessment, certification, and recertification costs [25,26,32-38].
It will also require changes in organizational structure and a
need to acquire new competencies, including bringing more
talent on board [18,24,30,32,33,39] and seeking additional
funding, which is challenging, especially for SMEs.

The new regulatory updates also establish more requirements
for the postmarket surveillance process, which brings more
costs [32,40]. In addition, the new unique device identification
(UDI) system requires adaptation of the existing information
systems, also resulting in cost increase [41].

The increased expenses, if not covered by additional
investments, can eventually lead to price increases, which means
decreased availability of medical devices [17,19,32,39], or in
worst-case scenarios it can lead to an exit from the European
Union market [32,35]. Some SMEs might need to seek other
exit solutions, such as merging with large companies to keep
the products running [17,32,33], resulting in less competition
and few dominant companies in the market.

Classification Issues
Before specifying the device class, the manufacturer must define
if the developed product is a medical device: software with a
medical purpose acting to benefit individual patients. Then the
next step is to choose the right class according to the risk level.

In comparison to the previous directive (MDD), the MDR
separates a rule for SAMDs (Rule 11, Annex VIII, Chapter III,
6.3.; Figure 1).

Yet the classification process has its struggles, such as (1)
uncertainty if the developed product is a medical device at all
[32,36], thus if it falls within the scope of MDR; (2) choosing
the correct class [32,36,42,43]; and (3) for most SAMDs, the
new MDR means up-classification [29,32,39,44,45].

The first 2 issues can be addressed with a rigorous regulation
study and consultations. This is a one-time issue not impacting
the manufacturers in the long term.
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Figure 1. Software as a medical device classification flow.

However, considering the complexity of the regulatory
requirements, SMEs might opt to position their products as
health and wellness devices. This strategic approach could allow
them to avoid rigorous regulatory scrutiny and lessen the
challenges to launch and market their products [46]. In this
context, the manufacturer’s envisaged intended use of the device
plays the role, rather than its actual use. This perspective is
supported by the Court of Justice of the European Union with
its decision on Brain Products, wherein it was established that
if a product is not intended to be used for medical purposes,
Conformité Européenne certification is not required [52]. Yet,
the intentional falling out of the regulatory scope means the
uncertain quality of the digital health tool, as well as it
potentially carrying safety risks to human health, which was
the initial cause of the regulatory changes. This concern is
important, particularly in light of the increasing reliance of
individuals on digital health technologies [46].

The third factor, up-classification, can become troublesome, as
most SAMDs will be classified in at least the IIa risk class, and
software in the lowest risk class I will remain as an exception
[45]. This up-classification entails more complex requirements
and certification processes and will result in more time needed
for development and subsequent delays in obtaining market
access [17,22]. Some manufacturers might choose to eliminate
or limit some of the device features to keep the device in a
lower-risk class [32], and this might in turn limit the availability
of innovative solutions.

The complex requirements as an impediment are explored earlier
in this paper.

Limited Availability of NBs
An NB is an organization that is authorized to perform
conformity assessments in accordance with the MDR. Annex
VII sets out general, organizational, resource, and other
requirements to be met by the NBs, thus the process of
establishing an NB can be lengthy and resource-intensive as
well.

Consequently, the limited availability of NBs is one of the
hindering factors identified, and it has two dimensions: (1) the
absolute number of NBs [22,23,25,28,34,39,43,47,48] and (2)
the capacity of existing NBs [33,38,43].

As of May 2024, according to the European Commission
database, there are 46 authorized NBs to perform assessments
following the MDR [53]. Germany and Italy have the highest
concentration of NBs, with each country hosting 10. The
Netherlands follows with 4 NBs. Finland, Czechia, Turkey,
Poland, France, and Sweden each host 2 NBs. Meanwhile,
Belgium, Croatia, Hungary, Ireland, Norway, Slovakia,
Slovenia, Spain, Cyprus, and Denmark each have 1 NB.

Although the MDR entered into force in 2017, seven years have
not been enough to establish a sufficient number of bodies. It
is worth pointing out that not all European countries host an
NB. For example, Switzerland is the second largest medical
technology employer in Europe per capita, or fifth largest in
absolute number of people employed [1]; however, it does not
host a single NB. Ireland, which has the largest number of
people directly employed in the medical technology industry
per 10,000 inhabitants, hosts 1 NB. Similarly, France, which is
fourth in Europe with the highest direct employment in terms
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of absolute number of people employed, hosts only 2 NBs.
While the international environment does not limit the applicants
based on location, and manufacturers can freely choose an NB
in any other country, Peter et al [34] suggested that the lack of
NBs and poor communication between the manufacturers and
NBs can lead to lost market opportunities. However, the authors
do not mention any particular or potential examples.

The capacity of existing bodies is also being explored. Because
of the low number of NBs and the increased need to acquire a
certification, this can result in delays and shortages of medical
devices or some manufacturers even leaving the European Union
market [48]. The increased time for the certification process
has been already mentioned in this paper earlier: according to
MedTech Europe data, the time to certify a medical device under
MDR has now doubled to 13-18 months. As per the preliminary
results of the NBs survey led by Gesundheit Österreich GmbH
(Austrian National Public Health Institute) with Areté and Civic
Consulting [54], in March 2023, in 86% of cases, the time to
acquire the certificates was more than 13 months.

Another factor identified is the interdependence of the NBs with
the manufacturers [26], as the NBs would want to ensure their
turnover and eventually profit, thus prioritizing the clients who
would bring the largest revenue. This argument is especially
troublesome for SMEs, as large companies might have the
leverage to be certified first, thus leading to delays for SMEs
[39]. As per the MedTech Europe report conducted in April
2022, at least 15% and up to 30% of SMEs have no access to
an MDR-designated NB [49]. In addition, poor communication
between the NBs and manufacturers can lead to potential
setbacks during the certification process [31].

Interestingly, Fink and Akra [55] delve into an aspect concerning
the regulatory frameworks in the European Union compared
with the United States. While this does not pertain specifically
to the Regulation, it remains a noteworthy consideration in a
broader context. The distinction lies in the centralized approval
process in the United States, where the FDA singularly holds
authority, and the decentralized process in the European Union,
involving multiple NBs. The authors mention the potential risk
of different interpretations of requirements stemming from the
decentralized nature of the European Union regulatory system.

Lack of Knowledge
Stern [10] in her paper titled “Innovation under Regulatory
Uncertainty: Evidence from Medical Technology” separates 2
factors: technological uncertainty and uncertainty about
application content and format. Thus, it is worth exploring both
factors separately. (1) Technological uncertainty means the lack
of knowledge and understanding of how the innovative product
in question works and how it is used in the human body, as well
as how the regulator will understand the mechanisms behind it;
and (2) the uncertainty about application content and format is
related to a lack of guidance for the product assessment phase
(including the evaluation of clinical trials and the information
needed to submit), and this factor is explored in the next section.

This paper revealed that the lack of knowledge can be an
obstacle to entering the market, especially for start-ups [33],
and it can be associated with legal risks as well [36]. There is

a need to acquire more competencies [31,37], which results in
additional costs [30]. Manufacturers need to improve their
knowledge and skills to perform postmarket surveillance [33],
and better understand the European Databank on Medical
Devices system [41].

Lack of Guidance
Chatterji [56] finds evidence that nontechnical knowledge, such
as understanding regulation and marketing knowledge, is of
greater importance than technical knowledge. Thus, this
impediment should draw the attention of the manufacturers and
stakeholders.

The MDR consists of 123 articles and 17 annexes on 175 pages.
In comparison, the MDD had 23 articles and 12 annexes on 60
pages. While this suggests that the new regulation shall bring
clear requirements and explanations, the actual situation is on
the contrary. The Climedo Health survey shows that 59% of
the respondents name the lack of clarity as one of their greatest
challenges [9]. The unclarity is evident in clinical evaluation
[28,31], postmarket surveillance processes [46] and activities
[33], or the lack of guidance in general [27,40]. Gilbert et al
[20] also specify that there is a need for smarter regulation,
particularly for the highest-risk (III) class devices.

Melvin [47] draws attention to the fact that the MDR has no
provisions for orphan devices that are intended for rare
life-threatening or chronically debilitating conditions. Since the
market for these devices is small, it may become economically
unfeasible for manufacturers to continue supplying them,
potentially leading to their exit from the European Union market.

A significant shortcoming of the MDR is the lack of detailed
requirements and guidance for AI solutions, which can become
a barrier to their clinical adoption [20]. AI solutions experience
rapid growth, including in health care, and the lack of regulation
can lead to uncertainty for development as well as compliance.
While there is the AI Act that also covers the health care
industry, the manufacturers today do not have guidance, which
leaves room for their interpretation.

The importance of regulatory guidance and its impact on medical
devices is proved by Stern [10], showing an average decrease
in regulatory approval times of 2.8 to 6.6 months when
comparing innovative firstcomers with their followers.

Constraints on Software Updates
Opposite to a common hardware medical device, software can
be updated regularly. It can vary from a minor update, such as
a new data field or color change, to a significant update, such
as a brand new feature, delivering a new type of content, or
improving the AI algorithm.

This is a considerable difference if we explore the maintenance
of a medical device throughout its lifecycle. The MDR now
requires an NB’s involvement, namely, if a manufacturer has
“any plan for substantial changes to the quality management
system, or the device-range covered” (Annex IX, Chapter I,
2.4), or if technical documentation is being changed and “such
changes could affect the safety and performance of the device
or the conditions prescribed for use of the device” (Annex IX,
Chapter II, 4.10). Thus, this requirement to involve the NB if
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the manufacturer plans updates in the device is considered an
impediment [17,26,34], which brings constraints on changing
the software or adding new features, as well as limits software
customization [36].

Nevertheless, the MDR does not specify what changes should
be communicated with the NB, which eventually allows the
manufacturer’s interpretation to some degree. However, the
Medical Device Coordination Group has provided a guidance
document on significant changes regarding the transitional
provision under Article 120 [57] to better understand which
changes are considered “significant.” It gives the explanation
that minor software changes would be adding a new language
or fixing bugs. Yet, changes in algorithms shall be considered
as a major change, thus requiring the involvement of the NB,
and this is burdensome for all AI solutions as the algorithms
can change regularly. Furthermore, adding a new therapeutic
feature (even if it is only enriching the content base) is
considered a significant update, requiring the involvement of
the NB.

Conclusions

This paper is scoped to the impact of the new MDR on the
development and launch of SAMDs and does not explore its
effect on patient safety. Future research should seek to
investigate the benefits and impact of the MDR on increasing
patient safety and if the regulatory changes have had the desired
effect.

The identified hindering factors of the MDR were consolidated
into eight dimensions: (1) more complex requirements leading
to delays, (2) more requirements for clinical trials, (3) an
increase in expenses, (4) classification issues, (5) limited
availability of NBs, (6) lack of knowledge, (7) lack of guidance,
and (8) constraints on software updates. Each of the factors has
received varying attention, yet any single one can have a critical
impact on a manufacturer, thus each company shall evaluate its
strengths and weaknesses to sufficiently prepare for
development.

The results show that the new regulation heavily impacts the
European Union medical device industry, which can lead to
either price increases or shortage of medical devices, as well as
stifling innovation, which can eventually even harm the patients.
Some manufacturers might evaluate the costs and potential
revenue and decide to discontinue the devices. Some small
start-ups may find themselves compelled to shut down their
operations, while other enterprises might opt to exit the
European Union market or engage in mergers with more sizable
corporations. This trend is supported by Kearney and
McDermott’s [31] research showing the first signs of
manufacturers either leaving the European Union market or
seeking approval for devices in the United States first.

The fact that Europe has lost its appeal is supported by the
Boston Consulting Group and University of California, Los
Angeles Biodesign report [58], which shows that 89% of

surveyed companies consider prioritizing the United States over
the European Union. While the registration of digital
technologies is quite uncertain for both United States and
European Union markets, still 32% of the respondents
considered the US pathway rather predictable, which is more
than double that of the European Union pathway (15%) [58].
The market changes are alarming for the European Union; thus,
the problems must be addressed at the European Union level.
Policy makers should reconsider if all the current regulation
requirements bring actual value and ensure patient safety rather
than build unnecessary burdens to launch innovative digital
solutions. Although the transition period for the existing medical
devices has been extended, it gives time for the existing medical
devices to fulfill the requirements, yet it does not address the
issues with complexity, and hence further actions must be taken.

In the meantime, the growing development and approbation of
digital health tools, including AI solutions, currently require a
more targeted regulatory framework as we see the lack of
guidance and knowledge in the domain. The MDR and
respective guidelines exhibit limitations in addressing the
complexities inherent to most pioneering technologies, thereby
AI and ML–based solution manufacturers have room for
interpretation of the applicable regulation. To address the
regulatory gaps for AI and ML–driven solutions, in March 2024,
the European Commission passed the AI Act [59], which will
now lessen the legal uncertainties. This legislation covers
various domains, and also applies to health care and medical
AI, thereby ensuring more robust regulatory oversight within
this landscape. Henceforth, manufacturers of AI and ML–driven
solutions will be required to ensure compliance with both the
MDR and the AI Act. Although the adoption of the act is
commendable, in reality, it has introduced new compatibility
challenges. For instance, there is uncertainty surrounding the
process of providing clinical evidence for certification under
the MDR. It appears that AI medical devices will be required
to have Conformité Européenne certification before undergoing
testing, potentially creating an infinite loop of unmet
requirements, or forcing the manufacturers to conduct trials
outside the European Union. Therefore, this seeks further
discussions and implementation guidelines from the European
Commission to help the manufacturers in their compliance
journey.

Last but not the least, each European Union member state that
aspires to foster the advancement of the digital health sector is
encouraged to consider both monetary and nonmonetary
assistance to SMEs. Such support mechanisms hold the potential
to facilitate a seamless introduction of cutting-edge innovations
to the marketplace. While financial assistance might be subject
to budgetary constraints, nonfinancial support can be equally
pronounced. This encompasses diverse facets, such as the
establishment of digital health hubs to facilitate the exchange
of knowledge and experience, endeavors aimed at attracting
skilled personnel, and the active promotion of educational
initiatives.
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EPSCO: Employment, Social Policy, Health and Consumers Affairs
FDA: Food and Drug Administration
MDD: Medical Device Directive 93/42/EEC
MDR: Medical Device Regulation (EU) 2017/745
ML: machine learning
NB: notified body
PIP: Poly Implant Prothèse
SAMD: software as a medical device
SME: small- and medium-sized enterprise
UDI: unique device identification
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Abstract

Background: Pseudonymization has become a best practice to securely manage the identities of patients and study participants
in medical research projects and data sharing initiatives. This method offers the advantage of not requiring the direct identification
of data to support various research processes while still allowing for advanced processing activities, such as data linkage. Often,
pseudonymization and related functionalities are bundled in specific technical and organization units known as trusted third
parties (TTPs). However, pseudonymization can significantly increase the complexity of data management and research workflows,
necessitating adequate tool support. Common tasks of TTPs include supporting the secure registration and pseudonymization of
patient and sample identities as well as managing consent.

Objective: Despite the challenges involved, little has been published about successful architectures and functional tools for
implementing TTPs in large university hospitals. The aim of this paper is to fill this research gap by describing the software
architecture and tool set developed and deployed as part of a TTP established at Charité – Universitätsmedizin Berlin.

Methods: The infrastructure for the TTP was designed to provide a modular structure while keeping maintenance requirements
low. Basic functionalities were realized with the free MOSAIC tools. However, supporting common study processes requires
implementing workflows that span different basic services, such as patient registration, followed by pseudonym generation and
concluded by consent collection. To achieve this, an integration layer was developed to provide a unified Representational state
transfer (REST) application programming interface (API) as a basis for more complex workflows. Based on this API, a unified
graphical user interface was also implemented, providing an integrated view of information objects and workflows supported by
the TTP. The API was implemented using Java and Spring Boot, while the graphical user interface was implemented in PHP and
Laravel. Both services use a shared Keycloak instance as a unified management system for roles and rights.

Results: By the end of 2022, the TTP has already supported more than 10 research projects since its launch in December 2019.
Within these projects, more than 3000 identities were stored, more than 30,000 pseudonyms were generated, and more than 1500
consent forms were submitted. In total, more than 150 people regularly work with the software platform. By implementing the
integration layer and the unified user interface, together with comprehensive roles and rights management, the effort for operating
the TTP could be significantly reduced, as personnel of the supported research projects can use many functionalities independently.

Conclusions: With the architecture and components described, we created a user-friendly and compliant environment for
supporting research projects. We believe that the insights into the design and implementation of our TTP can help other institutions
to efficiently and effectively set up corresponding structures.

(JMIR Med Inform 2024;12:e53075)   doi:10.2196/53075

KEYWORDS

pseudonymisation; architecture; scalability; trusted third party; application; security; consent; identifying data; infrastructure;
modular; software; implementation; user interface; health platform; data management; data privacy; health record; electronic
health record; EHR; pseudonymization
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Introduction

Background
Medical research relies on the effective collection, management,
and analysis of biomedical data [1]. However, the complexity
of associated data flows is increasing constantly due to the rising
importance of data-driven approaches from the areas of data
science and artificial intelligence [2,3]. These typically require
data to be reused and shared to generate the necessary large data
sets, for example in neuroscience [4]. At the same time, relevant
data are often highly sensitive and require protection against
unauthorized use and disclosure [5]. In alignment with this need,
various laws, regulations, guidelines, and best practices suggest
pseudonymization as a central data protection mechanism,
especially in biomedical research [6]. Pseudonymization refers
to a process in which data that directly identifies individuals
(henceforth denoted as identifying data), such as names and
addresses, are stored separately from data and biosamples
needed for scientific analyses, and research assets are identified
using protected identifiers, known as pseudonyms [7]. This
protects the identity of patients or study participants while still
allowing the implementation of complex research workflows,
for example, data linkage. It is frequently suggested to bundle
pseudonymization with other functionalities relevant to data
protection and compliance, such as consent management, and
that those should be carried out by particularly trusted units,
knwon as trusted third parties (TTPs). One example of a concept
recommending TTPs is the Guideline for Data Protection in
Medical Research Projects by Technology, Methods, and
Infrastructure for Networked Medical Research (TMF), the
German umbrella organization for networked medical research
[8].

Although the general functionalities required by medical
research projects may be similar, the way they are combined
into workflows often differs significantly. The reason is that
due to varying study schedules and (data) modalities, studies
often have different requirements concerning the necessary
number and types of pseudonyms as well as the research assets
that have to be registered. The timing of consent collection can
also vary, for example, if reconsenting is required. Another
factor that can contribute to heterogeneity is the need for
integration of or linkage with data from external systems or
institutions. As a result, studies often develop study- or
project-specific solutions to fulfill specific registration,
pseudonymization, linkage, and consenting requirements [9].
Some open tools, such as Enterprise Identifier
Cross-Referencing (E-PIX) [10], Generic Pseudonym
Administration Service (gPAS) [11], Generic Informed Consent
Service (gICS) [12], or Mainzelliste [13], have been developed
and are in widespread use; however, they are usually not
integrated with each other, making the implementation of more
complex workflows involving different TTP operations

challenging and potentially lead to systematic limitations
(explained further in the Discussion section). Although research
exists on the components mentioned above, the literature lacks
insights into the design of more comprehensive architectures
that support complex research workflows that are actually in
production use [14,15].

Objectives
This paper presents the design of a comprehensive architecture
for a TTP that aims to support a wide range of different research
projects and studies using a unified system. As a first step, we
present requirements elicited for this structure and then describe
the implementation of a corresponding solution that reuses
existing open components. These components are extended with
a common application programming interface (API) and a
common graphical user interface (GUI). We then present
insights into our experiences with piloting this structure and
describe our plans for future developments.

Methods

Requirements
TTPs typically offer a range of core functionalities based on
their role in supporting research projects and clinical studies
with data protection services. Three key functionalities provided
are as follows: (1) identity management, through which patients
and study participants are registered and their identities are
managed across different systems using record linkage; (2)
pseudonym management, which provides and manages
pseudonyms for different research contexts and is thus critical
for data protection compliance; and (3) consent management,
to obtain and manage patient and participant consent for various
research activities. Further components are usually included to
make these core functionalities accessible. An API is necessary
for the systematic retrieval of information, the implementation
of complex workflows, and integration with further health care
and research systems. Moreover, a well-designed GUI is
necessary to enable TTP staff and study personnel to perform
common tasks efficiently. An audit trail is required to ensure
transparency and traceability. Furthermore, data import and
export functions are necessary for transferring data from legacy
systems and archiving in study-specific contexts. Finally,
platform independence is an important nonfunctional
requirement to support wide adoption.

A common set of tools providing these core functionalities and
features (Table 1) are E-PIX [10], gPAS [11], and gICS [12],
which are provided as free web-based software by the MOSAIC
project from the University of Greifswald (explained in the
following section). They are successfully used in a range of
research projects and infrastructures [16]. Table 1 illustrates
which of the above-mentioned core requirements are fulfilled
by which of the MOSAIC tools.
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Table . Core functional requirements and MOSAIC tools that fulfill them.

ToolsCore functional requirements

gICScgPASbE-PIXa

Basic services

——d✓Identity management

—✓—Pseudonym management

✓——Consent management

Additional features

✓✓✓Application programming
interface

✓✓✓Graphical user interface

✓—✓Audit trail

✓✓✓Data import and export

aE-PIX: Enterprise Identifier Cross-Referencing.
bgPAS: Generic Pseudonym Administration Service.
cgICS: Generic Informed Consent Service.
dNot applicable.

Although the MOSAIC tools provide the basic functionalities
needed, we elicited additional requirements from our extensive
experience with supporting research projects. An overview is

provided in Table 2. A detailed discussion is available in the
section Comparison With Prior Work.
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Table . Additional functional requirements and core services for which they are relevant.

Consent managementPseudonym managementIdentity managementAdditional functional requirements

Programmatic interfaces and workflows

✓✓✓Modern RESTa application
programming interface

✓✓✓Information exchange with
other systems (eg, for ingest-
ing consents documented in

the EHRb system)

✓✓✓Cross-system workflows
(eg, creation of a primary
identifier, combined with the
creation of all necessary
pseudonyms based on the
domain tree and preparation
of a consent document)

User interfaces and services

✓✓✓Integrated user interface
across all services

✓✓✓Common authentication and
authorization framework
with single-sign-on and asso-
ciated rights and roles with
the ability to connect to insti-
tutional directory services

✓✓✓Sending status messages to
users in case of relevant
events (eg, when a new pa-
tient has been registered)

Specific features

—✓—cVisualization of
pseudonyms as QR codes

✓——Automated versioning when
storing consent updates

✓——Kiosk mode for consent
documentation

aREST: representational state transfer.
bEHR: electronic health record.
cNot applicable.

Programmatic Interfaces and Workflows
Representational state transfer (REST) services have become a
de facto standard for modern applications over the last couple
of years, as they are stateless, lean, and based on open web
standards. Hence, we considered a REST API to be an important
requirement for all 3 areas—identity management, pseudonym
management, and consent management. Together with other
common technologies, such asJavaScript Object Notation, this
makes the services offered by the TTP accessible to other
systems and processes. It also fosters effective information
exchange with other systems, for example, to automatically
generate primary identifiers and pseudonyms in case a patient
is registered in the electronic health record (EHR) system.
Moreover, a common API across all services also enables
cross-service workflows, which we consider particularly
important. An example of this is the automatic creation of

pseudonyms linked to the primary identifier when registering
a patient or study participant.

User Interfaces and Services
We considered an integrated user interface (UI) together with
a shared authentication and authorization mechanism to be
central for our TTP infrastructure. Important functionalities that
the UI needs to support include depseudonymization, patient
and participant registration, consent management and
configuration, as well as administration. A tighter integration
of the different components also facilitates sending status
messages to users in case actions are required on their side.

Specific Features
We further identified requirements in regard to specific
management functionalities. For example, representing
pseudonyms as QR codes is important for seamless workflows

JMIR Med Inform 2024 | vol. 12 | e53075 | p.1988https://medinform.jmir.org/2024/1/e53075
(page number not for citation purposes)

Wündisch et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


across different media; this includes printing the codes on
accompanying documents or biospecimen tubes and then reading
them using QR code readers. This is particularly important for
biospecimen management. Moreover, we identified a need for
versioning of managed consent documents. In the event of
updates to consents, for example, due to wrong information on
the consent form, versioning of the various consents in the
system is important for traceability. This also requires the system
to be able to assign consents or withdrawals to other participants
(eg, if a wrong identifier has been used when originally
collecting the form). In addition, a kiosk mode that locks the
user into the application is needed for the secure collection of
consents from patients using tablets.

Nonfunctional Requirements
The most important nonfunctional requirements are as follows:
(1) scalability, particularly when executing cross-service
operations, and (2) documentation of administration functions.

Building Blocks
In this section, we will describe basic building blocks of the
developed application stack.

MOSAIC Tools
As mentioned previously, the application has been developed
around the MOSAIC tools [17] as core components. Although
these tools do not fulfill all our requirements, they provide a
solid basis for implementing the core functionalities. The
MOSAIC tools have been positively evaluated by the data
protection authority of Mecklenburg-Vorpommern in Germany
[18] and have been successfully used in several research
projects, for example, the BeLOVE (Berlin Longterm
Observation of Vascular Events) [19,20] and NAKO (German
National Cohort) studies [21].

The MOSAIC suite consists of 3 tools [22]: E-PIX provides a
master patient index following the Integrating the Healthcare
Enterprise (IHE) profiles, Patient Identifier Cross-Reference
(PIX), and Patient Demographics Query [23,24]; gPAS provides
associated pseudonymization functionalities; and gICS supports
integrated consent management. More specifically, E-PIX
enables the central management of directly identifying master

data and supports probabilistic record linkage. The resolution
of potential matches between identifying data is supported
through the UI. gPAS supports the generation and management
of pseudonyms on top of the identities managed by E-PIX using
different pseudonym domains that can refer to different systems,
locations, or contexts. Finally, gICS supports digitally managing
informed consent and supports different consent templates and
associated use policies.

Following our requirements, we implemented an authentication
and authorization model as well as programmatic interfaces and
graphical UIs around E-PIX, gPAS, and gICS to enable
integrated workflows across all 3 tools and to improve their
interfaces.

Authorization and Authentication
We designed a simple, yet flexible 3-stage authorization model,
which combines permissions for basic object access with
permissions regarding the domain of the object to be accessed
(with create, read, write, or delete permissions) by a machine
or human user of the infrastructure. An overview is provided
in Figure 1.

A domain defines the scope of the data managed by the TTP
(eg, a research process, a study, a project, or an institute).
Multiple domains can be created within a project (eg, to store
pseudonyms used in specific subprojects or contexts).
Additionally, in gPAS, a domain can have parent and child
domains. This results in a tree structure that can be used to tailor
permissions to different scopes within individual projects [25].

On the implementation side, we mapped this model to OpenID
Connect (OIDC), which is based on OAuth 2.0 [26]. The
JavaScript Object Notation Web Token generated in this process
contains role names as attributes, which are platform
independent and can also be processed on mobile devices. This
is important for the additional UIs that we had to develop. As
an identity and access management solution, we chose Keycloak,
which is in widespread use, has a native administration interface,
and is published as open-source software under the Apache
License 2.0. Importantly, it can also be connected to a range of
directory services usually maintained by hospitals for account
and permission management.
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Figure 1. Stages of the functional authorization model.

Programmatic Interface
We decided to implement a REST API to extend the
programmatic interfaces of E-PIX, gPAS, and gICS and support
cross-tool workflows. Due to its stateless nature, this design
enables the management and sharing of data across different
systems, combined workflows, and calls by external
components. One important application of the unified REST
API is to combine participant registration with automatic consent
checking in gICS, indexing the participant in E-PIX, and
generating pseudonyms in gPAS. Furthermore, the REST API
can easily be integrated with the developed authentication and
authorization model as well as logging and audit trail
functionalities. Existing interfaces of MOSAIC tools can also

be integrated with the permission model by wrapping them
behind REST interfaces.

Graphical Interfaces

Web Interface

Based on the integrated programmatic API that supports all
services, we have also implemented an integrated GUI, which
allows accessing all TTP services in a unified manner.
Analogously to the programmatic API, the UIs are integrated
with the described authentication and authorization model. Users
can log into the platform with their account from the connected
directory service, which is abstracted way using OIDC with
Keycloak. The token generated at log-in contains all assigned
permissions, which are used in the UI and sent as a bearer token
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with each request to the REST services. A strict
content-security-policy workflow blocks the execution of foreign
scripts outside the origin domain, thus increasing the level of
security. Actions such as participant administration,
depseudonymization, or consent administration can be
performed through wizards. Users can request essential
documents, such as copies of consent, directly from the web
application.

Mobile App

The final building block is provided by a mobile app that serves
as a direct channel from the TTP services to the participants.
The most important application is collecting consent and
handling withdrawals. A typical deployment consists of
installing the appl on a tablet, which is then configured by study
personnel and handed over to the participants (Figure 2).

Figure 2. Workflow of actions in the app.

The study personnel can log into the app using the same log-in
data as for the TTP web interface. After the project staff member
enters a participant identification code and selects either a
consent or a withdrawal form, the selected participant fills out
the form. To prevent participants from accessing unauthorized
information, the app will be started in kiosk mode. The

identification code is either a temporary pseudonym or an
already existing pseudonym for the participant, providing direct
linkage to the research project managed by the TTP. In the latter
case, the app automatically opens the associated consent
template. After filling out the form, the participants can enter
their name and place of residence, and then, they can put their
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signature in a designated field. Afterwards, the staff member
provides their signature, confirming that the form has been
completed with them as the assigned project staff member.

Supported Pseudonym Algorithms
In our system, generated random numbers are used as
pseudonyms. The length is configurable, with a minimum of 6
digits, and is chosen based on the number of pseudonyms that
are needed for the respective project. Additionally, we use the
Damm algorithm to detect single-digit errors and all adjacent
transposition errors with a simple checksum [27]. Moreover,
pseudonyms are combined with study- and context-specific
prefixes. For example, the pseudonym “BLV-US-123456” could
represent an ultrasound (“US”) measurement for a study
participant in a study called BeLOVE (“BLV”). Finally, our
system can also import and manage existing pseudonyms. As
those are usually generated using different algorithms and often
do not contain a checksum, we mark them as “external” within
the system.

Ethical Considerations
This paper covers the design and implementation of a generic
research service, which requires no ethics committee approval
according to local policies. However, the individual studies that
use the service have to apply for ethics approval. For example,
the BeLOVE study, which is described as a case study in this
paper, was approved by Charité’s ethics committee (vote number
EA1/066/17).

Results

In this section, we will first describe the general architecture of
our solution, then cover important implementation details, and
finally report on real-world experiences with the platform.

Architecture
The overall architecture is divided into the API, which wraps
around the MOSAIC tools, the graphical interfaces oriented
toward users, as well as the access and identity management
component (Figure 3 presents more details).
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Figure 3. Architecture overview, including wrapped MOSAIC stack (core components); systems maintained by the trusted third party (TTP; graphical
components as well as access and identity components); systems queried by the TTP (electronic health record [EHR] system and directory services);
and systems from which the TTP is queried (Research Electronic Data Capture [REDCap]). E-PIX: Enterprise Identifier Cross-Referencing; gICS:
Generic Informed Consent Service; gPAS: Generic Pseudonym Administration Service.

As illustrated, the core components are provided with an
interface to the EHR system to support the pseudonymization
of patient identities for direct reuse in the respective research
context. Other systems that can access the TTP services via the
REST API are, for example, electronic data capture systems,
such as Research Electronic Data Capture (REDCap), or biobank
information systems. All components of the respective interfaces
are containerized with Docker [28] and deployed on a Docker
swarm [29]. By using OIDC based on OAuth 2.0 as the standard,
we were able to integrate other systems via existing packages
(eg, Spring-Boot-Security) and allow other applications to access
the systems. When modeling the interfaces, we ensured that

anything that could be done graphically could also be done
programmatically. This keeps the platform open and supports
other information systems with the integration of TTP services.

Implementation
The REST API was implemented using Java 13 with the Spring
Boot framework [30] by focusing on stable packages, including
Spring Security for OIDC, and relying on an established
framework. The resulting platform is robust, maintainable,
extensible, and flexible. We have implemented 35 generic
interfaces so far, most of which are Create-Read-Update-Delete
(CRUD) interfaces for the key information objects Domain,
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Participant, Identifier, Pseudonym, Consent, and Consent
Template (Figure 4), as well as additional directory and search

functions for pseudonyms and consents.

Figure 4. Key information objects and their relationships.

The web-based interface (Figures 5 and 6) is implemented using
the PHP-based lightweight enterprise web framework Laravel
[31]. Laravel uses a Model-View-Controller pattern [32], has
a template engine named Blade, and supports agile development
processes. By integrating the open-source framework Bootstrap,

we were able to implement a responsive front end that could be
displayed in browsers on multiple types of devices. The web
application directly interfaces with the REST API and does not
manage any participant data in a separate database.
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Figure 5. Screenshots of the user interface: editing consent information.
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Figure 6. Screenshot of the user interface: overview of consent status.

The app front end (see Figures 7-9) was developed in React
Native [33] and then significantly extended to work on tablets
integrated into our mobile device management. The application

does not permanently store any data on the device, and
processing is carried out exclusively via React Native state
management.
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Figure 7. Screenshot of the consent app: entering or scanning an ID.
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Figure 8. Screenshot of the consent app: filling out consent forms.
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Figure 9. Screenshot of the consent app: sign and submit.

Core Functionalities for Research Projects
As a result of our development efforts, the TTP software stack
provides a wide range of functionalities that research projects

need. Table 3 provides an overview of frequently used common
features.
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Table . Essential functionalities provided to research projects.

DescriptionProcessComponent

Automated creation of participant placeholders
that can be used in third-party systems and later
linked to the study identity

Obtaining a temporary pseudonymAPIa

Viewing, completing, saving, and printing an
electronic consent template of the respective
project under a pseudonym

Electronic consent managementApp

Master data and contact details can be entered

manually or imported from the EHRc system

Participant registrationWeb UIb

Provides an overview of the participants and
pseudonyms associated with a specific project

Participant overviewWeb UI

Interface for pseudonymization,
depseudonymization, and linkage for third-party
systems

Integration with other systemsAPI

Resolve pseudonym to participant master dataDepseudonymizationWeb UI

Retrieve electronic representation of usage per-
missions from consents associated with a specific
patient or participant pseudonym

Retrieval of usage permissions based on consent
information

Web UI

Use pseudonyms to update participant informa-
tion

Update participant informationWeb UI

aAPI: application programming interface.
bUI: user interface.
cEHR: electronic health record.

On the API level, these features include integration with other
systems to manage pseudonymization, depseudonymization,
and data linkage. The app specializes in electronic consent
management, specifically viewing, completing, and saving of
consent templates. The web-based UI permits registration of
participant details; provides an overview of participants,
consents, and pseudonyms; supports depseudonymization as
well as the retrieval of use permissions based on consent
information. CRUD operations for major participant properties
and printing consents are also supported.

Experiences in Real-World Operational Settings
The TTP has already supported more than 10 research projects
since it was launched in December 2019. As of December 2022,
our TTP system manages data of 3610 registered participants
with 384,813 pseudonyms and 1762 consent documents. The
pseudonyms fall into 2 categories: 40,867 pseudonyms have
been assigned to individual participants managed by the TTP
and 343,946 pseudonyms to other identifiers (eg, health
insurance numbers that are managed by the TTP as part of its
support for data linkage). On average, the TTP manages about
11 pseudonyms for each individual participant. As many as 153
research personnel actively engage with the software on a daily
basis. Backups of our databases are created every night. These
backups are stored for 90 days along with all log files.

As a case study, we will describe how the TTP services are
being used by the large-scale BeLOVE study [20], which is
carried out as a cooperation between several sites and
departments at Charité. BeLOVE uses all services provided,
from patient as well as participant registration and consent
management, to pseudonym generation for the various
diagnostics and phenotyping activities performed during

hospitalizations or study visits (about 12 pseudonyms per
participant). Compared to the initial planning of the study, which
required 2 study staff for the administrative tasks, these staff
requirements were in the meantime reduced to zero due to the
functionality of our TTP and the associated secure outsourcing
of tasks to all study staff. The use of central TTP services has
also significantly reduced the efforts required for coordinating
BeLOVE and its substudies with the data protection and
information security officers. Within Charité’s internal data
integration platform, consistent pseudonyms and API access to
mapping rules are frequently used to link data collected about
BeLOVE participants with routine health care data collected
during inpatient and outpatient encounters for various types of
analyses. Secondary pseudonyms have already been generated
for 10 projects in which the data have been analyzed or shared
with others.

Discussion

Principal Results
In this paper, we have presented a software stack to support a
TTP with its core tasks at a large German academic medical
center. Our architecture extends existing systems for key
functionalities, identity management, pseudonymization, and
consent management with a fine-grained authentication and
authorization model, a modern REST API, two types of UIs,
and connections to third-party systems. These extensions were
necessary to support cross-service workflows on the
programmatic as well as the user level and to meet further
functional and nonfunctional requirements. Our application is
built using various open-source enterprise frameworks and
standards (eg, OIDC) to ensure sustainability and integration
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with important institutional services (eg, our user directory and
leading master patient index). Our experiences with supporting
a wide range of research projects with TTP services over a
longer period have shown that our approach works and provides
functionalities that are generic enough to support a wide range
of applications.

Comparison With Prior Work
Our architecture and implementation are based on the MOASIC
tools [16], which we have extended with additional components
to overcome functional and nonfunctional shortcomings. Most
importantly, the publicly available basic versions of the
MOSAIC tools are not suitable for handling more complex and
flexible workflows with fine-grained authorization. For example,
supporting cross-service workflows, like registering a patient,
generating pseudonyms, and preparing a consent form as an
integrated operation, cannot be implemented without an
additional dispatcher component that is currently not publicly
available. We solved this by implementing a cross-service REST
API. Although the MOSAIC tools already come with an API,
it is provided individually for each service and is based on the
Simple Object Access Protocol [34], which originates from the
IHE web service standards [35] and is complex and slow,
requiring managing server-side state. Analogously to an API,
the MOSAIC tools also offer GUIs. However, they are provided
individually for each service and hence do not enable users to
seamlessly perform operations that require interactions with
multiple core services. For this reason, we developed a
cross-service UI that is based on our API. Additionally, we
added functionalities for generating QR codes, versioning
consent documents, and starting the system in kiosk mode.
Finally, our extensions also improve the system’s scalability
when executing cross-service operations, such as querying for
links between pseudonyms and identifiers, which can be slow
when using the MOSAIC tools [36]. We also added
comprehensive documentation of administration functions,
which is not fully available for the current open-source versions
without registration with the vendor [37].

Prior work on TTP-related services usually focused on
individual components or algorithms that could support TTP
operations, deployments in specific research projects, or
high-level architecture overviews.

One well-known example is the one-way hash approach
employed by Vanderbilt University Medical Center as part of
the ingest process into their deidentified layer within a research
data warehouse [38]. Pommering et al [39] describe strategies
for how pseudonymization could be used in different contexts,
for example, in the secondary use of EHR data or in medical
research networks and biobanks. They introduced two models
that support repeated depseudonymization as well as one-time
use [40]. The former model was later integrated into a concept
for sharing large data sets in medical research networks and
biobanks [39].

Building on this, Lo Iacono [41] investigated a cryptographic
approach for generating consistent pseudonyms in multicentric
studies but without describing a specific implementation within
a concrete project. Dangl et al [42] describe concepts and
requirements for TTP services for a specific biobank of a clinical

research group. Heinze et al [43] developed two services based
on IHE profiles that have been implemented into the Heidelberg
Personal Electronic Health Record. One service is used to
capture patient consent, while the other provides a GUI to
manage consents. Further components (eg, for pseudonym or
identity management) were not described in detail.

Lablans et al [13] introduce the Mainzeliste, which supports
managing patient identities and pseudonyms through a
web-based front end. Bialke et al [10] introduce the MOSAIC
tools, which we also use in our work, as a set of tools supporting
central data management for studies or research networks. They
also introduce the “dispatcher” as an additional component for
building complex workflows [22], which is, as we described
above, unfortunately not publicly available.

Aamot et al [44] compare different strategies for
depseudonymization in which, among others, the strategy of
Pommering et al [39] is compared with alternative approaches.
Based on this comparison, they develop a pseudonymization
approach using deterministic one-way mappings based on
cryptographic protocols. Lautenschläger et al [45] implement
and describe a generic and tightly coupled architecture and
component for pseudonymization that has been used in several
research projects. On the application side, Bahls et al [14]
describe a TTP architecture using the MOSAIC tools for the
Routine Anonymized Data for Advanced Health Services
Research project. Hampf et al [17] benchmark parts of the
MOSAIC tools and conclude that it would take several days to
register 2 million patients with the hardware setup utilized.

Limitations and Future Work
As the most recent versions of the MOSAIC tools are not
distributed as open-source software in a public repository [37],
it was not possible for us to make changes to the core tools used.
Instead, workarounds had to be implemented at the API or UI
level, which is not ideal from an architecture perspective.
Moreover, our TTP platform is currently focused on providing
intra-institutional services only. In future work, we plan to
extend our platform with external interfaces, enabling the TTP
to act as a central trustee for multicentric projects. We also aim
to implement additional programmatic interfaces following
international interoperability standards, in particular, Health
Level 7 Fast Healthcare Interoperability Resources [46] and
enable study personnel to directly manage the permissions of
associated staff. Finally, we plan to introduce a unified pool of
consent policy keys to harmonize the permission information
that can be queried from our system to enable automated
downstream processing that considers consent information.

Conclusions
Scalable and comprehensive TTP services are central to modern
data-driven medical research. However, community-based
comprehensive platforms that can be used to implement such
services are still lacking. We believe that our description of key
requirements as well as the insights provided into our flexible
architecture that combines core tools with user- and
application-oriented workflows and interfaces, including
third-party applications, can help other institutions setting up
comparable services.
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CRUD: Create-Read-Update-Delete
E-PIX: Enterprise Identifier Cross-Referencing
EHR: Electronic Health Record
gICS: Generic Informed Consent Service
gPAS: Generic Pseudonym Administration Service
GUI: Graphical user interface
IHE: Integrating the Healthcare Enterprise
NAKO: German National Cohort
OIDC: OpenID Connect
PHP: Hypertext Preprocessor
PIX: Patient Identifier Cross-Reference
REDCap: Research Electronic Data Capture
REST: representational state transfer
TMF: Technology, Methods, and Infrastructure for Networked Medical Research
TTP: trusted third party

Edited by A Benis; submitted 25.09.23; peer-reviewed by HJ Kim, X Wu; revised version received 15.02.24; accepted 17.02.24;
published 17.04.24.

Please cite as:
Wündisch E, Hufnagl P, Brunecker P, Meier zu Ummeln S, Träger S, Kopp M, Prasser F, Weber J
Development of a Trusted Third Party at a Large University Hospital: Design and Implementation Study
JMIR Med Inform 2024;12:e53075
URL: https://medinform.jmir.org/2024/1/e53075 
doi:10.2196/53075

© Eric Wündisch, Peter Hufnagl, Peter Brunecker, Sophie Meier zu Ummeln, Sarah Träger, Marcus Kopp, Fabian Prasser,
Joachim Weber. Originally published in JMIR Medical Informatics (https://medinform.jmir.org), 17.4.2024. This is an open-access
article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR
Medical Informatics, is properly cited. The complete bibliographic information, a link to the original publication on
https://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2024 | vol. 12 | e53075 | p.2004https://medinform.jmir.org/2024/1/e53075
(page number not for citation purposes)

Wündisch et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://medinform.jmir.org/2024/1/e53075
http://dx.doi.org/10.2196/53075
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Privacy-Preserving Prediction of Postoperative Mortality in
Multi-Institutional Data: Development and Usability Study

Jungyo Suh1*, Prof Dr Med; Garam Lee2*, MS; Jung Woo Kim2, PhD; Junbum Shin2, PhD; Yi-Jun Kim3, Prof Dr

Med, PhD; Sang-Wook Lee4*, Prof Dr Med, PhD; Sulgi Kim2*, PhD
1Department of Urology, Asan Medical Center, University of Ulsan College of Medicine, Seoul, Republic of Korea
2CryptoLab Inc, Seoul, Republic of Korea
3Department of Environmental Medicine, Ewha Womans University College of Medicine, Seoul, Republic of Korea
4Department of Anesthesiology and Pain Medicine, Asan Medical Center, University of Ulsan College of Medicine, Seoul, Republic of Korea
*these authors contributed equally

Corresponding Author:
Sang-Wook Lee, Prof Dr Med, PhD
Department of Anesthesiology and Pain Medicine
Asan Medical Center, University of Ulsan College of Medicine
88, Olympic-ro 43-gil, Songpa-gu
Seoul, 05505
Republic of Korea
Phone: 82 2 3010 1783
Fax: 82 2 3010 6790
Email: sangwooklee20@gmail.com

Abstract

Background: To circumvent regulatory barriers that limit medical data exchange due to personal information security concerns,
we use homomorphic encryption (HE) technology, enabling computation on encrypted data and enhancing privacy.

Objective: This study explores whether using HE to integrate encrypted multi-institutional data enhances predictive power in
research, focusing on the integration feasibility across institutions and determining the optimal size of hospital data sets for
improved prediction models.

Methods: We used data from 341,007 individuals aged 18 years and older who underwent noncardiac surgeries across 3 medical
institutions. The study focused on predicting in-hospital mortality within 30 days postoperatively, using secure logistic regression
based on HE as the prediction model. We compared the predictive performance of this model using plaintext data from a single
institution against a model using encrypted data from multiple institutions.

Results: The predictive model using encrypted data from all 3 institutions exhibited the best performance based on area under
the receiver operating characteristic curve (0.941); the model combining Asan Medical Center (AMC) and Seoul National
University Hospital (SNUH) data exhibited the best predictive performance based on area under the precision-recall curve (0.132).
Both Ewha Womans University Medical Center and SNUH demonstrated improvement in predictive power for their own
institutions upon their respective data’s addition to the AMC data.

Conclusions: Prediction models using multi-institutional data sets processed with HE outperformed those using single-institution
data sets, especially when our model adaptation approach was applied, which was further validated on a smaller host hospital
with a limited data set.

(JMIR Med Inform 2024;12:e56893)   doi:10.2196/56893

KEYWORDS

machine learning; privacy; in-hospital mortality; homomorphic encryption; multi-institutional system

Introduction

The demand for combining widespread data from various
hospitals to create a larger data set for research from medical

researchers is ongoing. However, exchanging or sharing medical
data among hospitals is highly challenging because of various
regulations and restrictions [1]. Sharing medical data with other
institutions is limited owing to concerns over personal data
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breach. In other words, most medical data are exclusively
accessible to each institution, but data access is mutually
exclusive, blocking access from other institutions. Owing to
strict data protection policies and privacy regulations, various
legal and regulatory barriers to transferring patient-level
heterogeneous data among institutions exist. However, as
predictive studies using large data have been actively conducted
in precision medicine recently, demands to compile
multi-institutional data and develop widely applicable models
in more diverse clinical environments are increasing. Efforts
have been invested to address these challenges using emerging
privacy-enhancing technologies (PETs), including homomorphic
encryption (HE)—a form of encryption that permits calculations
directly on encrypted data, ensuring the security of both input
and output of a numerical model [2-5]. It has been demonstrated
to be effective in specific “privacy-preserving data sharing and
analytics” contexts, for tasks such as delegated computation
(wherein data are processed by a third party without revealing
its content) or generating summary statistics without exposing
individual raw data [6,7]. However, owing to HE’s inherent
computational constraints, several HE applications have
primarily focused on computationally simpler tasks, such as
computing summary statistics. Nevertheless, recent
advancements in HE technology have evolved to a stage wherein
the development or training of predictive models—particularly
with large data sets in multi-institutional studies—has become
achievable.

Recent advancements in privacy-preserving techniques in
medical data analysis have significantly influenced the field,
particularly through the use of HE. Several studies have explored
the application of HE for privacy-preserving logistic regression
and collaborative learning. For example, Kim et al [8]
demonstrated the feasibility of training logistic regression
models on homomorphically encrypted data, while Bos et al
[9] applied HE to enable secure genome-wide association
studies. Furthermore, the scalability of HE-based logistic
regression has been demonstrated by Crawford et al [10], who
successfully trained 30,000 models on encrypted data.

Our study distinguishes itself from previous works by applying
HE to enable secure multi-institutional learning for postoperative
mortality prediction using real-world clinical data. In addition,
we propose a method called “model adaptation” strategy that
allows smaller institutions to leverage encrypted data from larger
institutions, improving their predictive models’ performance
without compromising patient privacy. By focusing on
developing a predictive model through multi-institutional
collaboration and emphasizing the practical applicability of our
approach, our study pushes the boundaries of privacy-preserving
medical data analysis and offers tangible solutions for enhancing
predictive modeling in a secure, collaborative manner.

This study, aiming to verify the feasibility of securely
developing a predictive model with multi-institutional data sets,
focused on protecting each institution’s data set using HE
technology. Furthermore, we sought to determine whether the
predictive performance can be improved by merging various
multi-institutional data sets to project the 30-day postoperative
mortality rate. Additionally, we showcased the application of
our proposed “model adaptation” strategy. By supplementing

and learning from a small amount of data based on an
HE-encrypted large-scale data set from external institutions,
institutions can construct a predictive model applicable within
their clinical setting.

Methods

Ethical Considerations
This study was approved by the Institutional Review Board
(IRB) of the Asan Medical Center (AMC) (IRB No. 2021-0186)
and Ewha Womans University Medical Center (EUMC) (IRB
No. 2020-11-017). The requirement of obtaining written
informed consent was waived owing to the retrospective study
design. We used the publicly available INSPIRE data set
provided by the Seoul National University Hospital (SNUH).
The composition, release, and usage of the INSPIRE data set
were separately approved by the SNUH’s IRB
(H-2210-078-1368).

Inclusion and Exclusion Criteria
We retrospectively analyzed data collected from 341,007
patients aged 18 years and older who underwent noncardiac
surgeries at 3 independent institutions. The data collection period
for SNUH patients who underwent noncardiac surgeries was
adjusted to January 2011 to December 2020, resulting in the
inclusion of 46,956 patients. Moreover, we obtained data from
162,184 patients who underwent surgeries between January
2017 and April 2021 at the AMC. The apparent disparity in the
number of patients between these institutions primarily stems
from the mapping of our data set with the pre-existing public
database, VitalDB. Additionally, our data set included 131,867
patients who underwent surgeries between January 2001 and
December 2019 at the EUMC. Patients who had undergone
cardiac procedures, organ transplantations, and neurosurgical
operations, as well as those with an indeterminable final clinical
outcome because of insufficient follow-up within the study
timeframe, were excluded. Our analysis only incorporated the
first surgical procedure post-admission for patients who had
undergone several surgeries within the study period.

Data Collection and Variable Selection
Data encompassing patient demographics, preoperative
laboratory evaluations, details of the surgery, and postoperative
clinical outcomes were culled from the electronic medical record
system of each respective hospital. Variables for the model were
selected in the same manner as in the previous study [11].
Features that consistently ranked high across all hospitals were
considered potential candidates for subsequent analyses. The
study disregarded variables exhibiting substantial disparities
among hospitals, a high incidence of missing values, and
susceptibility to subjective measurement and execution by
medical personnel. Through these processes, the following 19
variables that served as features for our investigation were
selected: (1) demographic data (age, sex, and BMI); (2)
preoperative laboratory results (white blood cells, hemoglobin,
platelets, sodium, potassium, blood urea nitrogen, creatinine,
albumin, aspartate transaminase, alanine transaminase, glucose,
prothrombin time, and activated partial thromboplastin clotting
time); (3) surgery type (general, otolaryngological, urological,
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orthopedic, gynecological, and plastic); (4) anesthesia type
(general, neuroaxial, monitored anesthesia care, and regional);
and (5) status of emergency surgery.

During the modeling process with encrypted data, we strictly
adhered to the principle of complete ignorance of the data’s
content. This approach, integral to our study design, is not
merely a precaution; rather, it is essential for ensuring our
analysis’ objectivity and reliability. By consciously avoiding
any knowledge of the data’s nature, we aimed to minimize
potential biases from prior data set familiarity, thus bolstering
our findings’ integrity and validity, particularly in encrypted
data scenarios.

Data Preprocessing
All continuous variables underwent scaling using the
StandardScaler function from the scikit-learn library, while
categorical variables were incorporated into the model using
one-hot encoding. We assumed that standardization for each
feature had been implemented at every hospital before
encryption, using their respective means and standard deviations.

Model Outcomes
The primary outcome of interest in the study was in-hospital
mortality within 30 days postoperatively. Data on in-hospital
mortality were procured as binary information, derived from
the final mortality date in the electronic medical record within
30 days postoperatively (“1” representing mortality and “0”
indicating survival, with a threshold of 0.5).

Model Building
For modeling, secure logistic regression was used to compare
the models’ predictive performance (Figure 1) [8]. Complete
data sets of each hospital were partitioned into training,
validation, and testing data sets using a 6:2:2 distribution to
develop all the models. The Nesterov Accelerated Gradient
optimizer was applied to build trained models with a learning
rate of 0.01 and batch size of 64 [12]. Binary cross-entropy
served as the loss function for the model [13], with parameters
being optimized to reduce each model’s loss of function to the
minimum. To address the imbalance in clinical data and more
robustly assess the generalized performance of each model, we
use the bootstrap sampling technique [14], which involved
repeated processes of resampling training data, creating a new
model, and evaluating that model. Thereafter, the model’s
performance was quantified as the mean performance of separate
models developed with the bootstrap approach. Overfitting
issues can be mitigated by averaging their results, thus
increasing the model’s generalizability. Consequently, the
bootstrap method can significantly diminish the developed
models’ overfitting. To validate the predictive performance, the
model was evaluated using the test set of the chosen hospital
and data gathered from the amalgamations of other hospitals.
For a fair comparison, we used the plaintext version of logistic
regression for unencrypted data using NumPy from scratch [15],
based on a stochastic approach, as opposed to using scikit-learn.

Figure 1. Schematic diagram of external validation of each hospital model. AMC: Asan Medical Center; EUMC: Ewha Womans University Medical
Center; DB: database; SNUH: Seoul National University Hospital.

Model Adaptation
We proposed a methodology for “model adaptation,”
substantiated by the validation results for a host hospital. In the
scenario, the host hospital was a small institution that may have
not had an extensive data set of its own. The institution aimed
to use an external data set, provided by a larger donor hospital,
as a foundational training set. We assumed that the donor
hospital provided its data set to the recipient hospital in an
encrypted state. Moreover, we gradually increased the size of
the host hospital’s data set when training the predictive model
to ascertain the volume at which the utilization of its data—when
adapting the donated data set as a foundational training
set—became effective. The approach was applied to the
comprehensive AMC data set, which acted as a donor hospital,
on postoperative 30-day mortality; that is, we initiated our study
with all the AMC data set and progressively incorporated an

increasing proportion of the EUMC and SNUH data sets. EUMC
is assumed to be the AMC data’s recipient. The AMC provides
its own data in an encrypted state to augment the EUMC data
set. Thereafter, the encrypted merged data set is used to train a
logistic regression model, and inferences are made based on the
EUMC’s plaintext data. Over the course of this study, the
EUMC data set’s volume was incrementally increased by steps
of 1000, 2000, 3000, and 4000, resulting in the sizes of 0, 1000,
3000, 6000, 10,000, 15,000, and 20,000. The adaptation process
was applied with each increase in data size and integrated with
the AMC data set, followed by training of the model and a
thorough examination of the ensuing performance metrics—the
receiver operating characteristic (AUROC) and area under the
precision-recall curve (AUPRC). Moreover, we applied the
same experimental process to the SNUH data set, using all the
AMC data and gradually increasing the former’s proportion.
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Model Validation
Secure logistic regression with L2 regularization (called ridge
regression) was developed using all the possible combinations
of multicenter datasets with all input variables. The predictive
performances were compared by assessing both the areas under
the AUROC and AUPRC; the comparison was performed both
numerically and statistically. Furthermore, AUROC and AUPRC
were compared using the DeLong test [16].

Statistical Analysis and Modeling Tools
Continuous variables were expressed as mean (SD), while
categorical variables were expressed as count and percentage.
Continuous and categorical variables were compared among
the 3 institutions using one-way ANOVA and chi-squared test,
respectively. Variables with 2-tailed P values <.05 were
considered to hold statistical significance.

We comparatively analyzed feature importance for each
institution’s data—as represented by the Shapley additive
explanations (SHAP) values within logistic regression
models—to investigate potential heterogeneity in data
distributions across the 3 hospitals under consideration. Feature
importance was evaluated using a logistic regression model and
performed on plaintext data at each hospital without using HE.
Statistical analyses were performed using Python 3.8.16 [17].
The DeLong test was performed using R 4.2.2 [18]. Secure
logistic regression was conducted using scikit-learn 1.2.0 [19]
and HEaaN.stat 0.2.0 [20].

Results

Study Population Characteristics
The average age of surgical patients at EUMC was the lowest,
compared to the other 2 institutions, at 48.5 years (Table 1).
Emergency surgeries occurred most frequently at the SNUH,
with a rate of 7.4% (Table 1). Postoperative mortality within
30 days was relatively rare across all hospitals, with rates
ranging from 0.2% to 0.4% (Table 1). Specifically, the rates
were 0.3% at SNUH, 0.2% at AMC, and 0.2% at EUMC. The
data characteristics of each hospital are shown in Table 1. When
examining the SHAP values across all hospitals, we observed
significant variation in data distributions, suggesting inherent
biases within each hospital’s data set, as presented in Figure S4
in Multimedia Appendix 1. Figure S5 in Multimedia Appendix
1 presents the relative odds ratios of the predictor variables
affecting the outcome variable in the logistic regression models
trained based on each hospital’s data set. These odds ratios offer
insights into each predictor variable’s effect on the likelihood
of the outcome and help interpret associations’ magnitude and
direction. Evidently, the distribution of the odds ratios of the
predictor variables affecting the outcome variable differs among
institutions. In the EUMC data set, only the age and general
surgery department variables are statistically significant. In
contrast, the significance of these and other variables varies
across institutions, as demonstrated by the diverse distribution
of odds ratios affecting the outcome variable depicted in Figure
S2 in Multimedia Appendix 1.

JMIR Med Inform 2024 | vol. 12 | e56893 | p.2008https://medinform.jmir.org/2024/1/e56893
(page number not for citation purposes)

Suh et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Data characteristics of the 3 medical institutions.

P valueEUMCc (n=131,867)AMCb (n=162,184)SNUHa (n=46,956)

Demographic data

<.00148.5 (17.1)54.2 (15.9)55.9 (16.1)Age (years), mean (SD)

<.00179,232 (60.1)94,413 (58.2)26,236 (55.9)Sex (female), n (%)

<.00123.8 (3.8)24.2 (3.7)24.6 (3.9)BMI (kg/m2), mean (SD)

Preoperative laboratory results, mean (SD)

<.0017.5 (3.9)6.7 (2.4)6.6 (3.0)White blood cell (103/μL)

<.00113.1 (1.9)12.8 (1.9)13.1 (1.8)Hemoglobin (g/dL)

<.001245.6 (72.0)247.1 (72.7)239.8 (73.5)Platelet (103/μL)

<.001140.7 (3.0)139.8 (2.4)140.2 (2.7)Sodium (mmol/L)

<.0014.2 (0.4)4.3 (0.3)4.2 (0.4)Potassium (mmol/L)

<.00113.7 (6.9)14.8 (6.8)15.5 (8.1)BUNd (mg/dL)

<.0010.9 (0.7)0.9 (0.7)1.0 (1.1)Creatinine (mg/dL)

<.0014.1 (0.6)3.8 (0.5)4.2 (0.5)Albumin 9g/dL)

<.00126.5 (95.0)25.0 (33.7)24.4 (36.7)GOTe (IU/L)

<.00125.1 (50.9)22.7 (32.3)23.4 (32.5)GPTf (IU/L)

<.001198.3 (243.9)113.3 (36.9)110.8 (30.5)Glucose (mg/dL)

<.0011.0 (0.4)1.0 (0.1)1.0 (0.1)PTg (INRh)

<.00126.9 (5.4)27.0 (3.3)31.6 (4.6)aPTTi (s)

Type of surgery, n (%)

<.00140,611 (30.8)60,6130 (36.4)13,487 (28.7)General surgery

<.00114,279 (10.8)15,270 (10.8)4537 (9.7)Otolaryngologic surgery

<.0019117 (6.9)20,551 (12.7)4738 (10.1)Urologic surgery

<.00123,486 (17.8)24,480 (14.7)6736 (14.3)Orthopedic surgery

<.00126,509 (20.1)31,691 (19.5)4956 (14.5)Gynecological surgery

<.0019788 (7.4)6213 (1.4)1862 (4.0)Plastic surgery

Type of anesthesia, n (%)

<.001100,223 (76.0)149,542 (92.2)36,060 (76.8)General anesthesia

<.00110,716 (8.1)11,281 (7.0)5052 (16.5)Neuroaxial anesthesia

<.0014985 (3.8)0 (0.0)5792 (12.3)MACj

<.001509 (0.4)1361 (0.8)52 (0.1)Regional anesthesia

<.0014208 (3.2)8876 (5.5)3456 (7.4)Emergency surgery

<.001316 (0.2)306 (0.2)156 (0.3)30-day mortality

aSNUH: Seoul National University Hospital.
bAMC: Asan Medical Center.
cEUMC: Ewha Womans University Medical Center.
dBUN: blood urea nitrogen.
eGOT: glutamate oxaloacetate transaminase.
fGPT: glutamate pyruvate transaminase.
gPT: prothrombin time.
hINR: international normalized ratio.
iaPTT: activated partial thromboplastin time.
jMAC: monitored anesthesia care.
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Data Preprocessing: Missing Value Characteristics
and Standardization
Herein, the average rates of missing values were 0.00% to 7.63%
for various features (Table S4 in Multimedia Appendix 1). This
discrepancy—particularly in EUMC data for BMI, type of
anesthesia, and preoperative glucose—may reflect distinct
characteristics inherent to the databases of each hospital (refer
to Figure S2 in Multimedia Appendix 1). There was a substantial
correlation (absolute correlation value of 0.7 or greater) between
variables that were part of collective testing procedures, such
as laboratory tests. Conversely, the correlation between other
variables was relatively weak, with absolute correlation values
below 0.7 (Figure S1 in Multimedia Appendix 1). Variables
with a higher incidence of missing values, such as BMI and
type of anesthesia at EUMC, did not exhibit significant
correlations with the missing values in other variables (absolute
correlation value <0.7). The analysis did not reveal any
consistent pattern in the occurrence of missing values across
the hospitals, implying a random nature of missing data for
individual patients at each facility (Figure S2 in Multimedia
Appendix 1). Considering this randomness and the low

intervariable correlation of missing values, we opted to impute
the missing data using the respective variables’ median values.

Model Performance
Table 2 presents the validation results of the bootstrapping
performance of the secure logistic regression model using
various single- and multicenter combinations. Typically, the
AMC and EUMC models that already had abundant data
delivered superior performance when externally validated using
data from other institutions. However, regarding the AMC data
set’s internal validation, the merged model using the entire data
set demonstrated the highest performance, as indicated by
AUROC of 0.941. Similarly, the AUPRC signified peak
performance in the AMC data set’s internal validation when
the model merged with the AMC and SNU data sets, reaching
0.132. Figure S3 in Multimedia Appendix 1 provides a
comparative visualization of AUROC and AUPRC. Table S3
in Multimedia Appendix 1 presents P values, indicative of
statistical significance via the DeLong test, when comparing
the predictive performance of the plaintext single-institution
model and encrypted multi-institution model based on AUROC
and AUPRC. Small P values signify a statistically significant
difference in the 2 models’ predictive performance.
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Table 2. Validation results of single and merged secure logistic regression models for postoperative 30-day mortality on AMC, EUMC, and SNUH
test data sets.

TestTrain

EUMCc (n=26,373)SNUHb (n=9392)AMCa (n=32,437)

Single (plaintext)

0.890 (0.867-0.912)0.915 (0.902-0.928)0.939 (0.927-0.950)AMC, mean AUROCd (95% CI)

0.937 (0.926-0.947)0.942 (0.9300.953) e0.925 (0.913-0.936)SNUH, mean AUROC (95% CI)

0.952 (0.943-0.961)0.906 (0.890-0.921)0.880 (0.853-0.906)EUMC, mean AUROC (95% CI)

Merged (ciphertext)

0.952 (0.942-0.962)0.919 (0.907-0.931)0.931 (0.914-0.947)AMC + EUMC, mean AUROC (95% CI)

0.934 (0.920-0.947)0.927 (0.902-0.952)0.940 (0.925-0.955)AMC + SNUH, mean AUROC (95% CI)

0.956 (0.950-0.962)0.925 (0.903-0.946)0.931 (0.916-0.945)SNUH + EUMC, mean AUROC (95% CI)

0.957 (0.951-0.963)0.929 (0.905-0.953)0.941 (0.927-0.955)AMC + SNUH + EUMC, mean AUROC
(95% CI)

Single (plaintext)

0.072 (0.051-0.093)0.089 (0.071-0.107)0.125 (0.088-0.161)AMC, mean AUPRCf (95% CI)

0.060 (0.075-0.072)0.123 (0.099-0.146)0.070 (0.044-0.095)SNUH, mean AUPRC (95% CI)

0.120 (0.090-0.150)0.085 (0.066-0.104)0.087 (0.055-0.118)EUMC, mean AUPRC (95% CI)

Merged (ciphertext)

0.107 (0.081-0.133)0.089 (0.074-0.104)0.107 (0.078-0.136)AMC + EUMC, mean AUPRC (95% CI)

0.081 (0.060-0.102)0.171 (0.112-0.230)0.132 (0.094-0.169)AMC + SNUH, mean AUPRC (95% CI)

0.116 (0.089-0.143)0.098 (0.069-0.126)0.098 (0.069-0.126)SNUH + EUMC, mean AUPRC (95% CI)

0.114 (0.089-0.139)0.113 (0.082-0.144)0.113 (0.082-0.144)AMC + SNUH + EUMC, mean AUPRC
(95% CI)

aAMC: Asan Medical Center.
bSNUH: Seoul National University Hospital.
cEUMC: Ewha Womans University Medical Center.
dAUROC: area under the receiver operating characteristic curve.
eItalics indicate significant results.
fAUPRC: area under the precision-recall curve.

For unencrypted data, we used a plaintext version of the logistic
regression model, developed from scratch using NumPy and
featuring an architecture identical to that of the HE-based
logistic regression model. Further, we evaluated the
discrepancies between the results computed in ciphertext and
subsequently decrypted, compared to those calculated directly

in plaintext. The mean absolute difference was 2.02×10–5,
indicating a marginal difference. The minimum absolute

difference was remarkably low at 6.56×10–10, while the

maximum absolute difference reached 7.71×10–4. This
observation suggests that the outcomes—irrespective of whether
they are computed in plaintext or ciphertext—demonstrate an
almost indistinguishable difference.

Model Adaptation Results
We investigated the scenario of model adaptation wherein we
gradually incorporated the data set from another institute. Using
the EUMC data set, starting with an AUROC of 0.930, there
was an initial temporary decline to 0.906 when the first 1000

records from the EUMC data set were incorporated into the
complete AMC data set (Figure 2, Table S2A in Multimedia
Appendix 1). As more EUMC records were progressively added,
a significant improvement in AUROC was observed, eventually
reaching 0.954 (Figure 2, Table S2A in Multimedia Appendix
1). Similarly, the AUPRC initially decreased from 0.09 to 0.075
with the addition of the initial 1000 EUMC data to the total
AMC data (Figure 2, Table S2A in Multimedia Appendix 1).
However, as we continued introducing more EUMC data, the
AUPRC began increasing (Figure 2, Table S2A in Multimedia
Appendix 1). Upon the inclusion of 30,000 EUMC records, the
AUPRC ascended to 0.11 (Figure 2, Table S2A in Multimedia
Appendix 1). Using the SNUH data set, we began with an
AUROC of 0.916. The increase was less pronounced than that
observed with the EUMC data set (Figure 3, Table S2B in
Multimedia Appendix 1). However, as we progressively
included segments of the SNUH data set, the AUROC exhibited
a moderate trend of progressive improvement, eventually
reaching 0.926 (Figure 3, Table S2B in Multimedia Appendix
1). A decrease in the AUPRC from 0.151 to 0.131 was observed
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when the first 1000 SNUH data were added to the AMC data
set (Figure 3, Table S2B in Multimedia Appendix 1). As more
SNUH data were added, the AUPRC gradually increased,
improving to approximately 0.149, compared to the AMC

single-institution model’s performance, once 30,000 data points
were included (Figure 3, Table S2B in Multimedia Appendix
1).

Figure 2. Validation results of bootstrap samples using increased EUMC data size with the AMC whole data set for postoperative 30-day mortality.
(a) Boxplot analysis of AUROC using bootstrap samples; (b) boxplot analysis of AUPRC using bootstrap samples. AMC: Asan Medical Center; AUPRC:
area under the precision-recall curve; AUROC: area under the receiver operating characteristic curve; EUMC: Ewha Womans University Medical
Center; SNUH: Seoul National University Hospital.

Figure 3. Validation results of bootstrap samples using increased SNUH data size with the AMC whole data set for postoperative 30-day mortality.
(a) Boxplot analysis of AUROC; (b) boxplot analysis of AUPRC. AMC: Asan Medical Center; AUPRC: area under the precision-recall curve; AUROC:
area under the receiver operating characteristic curve; EUMC: Ewha Womans University Medical Center; SNUH: Seoul National University Hospital.

Discussion

Overview of Multi-Institutional Model Performance
and Implications
This study demonstrated the potential of overcoming limitations
associated with single-institution models, such as reduced
external predictive power and data overfitting, through secure
multi-institutional data integration using HE technology. Our
approach effectively adapts predictive models to specific
hospital environments, indicating a substantial improvement in
model performance across different data sets. The results suggest
that small- and medium-sized hospitals with limited data can
enhance the predictive performance of their AI models by

adopting data from larger hospitals and conducting additional
combined learning using HE technology. The significance of
this study lies in its practical application and validation of HE
technology using real-world, multi-institutional clinical data,
laying the groundwork for its potential applicability to various
forms of multi-institutional clinical data in future research.

Advantages and Challenges of Multicenter Studies
The transition from single-center to multicenter studies generates
large data sets (“big data”), enhancing the robustness and
generalizability of research findings. These larger and more
diverse data sets increase the accuracy and applicability of the
results. However, multicenter studies introduce challenges such
as secure and legal data sharing, inherent incompatibility
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between data security and research efficacy, and potential biases
from selective participant inclusion [21]. To address these issues,
researchers are exploring innovative PETs like HE, federated
learning, and multiparty computation, which enable secure data
analyses while preserving patient confidentiality.

Federated Learning and Comparison to HE
Federated learning has been proposed as a security solution in
multi-institutional data environments, as it only shares each
local model’s weights or parameters. The strength of federated
learning—a more decentralized approach than ours—is that no
patient-level data are transferred to third parties with or without
encryption. However, even with aggregate-level data, such as
weights of a model, patient-level information can potentially
be inferred [22-25].

In this multicenter study, we used cutting-edge HE to protect
personal information leakage and data security. Additionally,
HE enables operations and predictive modeling on encrypted
data, providing an ultimate solution that can completely resolve
issues related to personal information leakage and data security.
Furthermore, HE provides the maximum (strongest) security
when used appropriately, such as in outsourced computation,
wherein HE secures data breaches in computation. In medical
fields, HE has been applied to numerous cases for fulfilling
privacy requirements [26]. Previous computational inefficiency
of HE may have limited its application in computation-intensive
steps, such as in developing a prediction model; however, recent
advancements have led the technology to be used in practice.
The present multicenter study demonstrated that a prediction
model can be developed completely without a data breach risk
in training using HE.

Limitations and Future Directions
While HE technology allowed secure data integration, it
introduced several challenges. Notably, encrypting data led to
a marked increase in data size compared to plaintext,
intensifying data storage requirements. Additionally, the
encrypted model necessitated longer training time. Furthermore,
in multi-institutional contexts, such as health care data sharing,
key management in multiparty HE becomes a complex, practical
challenge. These factors—expanded data size, prolonged
training periods, and intricacies of key management—are
essential considerations in the effective deployment and ongoing
development of secure logistic regression models within
encrypted data frameworks.

The study also highlighted limitations in predictive performance
when models trained on diverse data sets were applied to
individual hospitals. In some data sets, the merged data model's
predictive performance fell short of the single-institution data
model. This discrepancy indicates a complex interplay between
data heterogeneity and model performance, suggesting that
predictive performance may not always be enhanced through
data augmentation alone, as evidenced in this study. A prediction
model may lose prediction power in some institutions when
trained using data from institutions with disparate data
distributions. Consequently, when implementing a trained model
on individual hospital data, we occasionally observed a deviation
from our initial expectation that a model trained on the merged
set would invariably outperform others.

Another limitation of the study was the reliance on
retrospectively collected data, featuring varying extraction
periods across institutions. The effects of temporal changes,
including advancements in medical technology, were not fully
adjusted for, potentially reducing the results' discernibility.

To address these limitations, future research should explore
methods for data integration that adjust for heterogeneity. This
can be achieved by prospectively collecting data from multiple
institutions and conducting comparative studies on predictive
performance using HE technology. Such methodologies would
help to mitigate the impact of varying data extraction periods
and temporal changes in medical technology. Additionally, the
use of advanced statistical methods to better account for data
heterogeneity might be explored as a promising avenue for
further research. These studies would undoubtedly offer
invaluable insights into potential strategies for enhancing
predictive performance in multi-institutional settings while
preserving data privacy and security.

Conclusions
In conclusion, this study demonstrated the practicality of using
HE technology to combine data from real-world
multi-institutional sources and develop predictive models for
in-hospital mortality within 30 days postoperatively.
Additionally, we showcased the implementation of
privacy-preserving artificial intelligence prediction models. The
findings highlight the potential for both practical applications
and protection of personal information in the realm of predictive
modeling. HE technology should be applied to diverse forms
of multi-institutional clinical data in future endeavors to
replicate, validate, and extend this study’s findings.
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Abstract

Background: In recent years, the implementation of artificial intelligence (AI) in health care is progressively transforming
medical fields, with the use of clinical decision support systems (CDSSs) as a notable application. Laboratory tests are vital for
accurate diagnoses, but their increasing reliance presents challenges. The need for effective strategies for managing laboratory
test interpretation is evident from the millions of monthly searches on test results’ significance. As the potential role of CDSSs
in laboratory diagnostics gains significance, however, more research is needed to explore this area.

Objective: The primary objective of our study was to assess the accuracy and safety of LabTest Checker (LTC), a CDSS
designed to support medical diagnoses by analyzing both laboratory test results and patients’ medical histories.

Methods: This cohort study embraced a prospective data collection approach. A total of 101 patients aged ≥18 years, in stable
condition, and requiring comprehensive diagnosis were enrolled. A panel of blood laboratory tests was conducted for each
participant. Participants used LTC for test result interpretation. The accuracy and safety of the tool were assessed by comparing
AI-generated suggestions to experienced doctor (consultant) recommendations, which are considered the gold standard.

Results: The system achieved a 74.3% accuracy and 100% sensitivity for emergency safety and 92.3% sensitivity for urgent
cases. It potentially reduced unnecessary medical visits by 41.6% (42/101) and achieved an 82.9% accuracy in identifying
underlying pathologies.

Conclusions: This study underscores the transformative potential of AI-based CDSSs in laboratory diagnostics, contributing
to enhanced patient care, efficient health care systems, and improved medical outcomes. LTC’s performance evaluation highlights
the advancements in AI’s role in laboratory medicine.

Trial Registration: ClinicalTrials.gov NCT05813938; https://clinicaltrials.gov/study/NCT05813938

(JMIR Med Inform 2024;12:e57162)   doi:10.2196/57162
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Introduction

In recent times, the implementation of artificial intelligence
(AI) within diverse medical domains has garnered significant
attention and practical application [1]. AI-driven technology
has sparked a transformative wave in health care, introducing
inventive solutions to enhance patient care, diagnosis, and
decision-making processes [2]. A notable instance of AI’s
application is evident in the emergence of clinical decision
support systems (CDSSs), direct tools designed to streamline
health care decision-making [3].

Laboratory tests are essential in modern health care, providing
valuable insight into a patient’s health status and improving the
accuracy of diagnosing medical conditions. The interpretation
of laboratory test results is a complex process requiring medical
expertise and knowledge. However, the mounting reliance on
laboratory testing poses a formidable challenge for health care
systems, particularly in regions where tests are often
administered without direct medical oversight, as seen in Poland
[4].
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The significance of this challenge is highlighted by the
substantial volume of inquiries related to laboratory test result
interpretation, which include identifying potential causes or
implications of certain findings and seeking guidance on the
next steps or actions based on the test results. Data indicate that,
in Poland alone, there are approximately 7 million monthly
searches concerning the significance of laboratory test results.
On a larger scale, within the European Union, this number
escalates to around 82 million monthly searches based on data
from SENUTO and Google AdWords [5]. These cases
emphasize the need for effective strategies to manage laboratory
test interpretation in modern health care settings.

Given the widespread use of laboratory diagnostics, which
includes a wide range of tests that analyze blood, urine, tissues,
and other bodily fluids to diagnose and monitor diseases, assess
organ function, and guide treatment decisions, there is a growing
interest in exploring the potential of CDSSs within this realm.
The inherent complexities tied to test result interpretation
underscore this interest. While the efficacy and safety of CDSSs
have been demonstrated in various medical contexts, such as
symptom assessment tools [6,7], the integration of CDSSs into
laboratory diagnostics remains underexplored.

Several studies have assessed the effectiveness and safety of
AI-driven symptom checkers, tools designed to aid patients in
self-diagnosing symptoms and making informed health care
choices [8-10]. These tools use algorithms and databases to
generate potential diagnoses based on user inputs.

A notable study conducted by Semigran et al [11] scrutinized
the diagnostic precision of 23 distinct symptom checkers,
comparing their outcomes against physician diagnoses. The
investigation disclosed that symptom checkers achieved accurate
diagnoses in 34% of instances, while physicians achieved 58%
accuracy. Despite relatively lower accuracy, the study
underscored the potential of symptom checkers in offering
reasonable differential diagnoses and supporting patient
decision-making.

A more recent study by Hennemann et al [12] evaluated the
performance of an app-based symptom checker within the realm
of mental disorders. Results revealed that the studied symptom
checker demonstrated moderate-to-good accuracy in suggesting
conditions for mental disorders concerning formal diagnosis,
albeit with variations across disorder categories and interrater
reliability. The symptom checker’s primary condition suggestion
corresponded with interview-based diagnoses in 51% (25/49)
of cases, with at least 1 of the initial 5 condition suggestions
aligning in 69% (34/49) of cases across the patient cohort.
Accuracy fluctuated across disorder categories, ranging from
82% precision for somatoform and related disorders, 65% for
affective disorders, to 53% for anxiety disorders. The study
concluded that symptom checkers hold promise as
supplementary screening tools in the diagnostic process. Still,
their diagnostic efficacy requires assessment in more extensive
samples and comparison with alternative diagnostic methods.

This paper addresses the status of AI-based technologies in
health care, specifically focusing on implementing CDSSs in
direct-to-patient tools. After emphasizing the importance of
laboratory diagnostics in contemporary health care and the

challenges tied to test result interpretation, we examine the
existing but limited literature concerning CDSSs’ role in
laboratory diagnostics, underscoring the need for further
research and advancement in this domain. The objective of this
study is to evaluate the performance of a novel CDSS named
LabTest Checker (LTC) in a cohort of adult patients requiring
laboratory testing. The main question it aims to answer pertains
to the accuracy and safety of LTC.

Methods

Description of LTC Technology
LTC is an intricate medical software designed to provide
assistance in the preliminary medical diagnosis process through
the analysis of laboratory test results and comprehensive medical
history. By leveraging advanced white-box machine learning
algorithms and data analytics, LTC empowers patients and
health care practitioners to derive insightful conclusions and
make informed decisions. The AI models were trained on a
comprehensive dataset encompassing clinical data from
electronic health records, public repositories, documented case
studies, and expert medical knowledge. LTC seamlessly
integrates with existing electronic health record systems,
automatically importing patients’ latest laboratory results. This
triggers a dynamic medical questionnaire presented on a
user-friendly tablet interface, typically completed within
90‐120 seconds, which delves into the patient’s medical
history, symptoms, and pertinent risk factors. Through this
methodical scrutiny and correlation of pivotal data, LTC
effectively evaluates an individual’s health status and detects
potential medical issues, empowering patients and health care
providers to establish more accurate diagnoses and improve
patient care and outcomes.

Study Setting and Population
The study was conducted at the Emergency Department (ED)
of Andrzej Mielecki Public Clinical Hospital in Katowice,
Poland, with 8 specialized departments and a total bed capacity
of 351. This cohort study embraced a prospective data collection
approach. A total of 101 self-referred patients aged ≥18 years,
in stable condition, but requiring comprehensive diagnosis were
enrolled between December 22, 2022, and March 31, 2023.
Comprehensive diagnosis refers to cases where diagnosis based
solely on subjective evaluation and physical examination is
unattainable, necessitating in-depth assessment through
laboratory tests. Inclusion criteria encompassed (1) age ≥18
years and (2) requirement of in-depth laboratory test
investigation. The only exclusion criteria was pregnancy.
Trained research staff identified and invited eligible patients to
participate following an initial medical evaluation to assess
eligibility based on the predefined inclusion and exclusion
criteria (further details are available on ClinicalTrials.gov [13]).
The study achieved a high response rate of 84.9% (101/119),
indicating strong participant willingness.

Study Design
This prospective cohort study involved 101 patients, all requiring
comprehensive diagnosis beyond subjective evaluation and
physical examination. A panel of blood laboratory tests
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exceeding the routine diagnostic work-up at the ED, including
a lipid profile, erythrocyte sedimentation rate, high-sensitivity
C-reactive protein, creatinine, urea, iron, liver enzymes (alanine
transaminase, aspartate transferase, and gamma-glutamyl
transferase), sodium, potassium, glucose, uric acid,
thyroid-stimulating hormone, and complete blood count, was
conducted for each participant. LTC was used to interpret these
results, and its performance was compared to that of an internal
medicine specialist (JC), who reviewed the urgency
categorizations assigned by ED physicians and the AI-generated
suggestions without prior knowledge of the LTC results. It is
important to clarify that JC did not directly assess patients in
the ED. Instead, attending physicians in the ED assigned the
initial urgency category for each patient based on their clinical
judgment. JC then reviewed these urgency classifications
assigned by the ED physicians, alongside the assessments
generated by the model under study. This 2-pronged approach
aimed to ensure the accuracy of the urgency categorizations and
provide an additional layer of validation.

Patients presenting at the ED underwent laboratory tests and
provided health-related information under a doctor’s supervision.
This encompassed biometric details, medical history,
medications, substances used, family history, symptoms, and
prior test results. Based on these data and test outcomes, AI
algorithms suggested underlying pathology and
diagnostic-therapeutic guidance.

Accuracy and safety were assessed by comparing AI-generated
suggestions to experienced doctor (consultant)
recommendations, which are considered the gold standard. The
consultant, blinded to the LTC results, categorized the urgency
of physician interaction for each test (emergency, urgency,
routine, and self-care; Table 1). Following this assessment, the
LTC results were disclosed to the consultant to evaluate if
adhering to LTC recommendations could avoid needless medical
visits and whether LTC correctly identified the underlying
causes of any abnormal results.

Table . Diagnostic and therapeutic recommendations generated by LabTest Checker (LTC) and specialist recommendations were categorized to assess
LTC’s precision. Sensitivity for the emergency category was computed as the ratio of LTC’s correct emergency identifications to the physician’s
emergency identifications: A / (A + B + C + D). Similarly, sensitivity for the urgency category was calculated as F / (E + F + G + H). Triage accuracy
was calculated as (A + F + L + R) / total number of patients in the study. Triage safety as calculated as (A + E + F + J + K + L + N + O + P + R) /
total number of patients in the study.

Urgency category of contact with doctor, assigned by LTCUrgency category of contact
with doctor, assigned by the
consultant

Self-careRoutineUrgencyEmergency

DCBAEmergency

HGFEUrgency

MLKJRoutine

RPONSelf-care

Owing to the technology’s design, certain variables were
excluded from determining pathology identification accuracy:
(1) interpretations labeled as urgent or requiring immediate
contact with a doctor were omitted to ensure patient safety and
prioritize triage in emergencies, and (2) interpretations
categorized as “end of diagnostic - no need for doctor contact”
were omitted when results were valid or deviations were
insignificant and did not signify pathology.

Ethical Considerations
The study protocol was registered on ClinicalTrials.gov
(NCT05813938), and ethical approval was granted by the
Bioethics Committee of the Medical University of Silesia
(approval code: PCN/CBN/0052/KB1/115/I/22; approval date:
November 8, 2022). All patients provided written informed
consent before undergoing screening for study eligibility. To
ensure privacy and confidentiality, all data collected during the
study were anonymized and deidentified before analysis.
Participants received no compensation for their involvement in
the study. The study involved noninvasive procedures, and the
primary intervention was the use of LTC to interpret laboratory
test results. Participants were informed that they could seek
clarification or assistance from medical professionals while
using LTC.

Statistics
A power analysis was performed to determine the statistical
power of this study, considering a total sample size of 101
participants in a single group of patients, which was
predetermined in the study design. The power analysis was
conducted using the G*Power software (version 3.1.9.7;
Heinrich-Heine-Universität Düsseldorf). The power analysis
was based on a 1-tailed test with an α level of .05. The effect
size was calculated at 0.36. Using these parameters and the total
sample size of 101, the power analysis indicated that the study
would have moderate statistical power to detect a significant
effect size within a single group of patients. The estimated power
achieved with the given sample size was 0.82, indicating that
the study had a reasonable likelihood of detecting meaningful
differences within the group.

Outcome measures were prespecified and calculated with 95%
CIs. The Wilson score method was used to produce CIs for
sensitivity to emergency, sensitivity to urgency, accuracy of
triage, safety of triage, and reduction of unnecessary visits.
Calculations were performed using the statistical software
package Statistica (version 13.0 PL; TIBCO Software Inc).
Analytic data are presented as point estimates and 95% CIs,
with a P value <.05 being considered significant.
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Results

In the context of this study, the triage accuracy in the 101-patient
cohort was 74.3%, with a safety sensitivity of 100% for
identifying emergency cases and a sensitivity of 92.3% for
detecting urgent cases. The implementation of the system led
to a noteworthy 41.6% (42/101) reduction in unnecessary
medical visits, and its accuracy in identifying the underlying
pathology was 82.9%.

The system classified patients based on urgency: 9 patients
required immediate contact; 41 needed urgent contact; 50
warranted routine contact; and 1 did not necessitate doctor

contact, falling into the self-care category. Analysis by the
consultant revealed disparities in urgency category assignments
for 26 patients. Notably, the technology overestimated urgency
for 25 patients, including cases where the consultant
recommended urgent contact, but the technology indicated
immediate or scheduled contact. However, the technology
inaccurately assessed the urgency for 1 patient, failing to align
with the specialist’s urgent contact suggestion, instead proposing
scheduled contact. These findings collectively underscore the
triage system’s effective urgency categorization while also
pinpointing areas for enhancement to improve precision,
diminish disparities, and prevent false negatives. These findings
are detailed in Table 2.

Table . Classification outcomes of diagnostic-therapeutic recommendations proposed by LabTest Checker (LTC) and those provided by the consultant.

Urgency category of contact with doctor, assigned by LTCUrgency category of contact
with doctor, assigned by the
consultant

Self-care, nRoutine, nUrgency, nEmergency, n

0007Emergency

01241Urgency

043151Routine

1620Self-care

Discussion

Principal Findings
The promising results obtained from the evaluation of LTC
show the potential of AI-driven tools in assisting patients and
medical professionals in navigating the complexities of
laboratory test result interpretation. An accuracy rate of 74.3%
demonstrates LTC’s capability to furnish dependable medical
recommendations grounded in blood test results, a development
that holds promise for enhancing operational efficiency in the
medical domain. Particularly noteworthy is LTC’s impressive
safety sensitivity of 100% for identifying emergency cases and
a high sensitivity of 92.3% for detecting urgent cases. These
results imply the system’s adeptness in identifying critical
scenarios, aligning with its intended role of providing secure
and precise medical counsel.

Comparison to Prior Work and Broader Implications
The clinical implications of our findings extend beyond acute
care settings. LTC has the potential to revolutionize health care
delivery across various domains, including outpatient clinics,
preventive care, and direct-to-consumer health management.

In outpatient settings, LTC could streamline triage processes
by providing rapid, accurate assessments of laboratory results,
allowing health care providers to prioritize patients more
effectively and potentially reducing the burden on overstretched
health care systems. Additionally, integrating LTC into
preventive care programs could empower individuals to monitor
their health proactively, fostering early detection and
intervention for potential health issues.

The potential impact of LTC on the direct-to-consumer health
landscape is equally promising. By providing individuals with

accessible and easily understandable interpretations of their
laboratory results, LTC could facilitate informed
decision-making, leading to earlier detection and more effective
management of health conditions. This shift toward proactive
health care could encourage individuals to take greater
ownership of their well-being.

While the potential of AI-driven CDSSs such as LTC is evident,
it is important to acknowledge the nascent nature of this field.
One such study by Gräf et al [14] compared physician and
AI-based symptom checker diagnostic accuracy, where the AI
achieved a diagnostic accuracy of 70%. Furthermore, a
systematic review of 10 studies revealed consistently low
diagnostic accuracy (range 19%‐37.9%), while triage accuracy
(range 48.8%‐90.1%) was relatively higher but displayed
variability among different symptom checkers [9]. Our study
attempted to adhere to established reporting guidelines for
machine learning models [15], but more robust research is
necessary to fully understand the capabilities and limitations of
AI-powered CDSSs in diverse health care settings.

Strengths and Limitations
While the study yielded promising results, several inherent
limitations should be acknowledged when assessing the accuracy
and safety of LTC. First, the sample size was relatively small,
comprising only 101 participants. Although efforts were taken
to ensure analytical strength, a larger and more diverse sample
would enhance the generalizability of findings to the broader
population. Furthermore, the study allowed participants to seek
guidance from medical professionals when faced with
uncertainties while filling out the questionnaire, which might
not mirror real-world use where such guidance might not be
readily accessible. While this provision was aimed at optimizing
data quality, it could have potentially introduced an artificial
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element, warranting caution when considering the practical
implications of the technology’s recommendations.

Unexpected results during the experiments included occasional
discrepancies between LTC and consultant assessments,
indicating potential areas for model improvement. These
discrepancies could stem from complex interactions between
predictor variables that were not fully captured by the model,
suggesting the need for further refinement of the AI algorithms.

These limitations underscore the necessity for future research
involving more representative samples and real-world use
scenarios to validate the robustness and effectiveness of
emerging CDSS technologies. By exploring the intersection of
AI and laboratory diagnostics, we aim to lay the groundwork
for future progress and foster a deeper comprehension of
AI-based CDSSs’ potential in reshaping laboratory medicine.

Conclusions
In conclusion, our study demonstrates the transformative
potential of integrating AI into laboratory diagnostics through
the LTC software. The high accuracy and safety sensitivity
achieved underscore the ability of AI-driven CDSSs to identify
medical conditions and provide tailored recommendations,
enhancing health care decision-making.

As AI continues to evolve within health care, this study validates
the promise of AI in medical diagnostics and highlights the need
for continued research to refine and expand such tools. By
fostering collaboration between AI experts and laboratory
medicine specialists, we can unlock the full potential of
AI-powered CDSSs, paving the way for a more efficient,
personalized, and patient-centered approach to health care.

The results presented here offer a compelling glimpse into a
future where AI-driven tools play a pivotal role in optimizing
patient care and revolutionizing laboratory diagnostics.
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Abstract

Background: Triage is the process of accurately assessing patients’ symptoms and providing them with proper clinical treatment
in the emergency department (ED). While many countries have developed their triage process to stratify patients’ clinical severity
and thus distribute medical resources, there are still some limitations of the current triage process. Since the triage level is mainly
identified by experienced nurses based on a mix of subjective and objective criteria, mis-triage often occurs in the ED. It can not
only cause adverse effects on patients, but also impose an undue burden on the health care delivery system.

Objective: Our study aimed to design a prediction system based on triage information, including demographics, vital signs,
and chief complaints. The proposed system can not only handle heterogeneous data, including tabular data and free-text data, but
also provide interpretability for better acceptance by the ED staff in the hospital.

Methods: In this study, we proposed a system comprising 3 subsystems, with each of them handling a single task, including
triage level prediction, hospitalization prediction, and length of stay prediction. We used a large amount of retrospective data to
pretrain the model, and then, we fine-tuned the model on a prospective data set with a golden label. The proposed deep learning
framework was built with TabNet and MacBERT (Chinese version of bidirectional encoder representations from transformers
[BERT]).

Results: The performance of our proposed model was evaluated on data collected from the National Taiwan University Hospital
(901 patients were included). The model achieved promising results on the collected data set, with accuracy values of 63%, 82%,
and 71% for triage level prediction, hospitalization prediction, and length of stay prediction, respectively.

Conclusions: Our system improved the prediction of 3 different medical outcomes when compared with other machine learning
methods. With the pretrained vital sign encoder and repretrained mask language modeling MacBERT encoder, our multimodality
model can provide a deeper insight into the characteristics of electronic health records. Additionally, by providing interpretability,
we believe that the proposed system can assist nursing staff and physicians in taking appropriate medical decisions.

(JMIR Med Inform 2024;12:e48862)   doi:10.2196/48862
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Introduction

Background
Emergency services are an essential aspect of the health care
system in hospitals, and the demand for these services has
increased exponentially in recent years. For instance, due to a
rising number of elderly patients, a high volume of low-acuity
patients waiting for the emergency department (ED), and limited
access to medical resources in the community, it may take a
long time for patients to receive medical treatment in the ED.
Additionally, the situation has worsened with the shortage of
experienced health care providers. In the ED, this can cause
many severe clinical outcomes, such as delayed diagnosis,
longer patient wait times, and increased mortality rates.
Moreover, the patient and the standard health care operation
procedure may be disturbed. Therefore, prioritizing ED visits
and maintaining the regular operation of the health care system
are essential.

Triage is the process of accurately assessing patients’ symptoms
and providing them with proper clinical treatment in the ED.
Patients are assigned different priorities depending on their vital
signs and chief complaints, and the judgment description from
the nursing staff [1]. Many countries have developed their triage
process to stratify the clinical severity of patients and thus
distribute medical resources. For instance, the US Emergency
Severity Index (ESI), Canadian Triage and Acuity Scale (CTAS)
[2], and Taiwan Triage Acuity Scale (TTAS) are designed to
improve the triage prioritizing process [3-5]. In terms of
personnel, hospitals employ dedicated nurses who have been
certified by the authorities to undertake the triage process. It is
also essential to maintain the quality of education, training, and
evaluation of those professionals, which is more difficult
nowadays with the increase in the complexity of emergency
care and the increase in the number of patients visiting the ED
nationwide [6]. Although many standardized scales have been
adopted to improve the process, there are still some limitations
of the current triage system [7-9]. Among these issues, the lack
of capability to prioritize patients and assign patients to
appropriate triage levels is the most serious problem. According
to records collected in Taiwan from 2009 to 2015, 167,598 out
of 268,716 (nearly 60%) visits in the ED were assigned to level
3 in the triage process. In addition, 5-level triage mainly relies
on an experienced nurse’s diagnosis that is based on a mix of
subjective and objective criteria. Any human judgement errors
or even inaccurate measurements that occur during the triage
assessment can severely affect the outcome.

Related Work

Contextualized Word Embedding
A word vector is an attempt to mathematically capture the
syntactic and semantic features of a word and represent its
meaning simultaneously. Computers calculate how often words
appear next to each other by going through a large corpus. For
instance, with GloVe [10] or word2vector [11], the word can
be projected into a high-dimensional vector for further tasks.

Although these traditional word embedding methods are easy
to understand and simple to implement, some limitations still

need to be addressed. For example, after applying word vectors,
it would be tough to train systems equipped with the softmax
function owing to a large number of categories. On the other
hand, the GloVe word embedding involves a numeric
representation of a word regardless of where the word occurs
in the sentence and the different meanings the word may have.
Hence, several language models have been proposed to address
these limitations, including embeddings from language models
(ELMo) [12], bidirectional encoder representations from
transformers (BERT) [13], and generative pretrained transformer
(GPT) [14]. These celebrated language models generate general
contextualized sentence embeddings by using a large scale of
unlabeled corpora.

Among these famous models, BERT is the most popular model
commonly used in solving natural language processing (NLP)
tasks. BERT is a language model trained bidirectionally, which
means that as compared to single-direction language models,
it can provide a more profound sense of language context and
flow. Moreover, instead of predicting the next word in the
sentence, BERT also uses a novel method called “mask language
modeling” (MLM). This novel algorithm randomly masks the
words and then predicts them. BERT relies on the transformer
architecture; however, since BERT aims to generate a language
representation model, it only uses the transformer encoder by
stacking them up. Later, with the help of MLM and “next
sentence prediction” (NSP), BERT can achieve significant
performance on lots of NLP downstream tasks by further
fine-tuning on specific domains.

Deep Learning for Tabular Data
In statistics, tabular data refer to data organized in a table.
Within the table, the rows and columns represent observations
and attributes for those observations, respectively. Although
many domains like vision, NLP, and speech enjoy the benefit
of deep learning models, tabular data using deep learning
methods remain questionable. On the other hand, when it comes
to handling tabular data, the traditional machine learning method
dominates most of the benchmarks and is commonly used in
competitions, such as Kaggle, around the world. The
conventional machine learning methods include methods based
on decision tree (DT) such as extreme gradient boosting
(XGBoost) [15], category boosting (CatBoost) [16], and light
gradient boosting machine (LightBGM) [17]. The strength of
these DT-based methods is that their output is easy to understand
and available to provide interpretability without requiring any
statistical knowledge. However, there are still some limitations
of DT-based methods. Among these limitations, the most serious
is that DT-based methods do not allow efficient learning with
image or text encoders. Hence, many experts turn to deep
learning methods instead of DT-based methods. Deep learning
models enable end-to-end learning for tabular data and have
many benefits at the same time. First, they can achieve better
performance in a bigger data set. Second, they can alleviate the
need for feature engineering. Finally, they encode multiple data
types efficiently, like images along with tabular data.

However, the shortcoming of most deep learning methods is
that they cannot provide interpretability. Fortunately, researchers
have been aware of the problem in recent years, and several
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deep learning models with interpretability have been proposed,
such as TabNet [18], neural oblivious decision ensembles
(NODE) [19], and TabTransformer [20].

Current Work in the Triage System
Although current triage systems, such as the ESI and TTAS,
follow clear guidelines to assign patient acuity, it implicitly
leaves room for clinician interpretation. Hence, the diagnosis
still depends heavily on the judgment and experience of
individual nursing staff. Several studies have shown that
cognitive biases can influence clinical judgments [6]. In written
case scenarios at multiple EDs, the average accuracies of nurses
were 56.2%, 59.2%, and 59.6% in Taiwan, Brazil, and
Switzerland, respectively [21]. In view of this, some studies
[6,21,22] have turned to the use of artificial intelligence (AI)
systems to assist with decision-making in triage. They also
demonstrate the system’s effectiveness with higher accuracy
from the assisted means.

Numerous studies have attempted to use traditional machine
learning methods in their approaches. Choi et al [6] used 3 types
of conventional machine learning methods, including logistic
regression, random forest, and XGBoost, to predict the Korea
Triage Acuity Scale (KTAS) level. They used patients’ chief
complaints as categorical features, meaning that they assigned
a key code to each symptom. Their best model using random
forest achieved precision, recall, and area under the receiver
operating characteristic curve values of 0.737, 0.730, and 0.917,
respectively. Liu et al [22] used CatBoost as their model;
however, the study focused on distinguishing the mis-triage of
patients in levels 3 and 4 since they believed that the
under-triage of critically ill patients could be life-threatening.
Their model was able to reduce the life-threatening mis-triage
rate from 1.2% to 0.9% prospectively. Ivanov et al [21] carried
out a series of experiments to demonstrate the effectiveness of
their novel idea “clinical natural language processing (C-NLP).”
To cope with free-text data, C-NLP uses sentence tokenization,
word tokenization, and part-of-speech tagging to extract the
meaning behind free-text data. Their best model included C-NLP
and XGBoost, and it was able to achieve an accuracy of 75.7%,
which is 26.9% higher than the average nurse’s accuracy.

The previously mentioned studies [6,21,22] achieved great
performance in dealing with triage-level problems; however,
these methods still have some limitations. Our proposed model
aims to address these limitations and alleviate them. Multimedia
Appendix 1 presents comparisons between earlier work and our
study in different aspects.

Goal of This Study
Although the studies mentioned in the previous section
successfully demonstrated that AI improved the triage system
for predicting triage level, they unfortunately had some serious

drawbacks. In this study, we attempted to overcome these
drawbacks while developing an appropriate prediction system
based on triage information, including demographics, vital signs,
and chief complaints. We propose a system that can handle the
collected heterogeneous data, including tabular data and free-text
data. The proposed system is capable of providing precise
suggestions for ED staff in hospitals, and it has interpretability
for better acceptance by users. Moreover, it is applicable to
real-world situations.

Methods

System Overview
In this study, we have proposed a system comprising 3
subsystems, with each of them handling 1 task. As shown in
Figure 1, these tasks include triage level prediction,
hospitalization prediction, and length of stay prediction, which
are important outcomes in the ED of a hospital. Since these
subsystems are developed in a similar training process, we will
first introduce the conceptual level of the typical training process
of each model in each subsystem and then provide further
information. Finally, we will show the detailed design of each
model in each subsystem.

Our study focuses on establishing an effective and precise AI
system to predict the criticality of patients waiting in the ED of
hospitals. By leveraging a model trained on a data set where
data labels include different scales, we look forward to
developing a robust model that can provide more information
to the physician and nursing staff. Moreover, to assist them in
making precise medical decisions, our proposed system offers
multiple prediction outcomes, including triage-level
classification, hospitalization estimation, and length of stay.

The system flowchart is shown in Figure 2. The system can be
divided into 3 stages: pretraining stage, fine-tuning stage, and
testing stage. Additionally, 2 data sets were used in our study.
One was the National Taiwan University Hospital (NTUH)
retrospective data set, and the other was the NTUH prospective
data set collected from May 26, 2020, till February 21, 2022.
These 2 data sets will be elaborated in the following sections.

In the pretraining stage, a large amount of retrospective data
were used to pretrain the encoders to learn the basic information
of the medical data. In addition, the pretrained encoders were
transferred to the second stage. In the fine-tuning stage, we used
prospective data with golden labels to fine-tune the pretrained
encoder. Therefore, when the diagnosis outcomes from the
physician are treated as the ground truth label, the model is
more applicable to real-world situations. Finally, in the testing
stage, we implemented our system in the hospital and assessed
the effectiveness of the system.
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Figure 1. The proposed system comprising 3 subsystems that are responsible for different tasks. AI: artificial intelligence.

Figure 2. System flowchart.

Ethical Considerations
This study has been approved by the NTUH Institutional Review
Board (201606072RINA, 201911054RINA, 202108090RINC).

Data Preparation

NTUH Retrospective Data Set
The NTUH is a tertiary academic medical center that has almost
2400 beds and 100,000 emergency room visits per year. After
receiving approval from the NTUH Institutional Review Board,
we obtained the NTUH retrospective data set, which contained
a total of 745,441 electronic health records (EHRs) of patients
who visited the ED from the years 2009 to 2015. Since triage
is the starting point of care for the ED, it is essential to ensure
consistent and precise estimation of patients. The records were
evaluated by dedicated personnel who were certified by the
Taiwan Union of Nurses Association (TUNA), following a
standard protocol.

As shown in Figure 2, in the first stage, we used the NTUH
retrospective data set to pretrain our model. However, in the
NTUH retrospective data set, we needed to unify the uncleaned
data (Multimedia Appendix 2) initially as the members of the
nursing staff have their own ways to record the estimation. We
included all patients aged 20 years or older who attended the
ED and excluded patients whose EHR data contained missing
or unreasonable values. Unreasonable data had unreasonable
values, which may have resulted from typing errors. For
instance, the diastolic pressure and systolic pressure may be
typed in reverse, or a nurse may accidentally omit a digit when
entering values on the computer. In such a scenario, even though
we may be able to infer the original intended values by
examining individual data, we cannot consider this a correct
sample for use. After data cleaning and merging, only 268,716
patients were enrolled in our program (Figure 3).
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Figure 3. Preprocessing of the National Taiwan University Hospital (NTUH) retrospective data set. ED: emergency department.

NTUH Prospective Data Set
Each patient who visits the ED will have a PDF document form
generated (triage examination and evaluation record). These
records are kept for the physician to make a diagnosis. The
records comprise 2 types of information. The first is structural
data, including patient demographics, triage information, and
vital signs, and the second is textual data, including chief
complaints, historical medical information, and drug allergy.

In general, it is impossible to directly use the aforementioned
records to train the model, and thus, data preprocessing is needed
to extract the data from the records. We used the PDFMiner
library in Python code to extract the information from the
document forms as “structural data” and applied a
transformation function to generate “textual data.”

The information extracted from the forms and records can be
divided into 2 groups: target prediction and patient feature.

Detailed explanations of the patient features are provided in
Table 1. On the other hand, the target ground truth contains 3
different tasks. The first task is triage level prediction, which
is a 4-class classification problem, where the physician’s
suggestion is considered (golden standard label that is obtained
from the physician by observing the process of patient diagnosis)
instead of the traditional triage level. A lower level indicates
that the patient more urgently requires immediate attention. The
second task is hospitalization prediction, which is a 2-class
classification problem, where “0” represents that the patient
needs to be discharged by the hospital and “1” represents that
the patient needs to be admitted. The last task is length of stay,
which is a 3-class classification problem, where “0” represents
that the patient will stay in the ED for less than 6 hours, “1”
represents that the patient will stay in the ED for 6 to 24 hours,
and “2” represents that the patient will stay in the ED for more
than 24 hours.
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Table 1. Detailed explanation of structural variables.

ExplanationVariable

Demographics

Patient ageAge

Patient genderSex

Triage information

Patient arrival timeSession

Number of times the patient revisited the EDa in 24 hoursReturn in 24 hours

Patient arrival modeClinic visit mode

Whether the patient visited the ED because of a work accidentWork related

Whether the patient was on the way to work before visiting the EDOn the way to work

Vital sign information

Systolic blood pressureSystolic pressure

Diastolic blood pressureDiastolic pressure

PulsePulse

Oxygen saturationOxygen

RespirationRespiration

Body temperatureBody temperature

Any acute changes before entering the EDAcute change

Whether the patient has feverFever

Self-evaluated pain scorePain index

Glasgow Coma Scale score of the patient (eye opening)GCS-E

Glasgow Coma Scale score of the patient (verbal response)GCS-V

Glasgow Coma Scale score of the patient (motor response)GCS-M

Whether the patient has an ICb card for severe illnessMajor disease

The number of times the patient went to the hospital in 1 yearAdmission count

The judgement code for describing the patient’s conditionJudgement code

Textual data

The patient’s description of the symptomsChief complaint

The record that describes the patient’s symptoms written by the nursing staffJudgment description

aED: emergency department.
bIC: integrated circuit.

Data Augmentation
After analyzing our prospective data set, we observed an
imbalanced data distribution. As machine learning algorithms
tend to increase accuracy by reducing errors, most of them are
biased toward the majority class and tend to ignore the minority
class. For instance, 758 out of 901 (84.1%) ED patients were
discharged from the hospital in our prospective data set, and
the system could achieve 85% accuracy if it kept on predicting
discharge. However, we did not want the system to only indicate
discharge. Therefore, to avoid the above situation, we used the
“synthetic minority oversampling technique” (SMOTE) to
generate some synthesized data to ensure that the system could
learn the different patterns between each class. In our study, the
iteration of the SMOTE algorithm started by selecting 1 minority

sample and finding its top 5 nearest neighbors. These 5
neighbors were chosen to generate new synthesized data by the
interpolation method. Finally, the iteration was repeated several
times until we obtained the minority class where the number
was the same as that of the majority class. However, as the
synthesized data may be too diverse, some of the data can have
negative influences on the model. Therefore, we used the Tomek
Links algorithm to remove some ambiguous data that may hurt
model performance by pairing samples and removing the pairs
with different labels. An example of the augmentation process
is shown in Multimedia Appendix 3. In the original data set,
we can observe that only 143 patients are admitted. After
applying the SMOTE algorithm on our data set, the number of
admitted patients increases to 758. We then use the Tomek
Links algorithm to remove some samples that are regarded as
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ambiguous samples by the algorithm. Finally, in this example,
a total of 1294 patients are included in our new augmented
prospective data set.

As for text data, since the SMOTE algorithm cannot generate
text, we set up a mapping relation to add the text feature for
each synthesized sample. First, we created a number of lists,
each of which stores the chief complaints from data samples
sharing the same class label. After these lists and the synthesized
data were ready, for each synthesized sample, we randomly
selected 1 chief complaint from the list according to its label
and added it as a text feature of the synthesized sample.

Pretraining of the Vital Sign Encoder
The TabNet architecture is composed of feature transformers
and attentive transformers. In TabNet’s design, the mask from
the attentive transformer can select the most vital feature from
several features, eliminating noise caused by irrelevant features.
Furthermore, the mask can be calculated to provide some
interpretable information about the feature’s importance.

Therefore, considering the objective of this study, our work
takes advantage of the encoder-decoder architecture of TabNet,
which is inspired by Arik [18], and we adopted this architecture
to construct our vital sign encoder (Figure 4).

Before training on the prospective data set, the vital sign encoder
was pretrained on retrospective data by unsupervised learning
to learn some basic information about such structural data.
Structural features of demographics, triage information, and
vital sign information (Table 1) were used in this step.

Figure 5 shows the process used for pretraining our vital sign
encoder. In triage level prediction and length of stay prediction,
since we did not have a triage golden label and length of stay
label for pretraining the vital sign encoder, we used only
unsupervised learning. On the other hand, both unsupervised
learning and supervised learning were used for hospitalization
prediction. The reason why we used the unsupervised learning
algorithm is that the model can discover hidden data patterns
without human intervention by analyzing and clustering the
unlabeled information.

Figure 4. Vital sign encoder architecture (adapted from TabNet). FC: fully connected networks; ReLU: rectified linear unit.
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Figure 5. The flow of pretraining the vital sign encoder.

In our study, we used the encoder-decoder architecture. We
masked some of the input features in our data and then
reconstructed the masked features. The reconstruction loss
during unsupervised learning is described as follows:

where B denotes the batch size, D denotes the dimension of
features (number of features), S is a binary mask sparse matrix
with size B×D for masking some of the features, and fB×D and

are matrices of features with size B×D representing the
ground truth feature values and the predicted outputs,
respectively [18].

The purpose of Equation 1 is to calculate the distance between
the ground truth feature and the predicted feature. In each
iteration, the binary mask Sb,j is sampled independently from
Bernoulli distribution, and the mask can only have a value of
0 or 1. During this process involving the masked value and its
reconstruction, models are believed to learn implicit
relationships between features.

Pretraining of the MacBERT Encoder
BERT is a well-known language model that can be used to
transform a word into a representation and understand the
meaning behind the sentence. In addition, it performs
consistently better than other language models (eg, ELMo [12]
and GPT [14]) and also performs well in many different tasks.
However, although the BERT model can be easily fine-tuned

with an additional output layer to achieve outstanding
performance, the pretraining process of the model is designed
for general purposes. In this study, to better understand our
medical data, we repretrained MacBERT (Chinese version of
BERT) by applying MLM again. We extracted the text
information from the NTUH prospective data set and then used
the information to accomplish further training of MLM. All the
settings of the training process followed the original set in
MacBERT. By further training with MLM, the fine-tuned
MacBERT could enrich its knowledge in specific domains.

Overall Model Architecture
The typical model architecture of each subsystem is shown in
Figure 6. After the pretrained encoders are ready, the encoder
weights are copied to the fine-tuning stage encoders. The typical
model architecture can be divided into 4 main parts: input,
encoders, classifiers, and output. First, in the input part, there
are 2 data types, namely, structural data and free-text data. Since
the prospective data set has only a limited amount of data, we
sent it to the augmentation algorithm to obtain synthesized data
and added them to the original data set. Second, the structural
data and the free-text data are sent to the pretrained TabNet
encoder and the pretrained MacBERT encoder, respectively.
Afterward, to obtain a comprehensive representation of the data,
2 embeddings coming out from the pretrained TabNet encoder
and pretrained MacBERT encoder are concatenated together.
Third, the concatenated embeddings are passed through
classifiers for output prediction.
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Figure 6. Typical model architecture in the fine-tuning stage. MacBERT: Chinese version of bidirectional encoder representations from transformers;
NTUH: National Taiwan University Hospital.

Input
We used the augmented NTUH prospective data set in the
fine-tuning stage. The data set contains 2 data types. The first
is structural data, including patient demographics, triage
information, and vital sign information. The second is free-text
data, including patient chief complaints, nursing staff judgment
descriptions, and transformed information from the structural
data (Multimedia Appendix 4). However, since MacBERT is a
Chinese BERT model, which is trained on simplified Chinese,
we translated our text data from traditional Chinese to simplified
Chinese to achieve better performance.

Encoders
As shown in Figure 6, since there were 2 types of data to be
processed, we used the TabNet encoder and MacBERT encoder
to extract feature information from structural data and free-text
data, respectively. We then transformed these information pieces
into high-dimensional embeddings for further training.

Pretrained Vital Sign Encoder

We used the pretrained TabNet encoder as our vital sign
encoder. In the pretraining stage, we obtained some basic
information of these medical data from the NTUH retrospective
data set. As a result, to achieve better starting, the pretrained
weights were directly deployed into our vital sign encoder. We

stacked up 10 decision steps to build our vital sign encoder, and
the dimensions of both the input and output were set to 64. A
1×64 vector was the final context vector.

Pretrained Language Model Encoder

As chief complaints are manually recorded by nurses and most
of them are written in traditional Chinese, it is better to find a
language model that has been trained on a Chinese corpus and
can handle Chinese text well. MacBERT is an improved BERT
model with novel MLM as a correction pretraining task, which
mitigates the discrepancy between pretraining and fine-tuning.
Moreover, it has been trained on simplified Chinese corpora,
which is more suitable for our work. As a result, we decided to
adopt MacBERT from Hugging Face as the chief complaint
text encoder in our proposed model, instead of the original
BERT model. On the other hand, we observed that the text in
our data set might contain different languages, including English
and Chinese. Therefore, to make MacBERT applicable to our
case, we translated the text into a uniform language, namely,
simplified Chinese, before sending it into MacBERT. However,
since we wanted the contributions from the vital sign encoder
and the MacBERT encoder to be comparable, a fully connected
layer was placed after the output vector from MacBERT to
decrease the vector dimension from 1×768 to 1×64. The entire
process explaining how we handled the text data is shown in
Figure 7.
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Figure 7. The entire process of handling text data. MacBERT: Chinese version of bidirectional encoder representations from transformers.

Classifiers
All the inputs were encoded into high-dimensional embeddings
by the encoders mentioned in the previous stage. It is believed
that both embeddings have different facets of information;
therefore, instead of adding these vectors together, we
concatenated these 2 vectors to obtain richer patient information

before sending them into the classifiers. Moreover, in our study,
we adopted the multi-task learning architecture to learn shared
representation and avoid overfitting problems. As a result, there
were 2 classifiers for predicting different targets, where each
classifier had a 1-layer convolutional neural network and a
2-layer multi-layer perceptron. The details of the process are
shown in Figure 8.

Figure 8. Components of the classifiers.

Output
In contrast to most single-output machine learning methods,
our proposed model has a multi-task model architecture.
Multi-task learning is a type of machine learning method by
which the multi-output outcome can be learned simultaneously
in a shared model. In addition to the data efficiency advantages,

such an approach can reduce overfitting by leveraging auxiliary
information and allowing fast learning. Since target prediction
loss will update the encoders, the encoders can avoid being
overfitted and learn more general knowledge. As there were 3
medical outcomes in our system, we designed 3 models with
slight differences to handle different tasks. The details of these
3 models are shown in Figures 9 to 11.
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Figure 9. The model architecture of triage level prediction. FL: focal loss; MacBERT: Chinese version of bidirectional encoder representations from
transformers; NTUH: National Taiwan University Hospital.

Figure 10. The model architecture of hospitalization prediction. FL: focal loss; MacBERT: Chinese version of bidirectional encoder representations
from transformers; NTUH: National Taiwan University Hospital.
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Figure 11. The model architecture of length of stay (LoS) prediction. FL: focal loss; MacBERT: Chinese version of bidirectional encoder representations
from transformers; NTUH: National Taiwan University Hospital.

Loss Function
Total loss combines focal loss and sparse entropy loss as
follows:

where λ1 is a hyperparameter for determining the learning
direction of the model via controlling the balance between the
main task and related task, and λsparse is a hyperparameter for
controlling the sparsity of the TabNet encoder, where a greater
parameter is associated with a greater effect of the tabular data
on the entire model, and the TabNet encoder tends to select 1
feature in 1 decision step.

In order to assess the performance of the model, the focal loss
function was utilized by comparing the ground truth label with
the probability distributions over network predictions, which
has been shown as follows:

where ŷ is the model prediction, y is the ground truth value,
superscript i refers to sample i, yk is 0 or 1 (indicating whether

a class label is the correct classification among K classes), 
denotes the confidence score of class k, and γ is a
hyperparameter that is set to 2 in our study.

TabNet uses sparse entropy loss (first proposed in [23]) to
provide a favorable inductive bias for data sets where most
features are redundant. The sparse entropy loss can not only
help the model to select salient features from all attributes of
the sample, but also fasten the training process. The equation
is as follows:

where Nsteps denotes how many decision steps are stacked up
in the model, B is the batch size, D is the total number of
features, M represents the mask, Mb,j [i] refers to the mask at

the ith step with batch sample b and feature j, and ε is a small
number to maintain numerical stability.

Results

Experimental Setup
A series of experiments were conducted to validate the
effectiveness of our design. The details of our system
environment are presented below. We conducted our
experiments on the Ubuntu 20.04 operating system with PyTorch
1.7.1 and Python 3.9.7, and all training procedures were
performed on a computer with a Nvidia RTX 3090 graphics
card, an Intel Core i7-1070K processor, and 32 GB of RAM.

Training Settings
The Adam optimizer with an initial learning rate of 0.01 was
used in our experiments, and it was adjusted by the
“ReduceLROnPlateau” scheduler with the patient value set as
15. Meanwhile, if the loss did not improve for 50 epochs, an
early stop action was taken.

All experiments were carefully conducted in the following steps:
(1) The data set was divided into 3 parts (training set, validation
set, and testing set in the ratio of 8:1:1); (2) The training set was
used to generate synthesized data to make up the gap between
classes, and the synthesized data were added into the original
training data set; (3) Our design was evaluated by taking the
average test performance for 10 trials, as the division of the data
set might have varied effects on the experiment results.

Evaluation Metrics
Since our data set was obviously imbalanced, the accuracy
performance cannot represent the effectiveness of our system.
As a result, in our experiment, the evaluation metrics included

JMIR Med Inform 2024 | vol. 12 | e48862 | p.2034https://medinform.jmir.org/2024/1/e48862
(page number not for citation purposes)

Lin et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


precision, recall, and F1-score. Precision measures the rate of
ground truth classes that are predicted correctly. Recall measures
the portion of each class of our prediction that is actually that
class. Finally, F1-score represents the harmonic mean between
precision and recall. Their formulas are as follows:

where TP, TN, FP, and FN denote true positive, true negative,
false positive, and false negative, respectively.

Data Characteristics
Our study included 2 data sets. One data set was the NTUH
retrospective data set, which contains a collection of the past
EHRs of 268,716 visits from 2009 to 2015, and the other data
set was the NTUH prospective data set, which contains data
collected with patient consent in the NTUH ED from May 26,
2020, to February 21, 2022, and includes 901 ED patient records
after removal of unreasonable and missing data. Table 2

summarizes the data characteristics of vital sign information in
these 2 data sets. Despite similar average values across all fields
in the 2 data sets, on performing statistical tests using P-values,
we found that there was a significant difference between the 2
data sets. However, we believe that using data with the same
data collection background but different distributions can still
effectively improve the robustness and generalization ability of
the model. By pretraining on diverse data, the model can learn
more general representations, leading to improvements in the
final predictions.

On the other hand, the distributions for different tasks are shown
in Multimedia Appendix 5. It is worth mentioning that the
distribution gap of the triage level between the retrospective
data set and prospective data set was greater than the distribution
gaps for hospitalization and length of stay. This is because
hospitalization and length of stay are based on facts, and in
contrast to the triage level in the retrospective data set, the triage
level in the prospective data set comes from physician diagnosis.
As it is believed that the doctor’s triage level can assign patient
acuity more accurately, we used it as our golden label for
predicting the triage level. Another reason for the distribution
gap could be the difficulty in collecting data from more severe
patients.

Table 2. Patient characteristics in the National Taiwan University Hospital retrospective and prospective data sets.

NTUH prospective data setNTUHa retrospective data setVariable

52.4 (18.98)49.1 (19.98)Age (years), mean (SD)

Sex, n (%)

450 (50.1)141,783 (52.8)Female

450 (49.9)126,933 (47.2)Male

Arrival time, n (%)

518 (57.4)10,2256 (42.8)7 AM to 3 PM

289 (32.1)11,4970 (38.0)3 PM to 11 PM

94 (10.5)5,1490 (19.2)11 PM to 7 AM

132.4 (24.78)136.3 (26.79)Systolic blood pressure (mmHg), mean (SD)

79.8 (13.91)80.8 (15.22)Diastolic blood pressure (mmHg), mean (SD)

89.5 (18.74)88.8 (18.74)Pulse (beats/min), mean (SD)

97.7 (1.69)97.0 (3.09)Oxygen saturation (%), mean (SD)

18.8 (2.04)18.2 (2.16)Respiration (breaths/min), mean (SD)

36.7 (0.65)37.0 (0.82)Body temperature (°C), mean (SD)

Pain index (scale), n

357134,2920

3689,5541-3

14060,5264-6

3664,3447-10

aNTUH: National Taiwan University Hospital.

Experimental Results
We compared our model’s performance regarding triage level,
hospitalization, and length of stay against the performance of
other machine learning methods. As the data of only 901 ED

visits were finally included in our study, it was a challenge to
obtain a robust model with great capability to identify critical
patients.
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Unlike other work on triage level prediction, since we
endeavored to fix the bias of traditional rule-based system triage,
such as the ESI and TTAS, we used the diagnosis results
provided by the physician as our golden label. As shown in
Table 3, it is worth noting that our triage model achieved a
nearly 30% improvement in 4 metrics, including accuracy,
precision, recall, and F1-score, when compared to the results
obtained from other models. These outstanding results show
the promising potential of our proposed model.

As shown in Table 4, we can observe that our hospitalization
model achieved the highest performance in 3 metrics, including
precision, recall, and F1-score. Although the support vector
machine (SVM) model achieved an accuracy of 91.2%, it may
tend to predict the majority (discharge) owing to the low
precision and recall values. From the previous discussion, it can
be seen that our model is the most discriminative model.

Additionally, our proposed model outperformed other models.
Although the study design and data set in our study are different
from those in other studies, it is worth indicating that with the
help of retrospective data pretraining, the model can learn more
than with only the use of prospective data. Our proposed model
achieved promising results, with 3%-6% improvement in
accuracy (Table 5).

As shown in Table 6, although most of the models achieved an
accuracy of higher than 70%, their performances on other
metrics revealed that these models tend to predict the majority
class. Nevertheless, except for accuracy, our length of stay
model outperformed other machine learning methods in the
other 3 metrics, indicating the capability of our length of stay
model for discrimination.

Table 3. Performance comparison between our model and other machine learning methods in the “triage level” task.

F1-scoreRecallPrecisionAccuracyMethod

0.4230.4100.4360.425TabNet [18]

0.3240.3280.3240.472NODEa [19]

0.3760.3000.5060.354Random forest [24]

0.3450.3080.3940.351XGBoostb [15]

0.3670.2680.5810.340SVMc [25]

0.658d0.633d0.686d0.633dOur model

aNODE: neural oblivious decision ensembles.
bXGBoost: extreme gradient boosting.
cSVM: support vector machine.
dHighest value.

Table 4. Performance comparison between our model and other machine learning methods in the “hospitalization” task.

F1-scoreRecallPrecisionAccuracyMethods

0.7010.7020.7010.791TabNet [18]

0.6530.6890.6220.752NODEa [19]

0.7170.6740.7650.821Random forest [24]

0.6550.6790.6510.829XGBoostb [15]

0.4770.5000.4560.912dSVMc [25]

0.817d0.823d0.811d0.822Our model

aNODE: neural oblivious decision ensembles.
bXGBoost: extreme gradient boosting.
cSVM: support vector machine.
dHighest value.
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Table 5. Performance comparison between our model and the models in other related studies in the “hospitalization” task.

F1-scoreRecallPrecisionAccuracyStudy typeData setStudy

—0.750——bRetrospectiveNHAMCSaStudy by Raita et al [26]

0.8040.7900.820c0.775RetrospectiveNHAMCSStudy by Yao et al [27]

0.7980.7900.8060.805ProspectiveNTUHdStudy by Leung et al [28]

0.817c0.823c0.8110.822cProspectiveNTUHOur study

aNHAMCS: National Hospital Ambulatory Medical Care Survey.
bNot reported.
cHighest value.
dNTUH: National Taiwan University Hospital.

Table 6. Performance comparison between our model and other machine learning methods in the “length of stay” task.

F1-scoreRecallPrecisionAccuracyMethods

0.6590.6650.6540.683TabNet [18]

0.6020.5890.6160.721NODEa [19]

0.5120.4440.6060.754Random forest [24]

0.4810.4460.5230.744XGBoostb [15]

0.2940.3330.2630.791dSVMc [25]

0.747d0.713d0.786d0.713Our model

aNODE: neural oblivious decision ensembles.
bXGBoost: extreme gradient boosting.
cSVM: support vector machine.
dHighest value.

Ablation Studies

Effectiveness of Multimodality
Experiments were conducted to demonstrate the superior
performance of our proposed model. Since our model comprised
the TabNet encoder and the language model encoder, we
designed an experiment to show that the performance of a model
leveraging both vital sign information and text information is

better than that of a model using only 1 information modality.
Table 7 shows that the proposed model achieved the best
performance when both modalities were used. The results
suggest that both structural and text data contribute to model
prediction. The greater performance of the model using only
tabular data than that using only text data could be attributed
to the advantage of pretraining, as the vital sign encoder was
pretrained with a large volume of retrospective data.

Table 7. The effectiveness of different modalities in the “triage level” task.

F1-scoreRecallPrecisionAccuracyMethods

0.5890.5680.6130.575Only tabular data

0.1620.2500.1190.439Only text data

0.658a0.633a0.686a0.633aOur method (tabular data + text data)

aHighest value.

Effectiveness of Multitask Training and Data
Augmentation
Multitask learning experiments confirmed that the approach
does offer advantages like improving data efficiency, reducing
overfitting through shared representations, and allowing fast
learning by leveraging auxiliary information. However, in order
to obtain a more robust feature extractor, in a general setting,
the targets in the multitask learning model should be related.

As a result, in the experiments, we selected triage level
prediction and hospitalization as our 2 outputs. It is believed
that a patient assigned to level 1 or 2 should have a higher
probability of admission to the hospital after being discharged
from the ED. Moreover, since data distribution in triage labels
is unbalanced, we attempted to narrow the distribution gap by
using the method of data augmentation. Table 8 shows that both
multitask learning and augmentation contributed to better
performance.
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Table 8. The effectiveness of different architectures in the “triage level” task.

F1-scoreRecallPrecisionAccuracyMethods

0.4250.5000.3690.500Multitask

0.5910.5820.6000.583Single task + augmentation

0.4790.4550.5060.458Single task

0.658b0.633b0.686b0.633bOur method (multitask + augmentationa)

aThe method of data augmentation used in our proposed model is described in the “Data Augmentation” subsection.
bHighest value.

Effectiveness of Different Language Models
Experiments were conducted to evaluate the performance
between different language models (Table 9). In our original
data set, the chief complaint was written in traditional Chinese.
However, no language model has been trained on traditional

Chinese. Hence, to solve this problem, we first translated the
text features into different languages before sending them to
the respective language models. The results showed that the
model using MacBERT as the language encoder was better than
models using other approaches.

Table 9. The effectiveness of different language models in the “triage level” task.

F1-scoreRecallPrecisionAccuracyData languageMethods

0.4250.5000.3690.500Simplified ChineseMultilingual BERTa

0.5910.5820.6000.583EnglishMultilingual BERT

0.4790.4550.5060.458EnglishBERT

0.658c0.633c0.686c0.633cSimplified ChineseOur method (MacBERTb)

aBERT: bidirectional encoder representations from transformers.
bMacBERT: Chinese version of BERT.
cHighest value.

Effectiveness of Different Fusion Methods
Experiments were conducted to demonstrate the superior
performance of our proposed model. As our model directly
concatenated the decreased embedding from the language model
and the embedding from the vital sign encoder, we designed an
experiment to show that it is necessary to make contributions
for the text data and structural data to be comparable, and direct
concatenation fusion can preserve more information than

addition fusion. In Table 10, the first experiment involves the
model adding 2 embeddings (text and vital sign embeddings)
together with a learnable scale value to balance the gap between
the text and vital sign embeddings, and the second experiment
involves directly using the embedding from the language model
instead of passing another fully connected network to decrease
its dimension. The results suggest that making 2 embeddings
to be comparable and using a direct concatenation fusion method
can contribute to better performance.

Table 10. The effectiveness of different fusion methods in the “triage level” task.

F1-scoreRecallPrecisionAccuracyMethods

0.5630.5470.5800.548Experiment 1 (addition fusion)

0.6070.5830.6340.583Experiment 2 (no concatenation fusion)

0.658a0.633a0.686a0.633aOur method

aHighest value.

Interpretability
Although machine learning models can provide remarkably
good prediction results, models need to provide explanations
of the results that humans can understand easily. In our proposed
model, for structural features, the attentive transformer from
TabNet generated the mask to mask out different features in
each decision step and observed how these features affect the
model performance. As a final step, the attentive transformer
calculated the importance of features by adding up the mask
values of each step. On the other hand, BertViz [29] is an

interactive tool that can visualize attention in transformer
language models such as BERT. By acquiring attention scores
from transformer layers in language models, BertViz can point
out important words that contribute to the predicted result.

Multimedia Appendix 6 provides an inference example from
the field test, and Multimedia Appendix 7 provides the
prediction results of the inference sample for hospitalization.
In this example, the patient shows acute change during the triage
process, extremely high systolic and diastolic blood pressure,
and an unusual Glasgow Coma Scale (GCS) score. As shown
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in Multimedia Appendix 7 our system recommended admission
of the inferenced patient, and the patient was actually admitted
to the hospital. Our system not only successfully provided the
correct suggestion to the nursing staff, but also indicated that
acute change, systolic blood pressure, diastolic blood pressure,
GCS-E, and GCS-M have important effects on the prediction
result. As for text analysis, we used the concept from BertViz
to extract attention scores for each token from the language
model and visualize these attention scores. Although the
language model had a hierarchy of linguistic signals from phrase
to semantic features, it is believed that the deeper layer of the
language model holds more information of the whole sentence
[30]. Hence, we extracted the attention score from the ninth
layer of the language model for further visualization
(Multimedia Appendix 8).

System Application
Triage aims to prioritize patients in the ED and ration care
toward those patients who need immediate care. However,
recently, owing to the rising number of elderly patients and the
high volume of low-acuity ED visits under waiting, patients
tend to wait for very long to see the physician. This situation
can cause several severe clinical outcomes such as increased
mortality rates.

With the advancement in technology and popular application
of computers nowadays, we wonder whether machine learning
methods can help to mitigate the overcrowding problem in the
ED. Therefore, we developed a triage system based on our
proposed model and adopted it in the NTUH ED to provide
stable and reasonable clinical AI suggestions to nursing staff.
For application in the real world, we should take the running
time of the system into account. The entire running time of each
part is shown in Multimedia Appendix 9. The system takes no
more than 10 seconds to make clinical predictions.

Before the system is officially launched, we planned a field test
to ensure that the system can achieve promising performance
in the real world. Finally, we included almost 6500 ED patients
in our analysis from September 30, 2022, to December 30, 2022.
The distributions of hospitalization and length of stay between
these patients were quite different as compared to the NTUH
prospective data set (Multimedia Appendix 10 and Multimedia
Appendix 11). Especially for length of stay, patients who stayed
in the ED for over 24 hours were much less in this data set than
in both NTUH data sets (Multimedia Appendix 11). Moreover,
since our golden triage level depended on the physician’s
diagnosis, it was challenging to label all patients in the field
test; however, we evaluated our system in another way, which
will be discussed later. The distribution gap between both NTUH
data sets and the field test is presented in Multimedia Appendix
12.

As shown in Multimedia Appendix 13 and Multimedia
Appendix 14, there was a slight performance gap between the
experiments on the earlier mentioned data sets and the real-world
data. However, from the results of the confusion matrix, it can
be seen that in the case of “patients actually discharged,” 2085
out of 2539 (82.1%) discharged patients were accurately
predicted and were recommended to be discharged by the
system. On the other hand, in the case of “patients actually

admitted,” 194 out of 316 (61.4%) patients were accurately
predicted and were recommended to stay in the hospital.

As mentioned previously, for length of stay, there was a large
distribution gap between our field test data set and the NTUH
prospective data set. Multimedia Appendix 15 and Multimedia
Appendix 16 show that the system cannot perform as good as
it does in local experiments. However, from the results of the
confusion matrix, we can observe that the system has a better
capability of discriminating patients who stay for less than 6
hours, and the system tends to underestimate patients who stay
in the ED for 6 to 24 hours.

Finally, Multimedia Appendix 17 and Multimedia Appendix
18 show that although the newly collected data did not have the
golden triage level labels provided by the doctors, the
distribution of the triage level indicated that the model predicted
a fairly even distribution, while the system triage still mainly
predicted level 3.

Discussion

Limitations
Although our proposed model showed good preliminary results
compared to the results of other machine learning methods, it
still has a long way to go. For instance, despite our model’s
ability to incorporate various language models, it may not
perform well for languages where specific language models are
not available in the training data set. Second, as we need to
translate the text into a uniform language initially and the
sentence in the data is not always complete, a better translator
and some postprocessing techniques are needed to alleviate the
problems. Additionally, as retrospective data lack a label in
triage level prediction, expansion of the data set for training the
model should help the model to learn a wider range of patterns
and should enhance model performance. Moreover, since our
proposed model can allow efficient learning of image or text
encoders in the presence of multimodality along with tabular
data, further work can add images or speech information into
our model to help it achieve better performance.

Conclusion
Emergency services are an essential aspect of the health care
system in hospitals, and the demand for these services has
increased exponentially in recent years. Although Taiwan has
established a standard process of assigning patients to different
emergency levels, there is insufficient capacity to ensure precise
assignment. Most patients are over-triaged or under-triaged,
which can waste limited medical resources or have severe
consequences such as patient mortality.

In this study, we aimed to design a deep learning prediction
system that can prioritize patients and assign patients to
appropriate triage levels. To obtain rich information from
patients, our proposed model not only uses vital sign
information, but also leverages text information.

Our system included a well-pretrained vital sign encoder and a
repretrained MacBERT encoder. Additionally, by using the
multitask learning and data augmentation method, we
successfully obtained promising results for triage level

JMIR Med Inform 2024 | vol. 12 | e48862 | p.2039https://medinform.jmir.org/2024/1/e48862
(page number not for citation purposes)

Lin et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


prediction, hospitalization prediction, and length of stay
prediction. For triage level prediction, there were nearly 30%
improvements in 4 metrics compared with other machine
learning methods, including accuracy, precision, recall, and
F1-score. Different modalities and model architectures have
also been studied for ablation effectiveness. Moreover, our
proposed model also provides clinicians with interpretability
to understand the reasons behind the model predictions.

In conclusion, our system improved the prediction of 3 different
medical outcomes when compared with other machine learning
methods. With the pretrained vital sign encoder and repretrained
MLM MacBERT encoder, our multimodality model can provide
a deeper insight into the characteristics of EHRs. Additionally,
by providing interpretability, we believe that the proposed
system can assist nursing staff and physicians in taking
appropriate medical decisions.
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Abstract

Background: The World Health Organization (WHO) reported that cardiovascular diseases (CVDs) are the leading cause of
death worldwide. CVDs are chronic, with complex progression patterns involving episodes of comorbidities and multimorbidities.
When dealing with chronic diseases, physicians often adopt a “watchful waiting” strategy, and actions are postponed until
information is available. Population-level transition probabilities and progression patterns can be revealed by applying time-variant
stochastic modeling methods to longitudinal patient data from cohort studies. Inputs from CVD practitioners indicate that tools
to generate and visualize cohort transition patterns have many impactful clinical applications. The resultant computational model
can be embedded in digital decision support tools for clinicians. However, to date, no study has attempted to accomplish this for
CVDs.

Objective: This study aims to apply advanced stochastic modeling methods to uncover the transition probabilities and progression
patterns from longitudinal episodic data of patient cohorts with CVD and thereafter use the computational model to build a digital
clinical cohort analytics artifact demonstrating the actionability of such models.

Methods: Our data were sourced from 9 epidemiological cohort studies by the National Heart Lung and Blood Institute and
comprised chronological records of 1274 patients associated with 4839 CVD episodes across 16 years. We then used the
continuous-time Markov chain method to develop our model, which offers a robust approach to time-variant transitions between
disease states in chronic diseases.

Results: Our study presents time-variant transition probabilities of CVD state changes, revealing patterns of CVD progression
against time. We found that the transition from myocardial infarction (MI) to stroke has the fastest transition rate (mean transition
time 3, SD 0 days, because only 1 patient had a MI-to-stroke transition in the dataset), and the transition from MI to angina is the
slowest (mean transition time 1457, SD 1449 days). Congestive heart failure is the most probable first episode (371/840, 44.2%),
followed by stroke (216/840, 25.7%). The resultant artifact is actionable as it can act as an eHealth cohort analytics tool, helping
physicians gain insights into treatment and intervention strategies. Through expert panel interviews and surveys, we found 9
application use cases of our model.

Conclusions: Past research does not provide actionable cohort-level decision support tools based on a comprehensive, 10-state,
continuous-time Markov chain model to unveil complex CVD progression patterns from real-world patient data and support
clinical decision-making. This paper aims to address this crucial limitation. Our stochastic model–embedded artifact can help
clinicians in efficient disease monitoring and intervention decisions, guided by objective data-driven insights from real patient
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data. Furthermore, the proposed model can unveil progression patterns of any chronic disease of interest by inputting only 3 data
elements: a synthetic patient identifier, episode name, and episode time in days from a baseline date.

(JMIR Med Inform 2024;12:e59392)   doi:10.2196/59392
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Introduction

Chronic conditions are defined as conditions that last for 1 year
or more, require continuous medical care, or limit the ability to
perform daily activities. They pose significant health challenges
and financial burdens in the United States and worldwide [1,2].
In the United States, 6 in 10 adults have at least 1 chronic
condition, and 4 in 10 have 2 or more [1]. Worldwide, nearly
one-third of adults worldwide have with multiple chronic
conditions [2].

Among these chronic conditions, cardiovascular diseases
(CVDs), defined by the World Health Organization (WHO) as
a group of disorders of the heart and blood vessels, are a
significant public health concern worldwide. The WHO reported
that CVDs are the leading cause of death worldwide, with an
estimated 17.9 million deaths from CVDs in 2019, accounting
for 32% of all deaths worldwide [3]. The American Heart
Association also reported that in 2020, there were 928,713
CVD-related deaths in the United States, making it the leading
cause of death in the United States [4].

CVDs are characteristically chronic, with a pattern of
progression through many stages and episodic instances over
time. Moreover, they are often associated with various
comorbidities such as congestive heart failure (CHF),
myocardial infarctions (MI), coronary heart disease, angina,
stroke, and other complications [4]. For managing complex
chronic conditions such as CVDs with long progression cycles,
a detailed understanding of the progression pattern of disease
states over time is essential [5,6]. This knowledge not only
facilitates clinical decision-making but also enables hospitals
to allocate their resources better [5]. Such models developed
using representative population data can enable physicians to
compare a patient’s progress with the patterns in the base
population model to evaluate whether an intervention strategy
reduces the transition probabilities between states of interest
[7].

When dealing with chronic diseases, physicians often adopt a
“watchful waiting” strategy and actions are postponed until
information from an evolving clinical scenario is available [8].
However, data-driven clinical decision support tools with the
ability to generate transition probabilities and progression paths
can allow the development of effective intervention strategies
at a cohort level, leading to better treatment outcomes. For this
purpose, researchers have proposed and developed various
quantitative disease progression models based on mathematical
functions to understand the progression patterns of complex
chronic diseases [6]. Quantitative disease progression models

can be applied to track and describe the changes in disease
progression over time and enable physicians to continually
monitor and tailor treatment strategies and interventions [5,6].
Such models have significantly contributed to managing chronic
progressive diseases such as Parkinson disease [5] and can be
a critical precursor to policy development in cancer control [9].
Work on quantitative disease progression modeling has been
found addressing various conditions such as Alzheimer disease
and glaucoma [10,11], chronic kidney disease [12], abdominal
aortic aneurysm [13], multiple sclerosis [14], and cardiovascular
disorders, such as hypertrophic cardiomyopathy [15].

Among these quantitative disease progression models, stochastic
models such as Markov models are widely applied to analyze
disease processes [16-18]. Soper et al [19], for example, studied
the dynamic progression of COVID-19 during the course of
hospitalization using a continuous-time hidden Markov model.
A Markov process can be constructed as a discrete-time Markov
Chain (DTMC) model when the observations of the events are
captured at a fixed recurring interval of time. However, DTMC’s
approach to time quantification may not be suitable for diseases
requiring frequent monitoring over short periods and observation
over extended spans ranging from years to decades [20]. In
contrast, events can be modeled as a continuous-time Markov
chain (CTMC) when the recurring periods of observations are
not fixed. CTMC models offer a realistic approach, supporting
state transitions at any instant in a continuous time scale [21,22].
This motivated our study to adopt CTMC as the stochastic
modeling method to unveil time-variant progression patterns
of CVDs. There are other stochastic modeling approaches in
the disease domain. We have provided a comparative analysis
of the CTMC approach with 5 other approaches in Multimedia
Appendix 1.

To better understand the extent of work in CTMC applications
in disease progression modeling, we conducted a literature
search (period: 2000-2023) and analyzed the studies that applied
CTMC—an advanced stochastic modeling method—to model
disease progression. The details of the paper search process and
the results are described in Multimedia Appendix 2. We found
only 7 papers that used the CTMC approach to model
progressions of various diseases. The diseases studied in these
papers are chronic or complex, requiring long-term observation
and management, such as fibrosis, myelodysplastic syndromes,
diabetic foot complications, Alzheimer disease, and chronic
kidney disease. Each of these papers addresses a gap in
understanding disease progression. For example, Meyer et al
[23] aim to estimate progression time in fibrosis stages; Nicora
et al [24] used simulation to generate longitudinal event data
from cross-sectional patient data and build a CTMC model to
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arrive at the transition probabilities representing various stages
of myelodysplastic syndrome progression. Begun et al [25] note
the lack of knowledge about diabetic foot progression dynamics.

This analysis indicates that although researchers clearly
recognize the need and clinical benefits of time-variant
stochastic models to understand the progression of chronic
diseases, only a few papers have applied the CTMC approach
to model disease progression, and notably, none applied CTMC
to CVDs. Most of these papers are limited in scope, focused on
the disease progression encompassing a limited number of states
of a single disease, and do not provide any framework for
application to other chronic diseases. Furthermore, within the
scope of CVDs, to the best of our knowledge, there is no paper
providing actionable cohort-level analytical tools based on a
comprehensive, 10-state, CTMC model to unveil complex
progression patterns from real-world patient data and support
clinical decision-making. Thus, our paper aims to address this
crucial limitation in extant health informatics literature.
Specifically, our proposed CTMC model aims not only to offer
tools for clinicians to make informed intervention and treatment
decisions for patients with CVDs, based on objective data-driven
insights from real patient data, but also be adaptable for studying
the progression of other chronic and complex diseases that
require monitoring over time.

Novelties and contributions of this paper include the following:

• Application of advanced stochastic modeling, CTMC, to
real-life patient cohort data can uncover new knowledge
about CVD progression patterns and transition probabilities.

• Physicians can potentially use the digital data visualization
system as an eHealth cohort analytics tool in CVD
management, and we have found 9 impactful application
use cases externally validated by a panel of 7 cardiologists.

• The proposed model can unveil progression patterns of any
chronic disease of interest by inputting only 3 data elements:
a synthetic patient identifier, episode name, and episode
time in days from a baseline date. This would allow future
researchers to generate and study disease progression
patterns for other chronic diseases.

• The CVD transition probabilities can help health care
administrators calculate the anticipated patient mix at
different CVD states for a future planning period. This can

facilitate predictive resource planning, improved patient
care, and cost savings.

• Results are reproducible and extendable as the data, code,
and development framework are shared with the audience
via a web-based repository.

Methods

Data
The data applied in this research were from a multicenter cohort
study implemented by the National Heart Lung and Blood
Institute (NHLBI), collected from 9 epidemiological studies
(Sleep Heart Health Study) on heart and respiratory diseases
comprising 5804 patient records and 4839 CVD episodes
associated with 1274 patients [26]. These longitudinal data were
collected in 3 cycles across 16 years, with the first collection
in 1995 and 2 subsequent collections between 1995 and 2003.
CVD events, including death, were tracked until 2011. The
inclusion criteria of the cohort members were aged 40 years or
older, with no history of sleep apnea treatment, no tracheostomy,
and no current oxygen therapy.

Table 1 provides a snapshot of occurrences of various CVD
episodes or states for 2 patients (patients IDs 200453 and
201195) randomly selected from the NHLBI data used in this
research. CVD “states” in our model represent specific CVD
events or episodes in the patient’s history. For this reason, in
our model, we define CVD states as “episodic” states or events.

It is noteworthy in the above table that multiple CVD events
occurred on the same day. These are examples of comorbidity
and multimorbidity in real life for patients with CVD. In the
Markov process, 1 patient can be only in 1 state at a time. Hence,
for the same patient, every instance of comorbidity and
multimorbidity event occurring simultaneously is defined as a
single Markov state. Many patients can be in any of these
Markov states for a patient population with CVD, but 1 patient
can only be in 1 state at any given time. Based on this Markov
principle and the time of occurrence of patients’ CVD episodes
in our dataset, we began with 14 unique CVD Markov states as
found in our data. However, 4 states were dropped as their
occurrences were negligible compared to the others. This led
us to a final set of 10 unique CVD states for further development
of our model. The details of the record counts in the dataset for
all 14 states are presented in Multimedia Appendix 3.
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Table 1. Snapshot of cardiovascular disease episodes of 2 patients from the National Heart Lung and Blood Institute dataset.

Episode time (days from baseline)Patient ID and episode name

200453

572Myocardial infarction

2064Congestive heart failure

2562Congestive heart failure

2562Myocardial infarction

2593Congestive heart failure

201195

1343Congestive heart failure

1426Congestive heart failure

3086Angina

3086Congestive heart failure

3086Myocardial infarction

3143Congestive heart failure

3183Congestive heart failure

Modeling Assumptions and Approximations
The modeling assumptions and approximations can be
generalized into 2 categories—Markovian assumptions and
CVD data–related assumptions. They are addressed in detail
below.

1. Finite number of Markovian states: There is a limited or
finite number of possible states. States are collectively
exhaustive and mutually exclusive. In CVDs, the same
patient cannot be in 2 Markov states simultaneously. In our
dataset of actual patients with CVD, we have found
multimorbidity situations where a patient can have multiple
events simultaneously. To comply with this Markovian
rule, we have deliberately treated such multimorbidity
events as single and unique Markov states (eg, simultaneous
occurrences of angina and MI is defined as a separate
unique state designated as “ANMI”).

2. Memory-less property of Markovian states: Markov states
do not retain the memory of previous cycles or information
from previous states leading to the future state. For example,
in our model, we assume that all patients in the MI state,
at the same time, have the same probability of transitioning
to the angina state, irrespective of their previous history or
path of reaching the previous MI state.

3. No immediate transition to the same state: Our dataset has
patient instances where a patient reported the same CVD
episode (eg, stroke) occurring consecutively with a time
gap. In such cases, we preprocessed the data to combine
them into 1 continuous state, as due to the nature of CVDs,
it might not be accurate to assume that the patient had a
complete remission during the interim period. For example,
if a patient reported a stroke episode in day number 100
and reported a consecutive stroke again in day number 110,
we assume that the patient was in the stroke state for the

interim period of 10 days as well. In other words, the patient
was continuously in the stroke state from 100th day to 110th
day and this is counted as a single continuous disease state
with longer wait time during the data preprocessing.
However, if after a stroke the patient had an angina episode
had a stroke again, our model state diagram would show a
return to a stroke state again after the angina episode.

4. Exponential distribution approximation of wait times:
Several studies and reviews support the use of exponential
distribution approximations in time-to-event modeling for
CVDs. For example, Sullivan [27] highlights that the
exponential distribution is a common choice for modeling
the time to cardiovascular events. In the application of the
CTMC process in disease progression modeling for CVDs,
holding time or wait time in a given state is approximated
to be exponentially distributed.

Stochastic Modeling Theoretical Underpinnings
A stochastic process is a collection of random variables indexed
by a variable t, usually representing time. A Markov Chain or
Markov process is a stochastic model representing
time-dependent cyclic processes. The primary advantage of a
Markov process is the ability to describe, in a mathematically
convenient form, the time-dependent transitions between health
states [28].

As discussed in the previous section, in a disease progression
process, the random time variable t—“wait time” or “hold
time”—is known to follow an exponential distribution. As a
validation, we computed our dataset’s “wait time” frequency
distribution and found it to have an approximate exponential
frequency distribution pattern (Figure 1), although literature
indicates that it is not strictly followed in the medical field, but
necessary for modeling disease progressions successfully [29].
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Figure 1. Wait time–frequency distribution in the research data set.

Operational Behavior of CTMC
The operational behavior of a process modeled after CTMC can
be described in the following steps, where a patient:

1. Stays Xi units of time in state i, where Xi is the random
variable with an exponential distribution. The unit of time
was measured in days in our study.

2. Jumps to a random next state j in a single step with
probability P(i,j)

3. The behavior repeats across subsequent jumps.

Mathematically, CTMC can be defined by a tuple of 2 matrices:
[S, R], where S is a matrix of s number of countable CTMC
states and R is a transition rate matrix of (s×s) size. The value
of R(i,j) equals the rate at which a patient moves from state i to
state j in 1 step. This R matrix is also known as the generator
matrix (denoted by Q in later sections), which we will explain
in the following subsection.

Generator Matrix—Q
The generator matrix, a fundamental matrix in CTMC
calculations, is known by many names, such as infinitesimal
generator matrix, transition rate matrix, intensity matrix,
Q-matrix, etc. The generator matrix represents the rate (eg,
number of transitions per day) at which transitions happen
between states in 1 step. We denote it as Q-matrix with its
elements as qi,j, where

For diagonal matrix elements, q(i,i) is the negative sum of the
rest of the row so that the row sum of each row is equal to zero.
There are several methods of calculating the generator matrix.
For this study, we applied the Maximum Likelihood Estimator
method, which Metzner et al [30] discussed in their paper named
“Generator Estimation of Markov Jump Processes.” In this
method, for each state i of a finite number of states s, the
generator matrix is computed as follows:

1. Calculate: ni.j = total number of transitions between state i
to j for i≠j

2. Calculate: ri.j = total wait time or hold time at state i before
transitioning to j for i≠j

3.
Calculate: 

4. Place the negative of the row sum of nondiagonal positions
as the diagonal entry so that the row sum of each row is
zero. An infinitesimal generator matrix generates a
continuous-time Markov process if and only if all
off-diagonal entries are nonnegative and the sum over each
row equals zero [30].

For example, if the current disease state is MI, as per our data,
there are 31 cases (ni,j) where patients have transitioned from
MI to CHF state in 1 step. During the hold time or wait time
computations, we found that these patients, involving 31
MI-CHF transitions, waited a total of 16,633 days (ri,j) in the
MI state before jumping to the CHF state. From these data
points, qi,j (i=MI and j=CHF) can be calculated as 31 ÷ 16,633,
which is 0.001864. This Q-matrix value is used to calculate the
CTMC transition probability from MI to CHF at time t in the
next step of the process.
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CTMC Transition Probabilities
Transition probabilities from state i to j after waiting time t at
state i are obtained by using the generator matrix, Q, computed

earlier as Pi,j (t)=eQt, where the exponent of e is calculated by
multiplying each element of Q matrix (or qi,j) by the value of

time t. Continuing the computation example from the previous
section, if a patient is at a current state MI for 90 days, the
probability of the patient transitioning to state CHF at the current
time (t=90 days) can be calculated using the above exponential
function. The calculated transition probability value from the
Pi,j (90) matrix (i=MI and j=CHF) will be 4.53% (Table 2).

Table 2. Continuous-time Markov chain (CTMC) transition probability matrix from state i to state j at a time of 90 days.

Immediate next state (%)Beginning
state

TotalCHANgANMIfCHANMIeAnginaCHSTdCHMIcCHFbDeathStrokeMIa

1005.211.271.7420.235.471.154.5319.6040.180.63MI

1005.361.291.7820.855.631.174.5118.1840.600.64Stroke

100000000010000Death

1006.551.551.9614.513.141.7533.2713.8422.750.67CHF

1004.871.251.7225.197.931.165.3118.3333.540.69CHMI

1002.520.740.938.7211.350.677.0543.5823.900.53CHST

1004.291.171.6230.4911.431.125.6419.5823.910.76Angina

1007.941.332.3723.526.281.546.5017.1732.670.69CHANMI

1007.321.341.8819.945.141.294.8518.5639.050.64ANMI

10019.881.512.3719.694.571.996.1116.4526.710.72CHAN

aMI: myocardial infarction.
bCHF: congestive heart failure.
cCHMI: congestive heart failure and myocardial infarction.
dCHST: congestive heart failure and stroke.
eCHANMI: congestive heart failure, angina, and myocardial infarction.
fANMI: angina and myocardial infarction.
gCHAN: congestive heart failure and angina.

Model Development Technical Process
At this point, we want to highlight that, unlike the machine
learning approach where the event probabilities are derived by
training machine learning algorithms with historical data
(supervised training), our approach uses a Markov Model,
CTMC, which is a mathematical stochastic method to determine
event probabilities and does not involve any sorts of training

mechanism. Figure 2 illustrates our method used to generate a
CTMC-based disease progression model for the CVDs. We
have used all publicly available, open-source software tools and
libraries for server-side module development (Python, Python
Software Foundation, and R, R Foundation) and the widely used
Microsoft Excel for front-end visualization artifacts. The Results
section discusses further details.
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Figure 2. Development process for disease progression pattern generation and digital visualization. the circled numbers indicate the sequence of
development steps and outputs. CTMC: continuous-time Markov chain; CVD: cardiovascular disease.

Deployment and User Interaction
Our developed system can be deployed as an eHealth solution
for CVD clinics. In Figure 3, we present the high-level
architecture of the proposed deployment configuration. Our
proposed deployment design provides end users with the

flexibility to use the system in real-time with an active internet
or network connection using browsers, as well as the option of
downloading the outputs as Excel artifacts and using them
offline. We have provided the data, code, and Excel artifact
(option B) via the web-based Mendeley repository [31] for
reproducibility and reusability.

Figure 3. Proposed architecture for deployment of our system as an internet-based eHealth application for CVD clinicians with configurable monitoring
time intervals. The architecture allows for synchronous web-based use (option A) as well as offline use via prior Excel (Microsoft Corp) artifact download
(option B). CTMC: continuous-time Markov chain; CVD: cardiovascular disease.

JMIR Med Inform 2024 | vol. 12 | e59392 | p.2050https://medinform.jmir.org/2024/1/e59392
(page number not for citation purposes)

Brahma et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Ethical Considerations
As discussed in this paper, cohort-level disease progression
analytic tools are useful in many strategic clinical decisions.
However, these are data-driven methods. Hence, ethical
considerations applicable for data-driven clinical
decision-making systems are important. Such considerations
might include, but are not limited to, ensuring accuracy,
bias-removal, fairness and equity, patient autonomy and consent,
transparency and accountability, and privacy and data protection.

A Data Access and Use Agreement (the “DAUA”) is executed
between The Brigham and Women’s Hospital, Inc., through its
Division of Sleep and Circadian Disorders (“BWH”) and Arin
Brahma (“Data User”) to facilitate access to and use of the
de-identified sleep study and related covariate data originating
from past NHLBI-funded research studies (the “Data”), by
third-party researchers to conduct sleep research in accordance
with NHLBI and BWH policies, procedures, and to the extent
permitted by its Institutional Review Board (IRB) and
institutional policies. The Data agreement can be made available
by the authors upon request when deemed appropriate. The
author has also received approval for the use of the Data for

Cardiovascular Disease (CVD) research from the Institutional
Review Board of Claremont Graduate University, CA, USA
(Protocol ID is 3351; 01/11/2019).

Results

The results comprise the computational outputs from the method
described in the previous section. They include the CVD Markov
state model, various probability matrices, and the progression
pattern visualization results. These are explained in detail below.

CVD Progression State Model
We generated the Markov state transition graph (see Figure 4)
based on the jump frequency matrix (Table 3) information. The
direction of the arrows indicates the direction of disease
transition, and the thickness indicates the proportion of the
patients transitioning between the states.

Figure 4 visually illustrates the chronic nature of CVDs
involving various morbidity, comorbidity, and multimorbidity
states. It can be observed that the state death only has incoming
arrows. This property makes death an “absorbing state” in a
Markov model.

Figure 4. Markov state diagram (generated from jump frequency matrix). Ang: angina; CHF: congestive heart failure; MI: myocardial infarction.
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Table 3. Jump frequency matrix.

Immediate next stateBeginning state

TotalCHANgANMIfCHANMIeAnginaCHSTdCHMIcCHFbDeathStrokeMIa

86001720314410MI

1312763921874010Stroke

00000000000Death

18711913110301012514CHF

181002006810CHMI

140000004361CHST

10114770113912119Angina

624401301191047CHANMI

51306160015443ANMI

4401580219621CHAN

—a352838601291512625445Total

aMI: myocardial infarction.
bCHF: congestive heart failure.
cCHMI: congestive heart failure and myocardial infarction.
dCHST: congestive heart failure and stroke.
eCHANMI: congestive heart failure, angina, and myocardial infarction.
fANMI: angina and myocardial infarction.
gCHAN: congestive heart failure and angina.
hNot applicable.

CVD State Jump Probabilities
The jump probability matrix is computed from the jump
frequency matrix in Table 3 and displayed in Table 4. This
matrix provides the probability of a patient jumping from state

i to state j, without accounting for the effect of wait time or hold
time at the current state on the transition probability. The cells
with a transition probability of 0% indicate that no patient
transitioned between those states.
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Table 4. Jump probability matrix.

Immediate next state (%)Beginning state

TotalCHANgANMIfCHANMIeAnginaCHSTdCHMIcCHFbDeathStrokeMIa

100001.28.12.303651.21.20MI

1001.55.34.62.36.91.513.756.507.6Stroke

100000000010000Death

1005.94.875.901.605413.47.5CHF

1005.60011.10033.344.45.60CHMI

10000000028.621.442.97.1CHST

10013.96.96.901138.611.910.98.9Angina

1006.56.502101.630.616.16.511.3CHANMI

1005.9011.831.40029.47.87.85.9ANMI

10002.311.418.204.543.213.64.52.3CHAN

aMI: myocardial infarction.
bCHF: congestive heart failure.
cCHMI: congestive heart failure and myocardial infarction.
dCHST: congestive heart failure and stroke.
eCHANMI: congestive heart failure, angina, and myocardial infarction.
fANMI: angina and myocardial infarction.
gCHAN: congestive heart failure and angina.

CVD Continuous Time Transition Probabilities
Transition probabilities from state i to j after waiting time t at
state i are obtained by using the generator matrix (Q) computed

earlier as Pi,j (t)=eQt, where the exponent of e is calculated by
multiplying each element of Q matrix (or qi,j) by the value of
time t. The generator matrix (Q) essentially represents the
transition rates concerning time (eg, number of transitions per
day) and is calculated before this step using the jump frequency
and transition wait times.

If a patient is at a current state MI for 90 days, the probability
of the patient transitioning to state CHF at the current time (t=90
days) can be calculated using the above exponential function.
The calculated transition probability value from the Pi,j (90)
matrix (i=MI and j=CHF) will be 4.53% (Table 2).

This is the final set of matrices of the CTMC model that leads
to the digital data visualization of the temporal progression
pattern of CVDs. In CTMC, the transition probability from state
i to state j depends on the current value of time, as the transition
probability changes depending on how long a patient is at the
initial state i. For every such value of t (time), a different CTMC
transition probability matrix exists for all state i to state j
transitions.

CVD Progression Pattern (Including Digital Data
Visualization)
The CTMC transition probability matrix described above
captures the transition probabilities at a specific recurring time
interval scale of 3 months (90 days), as we assumed that, in

general, CVD practitioners would review their patients’progress
every 3 months. However, the model allows the generation of
the above matrix in any granularity (continuous) time scale,
such as by days, weeks, or months. Our model autogenerated
the CTMC probability matrices for every current state at a
3-month incremental progression scale for 5 years. This led to
twenty 10-states by 10-states transition probability matrices.
We developed a data aggregation and visualization method that
automatically combines and organizes the probabilities from
20 matrices for each disease on a 5-year running time scale.
This transformation presents each interstate transition probability
matrix (Figures 5 and 6 left) in a “heat map” style with a
value-based color scale (green is lowest, yellow is medium, and
red is severe). Furthermore, this also automatically generates a
time series trend graph (Figures 5 and 6 right) of transition
probabilities that reveal the disease progression patterns
graphically over 5 years when the current disease state of a
patient is inputted by a clinician through the digital interface.
Using this system, a CVD practitioner can visualize the temporal
pattern and various “what if” scenarios to assist in
decision-making regarding treatment or intervention strategies.
For example, a CVD practitioner might be interested in
knowing: if a patient had MI 3 months back (means current
time t=3 months), what would be the probability of the patient
transitioning to stroke or angina? From the following CTMC
matrix generated for t=3 months, or 90 days by our model (Table
2), one can observe that if the current state of the patient is MI
(rows), the probability of having a stroke is 40.18% (highest)
and angina 20.23% (next highest). Hence, the CVD practitioner
might recommend treatment or lifestyle interventions so that
the risk of stroke or angina can be reduced.
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Figure 5. Digital data visualization: 3-month interval transition probabilities (left) and graphical progression pattern (right). Current state entered is 1
(MI)—best viewed in color. ANMI: angina and myocardial infarction; CHAN: congestive heart failure and angina; CHANMI: congestive heart failure,
angina, and myocardial infarction; CHF: congestive heart failure; CHMI: congestive heart failure and myocardial infarction; CHST: congestive heart
failure and stroke; CTMC: continuous-time Markov chain; MI: myocardial infarction.

Figure 6. Digital data visualization: 3-month interval transition probabilities (left) and graphical progression pattern (right). Current state entered is 2
(stroke)—best viewed in color. ANMI: angina and myocardial infarction; CHAN: congestive heart failure and angina; CHANMI: congestive heart
failure, angina, and myocardial infarction; CHF: congestive heart failure; CHMI: congestive heart failure and myocardial infarction; CHST: congestive
heart failure and stroke; CTMC: continuous-time Markov chain; MI: myocardial infarction.

Analysis of CVD Progression Pattern
We explain our observations using an illustrative example
(Figure 5—left and right), where the current CVD state of a
hypothetical patient (representing population CVD progression
pattern) is MI at t=1 (day 1 of month 1), the probability of
staying in that state drops rapidly with time. In contrast, the
probability of stroke, death, and CHF keeps increasing. Among
these states, the probability of stroke starts with a higher
probability of 28% at t=month 1. Continuing the analysis from
Figure 5, the probability of death and angina starts at near zero
but increases at a higher rate. At t=month 3, the probability of
stroke, angina, death, and CHF peak at 40%, 20%, 20%, and
5%, respectively. At this point, if the patient transitions to stroke
(40%), there is a 36% probability of death at t=month 6,
compared to an 18% probability of angina and a 6% probability
of CHF. If the patient escapes death and continues to be in the
stroke state, then the probability of death crosses the 50% mark
at t=month 9, and the death probability increases rapidly from

then onwards. In 21 months, the death probability crosses the
80% mark, signifying a high probability of mortality.

Although the above findings meet the core objectives of this
study, we performed further analysis of the dataset, which
contributed additional interesting findings on CVD patterns.
We use only 4 states—CHF, stroke, MI, and angina—for this
analysis as they collectively account for 88.2% (231/262) of all
CVD-related deaths (101/262, 38.6%; 74/262, 28.2%; 44/262,
16.8%; and 12/262, 4.6%, respectively). The details of this
analysis are presented in Multimedia Appendix 4, and a
summary of the key findings from this analysis is presented.

1. Transition rates and mean transition times: The fastest
transition rate is from MI to stroke (mean transition time
3, SD 0 days, because only 1 patient had myocardial
infarction to stroke transition in the dataset), and the slowest
is from MI to angina (mean transition time 1457, SD 1449
days).

JMIR Med Inform 2024 | vol. 12 | e59392 | p.2054https://medinform.jmir.org/2024/1/e59392
(page number not for citation purposes)

Brahma et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


2. First CVD episodes: CHF is the most probable first episode
(371/840, 44.2%), followed by stroke (216/840, 25.7%),
angina (140/840, 16.7%), and MI (113/840, 13.5%).

3. Most dominant CVD episodes immediately after an episode:
CHF is the most dominant episode after an occurrence of
angina, whereas after CHF, stroke, and MI, death is the
most dominant episode.

Model Validation
As practiced commonly in validating empirical models, such
as machine learning predictive models, one would ideally hold
some testing data out to compare to a model built on training
data. Fitzpatrick [31], in his paper “Issues in Reproducible
Simulation Research,” states that the problem context of
probabilistic models can often make this type of testing difficult.
He discussed this aspect of stochastic model validations and
laid a guideline for researchers working with such models. In
the paper, Fitzpatrick refers to a multistage validation model
from North and Macal [32] that includes validation of
requirements, data, face, process, theory, and output. We used
this model for internal evaluations during our model
development cycles, as described in detail in Multimedia
Appendix 5.

Model Artifacts, Reproducibility, and Generalizability
One of the significant outputs of this research is the CTMC
model embedded visualization artifact that CVD clinicians can
use as a cohort-level decision-support tool for several
applications and use cases as described in detail in Multimedia
Appendix 6. The user interface of this 10-state model artifact
has an input field (pointed out by the text “Enter Current State#
here ” in Figures 5 and 6), where a clinician can be informed
of the transition probability values and graphical progression
patterns by entering the current CVD state of a cohort under
investigation. This Excel artifact is self-contained, ready to use,
and can be operated by having just the Microsoft Excel
application on any computer. The artifact can be downloaded
from the code repository [29].

Multimedia Appendix 7 provides more detailed information
and instructions for future researchers interested in reusing these
research methods, codes, and outputs to investigate the
progression patterns of other chronic diseases or CVDs from
different population datasets.

Discussion

Principal Findings
This research applies a well-established stochastic
modeling—CTMC models on real-life patient cohort data to
uncover previously unknown knowledge about CVD transition
probabilities and complex progression patterns. The choice of
CTMC overcame DTMC’s limitations on time quantification
for disease progression modeling. There are other types of
Markov models applied for stochastic modeling in the disease
domain. The choice of appropriate modeling method is often
driven by the model’s application goals (eg, patient-specific
decisions vs cohort-level decisions). We have provided a
detailed comparison of our choice of CTMC with 6 other
methods in Multimedia Appendix 1. For complex chronic

diseases such as CVDs, the availability of population-level
transition probability matrices of all 10 disease states and
respective progression patterns close a crucial gap in the
literature and opens the door for future research on the disease
progression of CVDs.

We find that the transition from MI to stroke has the fastest
transition rate (mean transition time 3, SD 0 days, because only
1 patient had myocardial infarction to stroke transition in the
dataset), and MI to angina is the slowest (mean transition time
1457, SD 1449 days). CHF is the most probable first episode
(371/840, 44.2%), followed by stroke (216/840, 25.7%). This
result reflects the epidemiological characteristics of our study
cohort. However, if a dataset from a different cohort is inputted
in our model, the patterns might differ.

External Validations of Clinical Applications and
Usefulness
The research also has many practical implications. We organized
an expert panel of 7 practicing cardiologists and conducted a
combination of presentations, open-ended interviews, and
structured web-based surveys to validate the applications and
usefulness of our model. We have discussed the methods,
results, and analysis of this external validation process in detail
in Multimedia Appendix 6. Here, we are presenting 9 clinical
applications and use cases that were evident from the interviews
and survey.

1. This tool can help cardiologic clinics understand the
effectiveness of their intervention strategies related to
quality metrics, such as blood pressure thresholds for
interventions.

2. Comparing the clinic-level transition rates with
population-level rates built into this tool, clinics can identify
a specific cohort that has significantly higher rates for
certain transitions (eg, angina-to-death) and then
back-identify the patients for analysis of variables leading
to such outcomes.

3. Clinics can use the transition probabilities generated by this
tool based on their patient cohort data to compute the patient
state mix for a future period. This can allow predictive
resource planning, improved patient care, and cost savings.

4. This system can be populated with CVD episode data of
various clinic cohorts and subcohorts and their patterns
(frequency, transition rates, probabilities, etc) can be
compared. This can reveal the trend differences concerning
various cohort control features such as demographics,
education, nutrition profile, treatment alternatives, etc.

5. Such intercohort benchmarking can delineate best practices
concerning cost-effectiveness, manpower economy, and
fund allocations (eg, Affordable Care Act incentives) when
the candidate cohorts are selected from disparate clinics.

6. The utility can be further extended to understand
epidemiological trends of different geographical and
population segments, leading to valuable inputs for the
health care policymakers and administrators enabling them
to target specific regions based on pattern differences.

7. This tool can also help comparison of CVD characteristics
at a national level, for example, some countries might have
more stroke compared to others having more CHF. This
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can lead to necessary preventive measures and national
health policies.

8. It can help identify temporal changes in CVD trends in
patients because of shifts in major treatment paradigms (eg,
prestatin vs statin period pattern changes)

9. This tool can be potentially integrated with clinic electronic
health record systems to continually monitor temporal
pattern shifts over time and send out automated notifications
and reports based on preset quality metrics thresholds.

Study of Impact of Various Risk and Control Factors
on Epidemiological Trends
The clinical applications suggested by the expert panel point to
the tool’s general ability to reveal epidemiological trend
differences across various subcategories within a given cohort
or across different cohorts. Such subcategories might include
various population risk factor groups (age, gender, smoking
behavior, education levels, etc), geographical attributes (urban,
rural, coastal, inland, state, country, etc), treatment policies
(quality metrics), interventions (medication or procedures), and
so on.

To demonstrate this key capability of our tool, we chose a
population risk factor—“gender”—as an example and used the
tool to visualize the CVD progression trend differences between
male and female patients from our research cohort. To
accomplish this, we partitioned the input dataset based on the
“gender” subcategory. The data partitioning based on “gender”
resulted in 278 male patients involved in 471 CVD episodes
and 355 female patients involved in 592 CVD episodes. We
then applied our research tool to generate 2 separate outputs
corresponding to each of the genders. The visualization of the
results (Figure 7) reveals distinct and interesting differences in
the progression patterns between male and female patients
within the cohort. In the following paragraph, we briefly outline

some of the significant trend differences revealed between male
and female patients when the current CVD state is “MI.”

First, we observe that the transition rate to state “death” (in red
color) is significantly slower for the female patients compared
to the male patients. The progression curve for females is
noticeably flatter compared to their male counterparts. Thus,
the female patients take almost 15 months to cross the
probability threshold of 50%, whereas the male patients cross
that threshold in just about 2.5 months. Another key observable
difference is revealed in the progression pattern of the
multimorbidity state “CHST” (congestive heart failure and
stroke in blue color). The graph shows that female patients have
more than a 50% probability of transitioning to “CHST”
immediately following their current “MI” state over the next 4
months. In contrast, male patients have negligible probabilities
of transitioning to “CHST” following the current “MI” state.
Also, the probabilities of transitioning out of the current “MI”
state (in green color) to any other state have distinctly different
patterns between the male and female patient groups. Such trend
comparisons between subgroups or different cohorts might
trigger further study and analysis by the clinicians leading to
improved treatment strategies, quality metrics, or interventions.

In the Deployment and User Interaction section, we have also
provided a proposed deployment architecture that will allow
health care providers to implement the solution as an eHealth
application over the internet. Furthermore, our cohort-level
clinical decision support system can be used for other chronic
diseases to unveil their progression patterns, requiring only 3
data elements as inputs: a synthetic patient identifier, disease
episode name, and episode time in days from a baseline date.
This approach can encourage and facilitate further studies on
disease progression patterns of other chronic diseases, not
limited to CVDs by future researchers.

Figure 7. CVD transition probability pattern differences between male and female patients when the patients’ current state is “MI.” CHF: congestive
heart failure; CHST: congestive heart failure and stroke; CTMC: continuous-time Markov chain; MI: myocardial infarction.

Limitations
Our study has a few limitations. As per the Markovian
assumptions, the process’s behavior after any cycle is solely

based on its state within that cycle, indicating that it does not
retain the memory of previous cycles. This assumption about
the memory-less state is tenuous in medicine since a patient’s
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history may give the physician important information about
their condition in the present and future. Hence, this is an
approximation in our model. It is noted from the literature that
although the Markovian assumption is necessary to model
prognosis with a finite number of states, it is not followed
strictly in medical problems [33]. Next, the data used for this
research comprised CVD episode records of 1274 patients. The
generalizability of this model will significantly improve with a
larger number of diverse patients with CVD data. The CTMC
approach has its limitations as well for patient-specific decision
support applications. Since a patient is likely to be associated
with a specific medical history, medication, interventions,
demographic risk factors, etc, each of the Markov states must
be unique for all such combinations. This makes the design and
computation of the CTMC model very complex, less
interpretable, and computationally heavy. Other Markov
methods such as the Markov decision process can model
patient-specific sequential treatment decision-making processes
more efficiently. These limitations also lead to future
opportunities for research. Since the framework and the tool
developed in this research are disease agnostic,
reproducibility-tested, and the reproducible package has been
publicly shared, future researchers can use this tool to populate
with episodic data of any chronic disease of interest and apply

them to similar clinical use cases and applications. Additionally,
to improve the generalizability of its application for CVDs, data
from various other cohorts can be modeled and validated by
simply reusing our model with new datasets.

Conclusion
Stochastic disease progression models developed from fully
observed real patient cohort data to compare a patient’s CVD
progression with a population pattern can provide better
intervention-based decision-making capabilities to physicians.
However, such models do not currently exist. This research uses
CTMC methods to develop a disease progression model from
the population data of 1274 patients associated with 4839 CVD
episodes across 16 years. This study unveiled distinct CVD
progression patterns and characteristics from the fully observed
longitudinal data of patient cohorts. The results are actionable
with the code and data framework shared with the audience.
The model also serves as an eHealth decision support tool with
digital visualization of progression patterns and opens the door
for many practical applications, including proactive resource
planning at hospitals. Our study results are reproducible and
extendable to other chronic diseases. Despite certain limitations,
this research contributes significantly to the literature and
possible practical clinical applications.
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Abstract

Background: Data element repositories facilitate high-quality medical data sharing by standardizing data and enhancing semantic
interoperability. However, the application of repositories is confined to specific projects and institutions.

Objective: This study aims to explore potential issues and promote broader application of data element repositories within the
medical field by evaluating and analyzing typical repositories.

Methods: Following the inclusion of 5 data element repositories through a literature review, a novel analysis framework
consisting of 7 dimensions and 36 secondary indicators was constructed and used for evaluation and analysis.

Results: The study’s results delineate the unique characteristics of different repositories and uncover specific issues in their
construction. These issues include the absence of data reuse protocols and insufficient information regarding the application
scenarios and efficacy of data elements. The repositories fully comply with only 45% (9/20) of the subprinciples for Findable
and Reusable in the FAIR principle, while achieving a 90% (19/20 subprinciples) compliance rate for Accessible and 67% (10/15
subprinciples) for Interoperable.

Conclusions: The recommendations proposed in this study address the issues to improve the construction and application of
repositories, offering valuable insights to data managers, computer experts, and other pertinent stakeholders.

(JMIR Med Inform 2024;12:e60293)   doi:10.2196/60293

KEYWORDS

data element repository; FAIR; ISO/IEC 11179; metadata; semantic interoperability

Introduction

Background
The sharing of medical data can enhance the efficiency of
medical research, bolster transparency within the field of
medicine, and respond to the stringent demands for research
reproducibility and data openness [1]. Nonetheless, medical
data present challenges due to their high complexity in semantics
and heterogeneity, and they lack standards and uniform
specifications at the level of fields and value domains. For
instance, the numeric value “18” could represent the age at
which a patient started smoking in one study, while in another,

it might signify the total number of years a person has been
smoking. This issue of semantic ambiguity in the data renders
it challenging for other researchers to comprehend and use the
information. It impedes the integration, comparison, and joint
analysis of different data sets [2], thereby obstructing data
sharing.

Metadata, essentially data about data, offers a solution to address
such issues. Metadata can describe data, providing researchers
with a comprehensive overview to aid understanding and
application. Furthermore, it supports more precise retrieval and
traceability. When data are accurately associated with metadata
(such as “18” being linked to an individual’s total years of
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smoking), its semantics become much more straightforward.
Metadata has already found applications in various fields,
including molecular biology [3,4] and clinical medicine [5,6].
Guidelines for data management and sharing, such as the FAIR
(Findable, Accessible, Interoperable, and Reusable) principles,
also provide specifications for metadata to ensure that data are
Findable, Accessible, Interoperable, and Reusable [7]. However,
researchers often find that creating and annotating metadata are
time-consuming and prone to errors [8]. This makes it
challenging to ensure metadata quality and increases metadata
heterogeneity across research. Hence, using standardized
metadata for data collection to achieve semantic consistency
from the inception of the data life cycle is essential to maximize
semantic interoperability across multiple data sources.

Data elements (DEs) are vital components of metadata,
representing indivisible data units within a given context. The
underlying framework of DEs can furnish rich metadata
information, including unique identifiers, definitions, and value
domains, among other attributes. The DE repository represents
a platform structured in accordance with a standardized
framework dedicated to the construction, storage, administration,
and dissemination of DEs. Within this repository, DEs adhere
to rigorous standardization, with their conceptual aspects, value
ranges, and related attributes systematically linked to controlled
vocabularies and other terminological systems. A DE repository
facilitates the unified management and maintenance of internal
metadata, ensuring semantic consistency and reducing the cost
associated with redundant design efforts for project-specific
metadata. By fostering the reuse and sharing of standardized
DEs, barriers to data integration are diminished, thus propelling
applications such as cross-institutional and cross-study
meta-analyses in the realm of medical data [9]. This, in turn,
unlocks the value of medical data.

Currently, the prevailing international standards for DEs and
repository construction are set by the ISO/IEC (International
Organization for Standardization/International Electrotechnical
Commission) 11179 standard. The ISO/IEC 11179 standard
establishes a conceptual model for DEs and their repositories,
while also providing regulations for activities such as DE
registration and management. Many DE repositories have been
constructed in the medical field based on the ISO/IEC 11179
standard. However, the broader application of DE repositories
has not yet been achieved, often limited to specific projects or
internal use within particular institutions [10]. As the central
platform for storing, managing, and sharing DEs and metadata,
the degree of completeness in its construction directly influences
the practical usage of DEs. Current research tends to focus more
on the specific technical aspects and standards for constructing
DE repositories. Simultaneously, there is a discernible deficiency
in evaluating and analyzing typical repositories in the medical
domain.

Literature Review

Medical DE
Data elements, defined and standardized by the ISO/IEC 11179
standard, constitute the minors units for collecting, processing,
and disseminating data [11]. The definition of DEs should
ideally encompass 3 aspects—research questions, data

acquisition, and data storage—to reflect the life cycle of a
repository best [12]. DEs play a pivotal role in standardizing
clinical data collection, enhancing data quality, facilitating
secondary analysis and applications [13,14], and serving as a
base for systems based on artificial intelligence (AI) [15].

Currently, the development of Des primarily relies on
multidomain expert consensus and collaboration, often achieved
through iterative Delphi methods for discussion, identification,
and refinement of relevant DEs [16]. This approach ensures the
professionalism of DEs within specific domains but demands
considerable time and personnel involvement. National Institute
of Neurological Disorders and Stroke (NINDS) categorizes the
development of common data elements (CDEs) into 4 phases:
discovery, internal validation, external validation, and
distribution [17]. Numerous domains or projects have undergone
multiple iterations of DE development, such as Stroke V2.0
CDE [18]. More granular domain-specific DEs have been
developed or reached consensus, spanning therapeutic methods
[19], examinations [20], and others. With the continuous
expansion of DEs, Kim et al [21] proposed a comprehensive
representation of real-world clinical semantics by defining
semantic relationships and constraints between DEs.

The application and evaluation of DEs have indeed garnered
considerable attention. For instance, Fitzgerald et al [22]
analyzed the seizure burden using clinical data in childhood
epilepsies collected from CDE-based forms within the electronic
medical record. Evaluation studies encompass DE quality [23]
and the effectiveness of data collection. Chen et al [24] assessed
the data collection effectiveness of DEs in real-world scenarios,
while Ryan et al [25] separately evaluated data capture rates for
DEs in in-person and virtual visits scenarios.

Recently, several studies have sought to advance the application
of AI technologies throughout the life cycle of DEs. Natural
language processing can assist in extracting specific DEs from
clinical documents [26-28]. Renner et al [29] explored the use
of artificial neural networks to semiautomatically map DE
models to the BRIDG model, thereby reducing the burden of
manual mapping by experts. In addition, DEs play a role in
collecting high-quality data to aid in training machine learning
algorithms, further expanding their applications in the health
information domain [30]. Littlefield et al [31], based on data
collected through DEs, compared the performance of major
machine learning algorithms with traditional statistical methods.

DE Repository
DE repositories serve as platforms for storing and managing
DEs, facilitating standardization, and promoting the integration
and sharing of medical data through both top-down and
bottom-up approaches [32]. The bottom-up approach relies on
users creating and maintaining their DEs. Hegselmann et al [33]
have expanded upon this model by extracting real-world DEs
from medical documents and standardizing them, thereby
promoting the reusability of DEs. The DE repository can
standardize metadata across various studies and institutions,
facilitating data integration. Mallya et al [34] coordinated
variables in 4 research endeavors through the effective usage
of the DE repository.
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Another crucial function of the DE repository is to ensure
internal semantic consistency, thereby enhancing the semantic
interoperability of DEs. One perspective suggests that the
maintenance and updating of terms should be separated from
the repository’s operational tasks [35]. Schladetzky et al [36]
developed the Mettertron system to enhance the linkage between
the DE repository and the terminology system, simplifying
terminology maintenance services. Meanwhile, mapping the
repository model to the Web Ontology Language (OWL)
ontology model can expand its semantic applications. Yuan and
Li [37] constructed a semantic relation metamodel for the
repository and defined mapping rules to the ontology model.

Recent research has also been conducted on data quality
assessment based on the DE repository. For instance, Juárez et
al [38] attempted to validate local data repositories by the central
DE repository of networks, thereby providing a comparative
method for assessing data quality across different sites. Kapsner
et al [39] centralized the maintenance of data quality checks by
associating data quality assessment tools with DE definitions
in the DE repository.

Related Works
Current research lacks a comprehensive evaluation and analysis
of multiple typical medical DE repositories. Ulrich et al [40]
referenced information about specific metadata repositories in
evaluating the application of the metadata exchange language
QL4MDR. Hegselmann et al [33] also provided a brief overview
of repository practices based on the ISO/IEC 11179 standard
in his study on Pragmatic MDR. Nonetheless, both studies
stopped short of providing a detailed evaluation or analysis and
did not endeavor to suggest an analytical framework or standard.

Sasse et al [41] conducted a literature review on semantic
annotation services for biomedical metadata. Through the
review, they identified 10 supporting tools and conducted a

detailed comparison based on 7 criteria. While their comparative
dimensions are unidimensional and more aligned with tools
rather than repositories, the variables in their semantic services
provide a reference for the semantic dimensions in constructing
the analytical framework for this study.

Stoehr et al [42] assessed the portal usability of the CoMetaR
repository. They divided the web page into different modules
and used the Think Aloud method along with a usability scale,
conducting a combined quantitative and qualitative evaluation.
While their method of module-based usability assessment
provides insights for constructing usability evaluation
dimensions in this study, it is worth noting that their focus is
on optimizing the web page’s interaction and does not compare
it with the web pages of other repositories. Reichenpfader et al
[43] similarly assessed the usability of the Portal of Medical
Data Models (MDM-Portal) repository by analyzing the users’
experience with the web page through various tests. The
dimensions they analyzed also provide insights for the usability
evaluation in this study.

Objectives
The primary objective of this study is to explore potential issues
and promote the broader application of DE repositories within
the medical field by evaluating and analyzing typical
repositories. Furthermore, we also endeavor to address the gap
in the existing literature concerning the lack of evaluation of
DE repositories, offering an overview of the typical DE
repository construction in the medical field.

Methods

The method used in this study for screening medical DE
repositories involves three distinct steps: (1) literature review,
(2) literature curation, and (3) repositories identification (Figure
1).
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Figure 1. Flowchart of screening the data element repository for this study through literature review. The upper left gray part is the first step: searching
literature from various databases. The upper right blue part is the second step: obtaining the data element repository through further screening and
reading of literature. The green part below is the third step: obtaining the data element repository for this study according to the 3 inclusion and exclusion
criteria: C1, C2, and C3. caDSR: Cancer Data Standards Registry and Repository; CDE: Common Data Element; CEDAR: Center for Expanded Data
Annotation and Retrieval; DE: Data Element; MDM-Portal: Portal of Medical Data Model; METEOR: Metadata Online Registry; NIH: National
Institutes of Health.

Literature Review
This study conducted literature searches on PubMed, Web of
Science, and Scopus. The searches were performed using a
combination of keywords such as “metadata,” “data element,”
and “DE,” combined with “repository,” “registry,” “platform,”
and “portal.” The language was restricted to English, and the
research area was focused on life sciences or biomedicine. Up
to April 2023, a total of 4119 papers were retrieved.

Repository Curation
The retrieved literature was imported into Endnote, and an
advanced search was conducted explicitly targeting titles or

abstracts containing terms such as “metadata repository,”
“metadata registry,” and “data element repository.” After this
secondary screening, a total of 192 papers were obtained. After
reviewing the titles and abstracts of these papers, 98 papers
related to DE repositories were identified and subsequently read
in full. In the end, 11 DE repositories (shown in Table 1) within
the medical field were gathered. The information and data
related to DE repositories were primarily collected from three
sources: (1) the portals of various repositories, (2) relevant
literature, and (3) project archives up to April 2023.
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Table 1. Eleven data elements repositories retrieved from literature (repository URLs in references).

CountryData element repositories

GermanySamply.MDR [44]

GermanyMDM.Portal [45]

GermanyCoMetaR [46]

GermanyCentraXX MDR [47]

United KingdomCancerGrid (2005-2010) [48]

AustraliaMETEOR (METeOR) [49]

AustraliaAristotle Metadata Registry [50]

United StatescaDSR [51]

United StatesUSUIK [52]

United StatesNIH CDE Repository [53]

United StatesCEDAR [54]

Repository Identification
To facilitate a more effective comparison, we established
inclusion and exclusion criteria for screening the 11 repositories.
The specific inclusion and exclusion criteria and the process
are as follows:

1. C1: DE repositories should be open-access public platforms,
meeting noncommercial or managed by nonprofit
organizations (such as universities or research institutions).

2. C2: The repository’s metadata or DE resources should
comprise more than 20,000 records.

3. C3: We required the repository to have a well-established,
independent portal to support access.

Five DE repositories were ultimately included (Table 2): Cancer
Data Standards Registry and Repository (caDSR) [55], NIH
(National Institutes of Health) CDE Repository, MDM-Portal
[2], Metadata online registry (METEOR), and Center for
Expanded Data Annotation and Retrieval (CEDAR) [56].

Table 2. Basic information of the 5 data element repositories included in this study.

Hosted byFirst release yearCountryRepositories

National Cancer Institute2003AmericacaDSRa

National Library of Medicine2015AmericaNIHb CDEc Repository

Australian Institute of Health and Welfare2022AustraliaMETEORd

Heidelberg University Hospital2012GermanyMDMe

Stanford University2014AmericaCEDARf

acaDSR: Cancer Data Standards Registry and Repository.
bNIH: National Institutes of Health.
cCDE: Common Data Element.
dMETEOR: Metadata Online Registry.
eMDM: Medical Data Model.
fCEDAR: Center for Expanded Data Annotation and Retrieval.

Analysis Framework
We aimed to comprehensively analyze the repositories,
encompassing multiple dimensions, including technology,
management, and services. To achieve this, we developed a
comprehensive analysis framework consisting of 7 dimensions
and 36 secondary indicators (Figure 1). The 7 dimensions
include the following:

1. Data resources: providing an overview of the repository’s
data resources, including data volume, data types, data
sources, coverage, and domains.

2. Resource organization: focusing on how metadata or DE
resources are effectively organized and managed throughout
their life cycle, including underlying frameworks,
traceability, and version control.

3. Quality control: analyzing how the platform ensures the
quality of stored data.

4. Semantic annotation: assessing how the repository achieves
internal semantic consistency to enhance semantic
interoperability.

5. Service support: examining the services offered to users by
the repository, including basic services, such as retrieval
and download, and advanced features such as analysis tools.
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6. Usability: evaluating the platform’s openness, accessibility,
and intelligibility, including the availability of support
documents and training materials.

7. Practice of FAIR principles: finally, analyzing the
repository’s adherence to the FAIR principles as a
supplementary assessment.

Data resources and services dimensions are primarily determined
by repository and portal characteristics, while resource
organization, quality control, and semantics leverage insights
from relevant literature and the ISO/IEC 11179 standard.
Practice of FAIR adheres to the FAIR principle and its 15
subprinciples. Furthermore, 4 experts in data management, data

warehousing construction, and data standardization participated
in consultations to refine the analysis framework. Their input
informed the division, naming, and selection of secondary
indicators for the dimensions. The analysis framework was
further refined based on expert suggestions primarily through
(1) revising the name of Semantic Annotations and Service
Support dimensions; (2) dividing the Usability dimension into
3 distinct modules: openness, accessibility, and intelligibility;
and (3) adding more granular secondary indicators, such as
source link and historical versions encoding, to enhance the
depth of analysis (Figure 2). For a detailed description of the
indicators included in this analytical framework, see Multimedia
Appendix 1.

Figure 2. The analysis framework constructed in this study. The 7 light-colored parts represent the 7 analysis dimensions, and the dark rectangle in
the middle is the specific indicator of each dimension. FAIR: Findable, Accessible, Interoperable, and Reusable.
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Results

Data Resource
A comparison of the data resources of the 5 repositories was
conducted (Table 3). The data resources of all 5 repositories are
comprehensive, but each has its emphasis on specific
subdomains. For example, caDSR focuses on cancer-related
DEs, METEOR emphasizes health and welfare, while others
encompass DEs from various biomedical research domains.
The types of resources in the repositories include elements and

forms. However, the names for DEs are not yet standardized
across the repositories and may consist of terms such as CDE,
DE, and Field, among others. Resources in caDSR, METEOR,
and NIH CDE Repository are sourced from government and
institutional research projects and are released through a
top-down approach. In contrast, the other platforms rely on
contributions from individual users, following a bottom-up data
source model. The latter category tends to have a larger volume
of resources, with MDM, for instance, cataloging the most
extensive collection of DEs, totaling up to 500,000 elements
and more than 20,000 forms.

Table 3. Analysis results of the 5 data element repositories in the data resource dimension.

SubmitterTotal amountTypeAreaRepositories

NIHc research institutes and
programs

71,743 DEsDEsbCancer research, etccaDSRa

NIH research institutes and
programs

20,970 DEs; 1704 formsDEs and formseBiomedical fieldNIH CDEd Repository

Australian health department
or research institution

21,180 DEsDEsHealth and welfareMETEORf

Individual user or project sub-
missions

500,000 DEs; 24,810 formsDEs and formsClinical trials, special dis-
eases, etc

MDMg

Individual user or project sub-
missions

120,829 DEs; 2000 formsDEs and formsBiomedical fieldCEDARh

acaDSR: Cancer Data Standards Registry and Repository.
bDEs: Data Elements.
cNIH: National Institutes of Health.
dCDE: Common Data Elements.
eForms: forms composed of data elements (eg, case report forms, questionnaires).
fMETEOR: Metadata Online Registry.
gMDM: Medical Data Model.
hCEDAR: Center for Expanded Data Annotation and Retrieval.

Resource Organization
Regarding repository frameworks, all repositories except for
MDM are constructed based on the ISO/IEC 11179 standard
(Table 4). The DEs in these repositories are built upon the
conceptual model of DEs and value domains outlined in the
ISO/IEC 11179 standard. METEOR has extended this
framework by introducing a top-level category called “data set
specification” (DSS). This category is used to group specific
DEs. For example, the “Diabetes (Clinical) DSS” in METEOR
contains DEs related to standardized data collection for patients
with diabetes. In MDM, which uses a custom DE framework,
the attributes of DEs are relatively concise. They typically
include only the DE description, data type, concept, and value
domain information.

All repositories have assigned unique identifiers to their
resources, although the granularity of the assignment varies. In
the case of MDM, the smallest unit assigned an internal
identifier is a form, and unique identifiers are not provided for
individual DEs. On the other hand, other repositories assign

unique identifiers at the level of individual DEs. Furthermore,
the encoding of unique identifiers is standardized only within
caDSR and METEOR. Simultaneously, some other repositories
have inconsistent encoding methods for resources at the same
hierarchical level, or they directly reference the source
identifiers.

Regarding external provenance, most platforms can provide
basic provenance information for DEs, such as the data submitter
or the source institution. Among them, MDM provides the most
detailed information, including the owner or institution of the
DE, source links, and partial contact information. Regarding
internal referencing and provenance, METEOR demonstrates
the most comprehensive practice. It can support granularity to
value domains, object classes, and properties. DEs in METEOR
are listed with links to the attributes they reference and from
which elements they are derived. Corresponding attributes such
as value domains and object classes also provide links to all
DEs that reference them. This allows for bidirectional
provenance between elements and attributes.
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Table 4. Analysis results of the 5 data element repositories in the resource organization dimension, with further explanation of identifiers, traceability,
and version control indicators.

Version controlTraceabilityIdentifierClassifica-
tion scheme

Naming
specifica-
tion

FrameworkReposito-
ries

Version
encoding

Historical
versions
accessible

Internal
citation
link

Source
identifier

Source
link

Submit-
ter/source
informa-
tion

EncodingName

YesNoNoNoNoYes7 digitsPublic IDYesYesISO/IEC
11179

caDSRa

NoYesYesYesNoYesN/AdIdenti-
fiers

YesNoISO/IEC
11179

NIHb

CDEc

Repository

NoYesYesNoYesYes6 digitsIdenti-
fiers

YesYesISO/IEC
11179

METEORe

YesYesNoNoYesYesN/APublic IDYesNoN/AMDMf

NoNoNoYesNoN/AN/AIdenti-
fiers

NoNoISO/IEC
11179

CEDARg

acaDSR: Cancer Data Standards Registry and Repository.
bNIH: National Institutes of Health.
cCDE: Common Data Elements.
dN/A: not applicable.
eMETEOR: Metadata Online Registry.
fMDM: Medical Data Model.
gCEDAR: Center for Expanded Data Annotation and Retrieval.

The version number formats for DEs in most repositories lack
uniformity; in some cases, no version numbers are provided. In
addition, some repositories do not allow access to historical
versions of DEs, making them inaccessible for viewing. MDM
has better version control practices in place. Historical versions
of DEs are accessible and come with a standardized version
number format. The version number includes a detailed editing
data and information about the editor (eg, “4/6/22-Smith”). This
allows users to navigate and browse historical versions using
the version number as a reference.

Quality Control
DE quality control is primarily achieved through the audit
process during registration. Currently, the audit process relies
mainly on manual review, and it is evident shown in Table 5
that all 3 top-down repositories have established governance
committees to conduct quality control audits. The audit process
includes reviewing the basic attributes of elements (such as
concepts and value domains), mapping or references between
elements and controlled vocabularies, and the domain-specific
expertise of elements. This audit process helps ensure the quality
and authority of the published DEs, ensuring that their structural
attributes are correct and appropriately specialized within their
respective domains. However, it can be resource-intensive and

time-consuming, requiring the involvement of experts. The
bottom-up repositories MDM, on the other hand, cannot
implement this process in the same way. Instead, it relies on
repository administrators to conduct quality control audits.
While this method can ensure only the basic structural integrity
of data elements, its higher review efficiency makes it more
suitable for bottom-up repositories handling large volumes of
data element submissions.

A complete and well-defined registration workflow is a crucial
part of quality control of DEs. MDM and CEDAR have not
provided an entire registration process, while other repositories
offer information on the registration workflow for DEs within
the platform. They also assign identifiers for different
registration statuses. METEOR and caDSR have more
comprehensive registration statuses, with a finer-grained
classification. In addition, only the NIH CDE Repository
provides quality identifiers for DEs and includes only 1-level
identifier (NIH-Endorsed). Other repositories do not appear to
have detailed quality scoring or rating information. Only the
NIH CDE Repository provides quality indicators for DEs,
including a single-level indicator (NIH-Endorsed). Conversely,
MDM relies on users to rate DEs, and other repositories do not
seem to have detailed quality ratings or grading content.
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Table 5. Analysis results of the 5 data element repositories in the quality control dimension, demonstrating the actions of each data element repository
in data element quality control.

RegistrationQuality markAuditorsReview
method

Repositories

Quality control
records/documents

Status typeStatus identifierRegistration
workflow

No10Full life cycleYesNoCommittee expertsManual re-
view

caDSRa

No2Full life cycleYesNIH-Endorsed
CDE

Committee expertsManual re-
view

NIHb CDEc

Repository

Yes9Full life cycleYesNocommittee expertsManual re-
view

METEORd

Partially providedN/ANoN/AfNoPortal administratorManual re-
view

MDMe

NoN/ANoN/ANoN/AN/ACEDARg

acaDSR: Cancer Data Standards Registry and Repository.
bNIH: National Institutes of Health.
cCDE: Common Data Element.
dMETEOR: Metadata Online Registry.
eMDM: Medical Data Model.
fN/A: not applicable.
gCEDAR: Center for Expanded Data Annotation and Retrieval.

Semantic Annotation
The repositories achieve semantic annotation by standardizing
the mapping of DEs to terminology systems, ensuring internal
semantic consistency (Table 6). The primary terminology
systems used by these repositories include Unified Medical
Language System (UMLS), Logical Observation Identifiers
Names and Codes (LOINC), and Systematized Nomenclature
of Medicine—Clinical Terms (SNOMED CT), with others such
as National Cancer Institute Thesaurus (NCIT) and National
Center for Biomedical Ontology (NCBO) also being used.
METEOR has developed its internal glossary and achieves
semantic annotation through metadata items called “Glossary
Items (GIs).” GIs share the same DE framework as other
elements but store the definition of a term. Other DEs can
achieve semantic annotation by referencing the corresponding

GI associated with a specific term. Creating and referencing
internal glossaries effectively harnesses the advantages of the
ISO/IEC 11179 DE framework. GIs essentially facilitate
clustering according to the DE framework, including object
class, property, value domain, and more. DEs belonging to the
same object class can be associated with the terminology item
by referencing it. For instance, by querying the GI item
“person,” you can observe all DEs that reference this term as
their object class. This clustering enhances the interrelatedness
of DEs at the conceptual level. However, the shortcomings of
internal glossaries are also evident. If DEs need to be used across
institutions, there is a need for remapping terminology, or
semantic inconsistencies may persist. Regarding semantic
interoperability, internal glossaries are less effective referencing
internationally recognized terminology repositories.
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Table 6. Analysis results of the 5 data element repositories in the semantic annotation dimension, presenting the measures taken by each data element
repository to semantically standardize data elements.

Annotation contentAnnotation methodGranularityMapping vocabularyAnnotation sourceRepositories

Terms and linksManual mappingDEc concept and permis-
sible value

NCITbControlled vocabularycaDSRa

Terms and codingManual mappingDE concept and permis-
sible value

NCIT, UMLSf, etcControlled vocabularyNIHd CDEe Reposi-
tory

Terms and linksManual mappingDE conceptSelf-built vocabularySelf-built vocabularyMETEORg

Terms and codingAutomatic mappingDE concept and descrip-
tion

UMLS, LOINC,i and

SNOMED CTj

Controlled vocabularyMDMh

Terms and linksManual mappingDE concept and permis-
sible value

NCBOlControlled vocabularyCEDARk

acaDSR: Cancer Data Standards Registry and Repository.
bNCIT: National Cancer Institute Thesaurus.
cDE: Data Element.
dNIH: National Institutes of Health.
eCDE: Common Data Element.
fUMLS: Unified Medical Language System.
gMETEOR: Metadata Online Registry.
hMDM: Medical Data Model.
iLOINC: Logical Observation Identifiers Names and Codes.
jSNOMED CT: Systematized Nomenclature of Medicine—Clinical Terms.
kCEDAR: Center for Expanded Data Annotation and Retrieval.
lNCBO: National Center for Biomedical Ontology.

Service Support
A robust retrieval system can enhance the discoverability of
data resources within repositories. Each of the 5 repositories
possesses unique search capabilities, for instance, caDSR and
NIH CDE Repository allow users to search by the names of
NIH-affiliated institutions (Table 7). METEOR and MDM allow
users to construct search queries using Boolean operators and
keywords. Furthermore, these platforms also differ in their
secondary filtering criteria, with caDSR and METEOR
supporting additional filters such as submitting organization,
registration status, and registering organization, among others.

The repositories offer personalized services to users, including
features such as personal favorites in NIH CDE Repository and
METEOR, enabling users to collect elements of interest and
record and browse their own created or edited metadata. In
CEDAR, DEs are organized in a folder structure, facilitating
the categorization and management of metadata.

With regard to data element download and export services, all
repositories except CEDAR offer support for multiple export
formats. MDM supports export in 18 formats, including Comma
Separated Values (CSVs) and Operational Data Model (ODM),

but it is limited to exporting data by form and allows only 50
downloads per week. METEOR provides Word and PDF export
formats with lower levels of structure, which can impact
interoperability. caDSR and NIH CDE Repository allow DEs
and forms to be exported in various structured document formats
such as EXCEL, XML, and JSON, providing a relatively
comprehensive download service. On the other hand, CEDAR
offers only JSON source code for elements without direct
download capabilities. Although it has a REST API interface,
it may not be as convenient for nonbatch exports.

All 4 platforms except CEDAR provide web-based metadata
comparison tools, but they differ in the dimensions they support
for comparison. MDM and METEOR can perform horizontal
comparisons for all information of 2 DEs, while caDSR supports
comparisons for multiple DEs. NIH CDE Repository offers
vertical comparisons, allowing users to compare DEs with their
historical versions. In addition to the comparison tools, MDM
also provides a rich set of auxiliary tools, including ODMedit
(for creating ODM format DEs and forms) [57], CDEGenerator
(for visualizing concept frequencies in forms) [58], OpenEDC
(for web-based data collection using forms), and more. MDM
offers a more significant number of tools and functionality than
other repositories.
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Table 7. Analysis results of the 5 data element repositories in the service dimension, mainly presenting the various services provided by each data
element repository on its portal website to help users better use the repository and data elements.

Other toolsComparison
tool

Export
format

Download
granularity

Download
service

Sharing
agreement

Account
service

Register
account

Results sec-
ondary
screening

Features of
retrieval

Repositories

Form cre-
ation

Compare 2
or more

DEsc

EXCEL,
XML,
and
JSON

DE and
form

Unlimited
downloads,
batch
download

N/AN/AN/AbRegistration
status, sub-
mitter, etc

Abbreviation
of the insti-
tute’s name,
identifier,
etc

caDSRa

Not supportCompare dif-
ferent ver-
sions of DE

EXCEL,
XML,
JSON

DE and
form

Unlimited
downloads,
batch
download

N/APersonal
favorites,
browsing
history,
etc

UTSf

account

Data type,
submitter,
etc

Abbreviation
of the insti-
tute name,
identifier,
etc

NIHd CDEe

Repository

DE creationCompare 2
DEs

Word,
PDF

DEUnlimited
downloads,
batch
download

N/APersonal
favorites
and set-
tings,
browsing
history,
etc

Internal
account

Registration
organization,
data type, etc

Keywords,
identifier,
Boolean op-
erators, etc

METEOR

Web-based
date capture,
visualiza-
tion, visual
analysis
tools, etc

Compare 2
or more DEs

CSV, EX-
CEL,
SQL, and
other 18
formats

Form50 forms
per week

Four ver-
sion CC
4.0 licenses

Personal
favorites,
browsing
history,
etc

Internal
account

Keywords,
research
field

Keywords,
Boolean op-
erators, wild
card charac-
ter, etc

MDMg

DE and form
creation

Not supportJSON
code

Not sup-
port

Not sup-
port

N/AAPIi

keys, per-
sonal
folder

Internal
account

Data type,
version, etc

Keywords,
terminology,
etc

CEDARh

acaDSR: Cancer Data Standards Registry and Repository.
bN/A: not applicable.
cDEs: Data Elements.
dNIH: National Institutes of Health.
eCDE: Common Data Element.
fUTS: UMLS Terminology Services.
gMDM: Medical Data Model.
hCEDAR: Center for Expanded Data Annotation and Retrieval.
iAPI: Application Programming Interface.

Usability
We analyze the usability of the repositories from 3 perspectives:
openness, accessibility, and intelligibility. Openness focuses
on the extent to which the repository’s resources and services
are available for browsing and use. Among the 5 repositories
in the study, access is typically restricted by requiring user
accounts. Regarding data resources, caDSR, METEOR, and
MDM provide unrestricted browsing access, including both
forms and DEs. However, the NIH CDE Repository restricts
viewing some semantic annotation content. Regarding services,
MDM and CEDAR restrict auxiliary tools to logged-in users,
including web-based creation and submission of DEs, among
other features. In contrast, the DE creation and registration tools
in the other 3 top-down repositories are not open to regular
users. CEDAR requires registration for access to all services
and resources, but it provides source code and technical
documentation on GitHub. In summary, caDSR and METEOR

exhibit the highest level of openness regarding resources and
tools (Table 8).

Accessibility considers the types of accessible resources, the
methods of accessibility, and the extent to which resources are
accessible. There are primarily 2 ways to access repository
resources: web downloads and application programming
interface (API) interfaces. CEDAR does not provide web
downloads and offers only JSON source code and an API
interface. MDM requires user login for downloading forms and
performing batch downloads, with a limit of 50 forms per week.
In contrast, caDSR and NIH CDE Repository allow free
downloads and batch exports of DEs without the need for login,
making them relatively more accessible regarding resource
availability.

Intelligibility focuses on the availability of supplementary
information provided by the repositories and the complexity of
constructing DEs. First, all 5 repositories offer user guide
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documents on their portals, which introduce basic information
and operations. In addition, CEDAR and caDSR have Archive
and Wiki web pages to provide further information and support.
The repositories also pay attention to teaching concepts related
to DEs. Since not all users have a computer-related background,
all 4 platforms except MDM provide introductions or tutorials
on metadata, DEs, and the ISO/IEC 11179 standard.

In addition, most repositories lack descriptions and visual
representations of their data resources’ coverage areas and

quantities. On its portal page, MDM provides visualizations of
its DEs categorized by proportion, which can help users
understand the resources within the repository. Compared with
the complexity of DEs across the 5 platforms, MDM benefits
from its self-built framework, resulting in relatively more
straightforward and more concise DEs with better
comprehensibility. In contrast, other platforms build their DEs
based on the ISO/IEC 11179 standard and often expand or
subdivide the framework, increasing the amount of information
and complexity, which can affect comprehensibility.

Table 8. Analysis results of the 5 data element repositories in the usability dimension, mainly focusing on openness, accessibility, and usability, and
comprehensively evaluating the usability of each data element repository.

IntelligibilityAccessibilityOpennessReposito-
ries

DE com-
plexity

DE tu-
torial

User guideQuantity
limitation

Batch
download

Limita-
tion

MethodAuxiliary
tool

Open
source

Create
and sub-
mit

RestrictionOpen
access

HighYesDocumentNoYesNoDown-
load and

APIc

YesNoNoNoDEsbcaDSRa

HighYesDocumentsNoYesNoDown-
load and
API

YesNoNoPartial DEsDEs
and
forms

NIHd

CDEe

Repository

MiddleYesDocumentNoRequire
log-in

NoDown-
load

YesNoNoNoDEsMETEORf

LowNoVideo50 forms
per week

Require
log-in

NoDown-
load

Partially
require
log-in

NoYesNoDEs
and
forms

MDMg

MiddleYesVideo and
document

NoNoRequire
log-in

JSON
code and
API

Require
log-in

YesYesAll re-
sources

DEs
and
forms

CEDARh

acaDSR: Cancer Data Standards Registry and Repository.
bDEs: Data Elements.
cAPI: Application Programming Interface.
dNIH: National Institutes of Health.
eCDE: Common Data Elements.
fMETEOR: Metadata Online Registry.
gMDM: Medical Data Model.
hCEDAR: Center for Expanded Data Annotation and Retrieval.

Practice of FAIR Principles
Finally, this study supplemented the analysis by evaluating the
extent to which the 5 repositories comply with the FAIR
principles. The level of compliance was categorized into 4
groups: complies completely, complies entirely, fails to comply,
and unclear. The detailed content of each principle in FAIR can
be found in Multimedia Appendix 2.

In Figure 3, a horizontal tally was conducted, with each of the
4 subprinciples of FAIR considered separately. The proportions

of different levels of compliance to the subprinciples were
calculated individually. For instance, considering the findable
subprinciple, which comprises 4 principles (F1-F4), there are
20 cells. The proportions of “complies completely,” “complies
partly,” “fails to comply,” and “unclear” were then calculated
for these 20 cells. The same process was applied to the
remaining 3 subprinciples. Based on this step, Figure 4A was
generated, depicting the overall adherence of repositories to
each subprinciple. Figure 4B, calculated using the same method
on a column basis, illustrates each repository’s implementation
of the FAIR principles.
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Figure 3. Visualization of FAIR (Findable, Accessible, Interoperable, and Reusable) practices in 5 repositories, with practices divided into 4 levels:
complies completely, complies partly, fails to comply, and unclear. Detailed subprinciples of FAIR are shown in Multimedia Appendix 2. caDSR:
Cancer Data Standards Registry and Repository; CDE: Common Data Element; CEDAR: Center for Expanded Data Annotation and Retrieval; MDM:
medical data model; METEOR: metadata online registry; NIH: National Institutes of Health.

Figure 4. Statistics on the practice of FAIR (Findable, Accessible, Interoperable, and Reusable) principles based on Figure 3. (A) The figure starts
from the perspective of FAIR principles and horizontally counts the practice of the 4 subprinciples in Figure 3. (B) The figure starts from the perspective
of data element repositories and vertically counts the practice of FAIR principles in each repository in Figure 3. caDSR: Cancer Data Standards Registry
and Repository; CDE: Common Data Element; CEDAR: Center for Expanded Data Annotation and Retrieval; MDM: medical data model; METEOR:
metadata online registry; NIH: National Institutes of Health.

In comparison, among the 5 repositories, the NIH CDE
Repository demonstrates the highest level of compliance with
the FAIR principles, while CEDAR falls behind the other 4
platforms. When examining the 4 subprinciples of FAIR, overall,
Accessibility is relatively well practiced and at the same time,
Findability and Reusability have lower percentages of full
compliance, indicating subpar adherence to these principles’
aspects.

In the “Findable” principle, F4 “(Meta)data are registered or
indexed in a searchable resource” is crucial for ensuring the
discoverability of data resources on the web. Most of the 5

repositories analyzed in this study did not fully practice this
aspect, impacting their web-based resources’ discoverability.
Only MDM has been registered in the international academic
domain of registry and indexing for repositories, such as re3data
and FAIR sharing.

In terms of the “Specific (meta)data are referred to by their
identifier” subprinciple of interoperability, 3 repositories did
not fully comply. This is mainly due to a lack of rich
cross-referencing between DEs. METEOR had the best
compliance with this subprinciple, as it provides comprehensive
reference information for DEs on their detail pages.
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Regarding the practice of “Reusability,” the issues with the
repositories primarily focus on data usage licenses and source
information. Most repositories lack clear data usage licenses,
which hinders data sharing. In addition, source information is
often limited, with most repositories providing only submitter
and time stamp information. Details about how the data were
created and whether they had been previously published are
typically not provided, impacting reusability.

Discussion

Principal Findings
The results of the analysis provide us with an overview of 5 DE
repositories. The 2 approaches in repositories, namely, the
top-down and bottom-up approaches, bring about differences
and distinct characteristics regarding resources, semantics, and
quality control. The community-driven, bottom-up approach
where users submit resources, as seen in MDM and CEDAR,
results in a richer pool of resources. This implies that
repositories of this type need to implement more automation in
various activities, including automated verification and
terminology mapping. On the other hand, the top-down approach
is the opposite of community-driven models. It relies on
collaboration among experts from various domains. Expert
committees are involved in designing, creating, and reviewing
DEs in all 3 repositories following this approach. DEs following
this approach have higher quality and authority, with a finer
granularity in semantic annotations. However, consideration
should still be given to their applicability outside the specific
institution or research context. For example, DEs provided by
repositories such as caDSR and NIH CDE Repository may be
tailored to particular NIH-affiliated institutions and research
scenarios. Conversely, community-driven DEs have a broader
source base, potentially better reflecting real-world research
situations. Their cross-study applicability might be more
extensive.

Balancing the complexity and usability of DEs and repository
metamodels is crucial. The data model structures built upon the
ISO/IEC 11179 standard can be complex, and clinical
researchers may not easily understand their underlying
frameworks. It is essential to strike a balance to ensure that the
repository remains user-friendly and accessible to its intended
audience. Simplifying the framework, however, can complicate
the organization of the repository. This may reduce the available
information, which can negatively impact activities such as DE
deduplication, establishing relationships, and hinder the
development of advanced applications such as intelligent
recommendations. While the self-built model of MDM is simple
and user-friendly, it can organize resources only at the level of
forms, lacking granularity down to the level of individual DEs.
In contrast, repositories such as caDSR, built on the ISO/IEC
11179 standard, require more investment in learning and usage,
but they offer more comprehensive and detailed management
and organization capabilities.

Standardize Data Sharing
Promoting data sharing does not necessarily mean unrestricted
sharing. DE sharing also requires clear agreements and
statements. Among the 5 repositories in this study, only MDM

provides 4 different versions of the CC-4.0 license as options
for form resources, which offers clarity in licensing for these
resources. The other 4 repositories have not provided such
information on their platforms, and their affiliated institutions’
data policies regarding the applicability to resources within
these repositories are also somewhat unclear. Overall, these
repositories seem to focus less on data sharing and reuse.

In the rapidly evolving landscape of open science, many mature
examples of data-sharing strategies can serve as valuable
references [59,60]. DEs are a form of data, and designing their
sharing strategies can benefit from looking at the practices of
other data-sharing platforms. We recommend that repositories
clearly define protocols for sharing and reusing DEs in their
portals. Furthermore, they should offer granularity down to the
level of individual DEs, allowing resource submitters to choose
specific sharing agreements. This approach can prevent
unrestricted sharing and ensure greater control over DE access
and usage.

The Interconnected Ecosystem of Repositories
While DE repositories facilitate the integration of DEs across
institutions and projects, the gaps between DE repositories
should not become new barriers to integration. In this study,
the 5 repositories analyzed do not support direct sharing and
exchange of resources among each other. Instead, resources
must be exported and then recreated in the target repository.
However, the exported formats may not be highly structured,
and there is no support for importing these files for quick
creation in another repository.

Despite most repositories being built based on the ISO/IEC
11179 standard, there is still a lack of interoperability and data
exchange between these repositories. These limitations suggest
establishing a comprehensive interconnected ecosystem for DE
repositories. Both top-down and bottom-up approaches can
complement each other in achieving this goal, thereby avoiding
redundant construction and facilitating domain-specific
developments. This can ultimately lead to more efficient and
collaborative medical research efforts.

To build the interconnected ecosystem of repositories, our
recommendations are as follows:

• Choose standardized repository frameworks (such as the
ISO/IEC 11179 standard) and terminology systems (eg,
UMLS) to avoid the need for secondary mapping of
underlying frameworks or semantics.

• Enhance the export of DEs to provide more structured
documents, such as CSV and JSON.

• Develop DE creation features that offer rapid import
services, supporting content creation from structured
documents.

• Consider developing a unified interface, like QL4MDR
[40].

Enrich Information About DEs
A significant portion of DEs in DE repositories remains at the
level of satisfying basic framework information. That is, they
provide fundamental semantic information but lack
application-oriented details. This includes contextual
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information such as applicable scenarios, background details,
and application outcomes. In this scenario, DEs are isolated
fragments scattered throughout the repository, providing users
minimal application support. Users are left uncertain whether
a DE adheres to a particular standard or belongs to a specific
data set, making it challenging to select accurate DEs and
organize them into the required format. The repository also falls
short in delivering advanced services such as intelligent
recommendations.

Therefore, this study suggests that DE repositories should enrich
the application information of DEs to support their practical
use. We categorize application information into two aspects:
(1) Application scenarios and background details: specifying
the scenarios for which DEs are applicable, whether generic or
specialized, and the standards or data sets from which they
originate. Such contextual information can assist the repository
in better associating and organizing relevant DEs. (2)
Performance-related information: this can include statistics on
the number of applications of a DE and user ratings, feedback,
and other relevant details.

Furthermore, we recommend that the repositories consider using
ontology resources to provide standardized terminology. Mature
ontology repositories and tool kits, such as NCBO BioPortal
[61] and Ontology Lookup Service [62], offer a wealth of
ontology resources and support the download and localization
of various ontology resources or their invocation through APIs.
By using methods such as precise matching and semantic
similarity calculation, DEs can be mapped to ontology terms,
thereby standardizing DE concepts, value domains, and so on.
This can provide specific term annotations for DEs and further
enrich the available information.

Focus on Sensitive Data Protection
The existing repository contains DEs that collect sensitive
information such as ID numbers, addresses, and phone numbers.
However, these elements lack specific classification or
identification to indicate that these DEs are used to collect
sensitive data and may need to be deidentified or deleted. While
the repository does not contain original research data, this
remains a crucial issue for subsequent DE usage. We propose
that the repository should align with the Health Insurance
Portability and Accountability Act [63] or other relevant
regulations and map the repository’s DEs with the protected
personal health information. The repository should create
classifications and identifiers for privacy-related DEs. This will
serve as a reminder to users about the sensitivity of such data
and promote standardized usage practices.

Addressing the balance between FAIR data-sharing principles
and privacy protection, we emphasize that FAIR promotes
secure, compliant, and interoperable data sharing, not
unrestricted dissemination. It advocates for data classification
and the application of tailored sharing environments. Privacy
data can be deidentified or directly removed during the
aggregation phase. In subsequent sharing and reuse processes,
while adhering to FAIR principles, we should establish a secure
usage environment and sharing guidelines for the data. This
includes data classification and grading, implementing
differential sharing protocols, and using privacy-enhancing

technologies such as privacy computing and federated learning
to control data accessibility. This approach ensures effective
data sharing and reuse under the FAIR principles while
upholding privacy protection.

Implications

Theoretical Implications
In contrast to existing research that mainly concentrates
developing specific technical aspects of DE repository
construction, this study compares 5 typical DE repositories
within the medical field and systematically evaluates and
analyzes them. Furthermore, this study introduces a novel
analysis framework consisting of 7 dimensions and 36 secondary
indicators, based on the ISO/IEC 11179 standard and integrated
with the FAIR principles. While this study focuses on the
analysis of 5 DE repositories, we are confident that the proposed
framework holds broad applicability to a wide range of
repositories in the medical field. First, the 5 repositories included
in this study have good representativeness, and their functions
basically cover small repositories such as samply.MDR and
CoMetaR. Therefore, the dimensions and indicators constructed
by referring to these repositories can better cover general DE
repositories and have more detailed content to be mined. Second,
the ISO/IEC 11179 standard is an internationally used standard
for the construction of DE repositories, and the FAIR principle
is also a widely recognized data management and sharing
guideline. Therefore, the dimensions and indicators constructed
based on these 2 documents also have good applicability.
Finally, in the process of constructing the analysis framework,
we invited experts in data management and standardization to
discuss and suggest the analysis framework. Simultaneously,
the ISO/IEC 11179 standard provides specific definitions for
the concept model of DEs and standardizes related management
activities. Integrating of these 2 components in the analytical
framework serves as the foundation for potential future research
endeavors, allowing for further refinement of relevant standards
and theories related to DE repositories.

Practical Implications
The practical significance of this study lies in its potential to
drive the construction of DE repositories, facilitating a more
robust implementation of the FAIR principles during the
construction and management processes. This, in turn,
contributes to a more substantial role in the data-driven
advancement of medicine. For DE repository administrators,
this study’s findings assist them in understanding the
repository’s strengths and limitations, offering the necessary
information for further improvements to the repository.

In addition, the integrated information on DE repositories from
this research may hold practical implications for individuals
involved in medical informatics research. For clinical research
data managers, this information can assist them in gaining a
better understanding of DE repositories. They can use this
knowledge to make informed choices regarding suitable
repositories and reuse DEs, reducing redundant design work in
the clinical research process. For computer experts developing
medical information systems, this research encompasses
resource organization and management information from
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multiple repositories, along with service design offered by web
apps. This can reference the top-level structure of DE
repositories within their respective institutes.

Conclusions and Limitations
Medical DEs enhance data quality, foster data reuse, and
maximize the value of data in the era of health big data. They
also form the foundational basis for AI-based medical systems.
This study, using a constructed multidimensional analytical
framework, evaluates and analyzes the current state of
construction of typical medical DE repositories. It summarizes
the characteristics of different repositories and provides
recommendations based on identified issues. This study’s
findings can promote the broader application of DE repositories,
ensuring that DEs and repositories better serve clinical and
medical research needs. Furthermore, this research can have
applications in medical knowledge organization, and semantic

representation, thus contributing to the development of AI
technologies in medicine.

This study also has some limitations and areas for future
improvement. First, the study had limited inclusion of databases,
focusing solely on comprehensive, noncommercial DE
repositories, all in the English language. Smaller or
domain-specific repositories may have been overlooked.
Furthermore, the data primarily came from repository websites
and literature, with little attention given to other sources such
as social media accounts. This approach might have missed
some of the latest updates or changes. Therefore, future research
will consider expanding the scope to include more repositories
for analysis, relaxing constraints related to quantity and
language. In addition, efforts will be made to enhance the
generality of the analysis framework and develop a practical
model for DE repositories.
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Abstract

Background: A large language model is a type of artificial intelligence (AI) model that opens up great possibilities for health
care practice, research, and education, although scholars have emphasized the need to proactively address the issue of unvalidated
and inaccurate information regarding its use. One of the best-known large language models is ChatGPT (OpenAI). It is believed
to be of great help to medical research, as it facilitates more efficient data set analysis, code generation, and literature review,
allowing researchers to focus on experimental design as well as drug discovery and development.

Objective: This study aims to explore the potential of ChatGPT as a real-time literature search tool for systematic reviews and
clinical decision support systems, to enhance their efficiency and accuracy in health care settings.

Methods: The search results of a published systematic review by human experts on the treatment of Peyronie disease were
selected as a benchmark, and the literature search formula of the study was applied to ChatGPT and Microsoft Bing AI as a
comparison to human researchers. Peyronie disease typically presents with discomfort, curvature, or deformity of the penis in
association with palpable plaques and erectile dysfunction. To evaluate the quality of individual studies derived from AI answers,
we created a structured rating system based on bibliographic information related to the publications. We classified its answers
into 4 grades if the title existed: A, B, C, and F. No grade was given for a fake title or no answer.

Results: From ChatGPT, 7 (0.5%) out of 1287 identified studies were directly relevant, whereas Bing AI resulted in 19 (40%)
relevant studies out of 48, compared to the human benchmark of 24 studies. In the qualitative evaluation, ChatGPT had 7 grade
A, 18 grade B, 167 grade C, and 211 grade F studies, and Bing AI had 19 grade A and 28 grade C studies.

Conclusions: This is the first study to compare AI and conventional human systematic review methods as a real-time literature
collection tool for evidence-based medicine. The results suggest that the use of ChatGPT as a tool for real-time evidence generation
is not yet accurate and feasible. Therefore, researchers should be cautious about using such AI. The limitations of this study using
the generative pre-trained transformer model are that the search for research topics was not diverse and that it did not prevent the
hallucination of generative AI. However, this study will serve as a standard for future studies by providing an index to verify the
reliability and consistency of generative AI from a user’s point of view. If the reliability and consistency of AI literature search
services are verified, then the use of these technologies will help medical research greatly.

(JMIR Med Inform 2024;12:e51187)   doi:10.2196/51187

KEYWORDS

artificial intelligence; search engine; systematic review; evidence-based medicine; ChatGPT; language model; education; tool;
clinical decision support system; decision support; support; treatment
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Introduction

The global artificial intelligence (AI) health care market size
was estimated to be at US $15.1 billion in 2022 and is expected
to surpass approximately US $187.95 billion by 2030, growing
at an annualized rate of 37% during the forecast period from
2022 to 2030 [1]. In particular, innovative applications of
medical AI are expected to increase in response to medical
demand, which will explode in 2030 [2,3].

A large language model (LLM) is a type of AI model that opens
up great possibilities for health care practice, research, and
education, although scholars have emphasized the need to
proactively address the issue of unvalidated and inaccurate
information regarding its use [4,5]. One of the best-known LLMs
is ChatGPT (OpenAI). It was launched in November 2022.
Similar to other LLMs, ChatGPT is trained on huge text data
sets in numerous languages, allowing it to respond to text input
with humanlike responses [4]. Developed by the San
Francisco–based AI research laboratory OpenAI, ChatGPT is
based on a generative pre-trained transformer (GPT)
architecture. It is considered an advanced form of a chatbot, an
umbrella term for a program that uses a text-based interface to
understand and generate responses. The key difference between
a chatbot and ChatGPT is that a chatbot is usually programmed
with a limited number of responses, whereas ChatGPT can
produce personalized responses according to the conversation
[4,6].

Sallam’s [5] systematic review (SR) sought to identify the
benefits and current concerns regarding ChatGPT. That review
advises that health care research could benefit from ChatGPT,
since it could be used to facilitate more efficient data set
analysis, code generation, and literature reviews, thus allowing
researchers to concentrate on experimental design as well as
drug discovery and development. The author also suggests that
ChatGPT could be used to improve research equity and
versatility in addition to its ability to improve scientific writing.
Health care practice could also benefit from ChatGPT in
multiple ways, including enabling improved health literacy and
delivery of more personalized medical care, improved
documentation, workflow streamlining, and cost savings. Health
care education could also use ChatGPT to provide more
personalized learning with a particular focus on problem-solving
and critical thinking skills [5]. However, the same review also
lays out the current concerns, including copyright issues,
incorrect citations, and increased risk of plagiarism, as well as
inaccurate content, risk of excessive information leading to an
infodemic on a particular topic, and cybersecurity issues [5].

A key question regarding the use of ChatGPT is if it can use
evidence to identify premedical content. Evidence-based
medicine (EBM) provides the highest level of evidence in
medical treatment by integrating clinician experience, patient
value, and best-available scientific information to guide
decision-making on clinical management [7]. The principle of
EBM means that the most appropriate treatment plan for patients
should be devised based on the latest empirical research
evidence. However, the scientific information identified by
ChatGPT is not yet validated in terms of safety or accuracy

according to Sallam [5], who further suggests that neither
doctors nor patients should rely on it at this stage. In contrast,
another study by Zhou et al [8] found that answers provided by
ChatGPT were generally based on the latest verified scientific
evidence, that is, the advice given followed high-quality
treatment protocols and adhered to guidelines from experts.

In medicine, a clinical decision support system (CDSS) uses
real-time evidence to support clinical decision-making. This is
a fundamental tool in EBM, which uses SRs based on a
systematic, scientific search of a particular subject. If ChatGPT
becomes a CDSS, it is fundamental to determine whether it is
capable of performing a systematic search based on real-time
generation of evidence in the medical field. Therefore, this study
will be the first to determine whether ChatGPT can search
papers for an SR. In particular, this study aims to present a
standard for medical research using generative AI search
technology in the future by providing indicators for the
reliability and consistency of generative AI searches from a
user’s perspective.

Methods

Ethical Considerations
As per 45 CFR §46.102(f), the activities performed herein were
considered exempt from institutional review board approval
due to the data being publicly available. Informed consent was
not obtained, since this study used previously published
deidentified information that was available to the general public.
This study used publicly available data from PubMed, Embase,
and Cochrane Library and did not include human participant
research.

Setting the Benchmark
To determine whether ChatGPT, currently the most
representative LLM, is capable of systematic searches, we set
an SR that was performed by human experts as a benchmark
and checked how many studies were finally included in the
benchmark were presented by ChatGPT. We chose Lee et al
[9] as the benchmark for the following reasons. First, Lee et al
[9] performed an SR and meta-analysis about the medical
treatment for Peyronie disease (PD) with human experts. PD
typically presents with discomfort, curvature, or deformity of
the penis in association with palpable plaques and erectile
dysfunction [10]. Second, it was easy to compare the results of
ChatGPT and the benchmark, because we had full information
about the interim process and results of the study. Third, a
sufficient amount of studies has been published about the
medical treatment for PD, but there is still no consensus answer.
So, we expected to assess the sole ability of ChatGPT as a
systematic search tool with sufficient data while avoiding any
possible pretrained bias. Lastly, with the topic of Lee et al [9],
we could build questions that start broad and become more
specific and add some conditions that could test ChatGPT’s
comprehension about scientific research. For example, questions
could not only be built broadly by asking about “medical
treatment for Peyronie’s disease” but also specifically by asking
about “oral therapy for Peyronie’s disease” or “colchicine for
Peyronie’s disease.” Because Lee et al [9] only contained
randomized controlled trials (RCTs), we could add a condition
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to the questions to restrict the study type to RCTs, which could
be useful to assess the comprehension of ChatGPT.

Systematic Search Formula of Benchmark
Lee et al [9] used the following search query in PubMed and
Cochrane Library: (“penile induration”[MeSH Terms] OR
“Peyronie’s disease”[Title/Abstract]) AND “male”[MeSH
Terms] AND “randomized controlled trial”[Publication Type],
and the following query in Embase: (‘Peyronie disease’/exp

OR ’Peyronie’s diseas’:ab,ti) AND ’male’/exp AND ’randomized
controlled trial’/de. After the systematic search, a total of 217
records were identified. Studies were excluded for the following
reasons: not RCTs, not perfectly fit to the topic, not enough
sample size or outcome, and not written in English. Finally, 24
RCTs were included in the SR, with only 1 RCT published in
2022 (Figure 1) [9]. The characteristics of all studies included
in Lee et al [9] are summarized in Section S1 in Multimedia
Appendix 1.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart for Lee et al [9]. RCT: randomized controlled
trial.

Methodology of Systematic Search for ChatGPT
Based on the search formula used in Lee et al [9], a simple
mandatory prompt in the form of a question was created, starting

with comprehensive questions and gradually asking more
specific questions (Textbox 1). For example, questions could
be built as “Could you show RCTs of colchicine for Peyronie’s
disease in PubMed?” with the treatment and database changed
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under the same format. In addition to mandatory questions, we
added questions about treatment additionally provided by
ChatGPT during the conversation. Considering the possibility
that ChatGPT might respond differently depending on the
interaction, we arranged questions into 2 logical flows, focusing
on database and treatment, respectively (Figure 2 and Figure
S1 in Multimedia Appendix 1). We asked about search results
from 4 databases: PubMed [11], Google (Google Scholar) [12],
Cochrane Library [13], and ClinicalTrials.gov [14]. PubMed is
a leading biomedical database offering access to peer-reviewed
articles. Google Scholar provides a wide-ranging index of
scholarly literature, including medical studies. Cochrane Library
specializes in high-quality evidence through SRs and clinical

trials. ClinicalTrials.gov, managed by the National Library of
Medicine, serves as a comprehensive repository for clinical
study information globally. These databases collectively serve
researchers by providing access to diverse and credible sources,
facilitating literature reviews and evidence synthesis, and
informing EBM in the medical field. They play crucial roles in
advancing medical knowledge, supporting informed
decision-making, and ultimately improving patient care
outcomes [11-14]. These 4 databases were easy to access and
contained most of the accessible studies. Each question was
repeated at least twice. We extracted the answers and evaluated
the quality of information based on the title, author, journal,
and publication year (Sections S2-S5 Multimedia Appendix 1).

Textbox 1. Mandatory question prompts.

Basic format of questions

• “Could you show RCTs of (A) for Peyronie’s disease in (B)?”

(A) Treatment category and specific treatment

• Oral therapy

• Vitamin E, colchicine, L-carnitine, potassium aminobenzoate, tamoxifen, pentoxifylline, tadalafil, L-arginine, and sildenafil

• Intralesional therapy

• Verapamil, interferon-a2B, collagenase Clostridium histolyticum, transdermal electromotive administration, hyaluronidase, triamcinolone,
mitomycin C, super-oxide dismutase, and 5-fluorouracil

• Mechanical therapy

• Extracorporeal shockwave therapy, iontophoresis, traction therapy, vacuum, penile massage, and exercise shockwave therapy

• Topical therapy

• 5-Alpha-reductase inhibitors, superficial heat, diclofenac gel, collagenase Clostridium histolyticum gel, verapamil gel, potassium aminobenzoate
gel, and propionyl-L-carnitine gel

(B) Database

• PubMed

• Google (Google Scholar)

• Cochrane Library

• ClinicalTrials.gov
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Figure 2. Logical flow and results focusing on database for ChatGPT. RCT: randomized controlled trial.

We used the GPT-3.5 version of ChatGPT, which was pretrained
with data before 2021, for the systematic search and evaluated
how many RCTs that were included in Lee et al [9] were present
in the search results from ChatGPT. To assess the reliability of
ChatGPT’s answers, we also evaluated whether the studies
presented actually existed. ChatGPT’s response style and the
amount of information might vary from answer to answer. Thus,
we evaluated the accuracy of the responses by prioritizing a
match by (1) title; (2) author, journal, and publication year; and
(3) other items.

To obtain higher-quality responses, it is important to structure
the prompts using refined language that is well understood by
the LLM [15-17]. In this study, we performed the following
fine-tuning to clearly convey the most important content or

information. We first defined roles and provided context and
input data before asking complete questions to get responses,
and we used specific and varied examples to help the model
narrow its focus and produce more accurate results [18,19].
During the prompt engineering, the treatment category, specific
treatment, and target databases were structured in order, and
the order was changed in the detailed elements to induce
consistent answers. Details of this are presented in Multimedia
Appendix 1.

Quality Assessment of Answers
To evaluate the quality of individual studies derived from AI
answers, we created a structured rating system based on
bibliographic information related to the publications (Table 1).
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We classified its answers into 4 grades if the title existed: A, B, C, and F. No grade was given for a fake title or no answer.

Table . Grade table based on bibliographic information.

Definition
of grade

Accessory informationEssential informationPICOSaTitle actu-
ally exists

Grade

PMIDDOIPage num-
ber

Issue
number

Publica-
tion year

JournalAuthorTitle

All biblio-
graphic in-
formation
matched

✓✓✓✓✓✓✓✓✓bYesA

PICOS
and essen-
tial infor-
mation
matched,
but not ac-
cessory in-
formation

Any XAny XAny XAny Xc✓✓✓✓✓YesB

Essential
informa-
tion
matched,
but not PI-
COS

N/AN/AN/AN/Ae✓✓✓✓XdYesC

Title
matched,
but not
other es-
sential in-
formation

N/AN/AN/AN/AAny XAny XAny X✓N/AYesF

aPICOS: population, intervention, comparison, outcome, and study design (research questions).
bMatched.
cAny mismatch in essential information or accessory information.
dMismatch.
eN/A: not assessed.

A grade of “A” was given to an answer that was appropriate for
the question and perfectly consistent with the actual study. For
example, for the question “Could you show all RCTs of medical
treatment for Peyronie’s disease in Google?” ChatGPT answered
“Gelbard MK, James K, Riach P, Dorey F. Collagenase versus
placebo in the treatment of Peyronie’s disease: a double-blind
study. J Urol. 1993; 149(1):56-58.” This answer was perfectly
consistent with actual study because the authors, title, journal,
publication year, issue number, and even page number matched,
and it was appropriate because it was an RCT, was about
medical treatment for PD, and could be found in Google.

A grade of “B” was given to an answer that was appropriate for
the question and the title, author, journal, and publication year
matched with the actual study. For example, for the question
“Could you show RCTs of Intralesional therapy for Peyronie’s
disease in Cochrane Library?” ChatGPT answered “Gelbard
MK, James K, Riach P, Dorey F. Collagenase versus placebo
in the treatment of Peyronie’s disease: a double-blind study. J
U r o l .  1 9 9 3  F e b ;  1 4 9 ( 2 ) : 5 6 - 8 .  d o i :
10.1016/s0022-5347(17)36148-1. PMID: 8426418.” This answer
was appropriate because it was an RCT, was about intralesional
therapy for PD, and could be found in Cochrane Library.

However, this answer was consistent with the title, authors,
journal, and publication year of actual study but inconsistent
with the accessory information for publication month, issue
number, page number, DOI, and PMID. So, it was able to
specify the presented study with essential information, but the
accessory information was not consistent with the actual study.

A grade of “C” was given to an answer that was inappropriate
for the question but the title, author, journal, and publication
year matched with the actual study. For example, for the
question “Could you show RCTs of Pentoxifylline for
Peyronie’s disease in PubMed?” ChatGPT answered “Gelbard
MK, James K, Riach P, Dorey F. Collagenase versus placebo
in the treatment of Peyronie’s disease: a double-blind study. J
Urol. 1993; 149(1):56-8. doi: 10.1016/s0022-5347(17)36091-7.
PMID: 8417228.” This answer was consistent with the title,
authors, journal, and publication year of the actual study, but it
was inappropriate because it was not about the use of
pentoxifylline for PD.

A grade of “F” was given to an answer that was inconsistent
with the author, journal, or publication year of the actual study
that matched the title, making it impossible to be specified.
Thus, it was considered as a fake study that was generated. For
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example, for the question “Could you show RCTs of collagenase
Clostridium histolyticum for Peyronie’s disease in PubMed?”
ChatGPT answered “Gelbard MK, James K, Riach P, Dorey
FJ, & Collagenase Study Group. (2012). Collagenase versus
placebo in the treatment of Peyronie’s disease: a double-blind
study. The Journal of urology, 187(3), 948-953.” This answer
was consistent with the title of the actual study but inconsistent
with the authors, publication year, and so on.

Searching Strategy for Bing AI
To compare with ChatGPT, we performed the same process
with Bing AI [20], also known as “New Bing,” an AI chatbot
developed by Microsoft and released in 2023. Since Bing AI
functions based on the huge AI model “Prometheus” that
includes OpenAI’s GPT-4 with web searching capabilities, it
is expected to give more accurate answers than the GPT-3.5
version of ChatGPT. We performed the conversation with the
“Precise” tone. Because Bing AI limited the number of questions
per session to 20, we did not arrange questions into 2 logical
flows (Section S6 in Multimedia Appendix 1). We compared
the number of studies included in the benchmark [9] and
provided by Bing AI. We also evaluated the reliability of
answers with the same method described above or using links

of websites presented by Bing AI (Figure S2 and Section S7 in
Multimedia Appendix 1).

Results

Systematic Search Results via ChatGPT
A total of 639 questions were entered into ChatGPT, and 1287
studies were obtained (Table 2). The systematic search via
ChatGPT was performed from April 17 to May 6, 2023. At the
beginning of the conversation, we gave ChatGPT the role of a
researcher conducting a systematic search who intended to
perform a meta-analysis for more appropriate answers. At first,
we tried to build question format by using the word “find,” such
as “Could you find RCTs of medical treatment for Peyronie’s
disease?” However, ChatGPT did not present studies and only
suggested how to find RCTs in a database, such as PubMed.
Therefore, we changed the word “find” to “show,” and ChatGPT
presented lists of RCTs. For comprehensive questions, ChatGPT
did not give an answer, saying that it did not have the capability
to show a list of RCTs as an AI language model. However,
when questions were gradually specified, it created answers
(Sections S2 and S4 in Multimedia Appendix 1).
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Table . Quality assessment of answers from ChatGPT and Bing AIa.

Studies, nGrade, nSearcher, setting, and question level

FCBA

ChatGPT

Database setting

565301Comprehensive
question

12418811Category-specif-
ic question

545876774Treatment-specif-
ic question

7251107886Total

Treatment setting

271000Comprehensive
question

618400Category-specif-
ic question

4749285101Treatment-specif-
ic question

56210189101Total

1287211167187Total

Bing AI

10100Comprehensive question

70700Category-specific question

40020019Treatment-specific question

48028019Total

2400024Humanb

aAI: artificial intelligence.
bFrom Lee et al [9].

Of the 1287 studies provided by ChatGPT, only 7 (0.5%) studies
were perfectly eligible and 18 (1.4%) studies could be
considered suitable under the assumption that they were real
studies if only the title, author, journal, and publication year
matched (Table 2). Among these, only 1 study was perfectly
consistent with studies finally included in Lee et al [9], and 4
studies were matched under the assumption (Sections S1, S3,
and S5 in Multimedia Appendix 1).

Specifically, systematic search via ChatGPT was performed in
2 logical flow schemes, database setting and treatment setting
(Figure 2 and Figure S1 in Multimedia Appendix 1). With the
logical flow by database setting, among the 725 obtained studies,
6 (0.8%) and 8 (1.1%) studies were classified as grade A and
grade B, respectively (Table 1). Of these, 1 grade A study and
1 grade B study were included in Lee et al [5]. With the logical
flow by treatment setting, among the 562 obtained studies, 1
(0.2%) study was classified as grade A and 10 (1.8%) studies
were classified as grade B. Of these, 3 grade B studies were
included in the benchmark [9] (Table 2).

It was common for answers to be changed. There were many
cases where answers contradicted themselves. In addition, there

were cases where the answer was “no capability” or “no RCT
found” at first, but when another question was asked and the
previous question was asked again, an answer was given.
ChatGPT showed a tendency to create articles by rotating some
format and words. Titles presented were so plausible that it was
almost impossible to identify fake articles until an actual search
was conducted. The presented authors were also real people.
Titles often contained highly specific numbers, devices, or brand
names that were real. There were some cases where it was
possible to infer which articles ChatGPT mimicked in the fake
answers (Sections S3 and S5 in Multimedia Appendix 1).
Considering these characteristics, when generating sentences,
ChatGPT seemed to list words with a high probability of
appearing among pretrained data rather than presenting accurate
facts or understanding questions.

In conclusion, of the 1287 studies presented by ChatGPT, only
1 (0.08%) RCT matched the 24 RCTs of the benchmark [9].

Systematic Search Results via Bing AI
For Bing AI, a total of 223 questions were asked and 48 studies
were presented. Among the 48 obtained studies, 19 (40%)
studies were classified as grade A. There were no grade B
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studies (Table 2). Because Bing AI always gave references with
links to the websites, all studies presented by Bing AI existed.
However, it also provided wrong answers about the study type,
especially as it listed reviews as RCTs. Of the 28 studies with
grade C, 27 (96%) were not RCTs and 1 (4%) was about a
different treatment. Only 1 study had no grade because of a fake
title; it presented a study registered in PubMed while pretending
that it was the result of a search in ClinicalTrials.gov. However,
the study was not in ClinicalTrials.gov (Section S7 in
Multimedia Appendix 1).

Bing AI had more accurate answers than ChatGPT since it
provides actual website references. However, it also showed a
tendency to give more answers to more specific questions,
similar to ChatGPT. For example, with a comprehensive
question, Bing AI said “I am not able to access or search specific
databases.” However, with more specific questions, it found
studies or answered “I couldn’t find any RCTs’without mention
about accessibility.” In most cases, Bing AI either failed to find
studies or listed too few studies to be used as a systematic
searching tool.

In conclusion, of the 48 studies presented by Bing AI, 2 (4%)
RCTs matched the 24 RCTs of the benchmark [9].

Discussion

Principal Findings
This paper’s researchers sought to determine whether ChatGPT
could conduct a real-time systematic search for EBM. For the
first time, researchers compared the performance of ChatGPT
with classic systematic searching as well as the Microsoft Bing
AI search engine. Although Zhou et al [8] suggested that
ChatGPT answered qualitative questions based on recent
evidence, this study found that ChatGPT’s results were not
based on a systematic search (which is the basis for an SR),
meaning that they could not be used for real-time CDSS in their
current state.

With recent controversy regarding the risks and benefits of
advanced AI technologies [21-24], ChatGPT has received mixed
responses from the scientific community and academia.
Although many scholars agree that ChatGPT can increase the
efficiency and accuracy of the output in writing and
conversational tasks [25], others suggest that the data sets used
in ChatGPT’s training might lead to possible bias, which not
only limits its capabilities but also leads to the phenomenon of
hallucination—apparently scientifically plausible yet factually
inaccurate information [24]. Caution around the use of LLMs
should also bear in mind security concerns, including the
potential of cyberattacks that deliberately spread misinformation
[25].

When applying the plug-in method in this study, especially
when using PubMed Research [26], the process worked
smoothly and there was not a single case of hallucination of
fake research (by providing information along with a link),
regardless of the designation of a specific database engine.
Among the responses, 21 RCTs were included in the final SR,
and out of a total of 24, all RCTs except 3 were provided. This
is a very encouraging result. However, there is no plug-in that

allows access to other databases yet, and if the conversation is
long, the response speed is very slow. Furthermore, although it
is a paid service, it only provides a total of 100 papers, so if
more than 100 RCTs are searched, the user must manually
search all papers. Ultimately, it is not intended for conducting
an efficient and systematic search, as additional time and effort
are required. If a more efficient plug-in is developed, this could
play a promising part in systematic searches.

Although Sallam’s [5] SR suggests that academic and scientific
writing as well as health care practice, research, and education
could benefit from the use of ChatGPT, this study found that
ChatGPT could not search scientific articles properly, with a
0.08% (1/1287) of probability of the desired paper being
presented. In the case of Bing AI using GPT-4, this study
showed that Bing AI could search scientific articles with a much
higher accuracy than ChatGPT. However, the probability was
only 4% (2/48). It was still an insufficient probability for
performing systematic research. Moreover, fake answers
generated by ChatGPT, known as hallucinations, caused
researchers to spend extra time and effort by checking the
accuracy of the answers. A typical problem with generative AI
is that it creates hallucinations. However, this is difficult to
completely remove due to the principle of generative AI.
Therefore, if it cannot be prevented from the pretraining of the
model, efforts to increase reliability and consistency in the use
of generative AI in medical care by checking the accuracy from
the user’s point of view are required, as shown in this study.
Unlike ChatGPT, Bing AI did not generate fake studies.
However, the total number of studies presented was too small.
Very few studies have focused on the scientific searching
accuracy of ChatGPT. Although this paper found many articles
about the use of ChatGPT in the medical field, the majority
concerned the role of ChatGPT as an author. Although the latter
might accelerate writing efficiency, it also confirms the
previously mentioned issues of transparency and plagiarism.

Wang et al [27] have recently investigated whether ChatGPT
could be used to generate effective Boolean queries for an SR
literature search. The authors suggest that ChatGPT should be
considered a “valuable tool” for researchers conducting SRs,
especially for time-constrained rapid reviews where trading off
higher precision for lower recall is generally acceptable. They
cite its ability to follow complex instructions and generate
high-precision queries. Nonetheless, it should be noted that
building a Boolean query is not a complex process. However,
selecting the most appropriate articles for an SR is critical,
which might be a more useful subject to examine in relation to
the use of ChatGPT. Moreover, although Aydın and Karaarslan
[28] have indicated that ChatGPT shows promise in generating
a literature review, the iThenticate plagiarism tool found
significant matches in paraphrased elements.

In scientific research, the most time-consuming and challenging
task can be the process of filtering out unnecessary papers on
the one hand and identifying those that are needed on the other
hand. This difficult yet critical task can be daunting. It
discourages many researchers from participating in scientific
research. If AI could replace this process, it will be easier to
collect and analyze data from the selected papers. Recently,
commercial literature search services using generative AI models
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have emerged. Representative examples include Covidence
[29], Consensus [30], and Elicit [31]. The technical details of
these commercial AI literature search services are unknown,
but they are based on LLMs using GPT. Therefore, these search
services are not only insufficient to verify hallucinations but
also lack information in the search target databases. Even if
there may be mistakes, the researcher should aim for
completeness, and unverified methods should be avoided.
Although this study did not use a commercial literature search
service, it manually searched the target databases one by one.
If the reliability and consistency of AI literature search services
are verified, the use of these technologies will help medical
research greatly

This study suggests that ChatGPT still has limitations in
academic search, despite the recent assertion from Zhou et al
[8] about its potential in searching for academic evidence.
Moreover, although ChatGPT can search and identify guidance
in open-access guidelines, its results are brief and fragmentary,
often with just 1 or 2 sentences that lack relevant details about
the guidelines.

Arguably, more concern should be placed on the potential use
of ChatGPT in a CDSS than its role in education or writing draft
papers. On the one hand, if AI such as ChatGPT is used within
a patient-physician relationship, this is unlikely to affect liability
since the advice is filtered through professionals’ judgment and
inaccurate advice generated by AI is no different from erroneous
or harmful information disseminated by a professional.
However, ChatGPT lacks sufficient accuracy and speed to be
used in this manner. On the other hand, ChatGPT could also be
used to give direct-to-consumer advice, which is largely
unregulated since asking AI directly for medical advice or
emotional support acts outside the established patient-physician
relationship [32]. Since there is a risk of patient knowing
inaccurate information, the medical establishment should seek
to educate patients and guardians about the risk of inaccurate
information in this regard.

Academic interest in ChatGPT to date has mainly focused on
potential benefits including research efficiency and education,
drawbacks related to ethical issues such as plagiarism and the
risk of bias, as well as security issues including data privacy.
However, in terms of providing medical information and acting

as a CDSS, the use of ChatGPT is currently less certain because
its academic search capability is potentially inaccurate, which
is a fundamental issue that must be addressed.

The limitation of this study is that it did not address various
research topics, because only 1 research topic was searched
when collecting target literature. In addition, due to the time
difference between the start of the study and the review and
evaluation period, the latest technology could not be fully
applied because it could become an outdated technology in a
field of study where technology advances rapidly, such as
generative AI. For example, there have already been significant
technological advances since new AI models such as ChatGPT
Turbo (4.0) were released between the time we started this study
and the current revised time point.

This paper thus suggests that the use of AI as a tool for
generating real-time evidence for a CDSS is a dream that has
not yet become a reality. The starting point of evidence
generation is a systematic search and ChatGPT is unsuccessful
even for this initial purpose. Furthermore, its potential use in
providing advice directly to patients in a direct-to-consumer
form is concerning, since ChatGPT could provide inaccurate
medical information that is not evidence based and can result
in harm. For the proper use of generative AI in medical care in
the future, it is suggested that a feedback model that evaluates
accuracy according to experts’perspective, as done in this study,
and then reflects it back into an LLM is necessary.

Conclusion
This is the first study to compare AI and conventional human
SR methods as a real-time literature collection tool for EBM.
The results suggest that the use of ChatGPT as a tool for
real-time evidence generation is not yet accurate and feasible.
Therefore, researchers should be cautious about using such AI.
The limitations of this study using the GPT model are that the
search for research topics was not diverse and that it did not
prevent the hallucinations of generative AI. However, this study
will serve as a standard for future studies by providing an index
to verify the reliability and consistency of generative AI from
a user’s point of view. If the reliability and consistency of AI
literature search services are verified, the use of these
technologies will help medical research greatly.
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Multimedia Appendix 1
Additional logical flow diagrams, characteristics of studies included in Lee et al [9], ChatGPT and Microsoft Bing transcripts,
and grade classification for answers.
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Abstract

Background: The National Disaster Management Agency (Badan Nasional Penanggulangan Bencana) handles disaster
management in Indonesia as a health cluster by collecting, storing, and reporting information on the state of survivors and their
health from various sources during disasters. Data were collected on paper and transferred to Microsoft Excel spreadsheets. These
activities are challenging because there are no standards for data collection. The World Health Organization (WHO) introduced
a standard for health data collection during disasters for emergency medical teams (EMTs) in the form of a minimum dataset
(MDS). Meanwhile, the Ministry of Health of Indonesia launched the SATUSEHAT platform to integrate all electronic medical
records in Indonesia based on Fast Healthcare Interoperability Resources (FHIR).

Objective: This study aims to implement the WHO EMT MDS to create a disaster profile for the SATUSEHAT platform using
FHIR.

Methods: We extracted variables from 2 EMT MDS medical records—the WHO and Association of Southeast Asian Nations
(ASEAN) versions—and the daily reporting form. We then performed a mapping process to match these variables with the FHIR
resources and analyzed the gaps between the variables and base resources. Next, we conducted profiling to see if there were any
changes in the selected resources and created extensions to fill the gap using the Forge application. Subsequently, the profile was
implemented using an open-source FHIR server.

Results: The total numbers of variables extracted from the WHO EMT MDS, ASEAN EMT MDS, and daily reporting forms
were 30, 32, and 46, with the percentage of variables matching FHIR resources being 100% (30/30), 97% (31/32), and 85%
(39/46), respectively. From the 40 resources available in the FHIR ID core, we used 10, 14, and 9 for the WHO EMT MDS,
ASEAN EMT MDS, and daily reporting form, respectively. Based on the gap analysis, we found 4 variables in the daily reporting
form that were not covered by the resources. Thus, we created extensions to address this gap.

Conclusions: We successfully created a disaster profile that can be used as a disaster case for the SATUSEHAT platform. This
profile may standardize health data collection during disasters.

(JMIR Med Inform 2024;12:e59651)   doi:10.2196/59651

KEYWORDS

WHO EMT MDS; FHIR; SATUSEHAT; disaster; implementation; development; validation; emergency medical team; disaster
management; Indonesia; Fast Healthcare Interoperability Resources; resources; interoperability; electronic medical records; EMR;
reporting; disaster profile; health data; health data collection; World Health Organization; EMT; WHO; MDS; minimum dataset

Introduction

In Indonesia, disaster management is conducted by the National
Disaster Management Agency (Badan Nasional
Penanggulangan Bencana) [1]. Specifically, health issues during
disasters are mandated to health clusters, whose members consist
of regional health services, rapid health assessment teams, and
emergency medical teams (EMTs) from various institutions.
The health cluster collects, records, and reports information on

survivors and their health conditions during a disaster [2].
According to the World Health Organization (WHO), collecting
patient data requires the use of a nationally accepted reporting
form or an approved dataset that is reported periodically. This
report must include copies for the patient [3]. The current
standard form available in Indonesia is the Rapid Health
Assessment Form established by the Ministry of Health (MoH).
This form summarized only the number of survivors and their
general situation [2]. Meanwhile, the EMTs from various
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institutions recorded the survivors’ health status using their
forms [4]. This information was collected by Badan Nasional
Penanggulangan Bencana during daily reporting meetings and
transferred to Microsoft Excel spreadsheets [5]. This activity is
time-consuming and often inaccurate [6]. Additionally, the lack
of coordination due to the decreased number of officers affected
by the disaster may have impacted data collection and
information exchange [7]. Consequently, this affects the
handling of survivors at disaster locations and directs them to
nearby health facilities.

Several institutions have tried to develop applications to record
medical data [8], construct a documentation form [9-11], and
create the minimum dataset (MDS) needed during disasters
[11,12]. However, none of these are available for general use.
To address this problem, the WHO introduced an MDS for
EMTs in 2017 for use during disaster events [12]. This form
has been tested and used to assess several disasters worldwide
[13]. In Southeast Asian countries, the EMT MDS was
introduced through the Project for Strengthening the Association
of Southeast Asian Nations (ASEAN) Regional Capacity on
Disaster Health Management (ARCH Project) [14]. The ARCH
Project aimed to strengthen disaster management for ASEAN
members through collaboration with the Japan International
Cooperation Agency. One of the main goals is to use the WHO
EMT MDS standards in the ASEAN region.

Indonesia’s MoH launched the SATUSEHAT platform based
on Fast Healthcare Interoperability Resources (FHIR) [15]. This
action aims to integrate and perform interoperability among
health care facilities. Thus, the government has targeted all
health care facilities to have electronic medical records by the
end of 2023 and be interoperable using this platform [16].

FHIR is a standard for exchanging health care information
through health information systems developed by the health
care standards organization Health Level Seven International
[17]. FHIR uses a representational state-transfer (REST)
application programming interface (API), a common web service
architecture that aims to make it easier for health care systems
to share and access data, eventually improving the
interoperability of health care information. The main features
of FHIR are modularity, standardized resources, and
interoperability, thus making it easy to work with specific data
elements such as patient demographics, health conditions, and
medications with different health care systems.

With this momentum, we conducted this research to map the
WHO EMT MDS form to FHIR so that it can be integrated into
the SATUSEHAT platform. This will help survivors of disasters
to record, report, and refer to systems.

Methods

Extract Variables From the Medical Records
The EMT MDS consists of several forms that must be filled out
during disasters. The set includes a medical records form
combined with a tick-box section and the daily reporting form,
both of which are sent to the EMT Coordination Cell (EMTCC).
In the medical records section and tick-box form, EMT officers
fill in patient data such as identity, medical history, vital signs,
physical examination, and therapy management, which must
be signed by a doctor. In this study, the tick box only helps to
highlight the patient’s condition, which is divided into age, sex,
health events, procedures and outcomes, and context, without
the patient’s identity to maintain anonymity. Afterward, the
form will be collected by the EMTCC to aggregate the data into
the daily reporting form. The daily reporting form is part of the
EMT MDS designed by the WHO to be used in the EMTCC
office. The daily reporting form itself has already been tested
during disasters in some countries [13,18,19]. It contains basic
information regarding the team, the location to which the team
was assigned, daily summaries of the facility, accumulation of
data from the tick boxes as MDS statistics, and information
regarding crucial needs and risks [20].

This study extracted data elements from the medical records
form and daily reporting form. We obtained 2 variations of
medical records from the WHO EMT MDS and the ASEAN
EMT MDS, which are adaptations for ASEAN countries
developed by the ARCH Project. These forms are illustrated in
Figure 1.

We chose this medical record form for Indonesia since the
Indonesian government, as a member of ASEAN states, has
already been trained to use the EMT MDS during regional
collaboration drills on the ARCH Project [21,22]. This project
aims to strengthen disaster health management in ASEAN
countries and meet the WHO EMT MDS as a standard
operational procedure [23]. Thus, digitizing this set will be an
appropriate choice.
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Figure 1. Form of medical records taken from the (A) WHO EMT MDS, (B) ASEAN EMT MDS, and (C) daily reporting form. ASEAN: Association
of Southeast Asian Nations; EMT: emergency medical team; MDS: minimum dataset; WHO: World Health Organization.

Mapping and Gap Analysis
Next, we manually mapped these data elements onto the base
resources. Based on the results, we conducted a gap analysis
between the data elements and FHIR resources. We divided the
EMT MDS elements into the medical record and daily reporting
form, including the tick-box section. Next, we examined whether
each data element and the FHIR base resources matched.

Profiling and Validation
Profiling is the process of defining the profile created by setting
the cardinality and creating an extension to the data elements
that have definitions in the resource base. We used the Forge
application since it is a common tool used in profiling research

[24,25]. Next, we validated the profiles using the
SIMPLIFIER.NET website [26].

Implementation
We implemented the profiles in the HAPI framework using an
open-source FHIR server [27]. We used the Insomnia
application, an open-source application that performs the API
testing and development process, to perform the POST request
to the server with body content using JSON [28].

Ethical Considerations
Since our research did not involve human subjects and no actual
patient data were included in this study, ethics approval was
not required.
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Results

Mapping
We created a list and group of variables extracted from the
WHO and ASEAN EMT MDS medical records. The data were
divided into 2 categories: medical and daily reporting forms.
Subsequently, the base FHIR was mapped. The list of variables
and mapping process results from the WHO EMT MDS and
ASEAN EMT MDS medical records forms are shown in Table

1. Meanwhile, Table 2 shows the variables in the daily reporting
form mapped to the FHIR resources.

From the 40 resources available in the FHIR ID core, we
selected 10, 14, and 9 resources for the WHO EMT MDS,
ASEAN EMT MDS, and daily reporting form, respectively, as
displayed in Table 3. The total numbers of variables from the
WHO EMT MDS medical record form, the ASEAN EMT MDS
medical record form, and the daily reporting form with variables
that matched the FHIR resources are listed in Table 4.
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Table . Mapping results for the medical forms.

FHIRe resourcesASEANd EMT MDSWHOa EMTb MDScVariable

Organization✓gN/AfTeam name

Location✓N/ASite

Encounter✓✓Date

Patient✓✓ID

Patient✓✓Name

N/A╳hN/AAge

PatientN/A✓Nickname

Patient✓✓Present address

Observation✓N/ATriage category

Observation✓N/AHazards (if any)

Observation✓✓Breastfeeding

ObservationN/A✓Arm circumference (<5 y)

Immunization✓✓Vaccination

AllergyIntolerance✓✓Allergy

Condition✓✓Past history

MedicationStatement✓✓Medication

Observation✓✓Chief complaints

Condition✓N/AOnset

Observation✓N/ATrauma

Vital signs

Observation✓✓BTi

Observation✓✓PRj

Observation✓✓BPk

Observation✓✓RRl

Observation✓N/AO2 satm

Observation✓N/AGCSn

Observation✓N/APain score

ObservationN/A✓Weight

ObservationN/A✓Height

Encounter and ConditionN/A✓History of present illness

Observation✓✓Physical examination

Condition✓✓Diagnosis

Observation, Procedure, and
ImagingStudy

✓N/AInvestigation

Medication and Medication-
Request

✓✓Drug name or dose (management in ASEAN MDS)

Procedure✓N/AProcedure

Staff signature

Practitioner✓✓Reception

PractitionerN/A✓Doctor

PractitionerN/A✓MDS
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FHIRe resourcesASEANd EMT MDSWHOa EMTb MDScVariable

PractitionerN/A✓Nurse

PractitionerN/A✓Drug

PractitionerN/A✓Examination

Practitioner✓✓Data input

Observation✓✓Memo

aWHO: World Health Organization.
bEMT: emergency medical team.
cMDS: minimum dataset.
dASEAN: Association of Southeast Asian Nations.
eFHIR: Fast Healthcare Interoperability Resources.
fN/A: not applicable.
g✓: match.
h╳: not a match.
iBT: body temperature.
jPR: pulse rate.
kBP: blood pressure.
lRR: respiratory rate.
mO2 sat: oxygen saturation.
nGCS: Glasgow Coma Scale.
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Table . Mapping results in the daily reporting form with tick boxes.

FHIRa resourcesMatch or not a matchVariables

MDSb statistics

N/Ad╳cAge

Patient, Observation✓eSex

Condition✓Health events

Procedure and Outcome

Procedure✓Procedure

Condition, Observation, and Ser-
viceRequest

✓Outcome

Context

N/A╳Relation

Condition✓Protection

Daily reporting form

Team information

Organization✓Organization name

Organization✓Team name

Organization✓Type 1 mobile

Organization✓Type 1 fixed

Organization✓Type 2

Organization✓Type 3

Organization✓Specialized cell

Organization✓Contact person(s) name(s)

Organization✓Phone number

Organization✓Email

N/A╳Estimated date departure

Location✓Date of activity

Encounter✓Time of reporting

Location

N/A╳State

N/A╳City

N/A╳Village

Location✓Facility name

Location✓Geo-tag (latitude)

Location✓Geo-tag (longitude)

Daily summary

Encounter✓Total number of new consultation

Encounter✓New admission

Patient and Encounter✓Live birth

Location✓Total bed capacity

Location✓Empty inpatient bed (non-ICUf)

Location✓Empty ICU

Needs and Risks
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FHIRa resourcesMatch or not a matchVariables

Immediate report

Communication✓Unexpected death

Communication✓Notifiable disease

Communication✓Protection issues #

Communication✓Critical incident to EMTg and/or
community

Communication✓Any other issue requiring immediate
reporting

Community risks

Communication✓WASHh

Communication✓Community or suspected over infec-
tious disease

Communication✓Environmental risk or exposure

Communication✓Shelter or nonfood items

Communication✓Food insecurity

Operational constrains

Communication✓Logistics or operational support

Communication✓Supply

Communication✓Human resources

Communication✓Finance

Communication✓Others

aFHIR: Fast Healthcare Interoperability Resources.
bMDS: minimum dataset.
c╳: not a match.
dN/A: not applicable.
e✓: match.
fICU: intensive care unit.
gEMT: emergency medical team.
hWASH: water, sanitation and hygiene.
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Table . FHIRa usability.

Daily reporting formASEANe EMT MDSWHOb EMTc MDSdFHIR resources

✓✓gN/AfOrganization

✓✓N/ALocation

✓✓✓Encounter

✓✓✓Patient

✓✓✓Observation

N/A✓✓Immunization

N/A✓✓AllergyIntolerance

✓✓✓Condition

N/A✓✓MedicationStatement

N/A✓✓MedicationRequest

✓✓N/AProcedure

✓✓✓ServiceRequest

N/A✓✓Practitioner

N/A✓N/AImagingStudy

✓N/AN/ACommunication

91410Total, n

aFHIR: Fast Healthcare Interoperability Resources.
bWHO: World Health Organization.
cEMT: emergency medical team.
dMDS: minimum dataset.
eASEAN: Association of Southeast Asian Nations.
fN/A: not applicable.
g✓: use.

Table . Calculation of EMTa MDSb variables mapped to FHIRc resources.

Matching variables, n (%)Variables, nForm

30 (100)30WHOd EMT MDS

31 (97)32ASEANe EMT MDS

39 (85)46Daily reporting form

aEMT: emergency medical team.
bMDS: minimum dataset.
cFHIR: Fast Healthcare Interoperability Resources.
dWHO: World Health Organization.
eASEAN: Association of Southeast Asian Nations.

Gap Analysis
From the gap analysis, we found several data elements that did
not match the FHIR resources. Most data came from the daily
reporting form. The list is presented in Table 5 . We created
extensions for the age, relationship, and estimated date departure
elements for this problem. Age did not contain a data element
in the FHIR resources. Because age is related to patients, we
created an extension of the patient resource to define it. The
JSON file is shown in Figure 2.

Relation status is defined as whether the patient’s condition is
related to a disaster event. Thus, an extension of the condition
resource is deemed appropriate to explain this condition. By
definition, the estimated date of departure is when the team ends
its service at specific locations. This allows the EMTCC to plan
another EMT if necessary. Because this definition differs from
the operational service hours in which the data element is
available in the Location resource, we added an extension under
the Organization resource to define the end period of the EMT
service.
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Sex in medical records uses a different value set from FHIR,
divided into 3 groups: male, pregnant female, and nonpregnant
female. Although sex is only divided into 2 groups, it adds
pregnancy status to the female criteria. Since the pregnancy

status already has a code in Logical Observation Identifiers
Names and Codes (LOINC; “pregnancy status reported,” code
11449‐6), we bundled the Patient and Observation resources
for this variable.

Table . Gap analysis results.

Possible FHIRa resourcesRemarksFormTypeData elements

PatientNo exact definition in the
data element of FHIR

ASEANb EMTc MDSd and
daily reporting form

StringAge

LocationThe data element available
in ID core extension

Daily reporting formCodeState

LocationThe data element available
in ID core extension

Daily reporting formCodeCity

LocationThe data element available
in ID core extension

Daily reporting formCodeVillage

Patient and ObservationThe definition implicate in
2 resources

Daily reporting formCodeGender

ConditionNo exact definition in the
data element of FHIR

Daily reporting formCodeRelation

OrganizationNo exact definition in the
data element of FHIR

Daily reporting formDateEstimated date departure

aFHIR: Fast Healthcare Interoperability Resources.
bASEAN: Association of Southeast Asian Nations.
cEMT: emergency medical team.
dMDS: minimum dataset.
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Figure 2. Extensions for (A) age and (B) relation data elements.

Validation and Implementation
We validated the resources for the FHIR ID core using
SIMPLIFIER.NET. Example results are shown in Figure 3. The
proposed disaster FHIR profile is implemented using the HAPI
framework. We used the Insomnia application to perform
requests on the FHIR REST server.

We created several mock datasets based on the SATUSEHAT
public example [29]. We managed to have samples for each
resource. However, we added extensions that are not defined
in the SATUSEHAT platform. Afterward, we validated the
disaster profile using the HAPI FHIR server. We created a JSON
file for each resource to implement the POST protocol. The
POST protocol validates the request body and stores the
resources in a database. We successfully validated 15 resources
used in this profile (an example message is shown in Figure 4).
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Figure 3. Validation results on SIMPLIFIER.NET.
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Figure 4. A JSON of the disaster profile was created based on HAPI. The profile mentioned (left) matches with the StructureDefinition resource (right).

Discussion

Principal Findings
Data collection plays a significant role during disasters. With
major calamities requiring support from international aid
workers, implementing a standard data format can greatly
facilitate the collection of health-related information. We chose
the WHO and ASEAN EMT MDS forms to map onto the FHIR
profiles. Although the EMT MDS is a standard developed by
the WHO for data collection during disasters, the technical
implementation designs for disaster situations in which data are
transferred manually using an Excel spreadsheet [18]. As daily
reports from various sources may be used by the MoH or
EMTCC to make decisions, shifting from paper-based

documentation to a digital process may increase the efficiency
and effectiveness of collecting daily reports from various
sources. In this study, we successfully created and validated the
profile to the FHIR ID core profile using base resources. A
FHIR profile has generally been created for specific use cases;
however, few studies have performed disaster-related profiling.
Several studies have created profiles related to disasters, such
as COVID-19 [30,31].

To the best of our knowledge, this is the first study that has
developed FHIR profiles for natural disasters. Our profiles may
standardize health data collection, resulting in real-time
actionable insights during disaster scenarios. For example, the
interoperability facilitated by FHIR allows instant data sharing
between disparate health systems, ensuring that international
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aid workers and medical facilities can access up-to-date patient
records, treatment histories, and socioeconomic backgrounds.
This seamless exchange of information is essential for
coordinating effective and timely responses, significantly
affecting survival rates and recovery outcomes.

Another advantage of using the FHIR format is that it optimizes
the usability and quality of the health data. The EMT MDS form
only records the number of disaster incidents. For example, if
a patient visited twice in a day, 2 reports were generated [20].
Using FHIR, we can retrieve existing patient data from the
database. The data entered during a disaster can be saved on
the SATUSEHAT platform and reused when referring disaster
survivors to nearby health care facilities [32]. By doing so, the
quality and safety of patient care can be enhanced. These
interoperability features have also enabled us to improve the
efficiency of clinical data utilization during and after disasters.
Ayaz et al [33] discussed the implementation of FHIR
applications in their systematic literature review. Balch et al
[34] defined the use of FHIR data standards in machine
learning–enabled clinical information systems. Thus, using the
data available on the SATUSEHAT platform would be helpful
for researchers to perform studies related to disasters, such as
identifying patterns of disease outbreaks and improving
decision-making processes.

We mapped over 80% of the WHO and ASEAN EMT MDS
medical record variables onto FHIR resources. Meanwhile, the
variables that cannot be mapped to FHIR resource are mainly
in the tick-box sections. Variables that did not have data
elements, such as age and sex, were due to the characteristics
of the EMT MDS form itself. The EMT MDS form was created
to facilitate the collection of data and reports on the conditions
occurring in the field [35]. This report form is an accumulation
of the various daily report forms used by the EMTCC and MoH
to provide care and treatment. Thus, age and sex were classified
in a classification format to simplify grouping.

Limitations
This study faced a notable challenge in developing a
comprehensive value set for EMT MDS tick-box variables.
FHIR uses a standard value set to define medical terminology,
such as Systematized Nomenclature of Medicine–Clinical Terms

(SNOMED-CT) or LOINC codes. We could not define the value
options for health events and procedure variables because the
value options from these variables were a group of several
conditions. For example, health events have a “major extremity
injury” option, which by definition indicates any upper- and
lower-extremity injury requiring hospitalization and/or spinal
or general anesthesia [36]. However, SNOMED-CT did not
have codes for this category; it did have codes to define each
of the upper- and lower-extremity injuries (the detailed list is
available in Multimedia Appendix 1). Some studies have
reported similar findings when mapping the values to
SNOMED-CT or LOINC codes [37,38]. A previous study also
mentioned that SNOMED-CT requires disaster codification
adjustments [39]. One solution that has been done is to submit
new codes to the SNOMED-CT or LOINC committee. However,
this process is often prolonged without a guarantee of acceptance
of the proposed code [40]. An alternative, more immediate
solution we considered was to create a new value set that aligns
with the WHO EMT MDS standards [41]. This approach aims
to bridge the current gap in codification and facilitate more
accurate data representation and analysis for disaster health
management.

Finally, because this study was based on the concept of the
mapping process, we did not perform a functionality test using
real data. We used a mock-up dataset to test the POST and GET
functions on the FHIR server. In the future, we will conduct
tests using data from the SATUSEHAT platform by opening
up opportunities for collaboration with the Indonesian MoH. In
addition, future work should focus on FHIR-based applications
using disaster profiles for health data collection during disaster
events.

Conclusions
This research aims to facilitate data collection using international
standards, such as the WHO EMT MDS, and transfer it to the
SATUSEHAT platform using FHIR as an interoperability
standard. The proposed disaster profile was successfully
implemented and validated using the FHIR server. This research
will be beneficial for facilitating data collection using
international standards during disasters and transferring it to a
national platform for health care activity using FHIR as an
interoperability standard.
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Abstract

Background: The increasing demand for personal health record (PHR) systems is driven by individuals’ desire to actively
manage their health care. However, the limited functionality of current PHR systems has affected users’ willingness to adopt
them, leading to lower-than-expected usage rates. The HL7 (Health Level Seven) PHR System Functional Model (PHR-S FM)
was proposed to address this issue, outlining all possible functionalities in PHR systems. Although the PHR-S FM provides a
comprehensive theoretical framework, its practical effectiveness and applicability have not been fully explored.

Objective: This study aimed to design and develop a tethered PHR prototype in accordance with the guidelines of the PHR-S
FM. It sought to explore the feasibility of applying the PHR-S FM in PHR systems by comparing the prototype with the results
of previous research.

Methods: The PHR-S FM profile was defined to meet broad clinical data management requirements based on previous research.
We designed and developed a PHR prototype as a web application using the Fast Healthcare Interoperability Resources R4 (FHIR)
and Logical Observation Identifiers Names and Codes (LOINC) coding system for interoperability and data consistency. We
validated the prototype using the Synthea dataset, which provided realistic synthetic medical records. In addition, we compared
the results produced by the prototype with those of previous studies to evaluate the feasibility and implementation of the PHR-S
FM framework.

Results: The PHR prototype was developed based on the PHR-S FM profile. We verified its functionality by demonstrating its
ability to synchronize data with the FHIR server, effectively managing and displaying various health data types. Validation using
the Synthea dataset confirmed the prototype’s accuracy, achieving 100% coverage across 1157 data items. A comparison with
the findings of previous studies indicated the feasibility of implementing the PHR-S FM and highlighted areas for future research
and improvements.

Conclusions: The results of this study offer valuable insights into the potential for practical application and broad adoption of
the PHR-S FM in real-world health care settings.

(JMIR Med Inform 2024;12:e56735)   doi:10.2196/56735

KEYWORDS

fast healthcare interoperability resources; logical observation identifiers names and codes; personal health record system functional
model; personal health records

Introduction

Personal health records (PHRs) are beneficial tools in modern
health care, as they allow patients to access clinical information
and share it with medical staff in a secure and confidential
environment [1]. An increasing number of countries, including
the United States [2,3], Japan [4,5], European Union-member
nations [6,7], South Korea [8,9], and Indonesia [10], have
invested significantly in the development and promotion of
PHR systems to enhance the health care experience by
improving patients’ ability to manage their health information.
However, despite the acknowledged benefits of PHRs and
substantial investments by various countries, the usage rates of

PHR systems have fallen short of expectations [11-13]. In the
United Kingdom, over 48.7% of individuals have never
interacted with any web-based patient-information-management
service [14]. Similarly, in the United States, data from the 2023
Health Information National Trends Survey revealed that more
than 43% of people had not accessed their web-based medical
records or patient portals even once in the past year [15].

The Personal Health Record System Functional Model Release
1 (PHR-S FM) [16] was developed as a standardized framework
for managing personal health information and has been certified
as ISO/HL7 (International Organization for
Standardization/Health Level Seven International) 16527 [17].
This model outlines a range of possible functionalities in PHR
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systems, aiming to provide a standardized framework for
designing, developing, and evaluating them. The PHR-S FM
includes three main sections: (1) personal health (PH), which
manages individual health data, encompassing a wide range of
functionalities, from medical history to ongoing health
conditions; (2) supportive (S), which facilitates the
administrative and financial aspects of health care, thereby
enabling smoother patient-provider interactions and backend
processes; and (3) information infrastructure (IN), which ensures
information privacy, security, interoperability, and ease of use.
These 3 main sections contain several subsections, each with
various functions. The sections and subsections delineate broad
functional domains, whereas the functions offer detailed
specifications of the features required in PHRs, adhering to a
defined parent-child relationship. Each function is characterized
by a function ID and Name and is described by a Statement,
with its numbering indicating the parent-child relationship
between sections and subsections. For example, a function ID
“PH.3.1” would be the parent of “PH.3.1.1.”

The PHR-S FM allows researchers to select appropriate
functionalities to create a functional profile, which defines a
subset of functionalities, thereby facilitating the implementation
of PHR. Although the PHR-S FM provides a comprehensive
theoretical framework, its practical effectiveness and
applicability have not been fully explored. Researchers must
precisely specify the actionable functions when creating profiles.
However, due to the potential limitations of individual cases,
variations may exist in the chosen function list, even if the
research objectives are the same.

Harahap et al [18] conducted an extensive systematic review to
identify the fundamental functionalities and challenges of the
current PHRs. They thoroughly analyzed the essential
functionalities required for effective and user-centric PHR
systems and created a comprehensive PHR-S FM functional
profile containing a subset of functions. This profile
encompasses health and administrative records, medication
management, communication, appointment management,
education, and self-health monitoring. It also considers the
challenges faced in PHR implementation, such as
interoperability, security and privacy, usability, and data quality.
Their functional profile provides a holistic framework for
designing and developing PHR systems, ensuring that the
systems meet health care users’ evolving needs, thereby
enhancing the effective deployment and user adaptation of PHR
systems.

Building on previous research, this study aimed to design and
develop a tethered PHR system prototype to determine the
feasibility of providing servers that meet the PHR-S FM function
profile. Moreover, this study examined the efficacy of the
PHR-S FM by comparing its contents to that of previous studies.

Methods

Personal Health Record System Functional Model
We conducted a comprehensive analysis of Harahap’s PHR-S
FM profile and dissected each function into its subfunctions to
create actionable levels. For instance, we expanded PH.2.5 into
PH.2.5.1–PH.2.5.11, PH.3.1 into PH.3.1.1 and PH.3.1.2, and
IN.2 into IN.2.1–IN.2.3.

Based on this classification, we created a new PHR-S FM profile
to meet the broad requirements of clinical data management
and ensure practical feasibility. We prioritized and implemented
functions within the PH module that manage widely used core
clinical data [7,19], such as medication lists (PH.2.5.6) and test
results (PH.2.5.3). We omitted certain functions, including
surgical history (PH.2.5.7), family health history (PH.2.5.8),
genetic information (PH.2.5.9), social history (PH.2.5.10),
nutrition and diet information (PH.2.5.11), communication with
home monitoring devices (PH.3.1.2), medication management
(PH.3.4), health education (PH.4), and appointment scheduling
(PH.6.3). Although these functions are theoretically important,
their operational complexity and the substantial resources
required for their analysis exceeded the practical scope of this
study.

Furthermore, we integrated essential auxiliary functions from
the IN and S modules to support the effective operation of the
PH module. These included displaying health records, ensuring
system interoperability, and managing user access control.
However, we excluded functions such as present ad hoc views
of the health record (IN.1.3), standards version control (IN.2.2),
application integration (IN.2.3), interoperability protocols
(IN.2.4), secure messaging (IN.3.10), and insurance management
(S.2.1), as they provided limited support and could unnecessarily
complicate the prototype.

Finally, we established the PHR-S FM profile for this study
(Table 1). In addition, we extracted detailed descriptions of each
function from the ISO/HL7 16527 [17] standard (see Multimedia
Appendix 1 for more details).

Table . The Personal Health Record System Functional Model Release 1 profile function list.

ID #Function list sections

PH.1.1, PH.1.2, PH.2.5.1, PH.2.5.2, PH2.5.3, PH2.5.4, PH2.5.5, PH2.5.6,
PH3.1.1

PHa

S.1.3, S.1.5Sb

IN.2.1, IN.3.3, IN.4INc

aPH: Personal Health
bS: Supportive
cIN: Information Infrastructure

JMIR Med Inform 2024 | vol. 12 | e56735 | p.2111https://medinform.jmir.org/2024/1/e56735
(page number not for citation purposes)

Cao et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


PHR Design and Development
Based on the PHR-S FM profile from this study, we designed
the functionality of a PHR prototype. It encompasses 8 distinct
functions in the PH section: user demographics (PH.1.2),
diagnosis information (PH.2.5.1), medications (PH.2.5.2),
imaging test reports and laboratory test reports (PH.2.5.3),
allergy information (PH.2.5.4), immunization (PH.2.5.5),
visiting records (PH.2.5.6), and vital signs and Patient-Generated
Health Data (PGHD; PH.3.1.1) [20]. IN.2.1 explicitly
emphasizes the importance of interoperability standards in
supporting information sharing between PHR and other systems.
We adopted the Fast Healthcare Interoperability Resources
Release 4 (FHIR R4) standard [21] to facilitate effective data
exchange. FHIR has been widely recognized to effectively
overcome data-sharing difficulties between medical information
systems and has already become the preferred standard for
achieving interoperability [22-24]. Table 2 lists the PHR data
categories and their corresponding FHIR R4 resources. This
illustrates the 8 types of medical data incorporated into the PHR
prototype, specific details captured for each data type, and
corresponding FHIR R4 resources. This mapping is essential

to ensure data consistency and facilitate interoperability.
Moreover, to ensure data consistency and achieve semantic
interoperability, we standardized the user-entered PGHD data
using the Logical Observation Identifiers Names and Codes
(LOINC) system [25] and Unified Code of Units of
Measurement (UCUM) system [26] and stored it in the FHIR
Observation resources (see Multimedia Appendix 2 for details).

This study used Firely R4 [27] as the FHIR server and
successfully developed a PHR prototype based on the PHR-S
FM. The PHR prototype was designed as a web application
optimized for mobile phones. When users log in, the PHR
prototype actively retrieves their medical records to ensure that
they always have the latest data. Figure 1 shows the main
interface with a clear layout that allows users to access essential
functions quickly and intuitively. The prototype is divided into
4 main sections: User Demographics, PGHD, Encounter History,
and Comprehensive Records (see Multimedia Appendix 3 for
details on the implementation of the PHR prototype, functional
demonstration, and verification of consistency with the PHR-S
FM functional profile).

Table . Mapping table from PHRa prototype functions to FHIRb resources.

FHIR resourcesDetailsPHR functionsPHR-S FM ID#

PatientName, Gender, Birthday, Age, Phone Number, Address,
Email.

User DemographicsPH.1.1, PH.1.2

Condition, PractitionerDisease, Date, Doctor.Diagnosis InformationPH.2.5.1

Medication Request, Practi-
tioner

Item Name, Dose/Unit, Way, Frequency, Start-time, End-
time, Amount, Group, Property, Doctor.

MedicationsPH.2.5.2

Diagnostic Report, Observa-
tion, ImagingStudy, Practi-
tioner

Imaging Test reports: Item Name, Operate Time, PDF Re-
port, Imaging Test Report, Critical Value.conclusion,
Conclusion, Performer.

Test ResultsPH.2.5.3

DiagnosticReport, Observa-
tion, Practitioner

Laboratory Test reports: Item Name, Operate Time, PDF
Report, Item Detail, Value, Normal Range, Critical Value/
Detailed Test Names, Critical Value / value, Critical Value/
ReferenceRange, Critical Value / abnormal Flag, Performer.

Test ResultsPH.2.5.3

AllergyIntolerance, Practi-
tioner

Allergen, Note Date, Severity, Reaction, Comment, Per-
former.

Allergy InformationPH.2.5.4

ImmunizationVaccine Name, Datetime.ImmunizationPH.2.5.5

Encounter, Condition, Prac-
titioner, Organization

Admission Time, Discharge Time, Visit Department,
Hospital, Visit Type, Diagnosis, Doctor.

Visiting RecordsPH.2.5.6

Observation, Practitioner,
Organization

Vital Signs: Datetime, Height, Weight, Temperature, Pulse
Rate, Heart Rate, BMI Respiratory Rate, Blood Pressure,
Pain Severity, Pediatric Head Occipital-Frontal Circumfer-
ence Percentile, Body Mass Index (BMI) for Age, Pediatric
Weight for Height, Head Occipital-Frontal Circumference,
Doctor.

Observations and CarePH.3.1.1

Observation, OrganizationPatient-Generated Health Data (PGHD): Height, Weight,
Temperature, Steps, BMI, Blood Pressure, Heart Rate,
Respiration Rate, Smoking Habits.

Observations and CarePH.3.1.1

aPHR: personal health record.
bFHIR: Fast Healthcare Interoperability Resources R4.
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Figure 1. The main interface of the personal health record (PHR) prototype.

Validation
We used the Synthea dataset [28] to validate the effectiveness
of the PHR prototype. Synthea was designed to generate realistic
and synthetic medical records and has been extensively applied
in multiple studies [29-32]. It extracts data from public datasets
and statistical models, ensuring their authenticity and
representativeness without compromising individual privacy.
The dataset comprised comprehensive health records for over
1 million fictional patients in standardized formats, such as HL7
FHIR, C-CDA, and CSV. These records encompassed a wide
range of medical information, including medication usage,
allergies, medical history, and social health determinants,

making them extremely valuable for developing, testing, and
demonstrating PHR systems.

We randomly selected 5 patients from the Synthea dataset to
validate the effectiveness of the PHR prototype. Their medical
data were formatted in FHIR R4 and uploaded to the Firely
server for testing. We analyzed FHIR resources and counted
the number of FHIR resource types for each patient. The results
were then compared with the types and quantities of data
displayed in the PHR prototype. The evaluation method involved
a quantitative analysis of the number of data entries available
in the Synthea dataset against the number displayed in the PHR
system, aiming to ascertain the prototype’s effectiveness in data
representation.
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Ethical Considerations
As the Synthea dataset comprised solely synthetic data unrelated
to any real individuals, considerations of legal and privacy issues
were not required. Moreover, these data could be used for
research without requiring patient consent or institutional review
board approval.

Comparison With Prior Research
In our study, we conducted a comprehensive search of databases
such as PubMed, IEEE Xplore, and ACM Digital Library using
the keywords “PHR,” “PHR-S FM,” and “Personal Health
Record System Functional Model.” The search yielded 4 studies
[33-36], but only 3 of these detailed the PHR-S FM functional
profiles used as well as the implementation of PHR
functionalities. Specifically, Katehakis et al [33] mentioned a
PHR system for chronic care and home health, using the PHR-S
FM and experiences from EU projects to ensure interoperability
and meet health management needs. The project underscored
the importance of adhering to standards like the HL7 PHR-S
FM for better adoption of PHR systems. Saripalle et al [34]
used HL7 FHIR to design an interoperable mobile PHR
following PHR-S FM guidelines, achieving integration with
OpenEMR and underscoring the benefits of a modular approach
and standards-based API-driven data exchange. Chatterjee et
al [35] developed a tethered PHR using FHIR resources and
SNOMED-CT (Systematized Nomenclature of
Medicine–Clinical Terms) terminology according to PHR-S
FM guidelines, focusing on collecting PGHD from diverse
sources for electronic health record integration.

We analyzed and quantified the PHR-S FM functions in these
3 studies [33-35]. Using the PHR-S FM functional profile
proposed by Harahap et al [18] as a benchmark, we conducted
a comparative analysis of the results of these studies and of the
present study to quantify the implementation of each
functionality outlined in the profile. We conducted a survey on
how many studies had implemented each function. The results
were then subjected to a detailed discussion to ascertain the
strengths and weaknesses of each PHR-S FM function. This
approach aimed to evaluate the feasibility of the PHR-S FM
framework and identify potential directions for future research.

Results

PHR Prototype Functionality
In this section, we verify and demonstrate the functionality of
the PHR prototype (see Multimedia Appendix 4 for details).
Figure 2 shows the sequence of events for communicating the
FHIR resources between the PHR and FHIR servers. It outlines
all the interactions between the PHR prototype and the Firely
server based on FHIR resources. The PHR prototype enables
users to create new PGHD, which undergo semantic conversion
to ensure consistent terminology and units using LOINC and
UCUM standards, then synchronizing them to the FHIR server
as FHIR Observation resources. Concurrently, the PHR
prototype demonstrates interoperability with the Firely server
by using the RESTful API, efficiently retrieves various medical
data, including allergies, immunization, vital signs, medications,
diagnostic information, and laboratory and imaging test reports,
while also uploading newly generated PGHD data back to the
Firely server.
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Figure 2. Sequence diagram of the synchronization of data between PHR and FHIR server.

Validation
We conducted a quantitative analysis of the PHR prototype
using data from 5 patients extracted from the Synthea dataset
(See Multimedia Appendix 5 for an example of verifying that
the PHR correctly displayed data from Synthea). We identified
1157 data items across these patient profiles, with individual
counts of 183, 154, 198, 327, and 295 (see Multimedia Appendix
6). The prototype accurately displayed all data entries contained
within the patient profiles, achieving a coverage rate of 100%.

Entries were marked as not applicable if corresponding data
points were absent in the patient profiles. The PHR prototype
was designed to display 21 distinct FHIR resources and
effectively presented data entries covering 20 out of 21 health

data categories (95%), including user demographics, diagnosis
information, medications, and laboratory test reports.

Specifically, for imaging test reports, no entries were recorded
for any of the 5 patients. The PHR prototype could process and
display such data, mirroring its performance with allergy
information. Despite the absence of data in 4 out of the 5 patient
profiles in the allergy category, the prototype successfully
displayed all 7 entries for the 1 profile that included allergy
data. This demonstrated the prototype’s capability to fully render
allergy information available in the dataset. This suggested that
imaging test reports would be similarly displayed with complete
accuracy if these data were available.
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Comparison With the Findings of Previous Studies
This study used the PHR-S FM functional profile, as proposed
by Harahap et al [18], as a foundational benchmark for
conducting a comprehensive comparative analysis of 3 studies
that used it. Table 3 presents a comparative analysis of our study
with 3 other studies based on the PHR-S FM framework. In
Table 3, “✓” was used to identify implemented functions, and
“-” was used for unspecified functions. The results indicated
that 5 functions were adopted and implemented in 4 studies, all

of which originated from the PH module. Another 5 functions
were implemented by 3 studies (3/4), 4 of which belonged to
the PH module, and 1 was an interoperability function of the
IN module. Furthermore, 2 functions were implemented in half
of the studies (2/4), including the PH.2.5.10 (Manage Social
History) function of the IN module. Moreover, 4 functions were
implemented in 1 study (1/4). Of these, the “Manage Surgical
History” function attracted attention, as it was the only function
of the PH module implemented by only 1 study. In total, 13
functions were not implemented in any study.
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Table . Comparative analysis of specific function completions in the PHR-S FM profile.

Function scoreThis studyKatehakis et al
[32]

Chatterjee et al
[35]

Saripalle et al
[34]

Function nameFunction list sections

ID #

Personal

Health (PH)

3✓✓✓—Identify and
Maintain a PHR

PH.1.1

Account Holder
Record

4✓✓✓✓Manage PHR
Account Holder
Demographics

PH.1.2

4✓✓✓✓Manage Problem
Lists

PH.2.5.1

3✓✓—✓Manage Medica-
tion List

PH.2.5.2

4✓✓✓✓Manage Test Re-
sults

PH.2.5.3

4✓✓✓✓Manage Allergy,
Intolerance, and

PH.2.5.4

Adverse Reac-
tion List

3✓✓—✓Manage Immu-
nization List

PH.2.5.5

3✓—✓✓Manage Medical
History

PH.2.5.6

1—✓——Manage Surgical
History

PH.2.5.7

0————Maintain Family
History

PH.2.5.8

0————Manage Person-
al Genetic Infor-
mation

PH.2.5.9

2——✓✓Manage Social
History

PH.2.5.10

0————Nutrition and
Diet Information

PH.2.5.11

4✓✓✓✓Manage Person-
al Observations
and Care

PH.3.1.1

0————Communication
with Home

PH.3.1.2

Monitoring De-
vices

0————Manage Medica-
tions

PH.3.4

0————Manage Health
Education

PH.4

0————Communications
between

PH.6.3

Provider and/or
the PHR Ac-
count Holder’s
Representative

Supportive (S)

JMIR Med Inform 2024 | vol. 12 | e56735 | p.2117https://medinform.jmir.org/2024/1/e56735
(page number not for citation purposes)

Cao et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Function scoreThis studyKatehakis et al
[32]

Chatterjee et al
[35]

Saripalle et al
[34]

Function nameFunction list sections

ID #

1✓———Manage Health-
Care Provider
Information

S.1.3

1✓———Manage Health-
care Facility In-
formation

S.1.5

0————Capture and
Read Health In-
surance Account
and Benefit Infor-
mation

S.2.1

Information Infrastructure (IN)

0————Present Ad Hoc
Views of the
Health Record

IN.1.3

3✓-✓✓Interoperability
Standards

IN.2.1

0————Interoperability
Standards Ver-
sioning and
Maintenance

IN.2.2

0————Standards-Based
Application Inte-
gration

IN.2.3

0————Interoperability
Agreements

IN.2.4

2✓—✓—Entity Access
Control

IN.3.3

0————Secure Messag-
ing

IN.3.10

1✓———Auditable
Records

IN.4

Discussion

Principal Results
This study developed a PHR prototype guided by the PHR-S
FM profile, which successfully managed medical data, including
immunizations, allergies, vital signs, medications, diagnoses,
and test results. The prototype used LOINC and FHIR R4 for
semantic consistency and standardization of user-input data,
ensuring data consistency and interoperability. The prototype
was validated using the Synthea dataset and demonstrated 100%
coverage in accurately displaying patient information. A
comprehensive analysis of previous studies revealed the current
implementation status of the PHR-S FM framework, which
predominantly focuses on the PH module with limited emphasis
on the IN and S modules. To the best of our knowledge, this
was the first study to examine the feasibility of using PHR-S
FM to develop and design PHRs.

Comparison With the Findings of Previous Studies

PHR-S FM Feasibility Analysis
The detailed analysis of the functional implementation revealed
significant trends and differences (Table 3). The diversity in
the extent of functionality implementation indicated varying
levels of focus on specific features in the PHR-S FM framework
across different studies.

Widely Implemented Functions

As shown in Table 3, 10 features, including PH.1.2 (Manage
PHR Account Holder Demographics), PH.2.5.1 (Manage
Problem Lists), and PH.2.5.3 (Manage Test Results), were
implemented by at least 3 studies, of which 9 were attributed
to PH modules. We found that almost all these functions aligned
closely with the PHR core set of necessary criteria outlined in
the ONC’s Meaningful Use criteria [7]. The widespread adoption
of these features may be related to their centrality in patient data
management and essential compliance with healthcare standards
[7,19].

IN.2.1 (Interoperability Standards), the only function not
corresponding to the PH module, is a major theme in current
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PHR research; however, with the advent of FHIR,
interoperability can be achieved [37]. FHIR released the first
version with normative content (FHIR R4) in 2019. Katehakis
et al [33] denoted a missed opportunity for interoperability. This
indicated that researchers should focus on keeping up to date
with the latest technologies related to PHRs to expand and
enhance their functionality. In addition, the PHR-S FM
community should undertake more initiatives to promote FHIR
adoption and improve the interoperability and use of PHR
systems. In comparison to the integrated PHR by Katehakis et
al [33], both Saripalle et al and Chatterjee et al [35] developed
tethered PHRs using FHIR for interoperability. While Saripalle
et al [34] integrated multiple health information, it lacked
qualitative and quantitative evaluations. Chatterjee et al [35]
focused on recording PGHDs, but whether the prototype could
effectively retrieve and display medical data from institutions
was unclear.

Limited Implementation Functions

Six features were implemented in at least one study. One
function, PH.2.5.10 (Manage Social History), was partially
implemented in this study, allowing smoking status to be
recorded; however, it was not fully implemented due to the
variety of data types involved and the complexity of data
collection [38].

The PH.2.5.7 (Manage Surgical History) function was uniquely
mentioned in Katehakis et al’s study [33], which effectively
applied the PHR-S FM framework in the context of real research
projects in the European Union. This allowed researchers to
bypass the complexities of implementing this detailed function.
In contrast, the other 3 studies were at the prototype stage.
However, other functions mentioned by Katehakis et al [33]
were adopted by at least 2 other studies, highlighting the
feasibility of the PHR-S FM framework across various research
settings.

Functions Not Mentioned

Many functions were not mentioned because the implementation
of certain features was not within the scope or the priority of a
particular study. Moreover, collecting data for the PHR system
was challenging, and some collected data were not useful. For
instance, the intricacy of PH.2.5.9 (Manage Personal Genetic
Information) and PH.2.5.11 (Nutrition and Diet Information)
were infrequently used in PHRs [39]. The limited participation
of the IN and S module functions may be attributed to the
complexity of their implementation, such as IN.3.10 (Secure
Messaging), which ensures the security of communication [40].
Although this function is significant in the PHR system, it faces
technical challenges [11]. The S.2.1 (Capture and Read Health
Insurance Account and Benefit Information) function was not
implemented, likely due to the need for data from multiple
sources and a wide variety of types, which rendered it costly
and challenging to implement [41]. PHR conformed to the
PHR-S FM functional profile, allowing researchers to effectively
use it by tailoring the functional profile to suit their research
needs. This flexibility emphasized the adaptability of PHR-S
FM and demonstrated its use as a dynamic health care research
field, despite challenges in achieving certain features.

Furthermore, this study uncovered a significant trend, with the
S and IN modules used less frequently than the PH modules.
The S module offers users administrative and financial support
functionalities, and its implementation can enhance the
effectiveness of health care services. Implementing the IN
module ensures privacy, security, and interoperability,
facilitating access and usability of PHR functions. Both modules
are essential components of a comprehensive PHR system.
Therefore, researchers should prioritize the S and IN modules
when considering PH module functionalities, as they form the
backbone that supports the optimal operation of PHRs.

Comparison With Studies Based on Other PHR
Frameworks
To delve deeper into the development of PHR systems, this
study conducted a comparative analysis with research based on
the PHR-S FM and examined other significant studies. Lee et
al [42], Li [43], and Song et al [44] presented further
perspectives on PHR systems’ development. Lee et al [42]
developed a PHR prototype that organizes and visualizes
personal health information according to a patient-centered
journey map. However, their study neither achieved data
interoperability nor enabled users to record PGHD data, making
the application irrelevant for people without diseases. Li [43]
proposed a service-oriented approach to integrating the
electronic health record and PHR systems. However, the
development and implementation of a service-oriented
approach-based environment can be highly complex and
expensive. Moreover, compared with the FHIR, they used the
HL7 CDA to deliver messages, thereby increasing maintenance
difficulty. Song et al [44] developed a patient summary
application based on the international patient summary and
FHIR R4 standards to mitigate information overload and reduce
physicians’ and nurses’ workloads. Unlike traditional PHRs,
which provide a comprehensive display of numerous information
items, this application is limited in scope, displaying only the
essential international patient summary standard information
on a single screen. This design choice aims to simplify the user
interface for clinicians but may restrict the availability of more
detailed patient data. Thus, this study implemented more
functions of the PHR-S FM and created an advanced PHR with
more comprehensive functions that can better meet users’
functional needs than those of previous studies.

Limitations
Although this study exhaustively explored the feasibility of
PHR-S FM functionality, its scope was limited to 29 functions.
As the PHR-S FM is a comprehensive framework designed to
encompass the full range of functions that may be integrated
into a PHR system, this study did not address its full potential.
Future research could consider a broader set of features to more
thoroughly evaluate the value of the PHR-S FM for practical
applications.

In addition, the application developed in this study was a
prototype and must be verified for use and evaluated for
functionality in the future. Furthermore, the proposed prototype
does not currently address privacy and security concerns. The
platform SMART on FHIR [45] offers secure access control
through the OAuth2 standard, ensuring that only authorized
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users and applications can access a patient’s PHR. Future
research should delve deeper into the integration of this
technology in PHRs. Finally, the data types included in the PHR
in this study were limited and lacked information on
appointments and surgical history. However, our modularly
designed PHR allows for the addition of such content in the
future without altering the foundational structure.

Conclusions
This study developed a PHR prototype based on the PHR-S FM
profile and compared its results with the findings of previous

studies to evaluate the framework’s feasibility in the application
of PHR. The findings demonstrated the us of the PHR-S FM as
a valuable tool for PHR development and highlighted its
potential to inform future technological enhancements in the
PHR domain. The empirical data on function implementation
offer a foundation for subsequent PHR system design. Moreover,
this study provides actionable recommendations for applying
the PHR-S FM in health care settings. The adaptability of the
PHR-S FM framework is well suited to evolving health
information management demands, suggesting avenues for
continued research and optimization.
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Abstract

Background: To advance research with clinical data, it is essential to make access to the available data as fast and easy as
possible for researchers, which is especially challenging for data from different source systems within and across institutions.
Over the years, many research repositories and data standards have been created. One of these is the Fast Healthcare Interoperability
Resources (FHIR) standard, used by the German Medical Informatics Initiative (MII) to harmonize and standardize data across
university hospitals in Germany. One of the first steps to make these data available is to allow researchers to create feasibility
queries to determine the data availability for a specific research question. Given the heterogeneity of different query languages
to access different data across and even within standards such as FHIR (eg, CQL and FHIR Search), creating an intermediate
query syntax for feasibility queries reduces the complexity of query translation and improves interoperability across different
research repositories and query languages.

Objective: This study describes the creation and implementation of an intermediate query syntax for feasibility queries and
how it integrates into the federated German health research portal (Forschungsdatenportal Gesundheit) and the MII.

Methods: We analyzed the requirements for feasibility queries and the feasibility tools that are currently available in research
repositories. Based on this analysis, we developed an intermediate query syntax that can be easily translated into different research
repository–specific query languages.

Results: The resulting Clinical Cohort Definition Language (CCDL) for feasibility queries combines inclusion criteria in a
conjunctive normal form and exclusion criteria in a disjunctive normal form, allowing for additional filters like time or numerical
restrictions. The inclusion and exclusion results are combined via an expression to specify feasibility queries. We defined a JSON
schema for the CCDL, generated an ontology, and demonstrated the use and translatability of the CCDL across multiple studies
and real-world use cases.

Conclusions: We developed and evaluated a structured query syntax for feasibility queries and demonstrated its use in a
real-world example as part of a research platform across 39 German university hospitals.

(JMIR Med Inform 2024;12:e58541)   doi:10.2196/58541
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feasibility; FHIR; CQL; eligibility criteria; clinical research; intermediate query format; healthcare interoperability; cohort
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Introduction

Background
In the rapidly evolving field of medical research, patient data
have emerged as a critical resource. The vast amounts of data
generated through clinical encounters, laboratory tests, imaging
studies, and other patient interactions hold the potential to
significantly advance our understanding of disease processes
and treatment outcomes. Clinical Data Repositories (CDRs) are
a valuable tool for storing, organizing, and retrieving this wealth
of patient data. These repositories facilitate data storage in a
structured and standardized manner, enabling researchers to
query these data efficiently for various research purposes.

One key aspect of effectively using CDRs is the ability to
perform feasibility queries. These queries allow researchers to
assess the availability and adequacy of data for specific research
questions before embarking on full-scale studies. Doing so can
save considerable time and resources by identifying potential
issues, such as insufficient sample size or a lack of necessary
data elements.

Distributed Data Collections
The landscape of data repositories is not homogeneous. There
are 2 primary approaches to data repository management: the
classical single repository approach and the federated approach.
Traditionally, these repositories have been centralized, pooling
data from various sources into a single repository [1]. However,
this classical approach has been challenged by the emergence
of federated data repositories [1,2].

The classic single repository approach involves a centralized
system where all data are stored and managed in one place. This
solution offers the advantage of uniformity and ease of data
management. It enables efficient data quality benchmarking at
scale and the generation of derivatives, harmonized variables,
and units of measure for comparable and consistent analytics
[1]. However, it is often impractical or impossible to implement,
especially when dealing with multiple institutions, each having
its own schema for its clinical data repository.

On the other hand, the federated approach involves a network
of repositories, each maintained by different institutions. These
repositories operate independently but are interconnected for
data sharing and collaboration. The data generally remain at the
generating site, which offers the advantages of local curation
by personnel deeply familiar with the data [1] and maintains
data anonymity and security [2]. The data can then be analyzed
using a federated approach or, if the correct patient consent is
given, be transferred to a central data management unit for a
specific analysis.

This approach respects individual institutions’ autonomy and
data governance policies, making it a more feasible option for
multi-institutional collaborations [3-9] and can enhance the
scope and depth of clinical research by enabling access to a
broader range of data.

Despite the potential benefits of federated data repositories,
performing feasibility queries across multiple CDRs presents
significant challenges [10]. Each repository contains data

originating from different source systems, leading to
heterogeneity in data formats, terminologies, and quality. This
heterogeneity can significantly complicate the process of data
integration and harmonization, making it challenging to perform
comprehensive and accurate feasibility queries [10].

Moreover, the federated nature of the system introduces
additional complexities. Data privacy regulations and
institutional policies may restrict the sharing and use of certain
data, further complicating the query process. Additionally, the
technical infrastructure required to support secure and efficient
data exchange across multiple repositories can be challenging
to implement and maintain.

Data Exchange Standards for Interoperability
In a federated network, the commitment to an interoperability
standard becomes pivotal to tackling these challenges. Prominent
examples include but are not limited to Fast Healthcare
Interoperability Resources (FHIR) [11], OMOP CDM [12],
i2b2 [13], and OpenEHR [14] share the commonality of being
centered around the patients’ medical history.

Agreeing on an interoperability standard only partially solves
the challenge. While a health care data exchange standard
facilitates the conversion of existing data into a common format
at each hospital, a distributed feasibility query platform for the
data is still missing.

Tools for Feasibility Queries
Besides the data integration standardization, interactive user
interfaces enable researchers to design and submit feasibility
queries. For this purpose, a multitude of tools for feasibility
queries exist (eg, i2b2 [13,15], TriNetX [16], tranSMART [17],
SampleLocator [18-20], Observational Health Data Science and
Informatics [OHDSI] ATLAS [21], DZHK Feasibility Explorer
[22]), each with its own data formats, standards, and query
languages, including Structured Query Language (SQL), Clinical
Quality Language (CQL), FHIR-Search, and Archetype Query
Language (AQL). Consequently, querying across these different
tools is difficult as there is no common query representation,
and researchers must navigate these diverse tools and formats,
particularly when dealing with cross-institutional data or
distributed data storage within an institution.

Within the broader context of establishing a feasibility platform
as part of the central German Portal for Health Data (FDPG),
this research introduces a novel query syntax, serving as an
intermediary between user interfaces and data repositories. This
syntax is designed to be sufficiently flexible to ensure
interoperability while maintaining simplicity. It focuses on the
primary needs of a feasibility query, while allowing the syntax
to be translated into repository-specific languages like
FHIR-Search or CQL.

Our approach is grounded in the broader context of clinical
research, where the reuse of eligibility criteria is common,
whether in their original form or with modifications. These
criteria are instrumental not just for feasibility studies but also
for prescreening, data selection, extraction, and validation.
Consequently, a need has emerged to decouple the representation
of eligibility criteria from their implementation in specific
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systems. A mechanism to express complex criteria and
combinations thereof in a way that is both intuitive and
adaptable to varying implementation needs is required.

In this study, we describe the development and application of
the query syntax within the network of the Medical Informatics
Initiative (MII), encompassing 39 German university hospitals,
specifically, the FDPG feasibility platform and show how it
achieves interoperability across different research platforms.

Methods

Requirement Analysis
In our pursuit to create an intermediate query syntax to express
eligibility criteria, we performed a requirement analysis. Within
it, we combine insight from feasibility queries and cohort
selection, with the latter often manifesting as a query output in
the form of cohort size rather than a list of discrete patient
identifiers.

Our research reviewed existing tooling, namely i2b2, TriNetX,
and OHDSI Atlas. We aimed to identify common functionalities
and essential features across these tools. To obtain insight into
the criteria’s structure and complexity, we analyzed existing
eligibility criteria from ClinicalTrials.gov [23] and incorporated
the findings from Ross et al [24] and Gulden et al [25].
Moreover, we integrated insights from the usability study by
Schüttler et al evaluating feasibility tools [26], conducted expert
interviews and recursively synchronized the requirements within
our project. This multifaceted analysis allowed us to infer a set
of requirements crucial for developing our query syntax. These
requirements were categorized into query expressiveness,
interoperability, and accessibility.

Expressiveness Requirements
The query syntax should:

1. allow for the definition of inclusion and exclusion criteria
2. be expressed in Boolean logic.
3. allow the expression of exclusion criteria.
4. support at least patient as query subject (feasibility queries

can be performed on different query subjects: find all
patients with specific criteria, find all encounters with
specific criteria, find all specimens with specific criteria).

5. use unique identifiers for criteria and concepts.
6. support the following filter on the criterion level:

• existence of a criterion
• numeric restriction
• concept filter
• time restrictions
• attribute filters

Interoperability and Accessibility Requirements
The query syntax should:

1. provide an abstract (decoupling) layer between the user
interface and the query execution.

2. have a low level of complexity and be easily translatable
to different query languages.

3. be suitable for integration with the Health Level Seven
International (HL7) FHIR standard used by the MII.

4. use a widely used data exchange format like JSON to ease
parsing and generation

5. human readability or writability
6. ideally directly support the use of standard medical

terminology (LOINC [Logical Observation Identifiers
Names and Codes], SNOMED-CT [Systematized
Nomenclature of Medicine–Clinical Terms], ICD-10
[International Statistical Classification of Diseases, Tenth
Revision], etc) to lower mapping efforts

Related Work and Existing Solutions
Analyzing the existing solutions, we found that none of the
solutions met all the requirements. Most failed to have a
formally defined low-complexity feasibility query syntax, and
i2b2 was missing the direct relationship with the terminology
on the syntax level. FHIR Search and the FHIR standard did
not provide the ability to express a feasibility query in the
required scope [25] at the time of our research. Other query
languages that could have been candidates, like CQL or SQL,
are complex or data model specific, making the translation
between different data models and their representation, as well
as the generation of the syntax by a user interface, challenging.

Evaluation
To evaluate the specification of the query syntax, we compared
the final specification with our requirements and additionally
demonstrated its applicability beyond the scope of FHIR by
applying it to AQL.

We incorporated the solution into a large-scale real-world
distributed feasibility query infrastructure, including a user
interface, where it was integrated as the central intermediate
query syntax. We further evaluated the applicability of the
syntax to a wide range of clinical criteria and investigated its
translatability, as well as how well it lends itself to creating a
user interface for feasibility queries. Beyond the use in our
projects based on German data sets and specifications, we also
successfully applied the Clinical Cohort Definition Language
(CCDL) to the international Synthea [27] data set.

Ethical Considerations
No ethics board decision is required as we are presenting a
technical solution without working on patients’ data.

Results

Based on the requirements of a team of experts, we created the
“Clinical Cohort Definition Language,” an intermediate query
syntax for feasibility queries. The exchange format for the
syntax was chosen to be JSON, which is currently widely used
across the software community and is familiar to software
developers from user interfaces, REST application programming
interfaces (APIs), and query execution backends alike.

Criterion Types and Filters
The atomic component of CCDL is the criterion, serving as the
foundational building block for inclusion or exclusion criteria.
Each criterion is uniquely identified using a tuple of code system
and code (which we named termCode) analogous to FHIR and
OMOP-CDM (For conceptual equivalence between concepts
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across medical terminologies, multiple termCodes can be
provided, eg, the criterion for sleep apnea may be represented
by the termCodes G47.3 from ICD-10 and 73430006 from
SNOMED-CT). Each termCode may have an additional
“display” attribute, which serves purely as a visual
representation to make the interpretation of a CCDL easier for
humans. Within our CCDL, the criteria can occur as 1 of 4
different base types of criteria:

• Exist criteria with no additional filters (eg, conditions or a
laboratory concept with no filter, like the existence of a
hemoglobin value regardless of the value)

• Comparatively restricted numerical criteria (eg, hemoglobin
laboratory value <12 g/dL)

• Range-restricted numerical criteria (eg, hemoglobin
laboratory value between 10 and 12 g/dL)

• Value set restricted criteria (eg, gender=female or male)

Additionally, each criterion can be further restricted to a date
range (eg, a Condition that occurred between January 1, 2024,
and February 5, 2024), and it supports additional “attribute”

filters, which can be added to each of the base types of criteria.
The attribute filters support similar filters that identify the
criterion types, ie, comparative numerical, comparative range,
and value set restriction (eg, the body site=skin for a tissue
specimen—see Multimedia Appendix 1).

The Explicit Logic Layer
The logic layer of the query aligns with existing solutions
(i2b2/tranSMART/TriNetX) in representing the structured query
as a combination of conjunctive normal form (CNF) and
disjunctive normal form (DNF). Every criterion is embedded
into the logic layer in a CNF for inclusion criteria and DNF for
exclusion criteria (Figure 1). Inclusion and exclusion criteria
are then logically combined via an AND NOT operator by
subtracting the result of the exclusion criteria from the result
of the inclusion criteria. Every feasibility query also receives a
syntax version number and an additional description. The syntax
version allows to distinguish the current version from future
versions and changes, and the description allows the query to
transport additional human-readable information about the
query.
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Figure 1. Structured query syntax top-level elements and logic layer. Certain criterion types will imply additional intrinsic logical relations. See ValueSet
criteria and attribute filters and time restrictions.

The Implicit Logic (Criteria Expansion)
Apart from the explicit logic layer across criteria, different types
of criteria and their filters further impact the execution logic as
follows.

ValueSet criteria (see Figure 2D) allow the selection of multiple
values (concepts). In this case, the value selections are treated
as OR choices. For example, gender = (male, female) expands
to: (gender=male) OR (gender=female).
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Figure 2. Different types of criteria definitions. (A) Simple conceptual criterion. (B) Numeric criterion with quantitative comparison. (C) Numeric
criterion with range restriction. (D) ValueSet criterion.

Attribute filters for each criterion are additional filters that can
be set for each criterion. All individual filters on a criterion are
combined using AND. For example, a specimen of type “Tissue
specimen” and body site “skin” only applies to specimens with
the type of Tissue and the body site skin.

The same applies to time restrictions. In this example, the time
restriction “between 2020-01-01 and 2021-01-01” will
predictably be added using an AND conjunction of the type,
body site, and time restriction.

Furthermore, there is an implicit OR expansion of criteria when
the criterion-identifying code is a parent code of multiple child
codes within a terminology hierarchy. For example, suppose a

researcher adds the diagnosis of type 2 diabetes mellitus as a
criterion (ICD-10 code=E11). In that case, it can be expanded
to search all subtypes of type 2 diabetes mellitus (E11, E11.3,
E11.31, E11.30, E11.1, E11.11, E11.0, E11.01, E11.7, E11.75,
E11.74, E11.73, E11.72, E11.4, E11.41, E11.40, E11.8, E11.81,
E11.80, E11.2, E11.21, E11.20, E11.5, E11.51, E11.50, E11.6,
E11.61, E11.60, E11.9, E11.91, E11.90) combining them using
a logical OR operation).

Context-Dependent Criteria
In some cases, a criterion cannot be uniquely defined by its term
code within a terminology, making it impossible to map a
criterion for execution. One example of this is the use of ICD-10
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condition codes for causes of death, specimen-specific
conditions, or the general condition of a patient.

In modern terminologies like SNOMED-CT, this can be resolved
using postcoordination, where a combined code, which carries
the  con tex t ,  i s  c rea ted .  For  example ,
419620001|Death|:42752001|Due to|=22298006|Myocardial
infarction| which, while in line with SNOMED Compositional
Grammar [28], a template to express this is not currently part
of the SNOMED-CT implementation.

The syntax we developed here allows for post-coordinated
codes; however, we allow for an additional “context” attribute
for some use cases where postcoordination is unsuitable. The
context attribute is modeled after our termCode attribute and
provides an extra term code to identify the context. Figure 3
provides an example for myocardial infarction as condition aand
cause of death.

Figure 3. Myocardial infarction in 2 contexts (condition and cause of death).

Data Availability
As a technical solution to define the structure of the CCDL, we
decided on the JSON Schema definition and made it publicly

available [29]. The schema serves implementation guidance
and validation purposes; the git repository also contains
documentation examples, test data, and the capabilities to create
matching test queries.
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Requirement Verification
An analysis was performed based on the structure defined in
the JSON schema to evaluate the developed intermediate query
syntax. The following table (Table 1) presents the detailed
results of this analysis:

This syntax efficiently meets a wide range of expressiveness
and interoperability requirements, demonstrating capabilities
in defining complex medical queries with standard terminologies
and logical operators.

Table . CCDLa components and their purpose regarding the expressiveness requirements.

Requirements metPurpose and functionKey propertiesComponent

Expressive query formulation,
boolean logic

Conjunction of criteria with logical
operators.

CNFb without negationinclusionCriteria

Negation of criteria on a group lev-
el, Boolean logic

Allows negation of criteria for
comprehensive exclusion.

DNFc without negationexclusionCriteria

Standard medical terminology,
uniqueness

Identifies concepts using standard
coding systems.

code, system, version, displaytermCode

Expressiveness of simple and com-
plex eligibility criteria

Sets criteria with defined context,
using term codes and filters.

context, termCodes, valueFilter, at-
tibuteFilter, timeRestriction

criterion

Time restrictionsSpecifies time frame for criteria
fulfillment.

afterDate, beforeDatetimeRestriction

Use of standardized unitsStandardized unit definition, adher-

ing to UCUMd units.

code, displayunit

Numeric restriction, concept restric-
tions

Varied filtering types for flexible
data querying.

type (concept, quantity-comparator,
etc)

valueFilter

Detailed filtering, clinical relationsMechanism for detailed filtering at
the attribute level.

type (concept, quantity-comparator,
reference)

attributeFilters

aCCDL: Clinical Cohort Definition Language.
bCNF: conjunctive normal form.
cDNF: disjunctive normal form.
dUCUM: ___.

Evaluation and Use of the CCDL in Real-World
Scenarios
We believe the potential of the CCDL extends beyond its
application in the federated feasibility portal of the German
Research Portal for Health. Nevertheless, the CCDL remains a
crucial technical solution within the FDPG’s feasibility portal.

We created a user interface for the feasibility queries in the
FDPG (Figure 4), which generates the CCDL, demonstrating
how it lends itself well to building feasibility query user
interfaces [30,31]. The CCDL especially supports this as its
design follows the typical way of feasibility query creation as

seen in platforms such as the FDPG, i2b2, OMOP, and TrinetX.
We evaluated the usability of the user interface across multiple
projects [32,33] and embedded it in a German-wide distributed
research infrastructure [10,34]. These evaluations highlighted
the applicability of the CCDL to a feasibility query and that the
usability issues found were not due to a lack of expressiveness
of the CCDL. We further used the Synthea data set to test the
CCDL against [35], demonstrated the ability of the CCDL to
represent a wide range of criteria [36], and showed that it could
be fully translated to FHIR Search [37], CQL [38], and AQL
[39]. At the time of writing, almost 9000 CCDLs have been
created and executed across Germany.
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Figure 4. Example of a feasibility query in the central German Portal for Health Data (FDPG) feasibility portal to find patients with a leukocyte count
within a normal range, with a malignant neoplasm of the brain, available tumor tissue specimen, and a CT scan after January 1, 2020, who did not take
doxorubicin.

Discussion

Principal Findings
We presented an intermediate feasibility query syntax that
separates concerns between the user interface and the execution
of a feasibility query on different research repositories and their
specific query languages. The syntax defined here fulfills all
the interoperability and accessibility requirements while
supporting a broad range of expressiveness requirements we
identified by analyzing existing query tools. The solution is
fully compatible with established medical terminology standards,
notation of parameters, and restriction semantics.

The solution we describe here is compatible with the query logic
established by i2b2 and, therefore, tranSMART and TriNetX.
This means that tools like i2b2 or similar could be easily
extended to produce our syntax.

The CCDL was further used as part of a larger infrastructure
for feasibility queries in Germany and is currently used as the
interface for feasibility queries within the German research
portal for health, supporting feasibility queries across 39
university hospitals in Germany. We successfully created
translation components for FHIR Search and CQL in the current
implementation. Current research also indicates the adaptability
for FHIR Pathling’s aggregation API [40], and SQL. The criteria
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content and the required reintroduction of data
model—dependent information are obtained from an
automatically generated search ontology [36].

Related Work
While the expression of eligibility criteria within a specific data
model context is well established and adequately discussed in
this work, research on a data-agnostic intermediate format for
computable eligibility has been sparse in recent years.

Alper et al [41] closely align with our approach of representing
eligibility criteria in a structured format, namely the FHIR
EvidenceVariable, which currently does not directly support
the representation of eligibility criteria but may be refined to
do so. Presumably, an FHIR representation would provide a
structure beyond the realm of the MII, which could add
significant value and improve syntax interoperability. However,
in the early stages, the challenges of adopting new solutions
could have impeded the development presented here. Our
ongoing communication with the HL7 working group, which
focuses on Research Studies, gives us confidence that once a
suitable FHIR Resource is established or adapted to meet the
needs outlined in our publication, the established technical
components could be efficiently modified to align with these
changes. Parallels can be drawn to implementing structured
eligibility criteria, as presented by Yuan et al [42] and Fang et
al [43]. Their publications present a half-automated approach
to generate feasibility queries based on free text study protocols
from ClinicalTrials.gov [23]. Their system is built around the
OHDSI data model and uses the concept IDs. After converting
the free text criteria, they allow users to edit and download an
intermediate representation in JSON format. Unfortunately, no
clear implementation guidelines on the format are given by
Yuan et al [42] and Fang et al [43]. However, recurring themes
include differentiating inclusion and exclusion criteria and
defining temporal constraints. To our knowledge, contrary to
our approach, they do not allow for further restrictions beyond
the value constraint on specific criteria.

Limitations
The separation of concerns, which the CCDL provides, also
leads to the need for a mapping to identify the correct way of
translating the CCDL information model to the local information
model and terminology. The mapping allows the link between
the specific data model and the criterion as identified in the
CCDL to be created. One example of this is that for FHIR
Search, the mapping for a condition criterion identified by a
specific ICD-10 code C50.0 would provide the information that
the condition is found in the end point “/Condition” and the
search parameter for the term code is “code” – Leading to the
translated FHIR Search URL:

[fhir-base-url]/Condition?code=http://fhir.de/CodeSystem/bfarm/icd-10-gm|C50.0.”

Further, additional information about the terminology is
necessary to allow the selection of criteria within a terminology
hierarchy, where the criterion resolves to multiple child criteria.
Finally, this then requires the query executor and the
CCDL-generating user interface to agree on criteria or
terminology entries.

One common requirement currently not supported by the CCDL
is temporal interdependencies between different criteria.
Therefore, queries like a specific laboratory value within a
certain period of diagnosis cannot be currently expressed using
the CCDL.

We deliberately decided to delay the implementation of this
extension as time dependencies significantly increase the
complexity and performance requirements of any query
execution.

The data model agnostic nature of the CCDL is inherently
valuable. Its full potential—the capability to be used across
different health care data models—requires more than technical
translation. For cross-model query capability, the existence of
the concepts in all target data models must be ensured.

Future Work
The CCDL described here provides a good base to make
feasibility queries possible across various research repositories
and close the gap between the different research repositories
and their access. We have demonstrated the applicability of the
CCDL to FHIR Search, CQL, and AQL; however, more
repositories and other query languages, such as SQL on FHIR,
OHDSI OMOP, or i2b2 might be added in the future. Further,
one could imagine how separating the query syntax and
execution would theoretically allow one to query different
internationally distributed repositories such as FHIR,
OMOP-CDM, and i2b2 simultaneously. Additionally, the CCDL
is currently limited in how much it can express, and new
capabilities will be added in the future. In this pursuit of making
the CCDL more expressive, any extension must be weighed
against the added complexity and overhead it introduces.

Conclusion
We presented a query syntax for medical feasibility queries,
which creates an abstract layer between the user interface and
the execution query language. We showed how it is flexible
enough to be translated into different query languages and can
be used to express various complex feasibility queries. The
applicability of the query syntax was further demonstrated by
embedding it into a large research project where it is used to
query multiple millions of patients across 39 German university
hospitals. The CCDL for feasibility queries will be extended in
the future to allow more features, and we are currently working
on a modified version for data selection and extraction.
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Example of specimen criteria with an ICD-o-3 (International Classification of Diseases for Oncology, 3rd Edition) attribute
indicating the location the specimen was taken from.
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Abstract

Background: Multisite clinical studies are increasingly using real-world data to gain real-world evidence. However, due to the
heterogeneity of source data, it is difficult to analyze such data in a unified way across clinics. Therefore, the implementation of
Extract-Transform-Load (ETL) or Extract-Load-Transform (ELT) processes for harmonizing local health data is necessary, in
order to guarantee the data quality for research. However, the development of such processes is time-consuming and unsustainable.
A promising way to ease this is the generalization of ETL/ELT processes.

Objective: In this work, we investigate existing possibilities for the development of generic ETL/ELT processes. Particularly,
we focus on approaches with low development complexity by using descriptive metadata and structural metadata.

Methods: We conducted a literature review following the PRISMA (Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) guidelines. We used 4 publication databases (ie, PubMed, IEEE Explore, Web of Science, and Biomed Center)
to search for relevant publications from 2012 to 2022. The PRISMA flow was then visualized using an R-based tool (Evidence
Synthesis Hackathon). All relevant contents of the publications were extracted into a spreadsheet for further analysis and
visualization.

Results: Regarding the PRISMA guidelines, we included 33 publications in this literature review. All included publications
were categorized into 7 different focus groups (ie, medicine, data warehouse, big data, industry, geoinformatics, archaeology,
and military). Based on the extracted data, ontology-based and rule-based approaches were the 2 most used approaches in different
thematic categories. Different approaches and tools were chosen to achieve different purposes within the use cases.

Conclusions: Our literature review shows that using metadata-driven (MDD) approaches to develop an ETL/ELT process can
serve different purposes in different thematic categories. The results show that it is promising to implement an ETL/ELT process
by applying MDD approach to automate the data transformation from Fast Healthcare Interoperability Resources to Observational
Medical Outcomes Partnership Common Data Model. However, the determining of an appropriate MDD approach and tool to
implement such an ETL/ELT process remains a challenge. This is due to the lack of comprehensive insight into the characterizations
of the MDD approaches presented in this study. Therefore, our next step is to evaluate the MDD approaches presented in this
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study and to determine the most appropriate MDD approaches and the way to integrate them into the ETL/ELT process. This
could verify the ability of using MDD approaches to generalize the ETL process for harmonizing medical data.

(JMIR Med Inform 2024;12:e52967)   doi:10.2196/52967

KEYWORDS

ETL; ELT; Extract-Load-Transform; Extract-Transform-Load; interoperability; metadata-driven; medical domain; data
harmonization

Introduction

Multisite clinical studies are increasingly using real-world data
to gain real-world evidence, especially during the COVID-19
pandemic [1]. However, not all clinics use the same hospital
information system, resulting in heterogeneity of data produced
by different hospital information systems. These heterogeneous
data are not semantically and syntactically interoperable.
Therefore, it is difficult to analyze such data in a unified way
across sites. For this, the heterogeneous data need to be
harmonized and standardized, for example, by using a common
data model (CDM) [2]. For example, the European Medical
Agency [3] set up the DARWIN EU (Data Analysis and Real
World Interrogation Network European Union) [4] to provide
real-world evidence on use and adverse events of medicines
across the European Union. DARWIN EU uses the
Observational Medical Outcomes Partnership (OMOP) CDM
[5] as the base model, which is provided by the Observational
Health Data Sciences and Informatics [6] community. To
participate in such networks, a transformation of local data is
needed. A common approach is to develop an
Extract-Transform-Load (ETL) or Extract-Load-Transform
(ELT) process. Both are used to harmonize heterogeneous data
into the target systems. The only difference between them is
the order of processing data. ETL transforms the data before
loading them into the target systems, while ELT loads the data
into the target systems first, and then transforms the data. Due
to the different data formats and source systems, multiple
ETL/ELT processes have to be implemented [7-10]. This work
is time-consuming and hard to maintain [11].

Using a standard data exchange format can reduce the
complexity of transforming heterogeneous data into CDMs. An
example is the Fast Healthcare Interoperability Resources
(FHIR) [12] format. FHIR is a communication standard and is
provided by the Health Level 7 (HL7) [13]. In Germany, the
Medical Informatics Initiative (MII) [14] provides a Core Data
Set (CDS) [15] in FHIR format for enabling the interoperability
of data across all university hospitals. Another German
association “the National Association of Statutory Health
Insurance Physicians” (KBV, German: Kassenärztliche
Bundesvereinigung) [16] also provides a KBV CDS in FHIR
format, which provides a stable foundation for the development
of the medical information objects [17] (eg, immunization
records and maternity records). Although both MII CDS and
KBV CDS are based on the German HL7 Basis Profiles [18],
the FHIR profiles defined in the 2 CDSs are not identical [19].
This is due to the different requirements of MII and KBV. For
example, codes indicating departments within a clinic (eg, 0100
for internal medicine department) are defined in different

value-sets and therefore use different coding systems. This also
complicates the implementation and maintenance of ETL/ELT
processes.

Furthermore, most countries try to standardize their electronic
health records (EHR) data for research and to improve the
interoperability of the data. Consequently, country-specific
FHIR profiles are developed, for example, German HL7 Basis
Profiles [18] and the US CDS [20]. Due to different languages
(ie, German vs English), different structure definitions (eg,
extensions and cardinality) and different coding systems (eg,
system URL for International Classification of Diseases, 10,
Revision: German Modification [21] vs system URL for
International Classification of Diseases, 10, Clinical
Modification [22]) used in the FHIR profiles, different ETL
processes need to be implemented [8,23]. Although these are
just a few examples, it is conceivable that with the expansion
of supported use cases, the time required for implementing an
ETL/ELT process increases massively, while the maintainability
decreases. Therefore, the implementation of a generic ETL/ELT
process for harmonizing local health data can guarantee the
semantic and syntactic interoperability of research data across
sites and countries.

Using metadata for the implementation of ETL/ELT processes
is a promising approach, as stated by David Loshin [24]: “in
order to organize data for analytical purposes, it will need to be
extracted from the original source (source metadata),
transformed into a representation that is consistent with the
warehouse (target metadata) in a way that does not lose
information due to differences in format and precision (structure
metadata) and is aligned in a meaningful way (semantic
metadata).” A very broad definition of metadata is “data about
other data” [25]. Depending on the specific context of use,
metadata can be classified into 3 types [26]:

• Descriptive metadata: the metadata is used for discovery
and identification purposes, for example metadata for source
and target data.

• Structural metadata: the metadata is used for managing
data in information systems, for example, column names
and table names in a database.

• Administrative metadata: the metadata exists within a
database that provides additional information, for example,
the name of a person, who has changed the data in a
database.

Metadata can be represented by metadata languages (eg,
Resource Description Framework and Notation3) [27]. Such
languages are also called ontology languages. For enabling the
interoperability of data from different source and target systems,
rule languages (eg, Rule Markup Language and Semantic Web
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Rule Language) can be used to define the transformation rules
between them [27]. Therefore, the use of metadata is expected
to improve the development and maintenance for transforming
FHIR resources to OMOP CDM.

As a side note, we understand any (descriptive and structural)
metadata-based approach used for developing ETL/ELT
processes as metadata-driven (MDD) approach. This work
focuses on providing an overview of the types of MDD
approaches and their use in different thematic categories. The
overview aims to identify a suitable MDD approach to enhance
the data transformation from FHIR to OMOP CDM. This will
be achieved by answering the following questions:

• Q1: What are the themes of application for MDD
approaches?

• Q2: What types of MDD approaches exist in the literature?
• Q3: What are the reasons for the usage of MDD

approaches?
• Q4: What tool was used to implement the MDD approach?

Methods

To answer our 4 research questions, we conducted a literature
review. To ensure the transparency of the review process, we
followed the PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) guidelines [28]. We used 4
publication databases (ie, PubMed, IEEE Explore, Web of
Science, and Biomed Center) to search for relevant publications
from 2012 to 2022 written in German or English (Textbox 1).
The first search was performed on August 11, 2022, and the
second one was on March 15, 2023, which in turn completed
the search through December 31, 2022. The collected
publications were loaded into the Zotero Citation Management

program (Corporation for Digital Scholarship) [29] and the
duplicates were manually removed. To better categorize the
publications to be excluded, we defined 8 exclusion criteria
(Textbox 2).

This review was a 2-fold process consisting of
Title-Abstract-Screening (TAS) and full-text screening (FTS).
Both screening processes used the same exclusion criteria listed
in Textbox 2. The unique publications were divided into 2
groups based on their publication dates and uploaded to a
research collaboration platform, Rayyan (Qatar Computing
Research Institute and Cochrane Bahrain) [30], as 2 separate
projects. Each publication group was assigned with 4 reviewers.
The corresponding author reviewed all publications. The TAS
was performed under the blind-modus, so that each reviewer
could label the publication independently. The blind-modus
was turned off after all publications were tagged and the
conflicts were discussed and resolved. After that, all included
publications were randomly divided into 2 groups and reloaded
into Rayyan as a new project for FTS. Similar to TAS, 4
reviewers were assigned to each publication group and the
corresponding author reviewed all publications. The FTS was
also conducted under the blind-modus and followed the same
review process as the TAS.

We extracted the content of all included publications based on
the categories listed in Textbox 3. The extraction of publication
content was done by the corresponding author and validated by
4 coauthors. The extracted content was stored in a spreadsheet
for further analysis and visualization.

The result of the literature review was visualized using an
R-based tool, which was developed based on PRISMA 2020
[31].

Textbox 1. Search string and publication databases.

Search string

PubMed

• ((meta data) OR (meta-data) OR (metadata) OR (ontology) OR (rules)) AND ((extract transform load) OR (ETL) OR (extract load transform)
OR (ELT))

IEEE Explore

• ((“All Metadata”:metadata) OR (“All Metadata”:meta-data) OR (“All Metadata”:meta data) OR (“All Metadata”:ontology) OR (“All
Metadata”:rules)) AND ((“All Metadata”:ETL) OR (“All Metadata”:extract transform load) OR (“All Metadata”:ELT) OR (“All Metadata”:extract
load transform))

Web of Science

• (ALL=(metadata) OR ALL=(meta-data) OR ALL=(“meta data”) OR ALL=(ontology) OR ALL=(rules)) AND (ALL=(ETL) OR ALL=(“extract
transform load”) OR ALL=(ELT) OR ALL=(“extract load transform”))

Biomed Center (BMC)

• (“meta data” OR meta-data OR metadata OR ontology OR rules) AND (“extract transform load” OR ETL OR “extract load transform” OR ELT)
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Textbox 2. Labels and descriptions of exclusion criteria.

Wrong_abbreviation

• Publication does not contain Extract-Transform-Load (ETL) as “Extract-Transform-Load.”

• Publication does not contain Extract-Load-Transform (ELT) as “Extract-Load-Transform.”

Wrong_definition

• Publication does not use metadata in the context of “metadata of data in source or target.”

• Publication does not use rules in the context of “rules for data transformation.”

Only_etl_elt

• Publication describes only ETL/ELT.

Only_metadata

• Publication describes only metadata.

Wrong_focus

• Publication mentioned metadata and ETL/ELT, but the focus is not about data harmonization

Wrong_type

• Publication is not a conference paper or a journal publication

Foreign_language

• Publication is written in other languages than English and German

Wrong_content

• Publication does not mention ETL/ELT or metadata

Textbox 3. Categories for data extraction.

Theme

• The main theme of the work.

Metadata-driven method

• The used metadata-driven method in the work.

Metadata-driven method tool

• Tool which was used to conduct the metadata-driven method.

Purpose

• The purpose of using the metadata-driven method.

Results

Literature Search
The literature search resulted in 538 publications. After
removing 85 duplicates, 453 publications were screened during
the TAS phase. By using the exclusion criteria defined in

Textbox 2 and excluding the publications, which have no
full-text, 64 publications were included for FTS. Finally, we
included 33 publications in this work. The screening process
and results are structured using the PRISMA flow diagram 2020
(Figure 1). A complete list of included publications is available
in Multimedia Appendix 1.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram. Generated using an R-based tool (reproduced
from Haddaway et al [31], with permission from Neal R Haddaway).

Distribution of Publications
In order to gain an overview of the potential application focuses
of MDDs (Q1) and thus an indication of where the approaches
have proven beneficial, the focused theme of application was
first evaluated. According to the extracted data, the focuses of
all included publications are classified into 7 different categories,
namely medicine (n=9) [10,32-39], data warehouse (n=13)
[40-52], big data (n=4) [53-56], industry (n=4) [57-60],
geoinformatics (n=1) [61], archaeology (n=1) [62], and military
(n=1) [63]. This shows that data warehouse and medicine are
the 2 categories that use the MDD approach the most.

MDD Approaches Used for Various Thematic
Categories
Different types of MDD approaches were used across the
thematic categories. To gain knowledge about the use of these

types of MDD approaches in each category (Q2), the distribution
of MDD approaches was investigated. Figure 2 shows the
application of different types of MDD approaches in different
thematic categories. The most frequently used type of MDD
approach was ontology-based, where the ontology (using for
example, resource description framework) of the source or target
was applied in the ETL/ELT process. This approach was used
in 6 categories, particularly in the categories of data warehouse
[45-48,50,52] and medicine [10,32,35,37-39]. Another
frequently used type of MDD approach was rule-based, which
applied transformation rules generated based on the source and
target to the ETL/ELT process. The rule-based approach was
also widely used in the categories of data warehouse [40-43,49]
and medicine [33,34,37,39]. All other MDD approaches besides
the ontology-based and rule-based approaches were categorized
as “other” (Table 1).
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Figure 2. Metadata-driven approaches used in each thematic category.

Table 1. MDDa approaches that are categorized as “other.”

ExampleMDD approach type and publication

UMLb-based

UML class diagram is used for modeling the transformation processDhaouadi et al [46]

Graphic-based

BPMNc standard is used for modeling an ETLd processDhaouadi et al [46]

Ad hoc formalisms-based

Entity Mapping Diagram is used for representing ETL tasksDhaouadi et al [46]

MDAe-based

MDA is a multilayered framework with multiple submodules for separation of the specification of a functional-
ity from its implementation

Dhaouadi et al [46]

Message-based

“Normal message” contains information of mapping and transformation; “command message” configures the
(execution) system

Novak et al [51]

Template-based

A transformation template for each data source that manages the complex transformation processMcCarthy et al [58]

A template contains the mapping patterns which is then used for querying in databaseBinding et al [62]

Metadata-basedf

Implementing a generic data transformation language to transform heterogeneous data from multiple sources
to a common format

Ozyurt and Grethe [36]

Metadata of the source and target stored in a knowledge and metadata repositoryTomingas et al [44]

Metadata of the mapping path stored in a metadata management frameworkSuleykin and Panfilov [60]

aMDD: metadata-driven.
bUML: unified modeling language.
cBPMN: Business Process Model Notation.
dETL: Extract-Transform-Load.
eMDA: Model Driven Architecture.
fMetadata-based approach: approach uses metadata without any specification.
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Purposes of Using MDD Method for Data
Harmonization
The purpose of using MDD approaches in each use case was
then investigated to clarify the reasons why MDD approaches
were used (Q3). Figure 3 shows different purposes of using
MDD approaches in developing ETL/ELT processes based on
the extracted data. The majority of publications describe the
use of MDD approaches to develop an ETL/ELT process. This
purpose can be divided into three detailed categories: (1) to
automate the development of the ETL/ELT process
[35,38,42,46,48-51,60], (2) to develop a generic ETL/ELT
process [39,47,52], and (3) to develop a new ETL/ELT process

without any further technical specifications [40,45,46,55,57,61].
Additionally, the transformation part of the ETL/ELT process
could also be automated by applying an MDD approach
[34,37,41,44,58,63]. For example, Chen and Zhao [41] described
an MDD approach for the automatic generation of SQL scripts
for data transformation. Moreover, using MDD approaches can
also help to improve the performance of ETL/ELT processes
[43,46] or to partially or fully reuse the ETL/ELT process
[10,33,43,62]. Other goals (categorized as “Others” in Figure
3), such as simplifying the maintenance of the transformation
process [37] and reducing the complexity of the extraction
process [53], can also be realized by using MDD approaches in
ETL/ELT processes.

Figure 3. Purposes of using MDD approaches in ETL/ELT process. ELT: Extract-Load-Transform; ETL: Extract-Transform-Load; i2b2: Informatics
for Integrating Biology and the Bedside; MDD: metadata-driven.

Relationship Between Use Case and Used MDD
Approach
As shown in the previous section, different MDD approaches
were applied for different purposes. To further elucidate the
reasons for choosing MDD approaches (Q3), the relationship
between them was investigated. Table 2 lists the number of
publications, which used a type of MDD approach to achieve
a specific purpose. The ontology-based approach was used to
achieve purposes (1) and (2), and (4)-(7). For example, Huang
et al [63] created both local ontology (ontology based on the
source data) and global ontology (ontology for the query
processing) for the data transformation process, so that the data
transformation from local ontology to global can be automated
by applying ontology learning, ontology mapping, and ontology

rules. Additionally, the ontology-based approach was also used
to achieve other goals, such as controlling the ETL process to
Informatics for Integrating Biology and the Bedside [32] and
reducing the complexity of the extraction process [53]. Similar
to the ontology-based approach, the rule-based approach was
used to achieve the purposes of (1)-(3) and (5)-(7). Due to the
reusability of the transformation rules, it was also possible to
simplify the maintenance of the ETL/ELT process by applying
rules in the process [37]. Other MDD approaches such as
template-based [58,62], message-based [51], and metadata-based
[41,44,48] were used to achieve the goals of (1)-(3) and (5)-(7).
A metadata-based approach (eg, metadata management
framework) can be used to develop the ETL tasks automatically
[60]. The detailed information of Table 2 is available in the
Multimedia Appendix 1.
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Table 2. Relationships between purposes and MDDa approaches used.

MDD approachesPurposes

Other, n/N (%)Rule-based, n/N (%)Ontology-based, n/N (%)DescriptionNumber

1/6 (17)3/6 (50)2/6 (33)To automate the data transformation within an ETLb/ELTc process(1)

1/4 (25)2/4 (50)1/4 (25)To reuse an ETL/ELT process (partially or completely)(2)

1/2 (50)1/2 (50)0/2 (0)To improve the performance of an ETL/ELT process(3)

0/3 (0)0/3 (0)3/3 (100)To develop a generic ETL/ELT process(4)

2/9 (22)2/9 (22)5/9 (56)To develop an ETL/ELT process automatically(5)

1/6 (17)1/6 (17)4/6 (67)To develop a new ETL/ELT process (without any other specific
purposes)

(6)

4/11 (36)2/11 (18)5/11 (45)Other(7)

aMDD: metadata-driven.
bETL: Extract-Transform-Load.
cELT: Extract-Load-Transform.

Tools Used for Implementing MDD Approaches
Finally, we focused on the tools used to implemented MDD
approaches (Q4). For achieving various purposes as shown in
the previous section, different tools were used. As shown in
Figure 4, each type of MDD approach can be implemented by
using either an existing tool or a use case specific tool. Based
on the included publications, the ontology-base approaches
were mostly implemented using Protégé (Stanford Center for
Biomedical Informatics Research) [64]. Protégé is an ontology
editor, as well as OntoEdit (Institute AIFB, University of
Karlsruhe and Ontoprise GmbH) [65]. The main reason for
using an ontology editor is its ease of use and maintenance, as
well as the various plug-ins. The use of case specific tools, such
as ontology generator introduced by Kamil et al [45], generated
ontologies based on the data definition language of the relational
database. Both types of tools were used for creating and
maintaining the ontology, which was then used to establish a

generic mapping logic in the ETL/ELT process
[32,50,52,54,55,61]. Another type of frequently used MDD
approach is rule-based, which is used for phrasing and storing
the transformation rules. The transformation rules can be stored
in a mapping sheet [49], a CSV file [34], a YAML (YAML
Ain’t Markup Language) file [33] or a table within a database
[43], which were implemented manually. Afterwards, the
transformation rules could be used in the ETL/ELT process, for
example, to enable the automatic transformation. Other types
of MDD approaches can also be implemented by using existing
tools (eg, knowledge and metadata repository [66]) or use case
specific tools (eg, metadata repository [41] and metadata
management framework [60]). For example, Ozyurt and Grethe
[36] implemented a generic transformation language using the
bioCADDIE Data Tag Suite (bioCADDIE Project) [67] (a
metadata schema) to align heterogeneous data from multiple
sources, which provided a basis for further analytic queries.
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Figure 4. Tools used for developing the metadata-driven approach. MMF: metadata management framework; OWL: Web Ontology Language; YAML:
YAML Ain’t Markup Language.

Discussion

Principal Findings
Our literature review on the topic “metadata-driven ETL/ELT”
includes all publications listed on PubMed, IEEE Explore, Web
of Science, and Biomed Center on MDD ETL/ELT process
from 2012 to 2022. In some context, the use of metadata is
represented specifically using “ontology” or “rules.” Therefore,
we added “ontology” and “rules” into the search string to expand
the search range.

With the review process presented, we were able to provide an
overview of the thematic categories to which the MDD
ETL/ELT processes were applied (Q1), the types of MDD
approaches used in the ETL/ELT processes (Q2), the purposes
of using MDD approaches (Q3), as well as the tools used to
implement the MDD approaches (Q4).

Across all thematic categories, ontology-based and rule-based
approaches are the most used approaches in the data warehouse
and the medical thematic categories. In some cases, more than
one MDD approach was used in the ETL/ELT process. For
example, Del Carmen Legaz-García et al [39] used both
ontology-based and rule-based approaches. Therefore, such
publications were categorized as both MDD approach types.

Various tools can be used to implement MDD approaches.
Unfortunately, we were not able to extract this information from

all included publications. The reason for that is that some
publications used proprietary or nontransferable approaches
(eg, data-specific ontologies [39,62] and rules from Data Vault
[DataVaultAlliance] [42]). Some other publications did not
explicitly mention or describe the tools they used. Therefore,
these publications were not included in the analysis of MDD
tools used.

The results indicate that it is promising to implement a generic
ETL/ELT process to transform different FHIR profiles to OMOP
CDM automatically by applying MDD approaches. However,
the results do not provide a trivial solution for this. For example,
Huang et al [63] used an ontology-based approach to be able to
automate the data transformation in an ETL/ELT process, while
Ong et al [34] used a rule-based approach to achieve the same
purpose. In some cases, more than one MDD approach were
used as complements in order to accomplish the data
transformation. For example, Pacaci et al [37] chose an
ontology-based approach to automate the data transformation
and a rule-based to simplify the maintenance of the
transformation process in case of changes in data sources. By
applying these 2 approaches in combination, the authors were
able to transform EHR data from heterogeneous EHR systems
into OMOP CDM. Therefore, determining an appropriate MDD
approach and tool to implement a generic ETL/ELT process to
transform FHIR to OMOP CDM automatically remains a
challenge.
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This work aimed to provide an overview of different types of
MDD approaches and their tools. Consequently, this review
lacks an analysis of detailing the specific traits of each MDD
approach. This gap underscores the importance of providing a
comprehensive insight into the characterizations of the MDD
approaches presented in this study. This analysis will be
conducted in the future to provide solid evidence for selecting
the most suitable MDD approach and tool, or for considering
using multiple MDD approaches in combination to implement
the generic ETL/ELT process for transforming FHIR to OMOP
CDM.

Conclusions
Our literature review shows that using MDD approaches to
develop an ETL/ELT process can serve different purposes in

different focus groups (ie, medicine, data warehouse, big data,
industry, geoinformatics, archaeology, and military). The results
show that it is promising to implement an ETL/ELT process by
applying MDD approach for automating the data transformation
from FHIR to OMOP CDM. However, the determination of an
appropriate MDD approach and tool to implement such an
ETL/ELT process remains a challenge. This is due to the lack
of comprehensive insight into the characterizations of the MDD
approaches presented in this study. Therefore, our next step is
to evaluate the MDD approaches presented in this study and to
determine the most appropriate MDD approaches and the way
of integrating them into the MII CDS FHIR to OMOP CDM
ETL process [8]. This could verify the ability of using MDD
approaches to generalize the ETL process for harmonizing
medical data [11].
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Abstract

Background: Digital transformation, particularly the integration of medical imaging with clinical data, is vital in personalized
medicine. The Observational Medical Outcomes Partnership (OMOP) Common Data Model (CDM) standardizes health data.
However, integrating medical imaging remains a challenge.

Objective: This study proposes a method for combining medical imaging data with the OMOP CDM to improve multimodal
research.

Methods: Our approach included the analysis and selection of digital imaging and communications in medicine header tags,
validation of data formats, and alignment according to the OMOP CDM framework. The Fast Healthcare Interoperability Resources
ImagingStudy profile guided our consistency in column naming and definitions. Imaging Common Data Model (I-CDM),
constructed using the entity-attribute-value model, facilitates scalable and efficient medical imaging data management. For patients
with lung cancer diagnosed between 2010 and 2017, we introduced 4 new tables—IMAGING_STUDY, IMAGING_SERIES,
IMAGING_ANNOTATION, and FILEPATH—to standardize various imaging-related data and link to clinical data.

Results: This framework underscores the effectiveness of I-CDM in enhancing our understanding of lung cancer diagnostics
and treatment strategies. The implementation of the I-CDM tables enabled the structured organization of a comprehensive data
set, including 282,098 IMAGING_STUDY, 5,674,425 IMAGING_SERIES, and 48,536 IMAGING_ANNOTATION records,
illustrating the extensive scope and depth of the approach. A scenario-based analysis using actual data from patients with lung
cancer underscored the feasibility of our approach. A data quality check applying 44 specific rules confirmed the high integrity
of the constructed data set, with all checks successfully passed, underscoring the reliability of our findings.

Conclusions: These findings indicate that I-CDM can improve the integration and analysis of medical imaging and clinical
data. By addressing the challenges in data standardization and management, our approach contributes toward enhancing diagnostics
and treatment strategies. Future research should expand the application of I-CDM to diverse disease populations and explore its
wide-ranging utility for medical conditions.

(JMIR Med Inform 2024;12:e59187)   doi:10.2196/59187
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Introduction

The accessibility and use of health information in various
formats and standards are limited, further limiting the
development of advanced data analytics technologies, especially
in an era where machine learning and other cutting-edge
technologies have become essential for medical research.
Integrating these sophisticated analytical tools requires a
paradigm shift toward the standardization and harmonization
of health care data [1,2]. Standardized data structures are not
only beneficial but essential for the effective application of
machine learning algorithms as they ensure consistent data
quality (DQ), interoperability, and comprehensive analysis
across different health care domains. By moving to standardized
data formats, we laid the foundation for a more powerful and
scalable application of emerging technologies, opening up new
possibilities in medical research and patient care.

Several standardization projects and technologies have emerged
in response to the demand for integrated approaches [3,4].
Among these, the Observational Medical Outcomes Partnership
(OMOP) Common Data Model (CDM) is noteworthy for its
advantages in converting diverse sources of data into a consistent
format [5,6]. It harmonizes the structure and content of various
clinical data sets, facilitating consistent analytical approaches
in multi-institutional research. These characteristics ensure high
efficiency and accuracy of data interpretation and use, thereby
enhancing both the quality and pace of research in the rapidly
evolving field of medicine.

Digital Imaging and Communications in Medicine (DICOM)
is a universal standard for managing, storing, and transmitting
medical images, ensuring interoperability and improved
exchange of medical image data and associated information
between health care systems. Recent research has focused on
the integrated analysis of DICOM and OMOP CDM to promote
accessibility to complex medical imaging data and electronic
health records [7-11]. These efforts aim to combine detailed
imaging metrics with diverse clinical data to contribute to the
development of diagnostic and therapeutic strategies through
comprehensive data analysis. However, the data duplication
problem caused by constructing an instance-level table and the
absence of a table that can store annotation data such as labeling
(commonly used in image analysis) are major limitations. These
limitations must be addressed to effectively manage the complex
characteristics of medical imaging data and perform an

integrated analysis with clinical information in the OMOP CDM.
As the complexity of medical imaging data and the range of
DICOM tags increase, effective solutions are required to
integrate data seamlessly and consistently.

Lung cancer is the leading cause of cancer-related deaths
worldwide and accounts for >20% of all cancer fatalities in
South Korea. The etiology, progression, and therapeutic
response of lung cancer are intricately linked to a myriad of
biological and genetic factors. Therefore, a systematic
understanding of the characteristics of lung cancer is paramount
for its early detection, prevention, and construction of
personalized treatment strategies [12,13]. However, this requires
an approach that efficiently integrates high-resolution data across
various fields.

In this study, we propose a method to integrate medical imaging
data with the OMOP CDM, aimed at enhancing multimodal
research capabilities. This approach involves converting DICOM
metadata and its annotation data to fit within the OMOP CDM
framework and subsequently integrating it into a designed
Imaging Common Data Model (I-CDM). We applied this
integrated framework to a specific cohort of patients with lung
cancer and brain metastases to not only test the feasibility and
utility of our approach but also demonstrate its practical
application through a series of research scenarios. Additionally,
the use of scenarios was intended to showcase use cases that
validate the operational functionality of our proposed model
within real-world research settings.

Methods

Overview
We systematically analyzed and selected the DICOM header
tags, verified their data formats, and mapped them to the OMOP
CDM framework. To ensure consistency and interoperability
in the column naming and definitions, we referenced the Fast
Healthcare Interoperability Resources (FHIR) image study
profiles, constructed I-CDM tables incorporating an
entity-attribute-value (EAV) model for scalability, and
performed data preprocessing to maintain data integrity. This
allowed us to construct and validate a series of scenarios that
combined clinical and imaging information from patients with
lung cancer using a structured approach while ensuring
interoperability. Figure 1 provides a visual overview of the
processes used.
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Figure 1. Workflow for I-CDM implementation in lung cancer research. CDM: Common Data Model; DICOM: Digital Imaging and Communications
in Medicine; I-CDM: Imaging Common Data Model; OMOP: Observational Medical Outcomes Partnership.

DICOM Header Analysis
We selected preliminary DICOM header tags that are universally
applicable across a spectrum of modalities through a systematic
procedure. To ensure the relevance and appropriateness of these
tags, we sought consultation with radiology specialists [14-16].
While the DICOM standard provides a framework, it does not
enforce a uniform data format. This lack of uniformity has led
to variations in data formats across medical institutions and
modalities. Accordingly, we validated the extractable data
formats, ensuring that only data from nonempty DICOM header
tags are extracted to maintain DQ and relevance. For data values
where no standard concepts were unavailable, we introduced
new custom concepts that are used consistently and
comprehensively within the Observational Health Data Sciences
and Informatics (OHDSI) framework. Concurrently, we
examined the FHIR standard’s ImagingStudy profile of
radiological image data to determine the appropriate table and
column names [17]. This approach was adopted to ensure that
the selected header tags provided comprehensive coverage with
respect to established imaging information standards.

I-CDM Table Modeling
Our database architecture was designed to consolidate a variety
of medical imaging data types, including DICOM header tags,
study and series-level preprocessing information, and annotation
information through labeling. The organization of
IMAGING_STUDY, IMAGING_SERIES,
IMAGING_ANNOTATION, and FILEPATH tables ensured
structured and accessible data collection. The
IMAGING_STUDY table refers to the CDM
PROCEDURE_OCCURRENCE table associated with the
corresponding imaging-order information.

To understand the significance of series-level analysis in medical
imaging with reference to the ImagingStudy profile of the FHIR
standard, we modeled the IMAGING_SERIES table [18-20] to
house values derived from DICOM header tags pertinent to the
series. Considering the potential variability in series-specific
details owing to distinct imaging equipment or research
requirements, we adopted the EAV format. The EAV model
provides a data representation framework for the scalable and
flexible storage of entities, in which the number and types of
attributes (properties and parameters) can vary [21,22]. Using
EAV, each attribute-value pair is stored as a separate record,
making it easier to populate new data rows without altering the
foundational database schema. This model facilitates data
expansion without necessitating changes to the foundational
table structure.

To observe the emergence and ubiquity of automated labeling
tools in radiology, we designed an IMAGING_ANNOTATION
table [23-26] structured to retain minimal metadata originating
from the tools. Similar to the IMAGING_SERIES table, we
used an EAV approach to promote the extension of the metadata.
Finally, in response to the importance of the file size in
image-oriented research and artificial intelligence
implementations, we designed a FILEPATH table. This database
captured fundamental attributes, such as file size, location, and
specific format. Figure 2 shows the diagram constructed
according to the I-CDM table definition. In Multimedia
Appendix 1, we provide detailed definitions for each column
in the IMAGING_STUDY, IMAGING_SERIES,
IMAGING_ANNOTATION, and FILEPATH tables for I-CDM.
Multimedia Appendix 1 elucidates the data format and captures
broadly the attributes of the I-CDM framework. In addition, it
specifies whether a column is mandatory, ensuring
comprehensive documentation and consistency across data sets.
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Figure 2. Diagram of Imaging Common Data Model workflow and attributes.

We analyzed and mapped the categorically constructed columns
to the corresponding CDM concept IDs where feasible. The
modality information was mapped to the concept IDs of the
Procedure class in the CDM specifically related to the imaging
equipment. This mapping enabled cross-validation using the
method attributes of the linked procedure. The body part
category was also aligned with the CDM concept, resulting in
terms like “chest” being mapped to the Procedure class as “chest
imaging.” For the IMAGING_ANNOTATION table, attributes

such as the labeling plane and area were harmoniously mapped
to the standard CDM concept IDs. In instances where mapping
to standard CDM codes proved challenging, custom concepts
were designated without limiting the classes and domains. Here,
the original data extracted from the images were consistently
included in the source-value column to ensure data fidelity.
Additionally, in anticipation of RadLex potentially being
adopted as a standard vocabulary within the OHDSI framework,
we have also suggested additional RadLex mappings for our
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data set. RadLex, developed by the Radiological Society of
North America, is a comprehensive terminology system
designed to standardize the names of radiological diagnoses,
findings, and procedures. It encompasses a wide range of terms
used in medical imaging, making it an invaluable resource for
enhancing the comprehensiveness of medical imaging
vocabularies within our data set. Multimedia Appendix 2
provides a detailed map of the standard terminology used in our
I-CDM with their corresponding OMOP CDM concept IDs.

We expanded our methodological framework by developing a
Python-based tool, publicly available on GitHub, for automatic
conversion and integration of DICOM files into our I-CDM
[27]. This tool was designed to work in conjunction with
PostgreSQL to effectively create and populate essential tables
such as IMAGING_STUDY, IMAGING_SERIES, and
FILEPATH directly from specified DICOM file directories.
Notably, the tool includes an algorithm to map the extracted
DICOM header data systematically to the corresponding CDM
concept IDs. This functionality ensures that the medical image
data are not only accurately integrated into the I-CDM but also
aligned with the standardized terminologies and classifications
of the OMOP CDM. For practical applications, we chose the
NSCLC-Radiomics open data set from The Cancer Imaging
Archive. The NSCLC-Radiomics data set was used solely and
only for the purpose of testing our DICOM file–to-PostgreSQL
conversion tool, confirming its functionality with generic
DICOM files, and providing a publicly shareable example of
the processed output. After reading DICOM files from the
NSCLC-Radiomics data set, our tool methodically constructs
I-CDM tables within PostgreSQL, thereby streamlining the data
integration process.

Data Preprocessing for I-CDM Table Construction
Before data preprocessing, all personal identifiers were removed
to maintain patient confidentiality and protect personal
information. Our first step was to ID and categorize the images
into a series, ensuring that each series-specific folder contained
only pertinent images, thereby maintaining a hierarchical
directory structure. The Series Description in a DICOM header
often comprises terms and abbreviations that describe the image
characteristics. We performed a detailed analysis of the Series
Descriptions of selected images to discern imaging attributes,
such as the image plane, the presence of enhanced contrast, and
designations such as low-dose, T1, or T2, among others. Based
on a combination of these criteria, we designed rule-based
naming conventions for folders, aiming for descriptive and
meaningful names. Furthermore, we extracted information on
the presence of “Black Blood” imaging in magnetic resonance
imaging (MRI) scans using DICOM header data, which assisted
in preparing data for the construction of the imaging series table.

To construct the imaging annotation table, 2 radiology experts
identified and labeled the lesions on the chest computed
tomography (CT) and brain MRI scans. Subsequently, we
extracted metadata related to the labeled regions, such as area
dimensions and characteristics.

Validation of I-CDM for Lung Cancer Studies

Overview
This study sought to define a research cohort comprising patients
aged 18 years and older with primary lung cancer and structure
the metadata of all chest x-ray, chest CT, and brain MRI images
using I-CDM. Using the structured data, we aimed to elucidate
the unique and major characteristics of patients with lung cancer
by analyzing various scenarios.

Scenario 1: Association of Hypertension on Imaging
Frequency in Patients With Epidermal Growth Factor
Receptor Mutation-Positive Lung Cancer Receiving
Osimertinib
We investigated the association of hypertension on imaging
frequency in patients with lung cancer who were prescribed
osimertinib, an epidermal growth factor receptor tyrosine kinase
inhibitor. By comparing the frequency of CT imaging between
groups with and without hypertension, this study aimed to
determine whether the presence of hypertension affects imaging
frequency in patients undergoing osimertinib treatment.

Scenario 2: Correlation Between Ground-Glass Nodules
and Solid Tumor Volume in Lung Cancer
Using annotated data from chest CT scans to compare tumor
volumes in patients with lung cancer who have ground-glass
nodules (GGNs) with those who have solid nodules, we aimed
to explore the relationship between ground-glass opacity nodules
and tumor volume in lung cancer.

Scenario 3: Use of Low-Dose CT in Diagnostic Imaging
for Lung Cancer
This scenario investigates the number of CT series, each
consisting of more than 150 image instances, in patients who
have undergone low-dose CT for lung cancer diagnosis. This
study aimed to evaluate the adequacy of low-dose CT for
providing diagnostic information while minimizing radiation
exposure in patients.

Scenario 4: Number of Enhanced T1-Weighted MRI
Images With a Slice Thickness of <1 mm in Patients
With Lung Cancer Diagnosed at Younger Than 60 Years
This scenario targets patients with lung cancer diagnosed at
younger than 60 years of age and involves quantifying the
number of enhanced T1-weighted MRI images with a slice
thickness of <1 mm. The collected data highlighted the volume
of images available for subsequent annotation, and facilitated
an in-depth radiological analysis of patient demographics.

Ethical Considerations
This study was approved by the Institutional Review Board of
Seoul National University Bundang Hospital (approval
B-2202-738-004; date: April 14, 2022). All procedures
performed in this study involving human participants were in
accordance with the ethical standards of the institutional and/or
national research committee and with the 1964 Helsinki
declaration and its later amendments or comparable ethical
standards.
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Statistical Analysis
Statistical analyses were performed using R software (version
4.2.2; The R Foundation for Statistical Computing). Descriptive
statistics were used to summarize the data, including the
calculation of means for continuous variables and frequency
counts for categorical variables. The data were categorized as
necessary to facilitate further analysis.

Results

Conversion of DICOM Data to the OMOP CDM
Format: Realization and Integration in the I-CDM
Framework
To systematically organize and efficiently manage the extensive
collection of imaging data for the cohort of patients with lung

cancer diagnosed between 2010 and 2017, sourced at Seoul
National University Bundang Hospital, we structured the I-CDM
into 4 basic tables: IMAGING_STUDY, IMAGING_SERIES,
IMAGING_ANNOTATION, and FILEPATH (Table 1). The
data set included imaging data from follow-ups in 2003-2021.

The I-CDM categorized 282,098 IMAGING_STUDY records,
which were systematically linked to OMOP. This link provides
an extensive overview of patient imaging trajectories and clinical
data. The database contains 5,674,425 image series
encompassing 47,381,027 individual image instances. Of the
282,098 records in the data set, 282,028 records contained
information across various modalities, each containing a
corresponding “number of series and instance” columns within
the database.

Table 1. Imaging Common Data Model (I-CDM) data summary for lung cancer cohort (number of tables and records for data from 2003 to 2021 for
patients diagnosed with lung cancer from 2010 to 2017).

Unique valuesRecords with data, n (%)Record count, nI-CDM table or column name

282,098IMAGING_STUDY

3282,028 (99.9)282,098Modality

265281,940 (99.9)282,098Manufacturer

35282,098 (100)282,098Number of series

1825282,098 (100)282,098Number of instance

5,674,425IMAGING_SERIES

25382,517 (100)382,517Body part examined

385,118 (100)85,118Laterality

1099411,351 (100)411,351Slice thickness

12,535635,208 (100)654,247Series description

29,815685,526 (100)685,526Window center

31,393685,848 (100)685,848Window width

11444,770 (100)458,770Patient position

2020717,154 (100)717,154Columns

2066717,154 (100)717,154Rows

626717,169 (100)717,169Number of instance

212,943 (100)12,943BBa/non-BB

48,536IMAGING_ANNOTATION

548,536 (100)48,536Annotation system

692689 (100)3013Annotation text

329811,153 (100)11,153Volume

15931,333 (100)31,353Long axis

24923009 (100)3009Surface

1,000,361FILEPATH

998,8441,000,361 (100)1,000,361File path

681,0261,000,361 (100)1,000,361File size

aBB: blood-brain barrier contrast.

The IMAGING_SERIES data represents a testament to the scale
and complexity of the data set, with the 5,674,425 series

illustrating the vast range of radiological examinations included
in this framework. A total of 382,517 records detailing the
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examined body parts underscored the targeted nature of
radiological diagnostics. The data set was also characterized by
an array of parameters, with 685,526 records for window centers
and 685,848 for window widths. The structural resolution was
meticulously captured with 717,154 data points for both the
columns and rows, reflecting the intricate images. Each series
was contextualized with descriptions recording the purpose and
context of the imaging sequence in 654,247 data records. In
total, 12,943 images were classified into blood-brain barrier
contrast (BB)/non-BB categories to indicate the presence or
absence of BB, highlighting the usefulness of specialized
imaging sequences for detailed neurovascular assessments.

Table 2 displays the distribution of DICOM data across different
modalities for patients with lung cancer, indicating the number
of studies and series for each modality. X-ray examinations
usually consist of a single series, whereas MRI and CT scans
frequently include multiple series per study to accommodate a
variety of imaging sequences. This highlights the detailed and
complex nature of lung cancer diagnosis and monitoring. The
structured categorization within the IMAGING_SERIES table
using an EAV model, where the MRI data comprise 11
categories, including the BB/non-BB distinction. This implies
a detailed classification of the MRI data, unlike the x-ray data,
which are classified into 7 categories representing the variability
of the desired parameters for each imaging modality. For x-ray
images (n=1,410,844), the features are distributed as follows:
number of instances (n=201,755, 14.3%), columns (n=201,755,
14.3%), rows (n=201,755, 14.3%), window width (n=200,938,
14.2%), window center (n=201,755, 14.3%), series description
(n=201,755, 14.3%), patient position (n=200,938, 14.2%), slice
thickness (n=200,938, 14.2%), body part examined (n=201,755,
14.3%), laterality (n=201,755, 14.3%), and BB_NonBB
(n=201,755, 14.3%).

CT images (n=2,982,176) show the following feature
distribution: number of instances (n=360,845, 12.1%), columns
(n=360,845, 12.1%), rows (n=360,845, 12.1%), window width
(n=360,845, 12.1%), window center (n=360,845, 12.1%), series
description (n=360,845, 12.1%), patient position (n=360,845,
12.1%), slice thickness (n=360,845, 12.1%), body part examined
(n=360,845, 12.1%), laterality (n=286,281, 9.6%), and
BB_NonBB (n=116,305, 3.9%).

For MRI images (n=1,281,432), the distribution is: number of
instances (n=140,958, 11%), columns (n=140,958, 11%), rows
(n=140,958, 11%), window width (n=138,395, 10.8%), window
center (n=138,395, 10.8%), series description (n=139,686,
10.9%), patient position (n=142,235, 11.1%), slice thickness
(n=142,235, 11.1%), body part examined (n=142,235, 11.1%),
laterality (n=80,733, 6.3%), and BB_NonBB (n=91,984, 7.1%).

The IMAGING_ANNOTATION table had 48,536 annotations
predominantly sourced from CT and MRI scans. These
annotations offer a detailed exploration of the examined regions,
with volumetric and long-axis measurements documented. This
granular level of detail is critical for the precise characterization
and monitoring of diseases supported by a comprehensive
understanding of the annotated regions. The FILETATH records
within the I-CDM table (totaling 1,000,361) served as a bridge
between the CDM tables and actual image file paths, spanning
approximately 9.6 terabytes of image data. This illustrates not
only the substantial volume of image data but also the expansive
nature of our image repository within the I-CDM framework.
In addition, DICOM folders were organized in a series, and
common imaging characteristics were identified through series
descriptions to assign meaningful folder names, further
streamlining the data structure for efficient management and
retrieval.

Table 2. Count data based on modality and type.

Series countStudy countModality

201,770201,569X-ray

373,11665,923CTa

142,25414,590MRIb

aCT: computed tomography.
bMRI: magnetic resonance imaging.

Validation of I-CDM Scenarios for Enhanced Imaging
and Treatment Classification in Patients With Lung
Cancer

Scenario 1: Hypertension and Imaging Frequency in
Patients Treated With Osimertinib
Among the total cohort of 7842 patients with lung cancer, 176
(2.24% of the total) prescribed osimertinib were diagnosed with

hypertension. In the osimertinib arm, 28 (0.36%) patients had
hypertension. The average number of CT scans in patients with
and without hypertension was 19.5 and 20.3, respectively,
indicating that hypertension did not significantly affect the
frequency of CT imaging in patients with lung cancer receiving
osimertinib treatment. Figure 3 shows this comparison of CT
scan frequency over hypertension status among patients treated
with osimertinib.
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Figure 3. Diagram of CT scan frequency comparison according to hypertension status among osimertinib-treated patients with lung cancer. CT:
computed tomography.

Scenario 2: Nodule Characterization and Volume
Measurement in CT Imaging
We evaluated 1947 annotated CT scans from 1929 patients and
observed that a significant number of GGNs contained solid
components, necessitating labeling of both components within
the GGNs. Our comparative analysis focused on the mean
volume of solid nodules within GGNs compared with those
without GGNs. In total, 673 GGNs were identified in 626
patients, of which 649 were classified as having solid nodules.

The average volume of the GGN was 8135.616 mm3, whereas
the volume of solid nodules within the GGN was 2578.006

mm3. In contrast, 1343 solid nodules without GGN were found

in 1319 patients, with an average volume of 34,712.58 mm3.
This corroborates the findings of previous studies indicating
that solid nodules, especially those not associated with GGNs,
tended to be more abundant [28]. Our results provide additional
evidence supporting these observations on the nodal nature of
lung pathologies.

Scenario 3: Use of Low-Dose CT and Instance Range
Among the 63,446 CT studies conducted in the cohort of patients
with lung cancer, which included 2,725,899 series, 48,587 were

identified as low-dose imaging studies. Of these, 41,336
included >150 instances. The instance count in the 3 low-dose
CT images varied significantly, with the smallest and largest
series consisting of three and 633 instances, respectively. This
highlights the need for low-dose imaging to capture extensive
data while minimizing radiation exposure.

Scenario 4: MRI Imaging With 1-mm Thick Slice and
T1 Enhancement
In Scenario 4, which focused on MRIs of 1-mm thick slices
under T1 enhancement, our analysis of 137,566 MRI series
identified 31,851 series using T1-weighting at the specified
slice thickness, 5235 of which were associated with patients
aged ≤60 years. This scenario allows the preemptive
examination of images to be labeled, integrating image patterns
and nodule characteristics with clinical data. This approach not
only facilitates the identification of the scale of target images
to be annotated but also enables precise quantification of the
images that meet the specified criteria. Table 3 shows the
categorization of the MRI series using I-CDM, providing a
visual summary of the data refined by slice thickness and T1
enhancement and further filtered to include patients aged ≤60
years within the studied patient cohort.

Table 3. Magnetic resonance imaging series analysis using Imaging Common Data Model.

CountMRIa series type

137,566Total MRI series

74,692T1 weighted

51,582Contrast enhanced

31,851Slice thickness ≤1 mm

5235Age of 60 years or younger

aMRI: magnetic resonance imaging.

I-CDM Data Quality Check
We ensured DQ based on a set of 44 comprehensive DQ rules
(outlined in Multimedia Appendix 3), focusing on the Radiation
CDM quality assurance framework. These rules encompassed
a broad spectrum of checks, including the evaluation of DICOM
series and instance counts, data type consistency, and the
accuracy of the linkage between the data set and existing clinical

tables within the CDM. All data entries successfully met these
criteria, indicating compliance with quality standards. Among
these rules, those pertaining to interdata relationships and outlier
detection were instrumental in validating the integrity of the
data set. A selection of these quality checks and their outcomes
are presented in Table 4, highlighting the importance of ensuring
data quality and integrity within I-CDM.

JMIR Med Inform 2024 | vol. 12 | e59187 | p.2158https://medinform.jmir.org/2024/1/e59187
(page number not for citation purposes)

Ji et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 4. Selected data quality assurance rules and outlier analysis results from Multimedia Appendix 3.

Error (n)Result (%)ThresholdCDM_TABLE, CONTCEPT_NAME, and check description

IMAGING_STUDY

NUMBER_OF_SERIES

202PASS
(99.9)

At least 95% matchThe NUMBER_OF_SERIES must be equal to the number of series in the IMAG-
ING_SERIES table with the same IMAGING_STUDY_ID. This ensures that the
number of series recorded in the IMAGING_STUDY matches the actual series entries
in the related table

NUMBER_OF_INSTANCE

109PASS
(99.9)

At least 95% matchThe NUMBER_OF_INSTANCE must equal the sum of VALUE_AS_NUMBER for
entries in the IMAGING_SERIES table where SERIES_CONCEPT_ID equals
NUMBER_OF_INSTANCE, under the condition that they are mapped between the
2 tables. This is to verify that the number of instances (images) reported in the
IMAGING_STUDY corresponds to the aggregated count of instances from the series
data

NUMBER_OF_SERIES, NUMBER_OF_INSTANCE

1PASS
(99.9)

At least 95% matchThe presence of a Rule of NUMBER_OF_SERIES necessitates the presence of a Rule
of NUMBER_OF_INSTANCE.

IMAGING_SERIES

SERIES_CONCEPT_ID = SliceThickness

496PASS
(99.8)

At least 99% of records
must have a nonmissing

VALUE_AS_NUMBER must exist and be a numeric value for at least 99% of the
records

SERIES_CONCEPT_ID = Rows

100PASS
(100)

At least 99% of records
must have a nonmissing

VALUE_AS_NUMBER must exist and be a numeric value for at least 99% of the
records

8952PASS (1.2)Outliers should be under
5%

Outliers, defined as values beyond the 1st and 99th percentiles, should be reviewed

SERIES_CONCEPT_ID = Columns

—aPASS
(100)

At least 99% of records
must have a nonmissing

VALUE_AS_NUMBER must exist and be a numeric value for at least 99% of the
records

7251PASS (1.0)Outliers should be under
5%

Outliers, defined as values beyond the 1st and 99th percentiles, should be reviewed

SERIES_CONCEPT_ID = BB/non-BB

—PASS
(100)

100% of records must
have as one of the speci-
fied valid IDs

Values must be exclusively “Positive” or “Negative”, ensuring they represent these
specific states without including the concept IDs 45884084 and 45878583

IMAGING_ANNOTATION

ANNOTATION_ CONCEPT_ID = Long axis

—PASS
(100)

No missing values for
VALUE_AS_NUMBER

VALUE_AS_NUMBER must exist and be a numeric value

77PASS (0.2)Outliers should be under
5%

Outliers, defined as values beyond the 1st and 99th percentiles, should be identified
and reviewed to ensure they accurately reflect the intended measurements.

ANNOTATION_ CONCEPT_ID = Volume

—PASS
(100)

100% of records must be
numeric and nonnull

VALUE_AS_NUMBER must exist and be a numeric value

ANNOTATION_ CONCEPT_ID = annotation_text

—PASS
(100)

100% of records must be
numeric and nonnull

VALUE_SOURCE_VALUE must contain a nonempty text value

ANNOTATION_ CONCEPT_ID = surface area

—PASS
(100)

100% of records must be
numeric and nonnull

VALUE_AS_NUMBER must exist and be a numeric value
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aNot applicable.

Discussion

Principal Results
This study proposes a method for integrating clinical and
imaging data using I-CDM. By converting DICOM data into
the OMOP CDM format and integrating it into the I-CDM
framework, we implemented a systematic approach to efficiently
manage medical imaging data. This approach enabled the
connection and analysis of clinical and imaging data in different
contexts. Additionally, detailed schema overviews for the use
cases of integrating I-CDM can be found in Multimedia
Appendix 4, and a comparison between MI-CDM and I-CDM
is provided in Multimedia Appendix 5.

Limitations
The limitation of this study is its lack of consideration for the
resources required for processing DICOM images and
integrating annotation information. To customize and add data
according to researcher needs using the EAV model,
comprehensive knowledge and expertise on DICOM standards
and tags are required [29]. Furthermore, integrating image
annotation data within the I-CDM framework not only demands
sufficient resources [30-32], but also requires advanced data
management strategies to expand the integration and
harmonization of data sets from various imaging modalities
beyond chest CT, x-ray, and brain MRI [33,34]. Moreover,
focusing exclusively on a cohort of patients with lung cancer
narrowed the scope of the study. Additionally, in our study, the
scenarios were designed to validate the functionality of the
proposed model using actual medical data. These scenarios were
deliberately simplified to ensure effective management within
the capabilities of the implemented I-CDM framework. Future
research will benefit from the incorporation of expanded
annotation data, enabling more complex analyses, such as
longitudinal comparisons of tumor sizes pre and posttreatment
in individual patients.

Comparison With Prior Work
In this study, diverging from previous Radiology-CDM research,
we refined the integration of imaging examination data by
linking them with the PROCEDURE_OCCURRENCE table,
which enables a more efficient analysis through improved data
connectivity. Moreover, unlike previous research that relied on
RadLex for standard terminology, this study directly mapped
DICOM terms to OMOP CDM standard terminologies. This
direct mapping simplifies the process and enables the use of
custom codes, thus facilitating a deeper analytical integration
of clinical and imaging data. And this study takes a distinct
approach compared with recent I-CDM studies [35,36]. Our
method enhances the analytical scope by facilitating the storage
and management of annotation information. This ensures that
imaging-related data, including annotations, can be
comprehensively managed within the I-CDM framework. By
using the EAV model, our study introduced flexibility in
managing various data types and structures, rendering our
approach adaptable to evolving research needs and data
characteristics. Consequently, it exhibits good flexibility and

adaptability, especially in research requiring integrated analysis
of clinical and imaging data. Considering the file sizes
associated with imaging data, effective file management is
essential. Our study used the FILEPATH table to connect
I-CDM with the original imaging data, including file extension
and size information, to ensure quick access to file details and
facilitate efficient management.

Scalability and Applicability of the I-CDM
The lung cancer cohort in this study was initially used to validate
the functionality of the proposed I-CDM tables using actual
medical image data. In future studies, the model is not only
adaptable to lung cancer but also designed to accommodate a
wider spectrum of medical conditions, including various tumor
types and cardiovascular diseases. By leveraging OMOP CDM’s
standard vocabulary for “modality_concept_id” and “body part
examined” (“value_as_concept_id”), the model can be broadly
adapted to accommodate various diseases or different settings
beyond lung cancer. This adaptability ensures that any additional
data items users might require can be seamlessly integrated by
aligning with OMOP CDM standard vocabulary, underlining
the framework’s potential for broad application across diverse
medical data and settings. Furthermore, while RadLex is
extensively used in medical imaging vocabularies, it is not yet
included as a standard vocabulary in the OHDSI framework.
Even if RadLex were incorporated, it would not cover all
concepts related to imaging. Therefore, we had to consider
various vocabularies to ensure comprehensive coverage.
Recognizing this, we aimed to build the I-CDM by maximizing
the use of existing OHDSI vocabularies according to OHDSI
principles, rather than proposing new vocabularies. We have
proactively suggested mapping terms compatible with RadLex
within our study wherever possible. In the new scenario, the
principle for term selection involves mapping the standard
concept to the granularity level of the source data. This is
achieved by selecting the term from the standard vocabulary
that most accurately represents the clinical meaning. In addition
to the features we have currently mapped, our study focused on
lung cancer, but for other diseases, there are important concepts
in imaging that should be considered. For instance:

• Ultrasound image tags: Commonly used tags include
“Transducer Frequency,” “Gain,” and “Depth of Field,”
which are critical for analyzing the quality and
characteristics of ultrasound images.

• Spine x-ray tags: Relevant tags such as “KVP” (Kilovoltage
Peak), “Exposure Time,” and “Focal Spot Size” are essential
for understanding the technical parameters that affect image
quality.

• Body part imaging concepts: Terms like “Entire Thorax,”
“Entire Liver,” and “Entire Pelvis” are crucial for precisely
describing the anatomical region being imaged, which can
vary significantly depending on the disease or condition
being studied.

These examples ensure that the I-CDM framework is adaptable
and capable of integrating a wide range of imaging data
characteristics and supporting diverse medical conditions and
research scenarios.
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Conclusions
This study implemented a systematic approach for the efficient
management of medical imaging data, achieving integration of
clinical and imaging data through the development of the I-CDM
framework and the conversion of DICOM data into the OMOP
CDM format. Future efforts should strive to broaden the
application of the I-CDM framework to encompass various

disease populations and include diverse imaging techniques for
different body parts, such as abdominal CT, spine MRI, and
liver MRI, thereby enhancing its applicability. Expanding its
scope to incorporate these imaging modalities is crucial for
conducting more comprehensive investigations into the utility
of merging clinical and imaging data across different health
conditions.
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Abstract

Background: Cross-institutional interoperability between health care providers remains a recurring challenge worldwide. The
German Medical Informatics Initiative, a collaboration of 37 university hospitals in Germany, aims to enable interoperability
between partner sites by defining Fast Healthcare Interoperability Resources (FHIR) profiles for the cross-institutional exchange
of health care data, the Core Data Set (CDS). The current CDS and its extension modules define elements representing patients’
health care records. All university hospitals in Germany have made significant progress in providing routine data in a standardized
format based on the CDS. In addition, the central research platform for health, the German Portal for Medical Research Data
feasibility tool, allows medical researchers to query the available CDS data items across many participating hospitals.

Objective: In this study, we aimed to evaluate a novel approach of combining the current top-down generated FHIR profiles
with the bottom-up generated knowledge gained by the analysis of respective instance data. This allowed us to derive options for
iteratively refining FHIR profiles using the information obtained from a discrepancy analysis.

Methods: We developed an FHIR validation pipeline and opted to derive more restrictive profiles from the original CDS profiles.
This decision was driven by the need to align more closely with the specific assumptions and requirements of the central feasibility
platform’s search ontology. While the original CDS profiles offer a generic framework adaptable for a broad spectrum of medical
informatics use cases, they lack the specificity to model the nuanced criteria essential for medical researchers. A key example of
this is the necessity to represent specific laboratory codings and values interdependencies accurately. The validation results allow
us to identify discrepancies between the instance data at the clinical sites and the profiles specified by the feasibility platform
and addressed in the future.

Results: A total of 20 university hospitals participated in this study. Historical factors, lack of harmonization, a wide range of
source systems, and case sensitivity of coding are some of the causes for the discrepancies identified. While in our case study,
Conditions, Procedures, and Medications have a high degree of uniformity in the coding of instance data due to legislative
requirements for billing in Germany, we found that laboratory values pose a significant data harmonization challenge due to their
interdependency between coding and value.

Conclusions: While the CDS achieves interoperability, different challenges for federated data access arise, requiring more
specificity in the profiles to make assumptions on the instance data. We further argue that further harmonization of the instance
data can significantly lower required retrospective harmonization efforts. We recognize that discrepancies cannot be resolved
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solely at the clinical site; therefore, our findings have a wide range of implications and will require action on multiple levels and
by various stakeholders.

(JMIR Med Inform 2024;12:e57005)   doi:10.2196/57005

KEYWORDS

Health Level 7 Fast Healthcare Interoperability Resources; HL7 FHIR; FHIR profiles; interoperability; data harmonization;
discrepancy analysis; data quality; cross-institutional data exchange; Medical Informatics Initiative; federated data access challenges

Introduction

Overview
Interoperability, an essential component of contemporary
medical informatics, facilitates seamless communication and
data exchange between various devices, applications, and health
care systems. Semantic interoperability ensures machine
interpretation of health care data and, thus, data exchange,
integration, and reuse for optimized collaboration between
distributed players in health care and medical research.
Consequently, it is pivotal in amplifying the efficacy and impact
of numerous other medical informatics technologies, advancing
the field as a whole.

The Layered Fast Healthcare Interoperability
Resources Profile Model: Facilitating Reuse and
Interoperability
The Health Level 7 (HL7) Fast Healthcare Interoperability
Resources (FHIR) addresses syntactic and semantic
interoperability [1], providing a standardized framework for
data structures known as resources. These resources are
essentially a set of attributes that represent specific health
care–related concepts. For instance, the Patient resource in
FHIR might include attributes such as name, administrative
gender, birth date, address, and contact details. This
standardization of data structure promotes syntactic
interoperability. Semantic interoperability is achieved using
bindings of attributes to value sets with codes from universally
recognized coding systems such as Logical Observation
Identifiers Names and Codes (LOINC) or Systematized
Nomenclature of Medicine—Clinical Terms (SNOMED CT).

FHIR also introduces the concept of Profiling [2]. FHIR profiles
constrain or modify the base FHIR resources to cater to specific
use cases or regional requirements. They provide guidelines on
how resources should be structured; which attributes should be
excluded, mandatory, added, or repeated; what terminology
should be used for coded elements; and how these elements
should be interpreted. During the development of profiles,
domain experts from the medical field are involved at all stages
to ensure that the data models capture all the required data. This
approach ensures the syntactic consistency of the data and its
semantic interpretability. FHIR profiles can be based on other
FHIR profiles to constrain them further, allowing a layered
structure from the most permissive to the most constrained
profile.

The Medical Informatics Initiative
The German government recognized the importance of
interoperability in the health care sector and consequently

initiated the Medical Informatics Initiative (MII) in 2015 [3].
With the overarching goal of making routine data available for
research, the MII aims to digitally connect patient data generated
during hospital stays across the country. Four consortia, namely,
DIFUTURE [4], HiGHmed [5], Medical Informatics in Research
and Care in University Medicine [MIRACUM] [6], and Smart
Medical Information Technology for Health care [7], and a
central coordination office received funding from the Federal
Ministry of Education and Research to establish data integration
centers (DICs) responsible for data exchange. With over €400
(US $427 million) million in current total funding, the Federal
Ministry of Education and Research supports consortia, DICs,
and cross-consortium use cases.

Acknowledging the various accomplishments within the MII
until this point [8-10], in this paper, we will place particular
emphasis on the Core Data Set (CDS), its implementation at
the DICs, and its applicability to the “Aligning Biobanking and
DIC Efficiently” [11] use case project, which among others,
included federated feasibility studies integrated into the
Forschungsdatenportal für Gesundheit (German Portal for
Medical Research Data [FDPG]) [12].

CDS Profiles
One of the primary responsibilities of the MII is the development
and implementation of a unified data model that is binding for
all German university hospitals.

The result of this ongoing endeavor within the MII is the CDS,
a set of specific FHIR profiles that the local sites have agreed
upon collectively. These CDS profiles define the minimum data
set that should be included in each DIC. The CDS is subdivided
into basic and extension modules, where the basic modules
encompass basic health care data such as patient-derived
information, conditions, procedures, medication, and laboratory
measures, and the extension modules reflect data from specific
applications or specialist areas (such as intensive care or
oncology) [13]. The CDS is sustainably, nationally coordinated,
continuously updated, and adapted to meet changing
requirements. The development of the CDS leverages tools such
as ART-DECOR for data set modeling and Simplifier.net [14]
for creating and publishing FHIR profiles [15].

Upon the successful development of the CDS, the obligation
falls to each DIC to make its routine data available as FHIR
instance data. DICs integrate and standardize routine health care
data at each site, essentially based on extract, transfer, load
(ETL) processes with frequent late mappings of proprietary data
from source systems. While their operation and management
involve complex processes, for the scope of this paper, this
conceptualization is sufficient. The data are secured and
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standardized through the DIC, promoting efficient and secure
cross-institutional data sharing and collaboration.

FDPG: Facilitating Accessible Research
The FDPG is critical in making the data across the 34 sites
accessible to medical researchers [12]. It provides the legal and
procedural framework to access routine data sets across sites.
Among other components, it provides the feasibility platform
that gives users a user-friendly view of available data items and
allows users to query them across connected sites directly. It
aggregates available patient counts for a specific, user-defined
search query. To do so, it uses a search ontology automatically
generated from FHIR profiles [16]. Users can select concepts
from the search ontology and restrict them as needed, for
example, by applying comparator values for quantitative
laboratory values. The resulting criteria can be combined using
Boolean algebra to create complex feasibility queries.

Figure 1 demonstrates the search ontology’s user-friendly
abstraction for researchers unfamiliar with FHIR:

• Medical coding: criteria are based on standard codings
referenced in the FHIR profiles (eg, C71 from German
modification of the International Statistical Classification
of Diseases and Related Health Problems, 10th revision
[ICD-10-GM] for malignant neoplasm of the brain)

• Value and attribute filters: specific FHIR attributes such
as the value of an observation are modeled as “value filters”
to express the “is” relationship between the coding and the
value (such as leukocyte counts between 4000 and
10,000/µL). Additional attributes can also be expressed
(such as place of collection for specimen) and allow the
further refinement of criteria beyond their existence.

• Time-based filters: researchers can furthermore apply
temporal constraints (“after” a specific date).

All other FHIR attributes are not available to the user to ensure
high usability.

The FDPG feasibility tool’s primary aim is to make the data
findable that are available across the MII’s DICs, which are

based on the CDS. In its current iteration, the feasibility tool
offers a selected subset of CDS criteria. This design choice is
driven by the different requirements to be met by the CDS and
the search ontology. The CDS profiles are developed for various
primary source systems across German university hospitals.
Profile specifications are required to be broad in many cases
due to the diversity and complexity of these systems. Therefore,
generic profiles are preferred, with more detailed models being
developed only when necessary for specific content or
organizational reasons. This serves DICs well due to having
access to the instance data. By contrast, due to its federated
nature, the FDPG has no access to the instance data. A more
nuanced approach beyond generic modulations, such as
accurately modeling the relationship between laboratory
concepts and their values instead of simply representing LOINC
codes, is required to provide users with criteria beyond
determining their presence.

The feasibility tool also navigates the complexity arising from
various code systems. For instance, the diagnosis profile
accommodates codings from ICD-10-GM, SNOMED CT,
Alpha-ID, and Orphanet, which are crucial for rare disease
research. However, this diversity poses a usability challenge,
potentially overwhelming users unfamiliar with these systems.
In addition, the overlap in concept expression between
ICD-10-GM and SNOMED CT can create confusion: users may
not realize the necessity of selecting a particular concept from
a specific code system or potentially both, contingent on their
use case. A significant factor in the FDPG feasibility portal’s
initial focus on legally mandated code systems is the absence
of instance data for certain criteria (eg, as of March 2023, none
of the 20 participating sites had SNOMED CT codings for
diagnoses), as offering such criteria might frustrate researchers
and discourage tool use. Guided by these assumptions, Table 1
provides an overview of the CDS modules, their codings, and
their coverage in the FDPG feasibility portal.

The present scope of the FDPG feasibility portal is not fixed,
allowing for potential future expansions.
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Figure 1. Example of a feasibility query in the German Portal for Medical Research Data feasibility portal to find patients with a leukocyte count within
a normal range, those with a malignant neoplasm of the brain, those with available tumor tissue specimen, and those with a computed tomography scan
after January 1, 2020, who did not take doxorubicin after January 1, 2023. MII: Medical Informatics Initiative.
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Table 1. Coverage of the Core Data Set (CDS) modules in the German Portal for Medical Research Data (FDPG) feasibility portal.

FDPG coverageCDS-supported codingsCDS module

MII_CS_Consent_PolicyMIIa_CS_Consent_PolicyConsent

ICD-10-GMICD-10-GMb, Alpha-ID, SNOMEDc diagnoses codes, OrphanetDiagnosis

Defined subset of “TOP300” LOINC codesLOINCdLaboratory

ATC-DEATCe-DE, ATC-EN, PZNfMedication

——gPerson

OPSOPSh, SNOMED procedure codesProcedure

Defined subset of “TOP50” SNOMED specimen codesSNOMED specimen codesSpecimen

aMII: Medical Informatics Initiative.
bICD-10-GM: German modification of the International Statistical Classification of Diseases and Related Health Problems, 10th revision.
cSNOMED: Systematized Nomenclature of Medicine.
dLOINC: Logical Observation Identifiers Names and Codes.
eATC: Anatomical Therapeutic Chemical.
fPZN: pharmazentralnummer.
gNot applicable.
hOPS: Operationen- und Prozedurenschlüssel.

Discrepancy Despite Standardization: Challenges and
Opportunities
Figure 2 illustrates the interplay between the source systems,
the DICs, the CDS, and the search ontology of the FDPG
feasibility portal. Applying the CDS to the heterogeneous
primary source data makes the heterogeneous source data
interoperable. Despite the standardization, discrepancies can
arise by deviating interpretations or erroneous implementations
of the CDS. Typically, these can be identified by validating the
instance data against the CDS and are addressed in the ETL
jobs of the sites. It might be necessary to adjust the CDS
implementation guide to provide more clarity. It is important
to note that despite these efforts, inherent challenges related to
data quality at the source, such as missing, erroneous, or
inconsistently entered data, persist [17]. These complexities
often necessitate extensive collaboration and resources for
resolution and fall outside the direct control of DICs, whose
primary function is data integration.

The FDPG feasibility portal cannot exhaustively query all
instance data at the clinical sites. Consequently, the instance

data can be divided into 2 subsets: the data that should be
covered by the search ontology and the currently unsupported
data. The latter provides opportunities for future developments
but is outside the scope of this paper.

The search ontology’s additional constraints and the CDS’s
limited data harmonization cause discrepancies that prevent the
accessibility to instance data that should be available. While
presenting challenges, such discrepancies are not unique to this
framework but are commonly observed across various industries
when implementing standards [18]. They mirror the common
rationale behind the organization of Connectathons, which aim
to test and improve interoperability.

Outside the governmental context of a Connectathon but
maintaining the same objective of advancing interoperability
through rigorous testing of multiple systems adhering to the
same standard, our approach evaluates the assumptions
underlying the FDPG’s search ontology against the actual
instance data at clinical sites. To achieve this, we use the same
FHIR profiles used to develop the search ontology.
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Figure 2. Simplified federated architecture of the German Portal for Medical Research Data and the data integration center and the data discrepancies
and alignments that arise. CDS: Core Data Set; DIC: data integration center; FHIR: Fast Healthcare Interoperability Resources.

Methods

Overview
This research integrates a top-down approach for the definition
of data models with an empirical bottom-up methodology
(Figure 3). This novel approach addresses discrepancies in data
standardization and representation. The representation of the
search ontology as an FHIR profile based on the CDS forms
the foundation of our top-down perspective (hereinafter referred
to as FDPG profiles). The bottom-up approach, conversely, is
grounded in an empirical analysis of the instance data.

Being able to rely on FHIR profiles has multiple advantages:

• Using existing validation software: unlike custom solutions,
our approach leverages existing validation software to
analyze and resolve discrepancies, offering a more
streamlined and efficient process.

• Insights from layered FHIR profiles: the layered structure
of FHIR profiles provides multifaceted insights. It not only
aids in understanding the search ontology but also evaluates
compliance with the CDS. In addition, performing this
analysis across different sites sheds light on several aspects:
(1) discrepancies in instance data across sites, (2)

discrepancies between the CDS and site-specific instance
data, and (3) discrepancies between the search ontology
and the instance data

• Leveraging established standards: working with established
technology in the MII allows for transparency and
adaptability beyond the current use case.

The strength of our approach lies in its iterative nature, whereby
each cycle involves refining the profiles based on the empirical
insights gathered, subsequently informing the following
empirical analysis. This continuous refinement allows us to
transition from differential to data quality analysis. This
progression not only targets the resolution of discrepancies but
also seeks to enhance the quality and accessibility of the data.
By iterating this process, we contribute a new framework for
reconciling the tension between data standardization and
real-world variability, a common challenge in health care data
management. Notably, the approach is not solely focused on
the search ontology, as would typically be the case when
developing a product. Being a part of the MII community, we
hope that our approach will also uncover potential for further
harmonization across sites, enhancing the functionality and
accessibility of the FDPG feasibility tool and facilitating a wider
range of use cases.
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Figure 3. Combining the top-down and bottom-up approach for the iterative, evidence-based refinement of FHIR profiles. CDS: Core Data Set; DIC:
data integration center; ETL: extract, transfer, load; FDPG: German Portal for Medical Research Data; HL7 FHIR: Health Level Seven Fast Healthcare
Interoperability Resources.

Validation Pipeline
To use the FDPG profiles, we developed and deployed a
validation pipeline (Figure 4) that can be deployed at each site.
A centralized approach was not feasible due to the high
standards of data protection adhered to within the MII. The
pipeline uses the FHIR Marshal, an HL7 application
programming interface validation library extended with a
Representational State Transfer application programming
interface [19]. The validation library requires the profiles and
their dependencies for the validation as well as the referenced
terminology resources.

The FHIR profiles are themselves resources, more specifically,
FHIR StructureDefinition resources. They are stored in an FHIR
server (Blaze) [20] using the FHIR Populator tool [21]. This
tool is designed to download FHIR profiles from package
managers such as Simplifier and their dependencies,
subsequently uploading them to our servers. The FHIR Populator
also accommodates environments without internet access by
offering the capability to upload a previously persisted package.

Regarding terminologies, we analyzed all StructureDefinitions
and downloaded the expanded ValueSets from a terminology
server based on the binding information. The terminologies are
stored in a specialized FHIR server, Termite [22], which
implements a minimal set of FHIR Terminology Services for
validation and contains all relevant expanded ValueSets and
CodeSystems [23].

The process chain uses a Python script to extract equivalence
class test samples (for each profile, a maximum of 500 instances)
from the local FHIR server. Within the meta information of
each resource, the profile it implements is listed. By substituting
this profile identifier from the CDS with the corresponding
FDPG profile identifier, we can use the standard validation
chain to verify the instance data’s conformance with the FDPG
profiles. The pipeline’s output is a JSON file containing the
validation results. For improved readability, we also generate
a PDF report from these data.

For easy deployment at each site, we provide a configurable
docker package containing all publicly available components
via GitHub [24]. The pipeline does not require access to external
networks and can be easily adapted for different profiles.
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Figure 4. Validation pipeline. API: application programming interface; FHIR: Fast Healthcare Interoperability Resources; REST: Representational
State Transfer.

FDPG Profiles and Underlying Assumptions
As previously established, the search ontology’s current
representation and its FHIR profile representation are guided
by making the most common and most harmonized instance
data in Germany available and iteratively building on that for
specific user groups. For the modulation of the current version,
we assumed that hospitals across Germany, owing to the
country’s billing system’s requirements, would consistently and
correctly use ICD-10-GM [25], Operationen- und
Prozedurenschlüssel (OPS), and Anatomical Therapeutic
Chemical (ATC) codes for diagnosis, procedure, and medication,
respectively. Consequently, these profiles can be easily
expressed by mandating a coding from the respective code
systems. The CDS profile for specimen already limits valid
codings to the descendants of the SNOMED CT concept
specimen. The search ontology reduces the valid codings further
to a subset of the top 50 most common specimen codes. This
information was already collected bottom-up before this analysis
from metadata across sites, implying a high likelihood of minor
to no discrepancies for Specimen in this study.

From a technical perspective, a specific coding is necessary to
identify a criterion in the instance data. Beyond requiring a
specific coding, the FDPG profiles commonly ensure the
existence of a technical reference to the patient, which is crucial
for the operation of the FHIR search. A single search ontology
profile is sufficient for all modules except laboratory, following
these guidelines. As previously established, the laboratory
module presents a unique challenge due to its complexity and
the interdependence of the value, the LOINC coding, and the
number of codings.

Vreeman et al [26] identified that out of the 55,000 codes
LOINC offers in practice, only a small subset is required to
account for up to 99% of all laboratory observations [26].
Following their example, the MII established a “LOINC
TOP300” subset that addresses 80% of all laboratory use cases

in Germany [27]. The MIRACUM Metadata Repository (MDR)
[11] makes this subset available and guides the current
implementation in the feasibility tool of the FDPG.

The LOINC scale type associated with each concept [28]
determines whether the laboratory result is quantitative or
qualitative. While LOINC provides dimensional requirements,
a wide set of Unified Code for Units of Measure (UCUM) units
can fulfill that requirement. LOINC also provides exemplary
units, but they are not mandatory. Fortunately, a UCUM
representation is readily available for quantitative laboratory
results in the MDR. The MDR, therefore, presents a
machine-processable modulation of the interdependency of the
LOINC and its quantitative value.

The MDR does not contain ValueSets for qualitative values,
necessitating an alternative approach. If available, the LOINC
answer list associated with the respective LOINC code is used
for qualitative values, accessed via a terminology server. If
unavailable, a general-purpose ValueSet defined by the MII is
used. However, this ValueSet contains multiple representations
of the same concept, such as 23 different representations for
“Absence finding.” These various representations were reduced
to a single value to enhance usability. Figure 5 illustrates how
the information from the MDR is used to refine the CDS profile
to specific FDPG profiles for each LOINC coding.

As the name suggests, the MDR is primarily used by the sites
of this consortium and is not mandated for any sites in the
context of the FDPG. Furthermore, given the nature of the
laboratory profiles [29] within Germany concerning the
representation of laboratory values cause expected variability.

The FDPG profiles are openly accessible on Simplifier [14].

Guided by these educated assumptions that led to the creation
of the FDPG profiles, our hypothesis for this study is threefold.
First, we anticipated high uniformity in applying ICD-10-GM,
OPS, ATC, and specimen codes. Second, we hypothesized a
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considerably higher level of variability in the application and
interpretation of LOINC codes, with regional disparities in the
representation of laboratory values and their units playing a
significant role. Third, we anticipated that our approach of
refining the FDPG profiles based on the insight of the instance

data would allow us to improve interoperability. This study
aimed to probe these hypotheses, shedding light on the
complexities of harmonizing and standardizing clinical data
across different health care regions and coding systems in
Germany.

Figure 5. Core Data Set laboratory profile without interdependency between code and value (left) HbA1c profile with code value interdependency
(right).

Ethical Considerations
This study did not require an ethics board’s approval as it did
not involve analyzing individual patient data. Instead, summary
statistics on data quality were generated at the participating
respective sites, a practice in line with the applicable general
data protection regulation.

Results

Overview
To evaluate the methodology and tooling, we performed the
discrepancy analysis over a wide range of sites (N=20) from all

4 consortia, including sites from western and eastern Germany
and with different stages of DIC implementation. We
differentiated 3 conformance levels when analyzing the results,
as illustrated in Figure 6.

At a base level, all instance data must conform to the FHIR
standard and the CDS. Deviations from these specifications are
to be regarded as implementation errors. On the topmost level,
the FDPG profiles are not binding for the DIC. Instead, they
should be perceived as a description of the capabilities of the
search ontology that allow insight into the subset of CDS
conformant data currently searchable by the FDPG feasibility
tool. Discrepancies on that level will be interpreted, and
implications and possible solutions will be derived.

Figure 6. Data validation conformance levels. CDS: Core Data Set; FDPG: German Portal for Medical Research Data; FHIR: Fast Healthcare
Interoperability Resources; MII: Medical Informatics Initiative.
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CDS Compliance
Addressing CDS compliance, the surfaced discrepancies varied
in nature and complexity, highlighting several key areas where
adherence was lacking, spanning issues such as noncompliance
with cardinalities, absent references, the nonfulfillment of rules
stated in the profiles, and the use of incompatible codings.
Notably, some of the key issues included the absence of the
mandatory status attribute within the MedicationAdministration
resources, which has a fundamental role in the context of the
resource. Status codes that do not imply the completed
administration are likely not relevant to clinical research, but
if the status is not entered, no differentiation can be made.

A SNOMED CT–encoded category for Procedure was another
prevalent discrepancy required when an OPS coding was used.
While currently not the case, OPS codes might be used in a
different context of a Procedure to differentiate in these cases
the category that would be needed. Furthermore, errors in the
system URL for codings caused validation errors, revealing an
essential need for accuracy in defining codings.

While the above-listed findings in many cases do not directly
affect the accessibility of the resources via the FDPG feasibility
portal as these attributes are often not queried for, they
emphasize the necessity for rigorous attention to CDS
compliance in terms of detail and rigor in the data harmonization
process for secondary use.

Beyond the issues that can be addressed with clear solutions,
such as providing the required elements or adhering to specific
rules or codings, we also found discrepancies that originate
from misinterpretations of the implementation guides.

One example we found is using unit codes that do not stem from
U C U M  w i t h i n  t h e  d a t a  e l e m e n t
MedicationAdministration.dosage.dose.code in the Medication
module. In discussing this discrepancy, we were pointed to the
comment section for this element: “The preferred system is
UCUM, but SNOMED CT can also be used (for customary
units) or ISO 4217 for currency. The use context may also
require a code from a particular system.” However, the profile
requires “http://unitsofmeasure.org” as the system URL, causing
a contradiction that should be addressed in the documentation.

FDPG Compliance
As anticipated, the additional constraints in the FDPG profiles
are the leading cause of discrepancies. However, many of our
hypotheses are confirmed within this subset of instance data.

Procedure, Condition, Medication, and Specimen
As expected, procedure, condition, and medication resources
are available with the codings we anticipated. Unfortunately,
our initial validation revealed that the terminology still caused
discrepancies, but these can be traced back to the differences
in the codes and the display. The national code systems used
by the resources are currently not made available as FHIR
resources but in their own format, leaving room for different
interpretations and leading to different implementations to
generate the displays. The Federal Institute for Drugs and
Medical Devices (BfArM) responsible for the code systems is
aware of this issue and has been assigned to create a central

terminology service as the single source of truth for national
code systems in Germany according to § 355 subsections 12
and 13 of the German Social Security Code V [30]. Our findings
underline the importance of this intent. For the time being, we
will ignore the display in the validation process.

Another discrepancy was using uppercase letters in OPS codes
(5 of 20 sites) contrary to the FDPG feasibility portal’s expected
lowercase codings for OPS. FHIR search to identify codings is
case-sensitive unless the CodeSystem indicates
case-insensitivity. FHIR server implementations to support
case-insensitivity need to obtain this information from the code
system information and adjust their internal search process
accordingly. This feature is currently not implemented by the
Blaze FHIR server. While the Blaze FHIR server might support
this feature in the future, we tend not to make this assumption
for all FHIR servers and, therefore, would advise adjusting the
codings to have uniform upper or lower casing within one
CodeSystem as a practical approach to this problem.

While the ATC code system is correctly coded, the possibility
of representing medication information is another cause for
discrepancies. The CDS defines 6 different representations for
indicating that a medication has been prescribed to or taken by
a patient. In FHIR, the prescription, the confirmed
administration, and the statement of intake of drugs are modeled
using different FHIR resources, MedicationRequest,
MedicationAdministration, and MedicationStatement,
respectively.

Furthermore, 2 options exist for the resources to link the specific
code: the resources can reference a Medication resource or
provide the CodeableConcept defining the medication.
Currently, the FDPG feasibility portal only supports requesting
MedicationAdministrations that reference a Medication resource.
Moving forward, the FDPG feasibility tool must readdress
requesting medication information.

The Specimen instance data could not be analyzed due to a
software bug in the validation pipeline.

Consent
For the Consent module, we encountered an erroneous
understanding of the code system, setting the permissions given
by the patient. As defined by the MII, the code system contains
codes that provide specific permission and codes that imply a
set of permissions. The implication for those implementing the
Consent resource is the erroneous tendency to use only the most
encompassing code in an assumed hierarchy, which currently
is not explicitly modeled. It is necessary to list all relevant codes,
even if their parent code is already present. Sites not including
all subsequent codings do not negatively impact the data privacy
but exclude patients that should be within the cohort when
searching for more specific permission. In future versions, the
currently implicit relationship might be modeled in the
CodeSystem using the part of the relationship. Once changed,
it will require the FDPG feasibility portal to request subsequent
codes with their parent codes.

We also found consent information from the consent
management software generic Informed Consent Service (gICS),
widely adopted across the MII [31]. As the name implies,
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consent management software is used beyond the use case of
federated feasibility queries in the MII. Therefore, consent
resources made available by gICS are based on the more
permissive profile defined by the official FHIR standard of the
HL7 Germany Working Group Consent Management. These
extended gICS consent resources can contain more attribute
entries than consent resources based on the MII CDS Consent
profile; for example, additional provision codings from the gICS
defined code system for Consent resources that cause
discrepancies when validated for our use case. Despite these
findings, the consent resources remain compatible with our use
case requirements, as they are based on the same standard,
provided they contain all mandatory elements as defined by the
MII CDS Consent profile.

Observation (Laboratory Data)
The analysis of the Observation resource revealed findings that
align with our hypotheses and highlight the intricacies of data
harmonization. The inherent flexibility of the laboratory profile,
the nonbinding nature of the MIRACUM MDR directives, and
regional historical discrepancies manifested in significant
heterogeneity.

A recurring issue is using qualitative values for quantitative
LOINC codes and vice versa. We observed that the first case
is more prominent than the latter, which is attributable to using
codings for invalid measurements. In our federated feasibility
use case, the indication of an invalid measurement bears a
minimal consequence: the omission of patients with erroneous
laboratory values would not adversely affect the validity of the
result if sufficient patients are identified with a specific
laboratory value. However, for use cases that evaluate the data,
indicating a value’s invalidity is highly relevant and should be
addressed in a standardized way. Solutions we uncovered range
from using existing codes from various code systems with
different granularity, such as indicating invalid measures using
the SNOMED CT code for invalid or even a specific
postcoordinated expression to provide additional insight about
the cause, to using in-house code systems. The latter proves
inadequate for achieving interoperability across various sites
or when explaining the absence of data. In the future, clear
guidance must be available to the sites to harmonize this
information.

The leading cause for discrepancies that hinder the current
accessibility of the laboratory values is the different UCUM
units. However, the variety across the participating sites is not
as wide as anticipated.

Within the instance data across the sites, we identified 368
different quantitative LOINC codes, with discrepancies in at
least 1 site. Again, case sensitivity contributes to a significant
number of discrepancies. Overall, 59 differences can be
attributed to the inconsistencies between the use of the upper
and lower letter “l” for liter. Overcoming this issue would lower
the number of total discrepancies and the variety of different
dimensions.

The BfArM defines a list of commonly used UCUM units [32].
According to our analysis against this list, discrepancies were
attributed to units still predominantly used in eastern Germany.

Some units, such as “Gpt/L” for giga particle per liter, are not
included in the UCUM code system and are therefore
unsupported. Another recurrent issue identified by this
comparison is the use of the Greek letters (eg, “μ” instead of
“u”). Considering only discrepancies caused by UCUM codes
listed by the BfArM reduces the remaining differences to 248.
This comparison with the prevalent UCUM units in Germany
also revealed that 3 MDR entries differentiate from the BfArM
list.

Moreover, 177 (71.4%) out of the 248 remaining discrepancies
were due to different multiples of 10 in the representation (eg,
ug/dl vs mg/L) with additional units that could be converted by
applying more complex calculations such as converting mmol
to g or mm [Hg] to kPa. Not having a medical background, we
abstain from evaluating the correctness of the units, causing the
remaining discrepancies. Importantly, we can show that there
is a significant portion (298/368, 81%) of discrepancies that
could be resolved by applying simple measures and, importantly,
to lower variety in the discrepancies (66 out of the remaining
70 discrepancies would be caused by 1 different representation
of a unit, and only 4 requiring the representation of the same
value in 2 different units).

Multimedia Appendix 1 provides an excerpt of the table we
created for this study and is one of the most important results
of this study, as it can foster future developments. The LOINC
codes most often found in the instance data are displayed.

Discussion

Principal Findings
Our work confirmed the need for sufficiently constrained
profiles to inform the development of the federated feasibility
tool. We presented tools and an approach that enables
evidence-based decisions instead of the current educated guesses
approach to create lower granularity CDS profiles. Performing
the discrepancy analysis on the use case presented also granted
significant insight into the data quality and alignment of the
CDS among university hospital sites and the FDPG.

We also found first improvements in the data quality with the
sites that addressed issues regarding the CDS identified in the
data quality reports and subsequently undertook a reanalysis.
This indicates that the presented tooling can improve data quality
for agreed-upon profiles.

Implications for the Future of the FDPG Feasibility
Tool
Despite the success in other areas, the high number of
discrepancies in laboratory values presents a unique challenge.
From a product development perspective, considering the
diverse nature of laboratory data, several options emerge:

• The feasibility tool could change its capabilities to query
for the existence of a laboratory value. Insight into existing
clinical studies from ClinicalTrials.gov indicates that
researchers have a high demand for specifying specific
ranges for laboratory values. Moreover, it could be argued
that aligned with the General Data Protection Regulation,
call for “data minimization” capabilities to further
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refinement even for feasibility queries could be deemed
necessary.

• While theoretically feasible, expanding the range of
selectable units to include all the existing ones would
necessitate unit conversions by the researcher, likely
negatively impacting usability and user awareness.

• Implementing on-the-fly conversions is typical in modern
user interface design. However, given current technology
constraints and the FDPG feasibility portal’s response time
requirements, this approach is not viable for handling big
data.

Under normal circumstances, this would indicate the necessity
to pivot from the current implementation of the feasibility tool;
fortunately, the collaborative nature of the MII offers an
alternative solution:

• Ideally, alignment of the laboratory values would stem from
the primary source system; our empirical findings show (as
portrayed in the Results section) that for the TOP300
LOINC Codes, the discrepancies can be overcome by
applying rather simplistic measures to improve data
harmonization. The data already being in a standardized
format further enable the development of 1 tooling that
suits all sites’ needs. The MIRACUM consortium has
initiated preliminary efforts in this direction and is available
to all MII members [33]. While we would highly advise
against mapping LOINC Codings, as implemented in the
tooling, it showcases the feasibility of providing a
conversion tool. We acknowledge that such tooling might
require significant quality assurance (the tool LUMA [34]
can support ensuring the used units match the dimensions
defined in LOINC) or even the approval as software as a
medical device given the existing expertise in the MII [35]
and the reoccurring demand for further data harmonization
for, for example, distributed machine learning, we regard
the endeavor worthwhile.

Harmonizing the data would also give users a broader range of
units by converting the selected value to the harmonized
representation. There still might be cases where data
harmonization of the instance data is not feasible. A fallback
to the previously discussed solutions would still prevail in these
cases.

Once the main issue of aligning the representation of the values
in the search ontology is overcome, it will be necessary to
expand the list of LOINC codings and their interdependencies
continuously. Already, we found that 15 of the 20 sites had
additional LOINC codings in the relatively small sample size
of 500 Observations.

Related Work
Addressing the different granularities of FHIR resources and
international, national, and domain-specific profiles is a topic
that has seen more traction in recent years. With the International
Patient Summary (International Organization for Standardization
27269) defining a minimal baseline of elements that need to be
present in the electronic health record of a patient and its
implementation in FHIR profiles to address the use case of
“unplanned, cross border care,” it is likely to see a rise of

interdependent FHIR profiles. For European countries
specifically, the goal of a shared European Health Data Space
[36] will require defining an additional layer between the
international and national levels. These profiles are not intended
to serve all use cases. Figure 7 outlines the different layers based
on the work of Vreeman (Vreeman, DJ, unpublished data, July
2023) and Aassve [37] and the role of existing implementation
guides within these layers. The layered approach from minimally
restrictive to sufficiently restrictive data modeling also offers
the opportunity to promote reuse. The role of the CDS is not
clearly defined within this model, while the FDPG profiles are
sufficiently restrictive for the use case of federated search.

Kramer [38] pinpointed a discernible gap in reusability within
FHIR, as revealed through their scrutiny of 125 implementation
guides. The layered approach enables the definition of reusable
extensions, promotes terminology use, and provides clear
guidance on the existing profiles that can be enacted as a
baseline.

While some may advocate for an all-encompassing top-down
approach for particularly restrictive profiles, we believe that the
existing instance data will inevitably require aligning for
different reasons: existing instance data based on a less-stringent
layer, missing restrictive profiles, or insufficient insight on
real-world instance data when creating the profiles. Once this
alignment is achieved, the established tooling in this work can
be further used for quality assessment. While our work goes
beyond the data quality assessment (DQA) of the CDS, it is
inherently a part of our examination, if only regarding
conformance.

Draeger et al [39] and Kamdje-Wabo et al [40] performed a
DQA across DICs in the MII using an R script to analyze
specific elements in the instance data regarding their
conformance, completeness, and plausibility as defined by Kahn
et al [41]. Their findings align with our findings regarding
conformance and completeness on a smaller sample set but go
much more in depth when assessing plausibility. Ideally, future
assessments will synthesize both methodologies: harnessing the
robustness of FHIR profile validations as a foundation and
superimposing intricate plausibility evaluations. Within the
context of the MII, the MIRACUM DQA tool [42-44] assesses
the data quality based on abstract data set definitions in the
consortium-provided MIRACUM MDR. The same MDR
underpinned our FHIR profile formulation for laboratory values.

Consequently, the sites that used the MIRACUM DQA tool had
fewer discrepancies in our analysis. Still in the context of the
MII but beyond the FHIR standard, the work of Tute et al [45]
also applied rule-based evaluation on specific data elements
using R. However, the data source they analyzed was an
openEHR repository queried with AQL statements.

In the broader scheme of data quality of medical data, we also
find the reoccurring topic of addressing data ambiguity. Schmidt
et al [46] delve into the significance of data quality in
observational health research and the different quality indicators,
presenting a comprehensive framework that not only highlights
the challenges but also offers software solutions in R to tackle
them.
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In conclusion, while the push toward defining and refining FHIR
profiles and embracing standardized data formats is a significant
step forward, it remains a piece of a giant puzzle to achieve

interoperability and high data quality in the medical domain,
which will ultimately require a multifaceted approach.

Figure 7. Layered Fast Healthcare Interoperability Resources profile model. DE: Deutsche (German).

Limitations
The presented approach requires high effort, limiting its inherent
iterative nature. Therefore, it is essential to use all information
obtained in each cycle to make informed decisions on the
maximally constrained profiles that ultimately lead to profiles
that the sites can use independently to access their data quality.
The high effort is also why the initial run of discrepancy analysis
is already based on educated assumptions. Notably, the method
works even if only the required cardinalities and arbitrary values
for the required attributes are specified in the profiles.
Consequently, the first pass would cause maximum
discrepancies and full insight into the instance data.

With the high alignment of educated assumptions, the analysis
only evaluates data that should already match the search
ontology criteria. LOINC Codes outside the TOP300, different
codings for medications, diagnosis, or procedures are not part
of the performed analysis and must be revisited once made
available in the search ontology.

Compared with data analysis scripts, an advantage of this
approach is its easy adaptation and reuse of the validation
pipeline to perform DQAs for completeness and correctness.
However, while aspects of plausibility can be found in our
results, these are not directly related to our approach and must
be addressed separately.

Finally, we did not analyze the Patient resource due to the
federated nature of our analysis and privacy concerns. Being
the central part of every feasibility query, sites should use the
existing tooling to ensure conformance.

Outlook
We created an individual feedback PDF report containing all
discrepancies for every participating site based on our findings.
We hope that this feedback will allow the sites to address the
identified discrepancies that are not caused by the FDPG profiles

but rather are contradictions between the CDS and their ETL
processes.

After reaching sufficient maturity, the FDPG profiles will be
used to update the search ontology.

Further iterations, when expanding the ontology and between
time periods, of the presented approach could be summed up
in an iteration study providing insight into the continuous
development of the central platform and the DIC.

This work revealed the necessity of extending collaborations
between the CDS team, FDPG team, and DICs. While many
discussions are still open at this point, first adjustments are
already being made, that is, by the representatives of the CDS
Consent module who have already implemented our
recommendation of using the “part-of” relationship in the
CodeSystems hierarchy. Now, it falls to the FDPG team to
adjust the feasibility query accordingly in a future release.

We believe that it is pivotal to build on the presented approach
to provide sites with tooling that enables them to verify their
data quality concerning the CDS and identify if their instance
data are available via the FDPG feasibility tool, allowing them
to adjust their data or demand adjustments of the feasibility
tooling if discrepancies arise. While the current tooling was
tailored for this study, further adjustments can and should be
made to provide sites with a more actionable report; that is, the
report should provide a working link to a resource where a
validation error occurred, allowing on-site users to have full
access to all information.

We see a high demand for the presented approach. Whether
partly to ensure data quality or fully to refine top-down defined
profiles with evidence-based information to enhance
interoperability. We provide a generic approach and sufficient
tooling to make it usable for use cases beyond the FDPG,
requiring only slight adjustments to work with other profiles.
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Abstract

Cardiovascular drug development requires synthesizing relevant literature about indications, mechanisms, biomarkers, and
outcomes. This short study investigates the performance, cost, and prompt engineering trade-offs of 3 large language models
accelerating the literature screening process for cardiovascular drug development applications.
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Introduction

Cardiovascular drug development requires synthesizing
information about indications, mechanisms, biomarkers, and
outcomes [1,2]. Large language models (LLMs) leveraging
billions of data points could accelerate fundamental,
resource-intensive aspects of this process, like screening
published literature [3]. However, this depends on the design,
development, and implementation of LLM instructions (prompt
engineering) that work effectively within the context of
cardiology [4-6]. To our knowledge, this is one of the first
studies investigating LLMs to accelerate the literature screening
process for cardiovascular drug development applications
[3,4,6,7].

Methods

Study Design
Leveraging prior work, a PubMed query using both available
Medical Subject Headings (MeSH) and the title and abstract
keyword search of MeSH Entry Terms identified observational
studies of heart failure that (1) were published from 2013 to
2023, (2) contained at least one relevant biomarker (brain
natriuretic peptide, N-terminal pro–atrial natriuretic peptide,
N-terminal pro–brain natriuretic peptide, and peak oxygen
consumption), and (3) measured long-term outcomes
(hospitalization and mortality) [2].

Abstracts were extracted through the PubMed application
programming interface (API), and LLM instructions (prompts)
were created to assess different screening optimization strategies
(Figure 1) across LLMs (GPT-3.5 Turbo [OpenAI], GPT-4
[OpenAI], and Claude 2 [Anthropic PBC]) [5]. The “base” LLM
prompt (1) presented abstract text, (2) listed two eligibility
screening criteria (ie, values found for at least one biomarker
and outcome), and (3) instructed LLMs to determine if abstracts
met eligibility criteria and return results in a standardized format.
“Technical” optimization was defined as adding delimiters to
the base prompt delineating key sections (abstract and criteria),
while “content” optimization further instructed LLMs to (1)
assume a scientific role and (2) address a cardiology drug
development target audience [3,5]. The different prompts used
in this study are described in Multimedia Appendix 1. Total
units of text processed (“tokens”) were estimated using spaCy,
and LLM abstract screening costs were estimated using current
API prices per million input and output tokens, respectively,
for GPT-3.5 (US $0.50 and US $1.50), GPT-4 (US $30 and US
$60), and Claude 2 (US $8 and US $24).

A Python script performed data processing and analysis.
Accuracy was assessed by comparing LLM outputs against
manual epidemiologist review of study suitability for inclusion,
with descriptive statistics calculated for each LLM and prompt
type. Performance differences between fully optimized prompts
(GPT-3.5 vs GPT-4, GPT-3.5 vs Claude 2, and GPT-4 vs Claude
2) were evaluated using the chi-square test. A P value of <.05
was considered statistically significant.
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Figure 1. Biomedical informatics pipeline for comparing different LLM and prompt optimization approaches to abstract screening for cardiovascular
drug development. LLM: large language model.

Ethical Considerations
This study did not meet the definition of human participants
research and thus did not require institutional review board
approval.

Results

Of 69 articles found in PubMed, 32 (46%) met eligibility criteria
after manual review; corresponding LLM screening accuracies
are summarized in Table 1. By LLM, the best performances

came from the base prompt (GPT-3.5), technical and combined
prompts (GPT-4), and technical prompts (Claude 2). Overall,
combined prompts for GPT-3.5 and GPT 4 performed similarly
against each other (P>.99) and against Claude 2 (P=.61 against
both).

GPT-3.5 processed a total of 124,826 tokens, while GPT-4 and
Claude 2 processed 14.4% (N=142,750) and 15.9% (N=144,703)
more tokens, respectively. Total costs for GPT-4 (US $4.89)
and Claude 2 (US $1.52) were 75.4 and 23.4 times higher,
respectively, than total costs for GPT-3.5 (US $0.06).
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Table . Abstract screening accuracies reflecting total abstracts correctly identified by large language models (LLMs) for inclusion and exclusion based
on manual review of study suitability, by LLM and prompt optimization type (abstracts: N=69).

Accuracy, n (%)Prompt optimization type

Claude 2GPT-4GPT-3.5

35 (51)40 (58)43 (62)Base (none)

43 (62)41 (59)34 (49)Technical

38 (55)38 (55)42 (61)Content

37 (54)41 (59)41 (59)Technical and content

Discussion

Despite the complex and limited public cardiology data
integrated into LLMs, our findings were consistent with similar
studies for oncology and current LLM abilities to pass medical
licensing exams [4,8]. Performance could be further improved
by adding specific examples to the prompt (few-shot prompting)
or to the LLM training data (fine-tuning) [4,8,9].

Technical optimizations showed modest performance
improvements across some LLMs, indicating one practical way
to improve accuracy and prompt readability without significantly
expanding the size of input prompts. Standardizing outputs

helped generate valid responses, although GPT-4 and Claude
2 still had higher costs as a result of more verbose output.
Enterprise LLM–based abstract screening will require balancing
prompt performance, cost, and complexity with cardiology
subject matter expert capabilities and workflows.

Limitations include a small cardiovascular dataset leveraging
proprietary LLMs and only a subset of available optimization
techniques. Future efforts must engage diverse scientific
communities; develop guardrails to ensure safe and responsible
LLM use; and apply data-driven best practices that generalize,
optimize, and validate LLM applications and their impact on
patients with cardiovascular disease.
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Multimedia Appendix 1
Approach for creating prompts focused on abstract screening for cardiovascular drug development, starting with the base prompt
(black) and including content optimization (A) and technical optimization (B-E).
[PNG File, 404 KB - medinform_v12i1e64143_app1.png ]
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Abstract

Background: Recent advancements in artificial intelligence (AI) and large language models (LLMs) have shown potential in
medical fields, including dermatology. With the introduction of image analysis capabilities in LLMs, their application in
dermatological diagnostics has garnered significant interest. These capabilities are enabled by the integration of computer vision
techniques into the underlying architecture of LLMs.

Objective: This study aimed to compare the diagnostic performance of Claude 3 Opus and ChatGPT with GPT-4 in analyzing
dermoscopic images for melanoma detection, providing insights into their strengths and limitations.

Methods: We randomly selected 100 histopathology-confirmed dermoscopic images (50 malignant, 50 benign) from the
International Skin Imaging Collaboration (ISIC) archive using a computer-generated randomization process. The ISIC archive
was chosen due to its comprehensive and well-annotated collection of dermoscopic images, ensuring a diverse and representative
sample. Images were included if they were dermoscopic images of melanocytic lesions with histopathologically confirmed
diagnoses. Each model was given the same prompt, instructing it to provide the top 3 differential diagnoses for each image, ranked
by likelihood. Primary diagnosis accuracy, accuracy of the top 3 differential diagnoses, and malignancy discrimination ability
were assessed. The McNemar test was chosen to compare the diagnostic performance of the 2 models, as it is suitable for analyzing
paired nominal data.

Results: In the primary diagnosis, Claude 3 Opus achieved 54.9% sensitivity (95% CI 44.08%-65.37%), 57.14% specificity
(95% CI 46.31%-67.46%), and 56% accuracy (95% CI 46.22%-65.42%), while ChatGPT demonstrated 56.86% sensitivity (95%
CI 45.99%-67.21%), 38.78% specificity (95% CI 28.77%-49.59%), and 48% accuracy (95% CI 38.37%-57.75%). The McNemar
test showed no significant difference between the 2 models (P=.17). For the top 3 differential diagnoses, Claude 3 Opus and
ChatGPT included the correct diagnosis in 76% (95% CI 66.33%-83.77%) and 78% (95% CI 68.46%-85.45%) of cases, respectively.
The McNemar test showed no significant difference (P=.56). In malignancy discrimination, Claude 3 Opus outperformed ChatGPT
with 47.06% sensitivity, 81.63% specificity, and 64% accuracy, compared to 45.1%, 42.86%, and 44%, respectively. The McNemar
test showed a significant difference (P<.001). Claude 3 Opus had an odds ratio of 3.951 (95% CI 1.685-9.263) in discriminating
malignancy, while ChatGPT-4 had an odds ratio of 0.616 (95% CI 0.297-1.278).

Conclusions: Our study highlights the potential of LLMs in assisting dermatologists but also reveals their limitations. Both
models made errors in diagnosing melanoma and benign lesions. These findings underscore the need for developing robust,
transparent, and clinically validated AI models through collaborative efforts between AI researchers, dermatologists, and other
health care professionals. While AI can provide valuable insights, it cannot yet replace the expertise of trained clinicians.
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Introduction

Artificial intelligence (AI) has shown great promise in various
medical fields, including dermatology [1]. The emergence of
large language models (LLMs), such as ChatGPT, has
demonstrated their ability to generate human-like responses and
assist in clinical decision-making [2]. With the introduction of
image analysis capabilities in LLMs [3], their application in
dermatological diagnostics has attracted significant interest.
Claude 3 Opus, an advanced conversational AI model, has
shown promising performance in various natural language
processing tasks [4]. This study aims to fill that gap by
comparing Claude 3 Opus and ChatGPT with GPT-4. Despite
the potential of AI in health care, encompassing diagnosis,
treatment, and public health initiatives, these technologies are
largely underused in clinical practice [5]. Moreover, the use of
AI in health care raises important legal and ethical
considerations, particularly for “high-risk” applications such as
medical diagnosis [6]. In this context, comparing the diagnostic
performance of Claude 3 Opus and ChatGPT can provide
valuable insights into their strengths and limitations, guiding
the selection and optimization of AI-assisted diagnostic tools
in dermatology while taking into account the regulatory
landscape.

Methods

We randomly selected 100 dermoscopic images (50 malignant
melanomas, 50 benign nevi) from the International Skin Imaging
Collaboration (ISIC) archive [7] using a computer-generated
randomization process to avoid selection bias. The ISIC archive
was chosen due to its comprehensive and well-annotated
collection of dermoscopic images, which ensures a diverse and
representative sample. Images were included if they were
dermoscopic images of melanocytic lesions with
histopathologically confirmed diagnoses. Each image was
presented to Claude 3 Opus and ChatGPT. The models were
given the same prompt, instructing them to provide the top 3
differential diagnoses for each image, ranked by likelihood. The
exact prompt was “Please provide the top 3 differential
diagnoses for this dermoscopic image, ranked by likelihood.
Focus on distinguishing between melanoma and benign nevi.”
The models’ responses were recorded for analysis (Figure 1A,
B). We assessed primary diagnosis accuracy, accuracy of the
top 3 differential diagnoses, and malignancy discrimination
ability. The McNemar test was used to compare the models'
performance.

Figure 1. Performance comparison of Claude 3 Opus and ChatGPT with GPT4-Vision in skin dermoscopy image analysis and melanoma diagnosis:
application scenarios. (A.) Application scenario of Claude 3 Opus in the analysis process of dermoscopic images. (B) Application scenario of GPT4-Vision
in the analysis process of dermoscopic images.
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Results

For the primary diagnosis, Claude 3 Opus achieved 54.9%
sensitivity (95% CI 44.08%-65.37%), 57.14% specificity (95%
CI 46.31%-67.46%), and 56% accuracy (95% CI
46.22%-65.42%), while ChatGPT demonstrated 56.86%
sensitivity (95% CI 45.99%-67.21%), 38.78% specificity (95%
CI 28.77%-49.59%), and 48% accuracy (95% CI
38.37%-57.75%). The McNemar test showed no significant
difference between the 2 models (P=.17; Multimedia
Appendices 1-2). For the top 3 differential diagnoses, Claude
3 Opus and ChatGPT included the correct diagnosis in 76%
(95% CI 66.33%-83.77%) and 78% (95% CI 68.46%-85.45%)
of cases, respectively. The McNemar test showed no significant
difference (P=.56). In malignancy discrimination, Claude 3
Opus outperformed ChatGPT with 47.06% sensitivity, 81.63%
specificity, and 64% accuracy, compared to 45.1%, 42.86%,
and 44%, respectively. The McNemar test showed a significant
difference (P<.001). Claude 3 Opus had an odds ratio of 3.951
(95% CI 1.685-9.263) in discriminating malignancy, while
ChatGPT had an odds ratio of 0.616 (95% CI 0.297-1.278)
(Multimedia Appendix 3).

Discussion

Our study demonstrates the potential of LLMs in assisting
dermatological diagnosis, while also revealing their current

limitations. Claude 3 Opus showed superior performance in
discriminating between malignant and benign lesions compared
to ChatGPT. However, both models made errors in diagnosing
melanoma and nevi. For example, Claude 3 Opus misdiagnosed
several melanomas as benign lesions, while ChatGPT had a
higher false positive rate, misclassifying many nevi as
melanomas. These findings highlight the need for further
development and rigorous clinical validation of AI diagnostic
tools before their widespread implementation in dermatology
practice (Multimedia Appendix 4). Future research should focus
on improving the robustness and interpretability of these models
through close collaboration between AI researchers,
dermatologists, and other health care stakeholders. Moreover,
the potential impact of AI in health care extends beyond
technical performance, encompassing legal and ethical
dimensions. The European Commission has already proposed
legislation for “high-risk” AI applications, providing a
framework for the safe and responsible use of medical AI [6].
As LLMs and other AI tools continue to advance, it is crucial
to proactively address these regulatory aspects to ensure their
beneficial integration into clinical practice. In conclusion, while
LLMs such as Claude 3 Opus and ChatGPT show promise in
assisting dermatological diagnosis, they are not yet capable of
replacing human expertise. Continued research, collaborative
development, and proactive regulation are essential for realizing
the full potential of AI in dermatology while prioritizing patient
safety and ethical standards.
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Multimedia Appendix 1
Claude 3 Opus and GPT4-Vision for the analysis of dermoscopic images and diagnosis of melanoma based on data comparison.
[DOCX File , 17 KB - medinform_v12i1e59273_app1.docx ]

Multimedia Appendix 2
McNemar test results for the performance differences between Claude 3 Opus and GPT4-Vision.
[DOCX File , 17 KB - medinform_v12i1e59273_app2.docx ]

Multimedia Appendix 3
Odds ratio and 95% CIs for Claude 3 Opus and GPT4-Vision for their ability to distinguish between benign and malignant
conditions.
[DOCX File , 16 KB - medinform_v12i1e59273_app3.docx ]

Multimedia Appendix 4
(A) Examples of Claude 3 Opus misdiagnosing melanoma as benign lesions. (B) Examples of Claude 3 Opus misdiagnosing
benign lesions as melanoma. (C) Examples of GPT4-Vision misdiagnosing melanoma as benign lesions. (D) Examples of
GPT4-Vision misdiagnosing benign lesions as melanoma.
[PDF File (Adobe PDF File), 2428 KB - medinform_v12i1e59273_app4.pdf ]
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Abstract

Background: The use of large language models (LLMs) as writing assistance for medical professionals is a promising approach
to reduce the time required for documentation, but there may be practical, ethical, and legal challenges in many jurisdictions
complicating the use of the most powerful commercial LLM solutions.

Objective: In this study, we assessed the feasibility of using nonproprietary LLMs of the GPT variety as writing assistance for
medical professionals in an on-premise setting with restricted compute resources, generating German medical text.

Methods: We trained four 7-billion–parameter models with 3 different architectures for our task and evaluated their performance
using a powerful commercial LLM, namely Anthropic’s Claude-v2, as a rater. Based on this, we selected the best-performing
model and evaluated its practical usability with 2 independent human raters on real-world data.

Results: In the automated evaluation with Claude-v2, BLOOM-CLP-German, a model trained from scratch on the German text,
achieved the best results. In the manual evaluation by human experts, 95 (93.1%) of the 102 reports generated by that model were
evaluated as usable as is or with only minor changes by both human raters.

Conclusions: The results show that even with restricted compute resources, it is possible to generate medical texts that are
suitable for documentation in routine clinical practice. However, the target language should be considered in the model selection
when processing non-English text.

(JMIR Med Inform 2024;12:e59617)   doi:10.2196/59617

KEYWORDS

machine learning; ML; artificial intelligence; AI; large language model; large language models; LLM; LLMs; natural language
processing; NLP; deep learning; algorithm; algorithms; model; models; analytics; practical model; practical models; medical
documentation; writing assistance; medical administration; writing assistance for physicians

Introduction

Background
Physicians are often overloaded with documentation
requirements, including writing a doctor’s note and a summary
of a patient’s visit. An analysis of clinical software log files
showed that interaction with electronic health records (EHRs)
constitutes a large portion of physicians’ daily work,
approximately one-fourth of which is spent writing
documentation [1]. Completion of the documentation in the
EHR is perceived as a tedious task, which is often done after
work hours [1]. More time spent on documentation after work
hours has been shown to be associated with burnout and
decreased work-life satisfaction [2].

A promising approach to reduce the time required for
documentation is the use of writing assistance based on large
language models (LLMs). In a feasibility study, the authors
trained previous-generation LLMs (GPT-2 and GPT-Neo) to
complete text in medical records [3]. They concluded that the
models could be used in medical charting but still have some
room for improvement. A large source of error was abrupt
changes in the topic, which is common in the documentation
of EHRs.

With recent advances in LLM technology and the release of
ChatGPT, LLMs have seen widespread adoption in assisting
professionals produce text for communication or documentation
purposes. For example, under the Copilot brand, Microsoft is
building generative artificial intelligence (AI) capabilities into
their widely used Office application suite to assist in business
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use cases. This leads us to believe that current-generation LLMs
could also provide valuable assistance in the health care sector.

Challenges in the Use of LLMs in the Health Care
Sector
Among the best-performing LLMs, according to the
continuously updated Holistic Evaluation of Language Models
[4] at Stanford University, are currently commercial offerings
from companies such as OpenAI or Anthropic. With these
offerings, the models run on the providers’ infrastructure and
are accessible via an application programming interface.
However, these services cannot be used in a clinical context
without further consideration.

First, in many countries, the services do not meet the legal
requirements for processing protected health information. In
some jurisdictions, legal and regulatory frameworks mandate
that data originating from health care providers must be
processed within the country’s borders or even on-premise. This
is particularly problematic for European countries, as the
European Union’s General Data Protection Regulation prohibits
the transfer of protected health information to data centers in
the United States, where most providers are located.

Second, clinical software must be thoroughly validated before
it is released to end users, and in some cases, it is even subject
to the Medical Device Regulation. This conflicts with the update
policy of providers of commercial AI solutions. The scope of
model updates is usually communicated only a few weeks in
advance, for example, 2 weeks in the case of OpenAI [5]. This
would not be a problem if these updates were only additive in
functionality, but the opaque nature of current LLMs also means
that improvements to some aspects of model performance might
unexpectedly negatively affect the performance on other tasks
[6]. The use of fixed model versions, as offered by some
providers, is not practicable in the long term, as older models
are often removed after the release of updates; in the case of
OpenAI, after 3 months [5].

Training Nonproprietary AI Models for Medical Text
An alternative is the use of nonproprietary AI models. In these
models, the architecture as well as the trained parameters are
available to the user. This solves the aforementioned problems
by giving the user the option to train and deploy these models
on any infrastructure and fully control any changes to it.

One of the largest pretrained LLMs is GPT models that enable
model training with limited data sets. There are several
approaches to applying GPT models to a task. One common
approach is to use a very large model that is trained primarily
with general text corpora and includes instructions for the task
in the input for the model, the so-called prompt. This is
sometimes called in-context learning (ICL) or, depending on
whether examples are provided, zero-shot or few-shot learning.

ICL works reasonably well on tasks that have a good
representation in the base models’ training corpus. However,
the structure and content of clinical notes differ significantly
from the general-purpose text corpora used to train most publicly
available LLMs. Even including biomedical text from
publications, such as PubMed papers, in the training data could

only have minor effects on model performance compared to
training on clinical text [7-9]. Lehman et al [9] compared ICL
and multiple alternatives such as (1) training from scratch on a
clinical corpus, (2) continuing training a pretrained model on
the clinical text and then fine-tuning for the downstream task,
or (3) directly training the GPT for the downstream task without
further pretraining. They show that relatively small specialized
clinical models substantially outperform all ICL approaches
and conclude that pretraining on clinical text allows for smaller,
more parameter-efficient models.

One fact that must be taken into account when using GPT
models in a clinical context is that the pretrained models have
now become very large. Complete fine-tuning, in which all
model parameters are retrained on the task-specific data, is
therefore becoming less and less feasible. This is particularly
the case if the models have to be trained on site for legal or
economic reasons. The computing power available here is
usually limited, which restricts the size of the models that can
be trained. Accordingly, the choice of models is a trade-off
between training time and costs, model accuracy, and maximum
sequence length.

One possibility to address the problem of limited working
memory is the Low-Rank Adaptation (LoRA) technique [10].
Here, all the model weights are frozen, and only a few very
small additional low-rank matrices are added to the query and
key parameter matrices of the transformer attention heads and
subsequently optimized. This reduces the number of trainable
parameters by 10,000 times and the graphics processing unit
(GPU) memory requirement by 3 times. Recently, training of
quantized models became possible by combining LoRA with
quantization [11]. With Quantized Low-Rank Adaptation
(QLoRA), a frozen quantized model is fine-tuned by optimizing
added low-rank adapters at 16-bit floating-point precision. The
QLoRA technique also introduced additional memory-saving
mechanisms such as the 4-bit Normal Float (NF4) data type for
quantization and paged optimizers [11].

Aim of This Study
In this study, we assessed the feasibility of using nonproprietary
LLMs of the GPT variety as writing assistance for medical
professionals in an on-premise setting with restricted compute
resources, generating non-English medical text. We trained 4
models with 3 different architectures for our task using the
Hugging Face Transformers framework [12] and explored their
performance using a powerful commercial LLM, namely
Anthropic’s Claude-v2, as a rater. Based on this, we selected
the best-performing model and evaluated its practical usability
with 2 independent human raters on real-world data.

Methods

Ethical Considerations
The study was implemented in the outpatient clinic of the Eye
Center at Medical Center, University of Freiburg, Germany,
and was approved by the responsible ethical review committee
(registration 23‐1444S1). All data used in the study were
deidentified and contained no references to patients and
practitioners. Informed consent for the anonymization process
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was not obtained. Data processing was justified based on the
legal basis of “legitimate interest” in accordance with the
General Data Protection Regulation and the state hospital law
of Baden-Württemberg (“Landeskrankenhausgesetz”).
Participants did not receive any financial compensation for their
data use, as the data were retrospectively reviewed from existing
medical records.

Study Design
The target for assistive text generation was the final part of the
medical documentation of an examination or treatment, the
so-called epicrisis report. In this report, the doctors write a
structured compilation of the information so far documented in
the EHR in text form. It contains the relevant medical
information of the case and usually consists of three sections:
(1) main diagnosis or the patient’s reason for visit, (2)
therapeutic procedures or medication, and (3) recommendations
for further intervention and need for a follow-up appointment.

Data

Data Source and Description
The data pool used for training the models was the EHR records
of 82,482 unique patient encounters that span approximately
10 years of clinical practice. The EHR record of an encounter
contains all digital information about a patient’s examination
or treatment in the outpatient clinic, which offers specialist,
emergency, and follow-up care. The data are collected in various
ways over the patient’s visit. Support staff record basic
information in structured forms, doctors document the medical
history, symptoms and previous or planned treatments are
documented in text notes, and diagnostic data from electronic
devices are mainly stored in numeric format. The final epicrisis
report consists of a stand-alone text, which is filed alongside
all other information in the EHR record.

The whole training data set amounts to approximately 140 MB
of uncompressed text in Unicode Transformation Format 8
encoding or approximately 29 to 33 million tokens, depending
on the tokenizer model used. A data set of 509 patient
encounters that occurred after the training set date cutoff was
set aside for comparison of model performance in the evaluation.
The complete data set consists of German text. The examples
used in this paper were translated into English by the authors
of the paper.

Preprocessing and Formatting
For the LLM training, all available data in the EHR record were
concatenated into 1 continuous text sequence per encounter.
The types of information were separated by newlines and
prefixed with a descriptor such as “History” or “Pressure
Measurement” to form the prompt. If no data were documented
in a section, it was left empty. The order of sections matched
the order in which the fields are displayed to users in the EHR
software interface. The last section of each text sequence was
the epicrisis report. If there were separate records for each eye,
the individual records were additionally prefixed with an
abbreviation indicating the side.

Task training was implemented by inserting special tokens to
mark the text to be generated by the final models, that is, the

epicrisis report. Each text sequence starts with a special token
indicating the beginning of the input data recorded during the
patient visit, that is, all other information in the EHR record. A
second special token is inserted before the epicrisis report,
indicating the start of the generation task. In the training data,
this token is followed by the actual report of the attending
physician. The text sequence ends with a “Stop of Sequence”
token, which indicates that the model should end the generation
process.

For instruction-tuned models, the text sequence was prefixed
with a so-called system message enclosed in special tokens
indicating instructions for the model, reading as follows: “You
are an experienced doctor in a German eye hospital. Your
writing style is concise, accurate, and respectful. You are writing
a short note in German to a colleague about a patient. The letter
should contain the provided information.”

Models

Model Selection Overview
In the selection of models from openly available pretrained
models, we considered hardware costs, feasibility of the training
process, language aspects, and performance benchmark results,
such as Stanford’s Holistic Evaluation of Language Models [4]
and the Open LLM Leaderboard on Hugging Face [13]. Most
LLMs are predominantly trained in English texts, and currently,
there is no model that contains a greater amount of medical text.
Consequently, we chose the following 3 models: LLaMA,
LLaMA-2-Chat, and BLOOM-CLP-German.

LLaMA
At the start of this study, Meta AI’s LLaMA model was among
the top performers on several open LLM benchmarks. In contrast
to some of its competitors, its training corpus also contains some
German text but no clinical content [14]. Since then, more
powerful models have been released, but LLaMA still achieves
competitive results on many benchmarks.

LLaMA-2-Chat
During our experiments, Meta AI released the successor to
LLaMA [15]. Together with the updated base model, they also
released an instruction-tuned model aligned with human
preferences using reinforcement learning, similar to how
ChatGPT was based on GPT-3 [16]. We chose this model to
investigate the potential advantage of using an instruction-tuned
model.

BLOOM-CLP-German
This model is designed for tasks in German based on the
BLOOM architecture from BigScience Workshop et al [17]. It
was initialized with the novel cross-lingual and progressive
transfer learning (CLP) technique [18], which uses information
from a small model trained in a target language and a larger
model in a source language. This considerably reduces the
training needed to achieve performance on par with that of a
model trained from scratch. Although the model is still severely
undertrained for its size [19], we included it to study the
potential performance gains achieved by a model with a training
corpus closer to the target text material.
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Training

Overview
We restrict our training setup to 8x NVIDIA RTX 3090 24-GiB
consumer-grade GPUs in a single host. We load and train our
models using the “transformers” Python library by Hugging
Face [12] with the PyTorch [20] backend. Data are preprocessed
using Hugging Face’s “datasets” Python library [21]. Distributed
training on multiple GPUs is implemented via the “accelerate”
Python library [22].

For each training process, we randomly sample 5% of the
training data as validation data. We regularly evaluate training
loss on the validation set during training, about 20 times per
epoch. We stop training when the validation loss does not
improve in 10 evaluation steps. This amounts to around 13
epochs for most models.

Memory Optimization
For fine-tuning the model for our task, we use the LoRA at full
16-bit precision and QLoRA [11] at reduced NF4 precision
techniques. Reducing the precision also reduces the memory
use and allows for longer input text sequences with the available
memory. With this, we explore the trade-off between
computational precision and input context size.

Additionally, we use 2 methods to trade reduced memory
requirements for computation time. First, we use gradient
checkpointing, a technique that recomputes some network
activations during the backward pass on the fly instead of
caching them in memory. Second, we use the Zero Redundancy
Optimizer technique [23], which includes memory savings
achieved by reducing redundancy when training on multiple
GPUs as well as offloading some tasks to the CPU, both at the
cost of communication overhead. Both make the training process
considerably slower but should not impact the task performance
of the resulting model.

Specifically, we trained the following model variants: LLaMA
with LoRA at floating point 16-bit precision, LLaMA 2 Chat
with QLoRA at NF4 precision, BLOOM-CLP German with
QLoRA at NF4 precision, and BLOOM-CLP German with
LoRA at floating point 16-bit precision.

Inference

Overview
At their core, the decoder part of the transformer architecture
models a probability distribution for the next token, given a
sequence of input tokens. Both the composition of the initial
input tokens and the method of choosing the next token from
the produced probability distribution can have a big impact on
the quality of the final result.

Completion Prefixing
At inference time, the model receives an input text sequence,
often called the prompt. It consists of the input data, as described
in the “Preprocessing and Formatting” section, followed by a
special token, indicating that the subsequent text should be an
epicrisis report. In other words, the model receives a text
sequence containing all information from an EHR record except

for the attending physician’s epicrisis report and is asked to
write this report, that is, to generate a text that corresponds in
content, structure, and form to the epicrisis reports included in
the training data. However, in the qualitative analysis of our
initial findings, we found that in some cases the models
attempted to continue with the recorded data rather than start
writing a final report.

In an effort to improve results without retraining our models,
we introduce a simple form of prompt tuning by adding a static
suffix to the prompt, that is, forcing the model to begin the
generated text with the words “During today’s visit....” This
suffix represents the typical beginning of the epicrisis report,
as almost all reports written by doctors in the training data set
start with some variation of these words. We hope that this gives
the models an additional signal to complete the text with a
summary and recommendations instead of trying to invent more
“facts” about the patient’s stay. We report and compare the
evaluation results on reports generated with and without the
completion prefix.

Contrastive Search
For a given input sequence, the trained transformer model
produces a probability distribution for the next token. Simply
choosing the token with the highest probability often produces
text that lacks coherence and diversity. Techniques that
maximize the probability over multiple tokens (eg, beam search)
or stochastic sampling can enhance coherence and diversity but
are not targeted at the problem of repetition that is common to
the type of highly standardized text generated in this study. We
therefore use a more recently introduced technique, called
contrastive search, which has been shown to encourage diversity
and produce coherent results while reducing repetitiveness
[24,25].

Evaluation

Overview
Evaluating the quality of generated natural language text using
(preferably multiple) human raters is costly and time-consuming,
especially, if the rating process requires specialized domain
knowledge as in this study. On the other hand, there is no
obvious way to automate this process. An interesting idea is to
use larger and more powerful language models to rate the quality
of the output. This technique has recently been used in some
publications in the LLM space, for example, in the creation of
the LLaMA-2 model and in evaluating the performance of
QLoRA training [11,15]. Large commercial language models
such as OpenAI’s GPT-4 and Anthropic’s Claude-v1 model
have been shown to achieve agreement rates with human raters
of up to 80% when evaluating the output of other models [26].

Automated Evaluation With Claude-v2
We evaluate the generated text in a 2-step process using
Claude-v2 by comparing the generated text to the epicrisis
reports that were written by physicians for 509 individual patient
encounters. In the first step, we extract the text passages that
contain relevant information for each of the three main
categories of information: (1) main diagnosis or patient’s reason
for visit, (2) therapeutic procedures or medication, and (3)
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recommendations for further intervention and need for a
follow-up appointment. In the second step, for each case and
category separately, we ask Claude to evaluate whether the
extracted passage from the generated report matches the passage
extracted from the report written by a human.

Human Evaluation
The suitability of the generated text by the best-performing
model is evaluated by 2 independent expert senior physicians.
For this purpose, the raters are presented with the basic data
from the documentation of 102 patients as well as both versions
of the report: the one written by the attending physician and the
computer-generated version. The raters assess whether the
computer-generated version is suitable as a text template and
could be used without major changes.

Results

Model Performance
Table 1 shows the percentage of reports in the test set in which
the models matched the extracted diagnosis, follow-up, and
therapy recommendation. The highest agreement rates with
reports written by a doctor were achieved by the
BLOOM-CLP-German model, followed by LLaMA-2 and
LLaMA. The ranking was consistent across all the diagnosis,
follow-up, and therapy dimensions. On average, the models
achieved the highest scores in the diagnosis dimension, followed
by the therapy and follow-up dimensions.

Of the BLOOM-CLP-German variants trained with full floating
point 16-bit precision LoRA and reduced NF4 integer precision
QLoRA, the latter achieved slightly higher agreement rates. In
contrast to our intuition, prefixing the model prompt at inference
time (see “Completion Prefixing” section) slightly reduced the
performance across all models rather than improving it.

Table . Fraction of reports in the test set where the models match the information extracted from the text written by a doctor.

Model (%)Category

Mean (SD)LLaMA-
FP16-prefix

LLaMA-
FP16

LLaMA-2-
QLoRA-pre-
fix

LLaMA-2-
QLoRA

BLOOM-
CLP-QLo-
RA-prefix

BLOOM-
CLP-QLo-
RA

BLOOM-
CLP-FP16-
prefix

BLOOM-
CLP-FP16

38.78
(12.47)

16.5031.2432.8134.3845.7855.4044.0150.10Diagnosis

34.36 (6.90)21.0234.9731.2436.9433.7943.4232.0241.45Follow-up

36.35
(10.99)

13.9529.6736.3536.5442.4450.6937.3343.81Therapy

—a17.16 (3.58)31.96 (2.72)33.46 (2.62)35.95 (1.38)40.67 (6.01)49.84 (6.04)37.79 (6.01)45.12 (4.47)Mean (SD)

aNot applicable.

Human Evaluation
A total of 102 reports generated by the BLOOM-CLP German
model trained with QLoRA at NF4 precision were rated for
suitability by 2 independent expert senior physicians. Of the
102 reports, 95 (93.1%) were evaluated as suitable by both
raters, which means that computer-generated reports could be
used in this form or with minor changes. Only 7 (6.9%) of the
reports were rated as unsuitable by at least 1 of the raters. Cohen
κ was run to determine the interrater reliability. There was
moderate agreement between the 2 physicians’ judgments
(κ=0.582, 95% CI 0.217-0.947; P<.001).

The 7 reports that were rated as unsuitable show different
anomalies. In 3 of the reports, the model was caught in a loop
of repeating nonsensical word sequences, for example, “we
recommend local therapy with Bepanthen eye ointment 5x daily
on both sides for 5‐7 days, then 1x daily on both sides for
5‐7 days, then 1x daily on both sides for 5‐7 days, then 1x
daily on both sides for 5‐7 days, etc” (26 repetitions). In one
case, there is no text output because the patient’s appointment
did not take place. Only in 3 reports are content-related aspects
decisive. In one case, the main diagnosis is not mentioned; in
one case, information is missing in the treatment

recommendation; and in one case, the time given for the
follow-up appointment is incorrect.

Discussion

Principal Findings
Despite being severely undertrained compared to both LLaMA
models, the BLOOM-CLP-German model achieved the best
performance in our experiments. This suggests that a better
alignment of the base model with the reports’ language might
be more important than a longer training time. We speculate
that the German vocabulary in the model’s tokenizer
better-captured domain semantics compared to the multilingual
tokenizers. Additionally, the model might have profited from
a larger maximum input sequence length, given the limited
memory. This is an effect of the smaller token per character
ratio of a tokenizer with a better alignment to the text’s
language.

Because its vocabulary is closer to our data,
BLOOM-CLP-German’s tokenizer encodes up to 30% fewer
tokens for the same input text compared to LLaMA’s tokenizer.
This means that we can fit more information into the context
window, training and inference consume about half as much
memory, and inference is about twice as fast. This makes for
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significant cost reductions compared to models with a
multilanguage tokenizer.

Of both BLOOM variants trained with LoRA and reduced
QLoRA precision, the latter performed better in our analysis.
This suggests that the reduced precision is more than offset by
the bigger maximum input sequence length, given the memory
constraints. We surmise that capturing more context in the model
input outweighs compute-optimal training or precision.

In contrast to our intuition, forcing the models to start the
generated text with a predefined prefix did not improve the
results. We speculated from our manual testing that this
technique might eliminate some edge cases where the models
sometimes start generating text completely unrelated to the
input sequence. While this might still be true, the prefix also
might have impacted the models’ ability to flexibly react to the
input and therefore reduced quality in more cases than improving
it.

Feasibility of Nonproprietary On-Site AI
Our manual evaluation clearly shows that it is possible to
provide helpful writing assistance using nonproprietary on-site
AI technologies. Most of our test samples were rated useful as
is or with only minor modifications. Additionally, qualitative
analysis of samples rated as unusable showed that these were
edge cases where the model produced no output or text that was
easily identifiable as an anomaly. Only in very few reports were
content-related aspects decisive, that is, the model omitted major
details or produced factually incorrect information.

Legal and ethical concerns, as discussed in the “Challenges in
the Use of LLMs in the Health Care Sector” section, currently
may prevent many health care providers in European countries
from using proprietary AI assistance for charting.
Nonproprietary models, as used in this study, allow for flexible
model deployment to comply with data protection requirements.
Full control over the model also addresses legal concerns
regarding software certification and some ethical concerns
because these models can be more easily inspected regarding
potential biases. Therefore, the approach presented in this study
should be feasible for most health care providers.

In this study, we chose model sizes around 7 billion parameters.
In comparison, GPT-3, the model that powered the first version
of ChatGPT, has 175 billion parameters. With careful
optimization of trade-offs between training time and cost, model

precision, and maximum sequence length, we show that it is
still possible to provide helpful writing assistance even with a
much smaller model. At our chosen model scale, with around
7 billion parameters operating, the models should be
economically accessible to many health care providers or local
service providers, making it easier to comply with local
regulations and reducing possible dependence on external or
foreign service providers.

Limitations
Due to the limited availability of compute time, we were unable
to test all combinations of model and training modalities.
LLaMA-2 was only trained using QLoRA, and LLaMA only
using LoRA, limiting possible comparisons between the base
models. Similarly, we only included the instruction-tuned variant
of LLaMA-2 and cannot compare to the base model without
instruction tuning.

The limited training of the BLOOM model probably affected
its accuracy. However, this limitation highlights the importance
of language alignment with the undertrained BLOOM model,
outperforming both LLaMA models.

While our human raters evaluated our chosen model’s outputs
favorably, this happened in dedicated research settings. This
means that the contextual information available to the human
raters was restricted to the limited information included in the
study data set. It remains to be shown whether AI writing
assistance is still perceived as helpful in a real clinical setting
or if the additional mental load caused by having to check the
AI’s output in a more complex case outweighs its usefulness.

Future Work
Moving forward, leveraging German clinical corpora for
pretraining could provide useful in-domain semantics.
Techniques such as CLP fine-tuning can enable the use of such
data with lower compute requirements. In a future study, we
will explore the use of our models in a real-world setting.

Conclusions
This work demonstrates the feasibility of localized AI assistance
for clinical note generation using small-scale nonproprietary
models. Our results highlight the advantages of
language-specific model tuning, providing a promising direction
for future research, especially when considering the significant
speed and cost advantages of the language-specific model.
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Abstract

Background: Artificial intelligence (AI), more specifically large language models (LLMs), holds significant potential in
revolutionizing emergency care delivery by optimizing clinical workflows and enhancing the quality of decision-making. Although
enthusiasm for integrating LLMs into emergency medicine (EM) is growing, the existing literature is characterized by a disparate
collection of individual studies, conceptual analyses, and preliminary implementations. Given these complexities and gaps in
understanding, a cohesive framework is needed to comprehend the existing body of knowledge on the application of LLMs in
EM.

Objective: Given the absence of a comprehensive framework for exploring the roles of LLMs in EM, this scoping review aims
to systematically map the existing literature on LLMs’potential applications within EM and identify directions for future research.
Addressing this gap will allow for informed advancements in the field.

Methods: Using PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping
Reviews) criteria, we searched Ovid MEDLINE, Embase, Web of Science, and Google Scholar for papers published between
January 2018 and August 2023 that discussed LLMs’ use in EM. We excluded other forms of AI. A total of 1994 unique titles
and abstracts were screened, and each full-text paper was independently reviewed by 2 authors. Data were abstracted independently,
and 5 authors performed a collaborative quantitative and qualitative synthesis of the data.

Results: A total of 43 papers were included. Studies were predominantly from 2022 to 2023 and conducted in the United States
and China. We uncovered four major themes: (1) clinical decision-making and support was highlighted as a pivotal area, with
LLMs playing a substantial role in enhancing patient care, notably through their application in real-time triage, allowing early
recognition of patient urgency; (2) efficiency, workflow, and information management demonstrated the capacity of LLMs to
significantly boost operational efficiency, particularly through the automation of patient record synthesis, which could reduce
administrative burden and enhance patient-centric care; (3) risks, ethics, and transparency were identified as areas of concern,
especially regarding the reliability of LLMs’ outputs, and specific studies highlighted the challenges of ensuring unbiased
decision-making amidst potentially flawed training data sets, stressing the importance of thorough validation and ethical oversight;
and (4) education and communication possibilities included LLMs’ capacity to enrich medical training, such as through using
simulated patient interactions that enhance communication skills.

Conclusions: LLMs have the potential to fundamentally transform EM, enhancing clinical decision-making, optimizing
workflows, and improving patient outcomes. This review sets the stage for future advancements by identifying key research areas:
prospective validation of LLM applications, establishing standards for responsible use, understanding provider and patient
perceptions, and improving physicians’ AI literacy. Effective integration of LLMs into EM will require collaborative efforts and
thorough evaluation to ensure these technologies can be safely and effectively applied.

(JMIR Med Inform 2024;12:e53787)   doi:10.2196/53787
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Introduction

Background
Emergency medicine (EM) is at an inflection point. With
increasing patient volumes, decreasing staff availability, and
rapidly evolving clinical guidelines, emergency providers are
overburdened and burnout is significant [1]. While the role of
artificial intelligence (AI) in enhancing emergency care is
increasingly recognized, the emergence of large language
models (LLMs) offers a novel perspective. Previous reviews
have systematically categorized AI applications in EM, focusing
on diagnostic-specific and triage-specific branches, emphasizing
diagnostic prediction and decision support [2-5]. This review
aims to build upon these foundations by exploring the unique
potential of LLMs in EM, particularly in areas requiring
complex data processing and decision-making under time
constraints.

An LLM is a deep learning–based artificial neural network,
distinguished from traditional machine learning models by its
training on vast amounts of textual data. This enables LLMs to
recognize, translate, predict, or generate text or other content
[6]. Characterized by transformer architecture and the ability
to encode contextual information using several parameters,
LLMs allow for nuanced understanding and application across
a diverse range of topics. Unlike traditional AI models, which
often rely on structured data and predefined algorithms, LLMs
are adept at interpreting unstructured text data. This feature
makes them particularly useful in tasks such as real-time data
interpretation, augmenting clinical decision-making, and
enhancing patient engagement in clinical settings. For instance,
LLMs can efficiently sift through electronic health records
(EHRs) to identify critical patient histories and assist clinicians
in interpreting multimodal diagnostic data. In addition, they can
serve as advanced decision support tools in differential
diagnosis, enhancing the quality of care while reducing the
cognitive load and decision fatigue for emergency providers.
Furthermore, the content generation ability of LLMs, ranging
from technical computer code to essays and poetry, demonstrates
their versatility and exceeds the functional scope of traditional
machine learning models in terms of content creation and natural
language processing.

Importance
While interest in applying LLMs to EM is gaining momentum,
the existing body of literature remains a patchwork of isolated
studies, theoretical discussions, and small-scale
implementations. Moreover, existing research often focuses on
specific use cases, such as diagnostic assistance or triage
prioritization, rather than providing a holistic view of how LLMs
can be integrated into the EM workflow. Conclusions based on
other forms of machine learning are not readily translatable to

LLMs. This fragmented landscape makes it challenging for
emergency clinicians, who are already burdened by the
complexities and pace of their practice, to discern actionable
insights or formulate a coherent strategy for adopting these
technologies. Despite the promise shown by several models,
such as ChatGPT-4 (OpenAI) or Med-PaLM 2 (Google AI),
the absence of standardized metrics for evaluating their clinical
efficacy, ethical use, and long-term sustainability leaves
researchers and clinicians navigating an uncharted territory.
Consequently, the potential for LLMs to enhance emergency
medical care remains largely untapped and poorly understood.

Goals of This Review
In light of these complexities and informational disparities, our
study undertakes a crucial step to consolidate, assess, and
contextualize the fragmented knowledge base surrounding LLMs
in EM. Through a scoping review, we aim to establish a
foundational understanding of the field’s current standing, from
technological capabilities to clinical applications and ethical
considerations. This synthesis serves a dual purpose: first, to
equip emergency providers with a navigable map of existing
research and, second, to identify critical gaps and avenues for
future inquiry. As EM increasingly embraces technological
solutions for its unique challenges, our goal is to provide clarity
to the responsible and effective incorporation of LLMs into
clinical practice.

Methods

Overview
We adhered to the PRISMA-ScR (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses extension for
Scoping Reviews) checklist [7] and used the scoping review
methodology proposed by Arksey and O’Malley [8] and
furthered by Levac et al [9]. This included the following steps:
(1) identifying the research question; (2) identifying relevant
studies; (3) selecting studies; (4) charting the data; (5) collating,
summarizing, and reporting the results; and (6) consultation.
Our full review protocol is published elsewhere [10].

Identifying the Research Question
The overall purpose of this review was to map the current
literature describing the potential uses of LLMs in EM and to
identify directions for future research. To achieve this goal, we
aimed to answer the primary research question: “What are the
current and potential uses of LLMs in EM described in the
literature?” We chose to explicitly focus on LLMs as this subset
of AI is rapidly developing and generating significant interest
for potential applications.
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Identifying Relevant Studies
In August 2023, we searched Ovid MEDLINE, Embase, Web
of Science, and Google Scholar for potential citations of interest.
We limited our search to papers published after January 2018
as the Bidirectional Encoder Representations from Transformers
(BERT; Google) model was introduced that year and considered
by many to be the first in the contemporary class of LLMs [11].
Our search strategy (Multimedia Appendix 1), created in
consultation with a medical librarian, combined keywords and
MeSH (Medical Subject Headings) terms related to LLMs and
EM. We reviewed the bibliographies of identified studies for
potential missed papers.

Study Selection
Citations were managed using Covidence web-based software
(Veritas Health Innovation). Manuscripts were included if they
discussed the use of an LLM in EM, including applications in
the emergency department (ED) and prehospital and
periadmission settings. Furthermore, we included use cases
related to public health, disease monitoring, or disaster
preparedness as these are relevant to EDs. We excluded studies
that used other forms of machine learning or natural language
processing that were not LLMs and studies that did not clearly

relate to EM. We also excluded cases where the only use of an
LLM was in generating the manuscript without any additional
commentary.

Two investigators (CP and CR) independently screened 100
abstracts, and the interrater reliability showed substantial
agreement (κ=0.75). The remaining abstracts were screened by
1 author (CP), who consulted with a second author as needed
for clarification regarding inclusion and exclusion criteria. All
papers meeting the initial criteria were independently reviewed
in full by 2 authors (CP and CR). Studies determined to meet
the eligibility criteria by both reviewers were included in the
analysis. Discrepancies were resolved by consensus and with
the addition of a third reviewer (NA) if needed. Our initial
search strategy identified 2065 papers, of which 73 (3.54%)
were duplicates, resulting in 1992 (96.46%) papers for screening
(Figure 1). Of the 1992 papers, 1891 (94.93%) were excluded
based on the title or abstract. In total, 5.07% (101/1992) of the
papers were reviewed in full, and 2.11% (42/1992) of the papers
were found to meet the study inclusion criteria. During
manuscript review, 2 additional papers were brought to our
attention by experts, and 1 of these met the inclusion criteria,
bringing the total number of included papers to 43.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of search and screening for large language
models in emergency medicine.
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Charting the Data
Data abstraction was independently conducted using a structured
form to capture paper details, including the author, year of
publication, study type, specific study population, study or paper
location, purpose, and main findings. Data to address our
primary research question was iteratively abstracted from the
papers as our themes emerged, as explained in the subsequent
sections.

Collating, Summarizing, and Reporting the Results
We synthesized and collated the data, performing both a
quantitative and qualitative analysis. A descriptive summary of
the included studies was created. Then, we used the
methodology proposed by Braun and Clarke [12] to conduct a
thematic analysis to address our primary research question. Five
authors (CP, CR, AC, NA, and RR) independently familiarized
themselves with and generated codes for a purposively diverse
selection of 10 papers, focusing on content that suggested
possible uses for LLMs in EM. The group met to discuss

preliminary findings and refine the group’s approach.
Individuals then independently aggregated codes into themes.
These themes were reviewed and refined as a group. Then, 2
authors (CP and CR) reviewed the remaining manuscripts for
any additional themes and data that supported or contradicted
our existing themes. These data were used to refine themes
through group discussion. Our analysis included a discussion
and emphasis on the implications and future research directions
for the field, based on the guidance from Levac et al [9].

Consultation
To ensure our review accurately characterized the available
knowledge and that our interpretations of it were correct, we
consulted with external emergency physicians with topic
expertise in AI. We incorporated feedback as appropriate. For
example, we more completely defined LLMs for clarity and
included a table describing common models (Table 1). Our
findings and recommendations were endorsed by our
consultants.

Table 1. Large language models reported in the identified literature.

Year of releaseDeveloperModel size (parameters)InterfaceModel

2022OpenAI175 billion [13]ChatGPTGPT-3.5 Turbo

2023OpenAIApproximately 1.8 trillion (esti-
mated) [14]

ChatGPTGPT-4

2023Google AIa540 billion [15]BardPathways Language Model

2018Allen Institute for AI93.6 billion [16]Full model availableEmbeddings from Language Model

2018Google110 million and 340 million [17]Full model availableBidirectional Encoder Representa-
tions from Transformers

aAI: artificial intelligence.

Results

Overview
Most identified studies (29/43, 67%) were published in 2023.
Of the 43 studies, 14 (33%) were conducted in the United States,
followed by 6 (14%) in China, 4 (9%) in Australia, 3 (7%) each
in Taiwan and France, and 2 (5%) each in Singapore and Korea.
Several other individual studies (5/43, 12%) were from various
countries (Table 2).

In terms of study type, 40% (17/43) of the papers were
methodology studies; 40% (17/43) were case studies; 16% (7/43)
were commentaries; and 2% (1/43) each of a case report,
qualitative investigation, and retrospective cross-sectional study.
In total, 58% (25/43) of these studies addressed the ED setting
specifically, followed by 14% (6/43) addressing the prehospital

setting and 14% (6/43) addressing other non-ED hospital
settings. In total, 7% (3/43) of the studies focused on using
LLMs for the public, 5% (2/43) focused on using them for social
media analysis, and 2% (1/43) focused on using them for
research applications. LLMs used in the reviewed papers (Table
1) included versions of GPT (OpenAI; eg, ChatGPT, GPT-4,
and GPT-2), Pathways Language Model (Bard; Google AI),
Embeddings from Language Model, XLNet, and BERT (Google;
eg, BioBERT, ClinicalBERT, and decoding-enhanced BERT
with disentangled information).

We identified four major themes in our analysis: (1) clinical
decision-making and support; (2) efficiency, workflow, and
information management; (3) risks, ethics, and transparency;
and (4) education and communication. Major themes,
subthemes, and representative quotations are presented in Table
3.
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Table 2. Summary of included studies and identified themes (N=43).

ThemesSample sizeLarge language
models used

Setting and
context

PurposeStudy typeCountryStudy

CDMSb

and

EWIMc

16,1930 notesGPT-2 (OpenAI)EDClassification of visits
into trauma and nontrau-

ma based on EDa notes

MethodologyFranceXu et al [18],
2020

EWIM99,9978 postsBERTd (Google)Social mediaSentiment analysis of
social media posts relat-
ed to COVID-19

Retrospective
cross-sectional
study

ChinaWang et al
[19], 2020

EWIM25,8850 dis-
charge diagnoses

BERT and
BioBERT

InpatientDiagnosis identification
from discharge sum-
maries

MethodologyTaiwanChen et al
[20], 2020

CDMS and
EWIM

2.1 million adult
and pediatric ED
visits

BERT and Embed-
dings from Lan-
guage Model

EDCategorize free-text ED
chief complaints

MethodologyUnited StatesChang et al
[21], 2020

EWIM58,898 ambu-
lance incidents

BERTEMS and pre-
hospital

Summarize EMSe re-
ports for clinical audits

MethodologySingaporeWang et al
[22], 2021

EWIM888,469 calls
(training), 39,907

GPT-2EMS and pre-
hospital

Classify content of
EMS calls during the
COVID-19 pandemic

MethodologyFranceGil-Jardiné et
al [23], 2021

calls (validation),
and 254,633 calls
(application)

CDMS7144 casesBERTEDIdentify patients with
gastrointestinal bleed-

MethodologyUnited StatesShung et al
[24], 2021

ing from ED triage and
ROS data

CDMS and
EWIM

249,532 ED en-
counters

BERTEDPredict patient disposi-
tion from ED triage
notes

MethodologyAustraliaTahayori et al
[25], 2021

CDMS762 casesBERTEDAssign triage severity
to simulated cases

Case studySouth KoreaKim et al [26],
2021

EWIM198,000 patient
records

BERT and Clinical-
BERT

PrehospitalPredict diagnosis and
appropriate hospital
team from medical
record

MethodologyChinaWang et al
[27], 2021

EWIM861 discharge
summaries

BERT (Clinical-
BERT and DeBER-

Taf)

InpatientIdentify adverse drug
events from discharge
summaries

MethodologyAustraliaMcMaster et
al [28], 2021

EWIM1,040,989 ED
visits and

BERTEDClassify electronic
health record data into
disease presentations

MethodologyTaiwanChen et al
[29], 2021

305,897 NHAM-

CSg samples

CDMS214,042 CXRsBERT (to generate
image annotations)

EDGenerate annotations

for CXRsh to train

MethodologyUnited King-
dom

Drozdov et al
[30], 2021

model to identify
COVID-19 cases

EWIM3500 recordsBERTEMS and pre-
hospital

Classify EMS cases in-
to disease categories

MethodologyChinaZhang et al
[31], 2022

CDMS and

RETk
3 cliniciansN/AjEDDetermine the attitudes

of clinicians toward us-

ing AIi in suicide
screening

Qualitative inves-
tigation

United StatesPease et al
[32], 2023

CDMS and
RET

9362 patientsBERT (Bioclinical-
BERT)

Prehospital
(home health
care)

Predict ED visits and
hospitalizations for pa-
tients with heart failure

MethodologyUnited StatesChae et al
[33], 2023
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ThemesSample sizeLarge language
models used

Setting and
context

PurposeStudy typeCountryStudy

CDMS244,326 trajecto-
ries (test) and
2,077,852 trajec-
tories (validation)

BERTEDPredict nonaccidental
trauma

MethodologyUnited StatesHuang et al
[34], 2023

CDMS171,275 ED visitsBERT (comparator)EDPredict critical out-
comes from ED data

MethodologyTaiwanChen et al
[35], 2023

CDMS,
RET, and

ECn

240 questionsGPT-3.5 (OpenAI),
GPT-4 (OpenAI),

Bard-PaLMm, Bard-
PaLM 2, and Bing
(Microsoft Corpora-
tion)

EDDetermine model perfor-

mance on EMl accredi-
tation examination

Case studyAustraliaSmith et al
[36], 2023

CDMS,
RET, and
EC

20 casesChatGPTEDDetermine the ability of
the model to correctly
diagnose simulated cas-
es

Case studyUnited StatesGupta et al
[37], 2023

CDMS and
RET

N/AChatGPTEmergency
surgery

Potential uses of the
model in emergency
surgery

CommentaryIranAbavisani et
al [38], 2023

EWIM40,000 EMS nar-
ratives

BERT (BioBERT
and ClinicaBERT)

EMS and pre-
hospital

Identify cases and pat-
terns in unstructured
EMS data

MethodologyUnited StatesRahman et al
[39], 2023

EC3 questionsChatGPTGeneral publicEvaluate model re-
sponse to lay questions
regarding stroke

Case studyChinaLam and Au
[40], 2023

CDMS,
RET, and
EC

22 casesChatGPT and GPT-
4

General publicUse of the model to ad-
vise parents during pedi-
atric emergencies

Case studyGermanyBushuven et al
[41], 2023

RET and
EC

3 questionsChatGPTGeneral publicUse of model to provide
a lay-person instruction
for cardiopulmonary
resuscitation

Case studySouth KoreaAhn [42],
2023

EWIM and
RET

N/AChatGPTGeneral
medicine

Potential limitations to
using models for clini-
cal charting

CommentaryUnited StatesPreiksaitis et
al [43], 2023

CDMS and
RET

40 casesGPT-4EDUse of model to aid ra-
diology referral in the
ED

Case studyIsraelBarash et al
[44], 2023

CDMS and
RET

30 questionsChatGPTEDUse of model to triage
based on chief com-
plaints

Case studyUnited StatesDahdah et al
[45], 2023

RET and
EC

N/AChatGPTED and re-
search

Discuss advantages and
disadvantages of using
the model in research

CommentaryUnited StatesGottlieb et al
[46], 2023

RET and
EC

1 abstractChatGPTResearchDetermine the ability of
the model to generate a
scientific abstract

Case studyAustraliaBabl and Babl
[47], 2023

EWIM47,173 usersBERTSocial mediaUse the model to study
the functioning of web-
based self-organizations

MethodologyChinaChen et al
[48], 2023

EWIM and
EC

1 set of discharge
instructions

ChatGPTEDDetermine the ability of
the model to generate
discharge instructions

Case studyUnited StatesBradshaw
[49], 2023

CDMS and
EWIM

N/AChatGPTEDPotential uses for the
model in surgical man-
agement

CommentaryChinaCheng et al
[50], 2023
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ThemesSample sizeLarge language
models used

Setting and
context

PurposeStudy typeCountryStudy

EWIM and
EC

36 clinical vi-
gnette

ChatGPTGeneral
medicine

Test the model perfor-
mance in several clini-
cal scenarios

Case studyUnited StatesRao et al [51],
2023

CDMS and
EWIM,
RET and
EC

1 caseChatGPTEDDiscuss possible model
uses in supporting deci-
sion-making and clini-
cal care

Case report and
commentary

JerseyBrown et al
[52], 2023

CDMS,
RET and
EC

5 scenariosChatGPTEDThe ability of the model
to triage clinical scenar-
ios

Case studyIndiaBhattaram et
al [53], 2023

RET and
EC

1 caseChatGPT-3.5EDThe ability of the model
to be used as a commu-
nication skill trainer

Case studyUnited StatesWebb [54],
2023

EWIM and
RET

3 guidelinesChatGPTGeneral
medicine

The ability of the model
to synthesize clinical
practice guidelines for
diabetic ketoacidosis

Case studyQatarHamed et al
[55], 2023

CDMS and
RET

9 questionsChatGPTEDThe ability of the model
to recommend manage-
ment in snakebites

Case studySaudi ArabiaAltamimi et al
[56], 2023

CDMS,
EWIM,
and RET

56 patientsChatGPT-4EDPredict the disposition
of patients with
metastatic prostate can-
cer based on ED docu-
mentation

Case studyUnited StatesGebrael et al
[57], 2023

CDMS,
EWIM,
and RET

50 case scenariosChatGPTEDUse of the model for
patient triage using
clinical scenarios

Case studyTurkeySarbay et al
[58], 2023

CDMS,
EWIM,
and RET

N/AGPT-3 and GPT-4ED or inten-
sive care unit

Discuss possible appli-
cations for the model in
resuscitation

CommentarySingaporeOkada et al
[59], 2023

CDMS,
EWIM,
and RET

N/ABERT and GPT-2EDDescribe the landscape
of AI-based applica-
tions currently in use in
EM

CommentaryFranceChenais et al
[60], 2023

aED: emergency department.
bCDMS: clinical decision-making and support.
cEWIM: efficiency, workflow, and information management.
dBERT: Bidirectional Encoder Representations from Transformers.
eEMS: emergency medical service.
fDeBERTa: decoding-enhanced Bidirectional Encoder Representations from Transformers with disentangled information.
gNHAMCS: National Hospital Ambulatory Medical Care Survey.
hCXR: chest x-ray.
iAI: artificial intelligence.
jN/A: not applicable.
kRET: risks, ethics, and transparency.
lEM: emergency medicine.
mPaLM: Pathways Language Model.
nEC: education and communication.
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Table 3. Major themes identified, associated subthemes, and representative quotations.

Representative quotationMajor theme and subtheme

Theme 1: clinical decision-making and support

“Machine-learning and natural language processing can be together applied to the ED triage note
to predict patient disposition with a high level of accuracy.” [25]

Prediction

“An under-explored use of AI in medicine is predicting and synthesizing patient diagnoses, treatment
plans, and outcomes.” [51]

Treatment recommendations

“To our knowledge, this is the first work to investigate the capabilities of ChatGPT and GPT-4 on
PALS core cases in the hypothetical scenario that laypersons would use the chatbot for support until
EMS arrive.” [41]

Symptom checking and self-triage

“In this proof-of-concept study, we demonstrated the process of developing a reliable NER [named-
entity recognition] model that could reliably identify clinical entities from unlabeled paramedic free
text reports.” [22]

Classification

“...this preliminary study showed the potential of developing an automatic classification system that
directly classifies the KTAS [triage] level and symptoms from the conversations between patients
and clinicians.” [26]

Triage

“We showed that PABLO, a pretrained, domain-adapted outcome forecasting model, can be used
to predict both first and recurrent instances of NAT [non-accidental trauma].” [34]

Screening

“These results suggest that ChatGPT has a high level of accuracy in predicting top differential diag-
noses in simulated medical cases.” [37]

Differential diagnosis building

“...ChatGPT-4 demonstrates encouraging results as a support tool in the ED. LLMs such as ChatGPT-
4 can facilitate appropriate imaging examination selection and improve radiology referral quality.”
[44]

Decision support

“AI can serve as an adjunct in clinical decision making throughout the entire clinical workflow,
from triage to diagnosis to management.” [51]

Clinical augmentation

Theme 2: efficiency, workflow, and information management

“The proposed model will provide a method to further extract the unstructured free-text portions in
EHRs to obtain an abundance of health data. As we enter the forefront of the artificial intelligence

Unstructured data extraction

era, NLP deep-learning models are well under development. In our model, all medical free-text
data can be transformed into meaningful embeddings, which will enhance medical studies and
strengthen doctors’ capabilities.” [20]

“While notes have become more structured and burdensome, the field of data science has rapidly
advanced. With such powerful tools available, it seems reasonable to explore their use to automate

Charting efficiency

seemingly mundane tasks such as writing clinical notes. Generative AI models like ChatGPT could
be developed to populate notes for patients based on massive amounts of data contained in current
EHRs.” [43]

“Although ChatGPT demonstrates the potential for the synthesis of clinical guidelines, the presence
of multiple recurrent errors and inconsistencies underscores the need for expert human intervention
and validation.” [55]

Summarization or synthesis

“This embedding system can be used as a disease retrieval model, which encodes queries and finds
the most relevant patients and diseases. In the retrieval demonstration, the query subject was a 53-

Pattern identification

year-old female patient who suffered from abdominal pain in the upper right quarter to right flanks
for 3 days and noticed dizziness and tarry stool on the day of the interview. Through the retrieval,
we obtained the five most similar patients with similar symptoms that were possibly related to dif-
ferent diseases.” [29]

“Integration of LLMs with existing EHR (with appropriate regulations) could facilitate improved
patient outcomes and workflow efficiency.” [51]

Workflow efficiency

Theme 3: risks, ethics, and transparency

“Generally speaking, the Ethics Guideline for Trustworthy AI suggested seven key requirements
including human agency and oversight, technical robustness and safety, privacy and data governance,

Oversight

transparency, diversity, nondiscrimination and fairness, environmental and societal well-being, and
accountability.” [59]

“[Use of LLMs] could also increase equity by assisting researchers with disabilities such as
dyslexia.” [46]

Fairness

“Legal and ethical implications are associated with using AI in clinical practice, particularly regarding
privacy and informed consent issues.” [52]

Ethical and legal responsibilities
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Representative quotationMajor theme and subtheme

“...data quality can affect the performance of LLMs and NLP techniques applied to the task of ex-
tracting and summarizing clinical guidelines.” [55]

Reliance on input data

“Overreliance on AI systems and the assumption that they are infallible or less fallible than human
judgment–automation bias–can lead to errors.” [52]

Overreliance

“Creating a clinician-interpretable risk prediction model is essential for clinical adoption and imple-
mentation of models because it builds trust in decisionmakers, enables error identification and cor-
rection in the model, and facilitates integration into clinical workflows.” [33]

Explainability and transparency

“A risk of bias is possible if the initial training data is not representative of the study population.
There is a possibility of compounding of bias and error, leading to incorrect assessment.” [53]

Bias propagation

“AI tools can offer a near real-time interpretation of medical imaging and clinical decision support
and may identify latent patterns that may not be evident to clinicians. While humans are prone to
cognitive biases, such as prejudice or fatigue, which can hinder their decision-making process, AI
can mitigate these biases and improve accuracy in patient care.” [52]

Human bias reduction

“LLMs may not be exposed to the broader range of literature (particularly if studies are located behind
paywalls), which may limit the comprehensiveness or accuracy of the data.” [46]

Accuracy

Theme 4: education and communication

“While LLM performance in medical examinations may initially seem to be little more than a nov-
elty, their ability to generate coherent and well-explained content hints at other potential uses. As
a medical education tool they could potentially help generate practice questions, design mock exam-
inations or provide additional explanations for complex concepts.” [36]

Clinician education

“Although in its infancy, AI chatbot use has the potential to disrupt how we teach medical students
and graduate medical residents communication skills in outpatient and hospital settings.” [54]

Communication

“ChatGPT or similar programmes, with careful review of the product by authors, may become a
valuable scientific writing tool.” [47]

Content generation

“Conversational AI has some clear benefits and disadvantages. As the technology further evolves,
it is incumbent on the scientific community to determine how best to incorporate LLMs into the
research and publication process with attention to scientific integrity, adherence to ethical principles,
and existing copyright laws.” [46]

Research assistance

Theme 1: Clinical Decision-Making and Support
The first theme we identified is clinical decision-making and
support. LLMs have been used or proposed for applications
such as providing advice to the public before arrival; aiding in
triage as patients arrive at the ED; or augmenting the activities
of physicians as they provide care, either through supporting
diagnostics or predicting patient resource use.

Several applications focused on advising the public and aiding
in symptom checking, self-triage, and occasionally advising
first-aid before the arrival of emergency medical services. These
included counseling parents during potential pediatric
emergencies, recognizing stroke, or providing advice during
potential cardiac arrests [40-42]. Wang et al [27] proposed a
model that could potentially help patients navigate the
complexities of the health care system in China and present to
the correct medical setting for the care they need.

Furthermore, LLMs have the potential to efficiently screen
patients for important outcomes, such as pediatric patients at
risk for nonaccidental trauma, suicide risk, or COVID-19
infection [30,32,34]. These can be implemented based on data
in the medical record or as clinical data are obtained in real
time.

Early identification of patient risks could help physicians more
rapidly identify important diagnoses. Several studies discussed
implementations of LLMs that work in conjunction with

physicians while caring for patients in the ED [50,51]. Brown
et al [52] discuss the potential role of these models in
overcoming cognitive biases and reducing errors. These models
could be used in developing a differential diagnosis,
recommending imaging studies, providing treatment
recommendations, or interpreting clinical guidelines
[37,44,55,56].

Several studies centered on predicting outcomes such as
presentation to the ED, hospitalization, intensive care unit
admission, or in-hospital cardiac arrest [25,33,35,57].
Applications of LLMs in the triage process could potentially
identify patients who require immediate attention or patients at
a high risk of certain diagnoses, such as gastrointestinal bleeding
[24,26,53,58,60].

Theme 2: Efficiency, Workflow, and Information
Management
The second theme identified is information management,
workflow, and efficiency. LLMs show great promise in
increasing the usability of data available in the EHR. Interactions
with the EHR take up a substantial amount of physician time,
and it is often difficult to identify crucial information during
critical times [43]. LLMs could serve a variety of information
management functions. They could be used to perform audits
for quality improvement purposes, identify potential adverse
events such as drug interactions, anticipate and monitor public
health emergencies, and assist with information entry during
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the clinical encounter [19,20,22,23,28,31,39,43,49]. LLMs
developed and trained on data from the ED could quickly
identify similar patient presentations, recognize patterns, and
extract important information from unstructured text
[18,20,21,60].

Some authors suggest that LLMs can enhance care throughout
the entire EM encounter [30,50-52]. LLMs could potentially
be used as digital adjuncts for clinical decision-making because
they could generate differentials, predict final diagnoses, offer
interpretations of imaging studies, and suggest treatment plans
[30,51,52,61]. They may mitigate human cognitive biases and
address human factors (eg, time constraints, frequent task
switching, high cognitive load, constant interruptions, and
decision fatigue) that predispose emergency physicians to error
[52].

The flexibility and versatility of the LLMs offer particular
benefits to EM practice. The diverse ways in which these models
can aid throughout the entire clinical workflow could help
physicians process large quantities of complex clinical data,
mitigate cognitive biases, and deliver relevant information in a
comprehensible format [30,51,52,61]. By streamlining these
burdensome tasks, LLMs could help improve the efficiency of
care for the high volume of patients the physicians routinely
see in the ED.

Theme 3: Risks, Transparency, and Ethics
Despite the potential for advancement and improvement in the
care that EM physicians can provide through the inclusion of
LLMs in practice, several issues limit their implementation into
practice at this time.

The most often discussed risk, mentioned in 11 (26%) of the
43 papers, is the reliability of model responses and the potential
for erroneous results [20,21,28-30,44,51,53,55,56,59]. These
output errors often result from inaccuracies in the training data,
which are most commonly gathered from the internet and
unvetted for reliability. Sources of inaccurate responses may
be identified by examining the training material, but other errors
due to data noise, mislabeling, or outdated information may be
harder to detect [21,28,30,56]. Similarly, biases in training data
can be propagated to the model, leading to inaccurate or
discriminatory results [51,53,57,60,62]. In medical applications,
the consequences of the errors can be significant, and even small
errors could lead to adverse outcomes [51].

Understanding and mitigating errors in LLMs is challenging
due to issues with transparency and reproducibility of model
outputs [52-54,59,62]. Better understanding among clinicians
of the algorithms and statistical methods used by LLMs is a
suggested method to ensure cautious use [52]. Concentrating
on making models more explainable or transparent is another
potential approach [62]. However, the degree to which this will
be feasible, given the complexity of these models, remains to
be determined.

Patient and data privacy is another clearly articulated risk of
using these models in the clinical environment [35,52,53]. There
are some proposed methodologies using unsupervised methods
that can train the models with limited access to sensitive
information; however, these require further exploration [35].

Patient attitudes and willingness to allow models access to their
health information for training and how to address disclosure
of this use have not been extensively discussed. Finally, the
legal and ethical implications of using LLM output to guide
patient care is an often-mentioned concern [52,53,59]. How the
responsibility for patient care decisions is distributed if LLMs
are used to guide clinical decisions is yet to be determined.

Theme 4: Education and Communication
LLMs offer several opportunities for education and
communication. First, several papers noted that the successful
integration of LLMs into clinical practice will require physicians
to understand the underlying algorithms and statistical methods
used by these models [52,59]. There is a need for dedicated
educational programs on AI in medicine at all levels of medical
education to ensure that the solutions developed align with the
clinical environment and address the unique challenges of
working with clinical data [34,51,63].

In terms of clinical education, several studies have demonstrated
reasonable performance of LLMs on standardized tests in
medicine, which could indicate the potential for these models
to develop study materials [36]. In addition, these models may
be able to help physicians communicate with and educate the
patients. Dahdah et al [45] used ChatGPT to answer several
common medical questions in easy-to-understand language,
suggesting the ability to enhance physician responses to patient
queries. Webb [54] demonstrated the use of ChatGPT to
simulate patient conversation and provide feedback to a
physician learning how to break bad news.

Patient education may be facilitated via these models without
physician input as well. As discussed in the previous sections,
several authors described applications designed to educate
patients during emergencies before they arrived in the ED
[27,40-42]. Finally, LLMs could be used to aid in knowledge
dissemination. Gottleib et al [46] and Babl and Babl [47]
describe potential applications for LLMs in research and
scientific writing. They highlight potential benefits to individuals
who struggle with English or have challenges with writing or
knowledge synthesis. In addition, models may be used to
translate scientific papers more rapidly. However, the use of
these models to generate scientific papers raises concerns
regarding the potential for academic dishonesty [46,47].

Discussion

Principal Findings
Our review aligns with the growing body of literature
emphasizing the great potential for AI in EM, particularly in
areas such as time-sensitive decision-making and managing
high-volume data [2-5,60]. However, our focus on LLMs and
their unique capabilities extends the current understanding of
AI applications in EM. Although several specific applications
and limitations have been reported and suggested in the
literature, our analysis identified 4 major areas of focus for
LLMs in EM: clinical decision support, workflow efficiency,
risks, ethics, and education. We propose these topics as a
framework for understanding emerging implementations of
LLMs and as a guide to inform future areas of investigation.
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At their core, LLMs and their associated natural language
processing techniques offer a way to organize and engage with
vast amounts of unstructured text data. Depending on how they
are trained and used, they can be operationalized to make
predictions or identify patterns, which gives rise to most of our
identified applications. Most commercially available LLMs,
such as ChatGPT, are trained on massive volumes of text
gathered from the internet and then optimized for conversational
interaction [64]. This ability to access a breadth of general
knowledge and the resulting wide applicability have contributed
to the increased use of LLMs by professionals and the public
across a variety of fields [65]. As these models become more
ubiquitous, there is potential for their use across the care
continuum. They could not only support clinical care but also
provide an opportunity to offer advice to the public regarding
medical concerns. Several papers (3/34, 9%) in our review
identified the feasibility of using LLMs to provide first-aid
instructions and offer decision support to potential patients
seeking care [40-42].

Preliminary work suggests that dedicated training can enhance
the ability of these models to make triage recommendations,
but prospective implementation has not been tested [27]. LLMs
could certainly aid patients in self-triage or with basic medical
questions; nevertheless, how this can be effectively and safely
implemented needs further exploration, especially with concerns
regarding the accuracy of outputs. Possibilities to improve
outputs include additional dedicated training of the models to
align with the medical and emergency settings to improve their
reliability and accuracy. These context-specific models could
be equipped with information on the local health care system
to help patients identify available resources, schedule
appointments, or activate emergency medical services.

In the ED, LLMs could increase workflow efficiency by rapidly
synthesizing relevant information from a patient’s medical
record, structuring and categorizing chief complaint data, and
assigning an emergency severity index level [18,21,26,45,53,58].
In addition, quickly accessing data from the medical record
could improve the efficiency and thoroughness of chart review.
A model’s ability to identify subtle patterns in data could offer
additional diagnostic support by recommending or interpreting
laboratory and imaging studies [30,51,52,61]. By facilitating
tasks such as information retrieval and synthesis, LLMs could
reduce this burden for clinicians and minimize errors due to
buried or disorganized data, potentially contributing to workflow
efficiency. Furthermore, they may counteract human cognitive
biases and fatigue when used to support clinical decisions [52].
Although some studies have demonstrated reasonable accuracy
on focused use cases, further validation of any of these
applications across diverse settings and patient populations is
required. Thoughtful integration of LLMs has the potential to
revolutionize EM by providing clinical decision support,
improving situational awareness, and increasing productivity.

However, barriers to seamless implementation exist. As noted
by several authors, erroneous outputs remain a concern, given
the dependence on training data [28-30,35,51,53,55,56,59].
Information surrounding the most publicly available LLMs
today is obscured across three important layers: (1) the
underlying training data used—commonly reported to be

publicly available data on the internet and from third-party
licensed data sets, (2) the underlying architecture of the
model—whose exact mechanisms are not always easy to discern,
and (3) the intricacies of human-led fine-tuning—often done at
the end of development to provide guardrails for output. These
layers of obscurity make it difficult to troubleshoot the cause
of any single erroneous output.

Regarding privacy and data rights, it is imperative to discuss
and implement privacy-preserving methods for patient data.
The use of techniques such as data anonymization, differential
privacy, and federated learning are instrumental in safeguarding
patient information. Data anonymization involves removing or
modifying personal identifiers to prevent the association of data
with individual patients. Differential privacy introduces
randomness into the data or queries to ensure individual data
points cannot be isolated [66]. Federated learning enables
models to be trained against multiple decentralized devices or
servers holding local data samples without exchanging them,
thus enhancing privacy [67]. The specific ways in which LLMs
will interface with other hospital information systems, such as
the EHR, need further exploration, and careful integration is
critical to address privacy concerns, especially given the
sensitive nature of health care data.

Moreover, the ongoing discussions about the information used
in these models underscore the need for continuous scrutiny
[52,53,59]. In addition to privacy, the legal and ethical
implications of AI-assisted health care require further
exploration to establish robust oversight and accountability
structures. Without a commitment to explainability and
transparency, the use of black box LLMs may encounter
resistance from clinicians.

Our review reveals several opportunities for future exploration
and research. Perhaps the most important is effectively
identifying problems that are best solved using LLMs in EM.
Our review outlines several immediate areas of potential
exploration, including improved communication, translation,
and summarization of highly detailed and domain-specific
knowledge for providers and patients, but further exploration
and prospective validation of specific use cases is required. We
expect the potential use cases in EM to grow as LLMs become
increasingly complex and develop emergent properties–actions
that are not explicitly programmed or anticipated. To bridge the
AI chasm between innovations in the research realm and
widespread adoption, these applications should be identified
with significant input from providers in the clinical space who
can uniquely identify areas of potential benefit. To accomplish
this, a better understanding of the abilities and limitations of
LLMs among physicians is needed to optimize their best use
and ensure they are effectively implemented, and AI literacy is
increasingly described as an essential competency for physicians
[68]. We encourage the development of curricula and training
programs designed for emergency physicians.

Given the black-box nature of LLMs, standardized frameworks
and metrics for evaluation that are specific to health care use
cases are needed to evaluate their performance and
implementation effectively. These frameworks should
encompass an understanding of both the technical capabilities
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and constraints of a model, along with the human interaction
aspects that affect its use. A crucial part of this assessment
involves comparing the performance of LLMs to human
proficiency, determining whether the objective is to replace or
enhance tasks currently carried out by health care professionals.
Thorough testing of models in real time, real-world scenarios
is imperative before their deployment. The selection of patient-
or provider-focused outcomes is essential, and the effectiveness
of models should not be evaluated in isolation. Instead, it is
crucial to assess the combined performance of the provider and
AI system to ensure that models are effective and practical in
real-world settings. Implementing and validating solutions
should occur across diverse populations and care environments,
with particular focus on cohorts underrepresented in the training
data to mitigate potential harm from model biases [69]. Provider
perspectives are essential, but equally important are patient
perspectives about the use of LLMs in medicine. Impacts on
physician-patient communication, patient concerns surrounding
privacy, and attitudes toward AI-generated recommendations
must be further explored. Collaboration between all relevant
stakeholders who develop or will be impacted by LLMs for
clinical medicine is essential for developing models that can be
used effectively, equitably, and safely.

Limitations
This scoping review has some limitations worth noting. First,
we restricted our search to papers published after 2018, when
LLMs first emerged. While this captures the current era of
LLMs, earlier works relevant to natural language processing in
EM may have been overlooked. In addition, despite searching
4 databases and consulting a medical librarian on the search
strategy, some pertinent studies may have been missed, and
given the rapidly evolving nature of this research area, there are
certainly more studies that have emerged since our literature
search [70]. However, our review establishes an initial
foundation that can be built upon as the field continues to grow.
Finally, in an effort to be maximally inclusive in our review,
we did not include or exclude papers based on the quality of
their evidence. Similarly, we did not make any quality
determinations of our included studies. High-quality studies are
required to make any determination regarding the efficacy of
LLMs for the applications we described, and our review
hopefully provides a framework to design these investigations.

Conclusions
This review underscores the transformative potential of LLMs
in enhancing the delivery of emergency care. By leveraging
their ability to process vast amounts of data rapidly, LLMs offer

unprecedented opportunities to improve decision-making speed
and accuracy, a critical component in the high-stakes, fast-paced
EM environment. From the identified themes, it is evident that
LLMs have the potential to revolutionize various aspects of
emergency care, highlighting their versatility and the breadth
of their applicability.

From the theme of clinical decision-making and support, LLMs
can augment the diagnostic process, support differential
diagnosis, and aid in the efficient allocation of resources. In the
domain of efficiency, workflow, and information management,
LLMs have shown promise in enhancing operational
efficiencies, reducing the cognitive load on clinicians, and
streamlining patient care processes. Regarding risks, ethics, and
transparency, the review illuminates the need for meticulous
attention to the accuracy, bias, and ethical considerations
inherent in deploying LLMs in a clinical setting. Finally, in the
realm of education and communication, LLMs’ potential to
facilitate learning and improve patient and provider
communication signifies a paradigm shift in medical education
and engagement.

The most urgent research need identified in this review is the
development of robust, evidence-based frameworks for
evaluating the clinical efficacy of LLMs in EM; addressing
ethical concerns; ensuring data privacy; and mitigating potential
biases in model outputs. There is a critical need for prospective
studies that validate the utility of LLMs in real-world emergency
care settings and explore the optimization of these models for
specific clinical tasks. Furthermore, research should focus on
understanding the best practices for integrating LLMs into the
existing health care workflows without disrupting the
clinician-patient relationship.

The successful integration of LLMs into EM necessitates a
multidisciplinary approach involving clinicians, computer
scientists, ethicists, patients, and policy makers. Collaborative
efforts are essential to navigate the challenges of implementing
AI technologies in health care, ensuring LLMs complement the
clinical judgment of EM professionals and align with the
overarching goal of improving patient care. The judicious
application of LLMs has the potential to fundamentally redefine
much of EM practice, ushering in a future where care is more
accurate, efficient, and responsive to the needs of patients.
Furthermore, by reducing the many burdens that currently
encumber clinicians, these technologies hold the promise of
restoring and deepening the invaluable human connections
between physicians and their patients.
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Abstract

Background: Chronic hepatitis B (CHB) imposes substantial economic and social burdens globally. The management of CHB
involves intricate monitoring and adherence challenges, particularly in regions like China, where a high prevalence of CHB
intersects with health care resource limitations. This study explores the potential of ChatGPT-3.5, an emerging artificial intelligence
(AI) assistant, to address these complexities. With notable capabilities in medical education and practice, ChatGPT-3.5’s role is
examined in managing CHB, particularly in regions with distinct health care landscapes.

Objective: This study aimed to uncover insights into ChatGPT-3.5’s potential and limitations in delivering personalized medical
consultation assistance for CHB patients across diverse linguistic contexts.

Methods: Questions sourced from published guidelines, online CHB communities, and search engines in English and Chinese
were refined, translated, and compiled into 96 inquiries. Subsequently, these questions were presented to both ChatGPT-3.5 and
ChatGPT-4.0 in independent dialogues. The responses were then evaluated by senior physicians, focusing on informativeness,
emotional management, consistency across repeated inquiries, and cautionary statements regarding medical advice. Additionally,
a true-or-false questionnaire was employed to further discern the variance in information accuracy for closed questions between
ChatGPT-3.5 and ChatGPT-4.0.

Results: Over half of the responses (228/370, 61.6%) from ChatGPT-3.5 were considered comprehensive. In contrast, ChatGPT-4.0
exhibited a higher percentage at 74.5% (172/222; P<.001). Notably, superior performance was evident in English, particularly
in terms of informativeness and consistency across repeated queries. However, deficiencies were identified in emotional management
guidance, with only 3.2% (6/186) in ChatGPT-3.5 and 8.1% (15/154) in ChatGPT-4.0 (P=.04). ChatGPT-3.5 included a disclaimer
in 10.8% (24/222) of responses, while ChatGPT-4.0 included a disclaimer in 13.1% (29/222) of responses (P=.46). When
responding to true-or-false questions, ChatGPT-4.0 achieved an accuracy rate of 93.3% (168/180), significantly surpassing
ChatGPT-3.5’s accuracy rate of 65.0% (117/180) (P<.001).

Conclusions: In this study, ChatGPT demonstrated basic capabilities as a medical consultation assistant for CHB management.
The choice of working language for ChatGPT-3.5 was considered a potential factor influencing its performance, particularly in
the use of terminology and colloquial language, and this potentially affects its applicability within specific target populations.
However, as an updated model, ChatGPT-4.0 exhibits improved information processing capabilities, overcoming the language
impact on information accuracy. This suggests that the implications of model advancement on applications need to be considered
when selecting large language models as medical consultation assistants. Given that both models performed inadequately in
emotional guidance management, this study highlights the importance of providing specific language training and emotional
management strategies when deploying ChatGPT for medical purposes. Furthermore, the tendency of these models to use
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disclaimers in conversations should be further investigated to understand the impact on patients’ experiences in practical
applications.

(JMIR Med Inform 2024;12:e56426)   doi:10.2196/56426

KEYWORDS

chronic hepatitis B; artificial intelligence; large language models; chatbots; medical consultation; AI in health care; cross-linguistic
study

Introduction

Chronic Hepatitis B: A Dual Burden on Patients and
Society
Chronic hepatitis B (CHB) imposes significant economic and
social burdens. In 2019, approximately 296 million people were
affected by CHB, resulting in an estimated 820 thousand deaths
[1]. The World Health Organization (WHO) noted that among
those chronically infected with hepatitis B and C, about 20%
or more would develop end-stage chronic liver disease, such as
cirrhosis and hepatocellular carcinoma [2].

Hepatitis B virus (HBV) primarily spreads through blood
contact, unprotected sexual intercourse, and mother-to-infant
transmission. Effective management of chronic infection
necessitates daily monitoring and self-care [3]. Nevertheless,
the intricacy of regular monitoring, encompassing multiple tests,
such as hepatitis B surface antigen (HBsAg), hepatitis B
e-antigen (HBeAg), HBV-DNA, alanine transaminase (ALT),
and fibrosis assessment, as endorsed by authoritative bodies in
hepatitis B diagnosis and treatment, including the European
Association for the Study of the Liver (EASL), presents hurdles
to patient compliance [4]. Additionally, the prolonged, often
lifelong, administration of antiviral medications contributes to
further adherence issues [4,5]. Unique considerations for
pregnant individuals and children add another layer of
complexity, demanding targeted counseling and specialized
management. This intricate management landscape not only
burdens patients with emotional stress but also jeopardizes
adherence to treatment regimens [6,7]. The complexity of CHB
management requires personalized health care strategies, easing
individual and societal burdens and emphasizing the importance
of diverse health approaches.

ChatGPT as a Prospective Medical Assistant
Currently, artificial intelligence (AI) has become integral in the
medical domain, particularly in medical research and clinical
practice. Notably, according to Wani et al [8], traditional
machine learning methodologies require the supervision of
skilled individuals and structured input data, resulting in
considerable resource-intensive processes. Recognizing the
limitations of traditional approaches, Haug et al [9] proposed
chatbots for capabilities in medical practice assistance.

ChatGPT-3.5, which was released in June 2020, underpins
ChatGPT’s emergence in AI-assisted medical applications. As
a large language model (LLM), it shows potential for medical
assistance [10], though challenges and concerns persist in its
application within the field [11]. The functioning of LLMs
involves predicting and generating a coherent and contextually
relevant response based on preinput materials, necessitating

training on massive amounts of diverse textual data. Various
studies have explored ChatGPT’s capacity to act as a virtual
doctor or medical tutor for diagnosis or treatment [12].

The study by Gilson et al [13] revealed that ChatGPT performed
well in medical knowledge assessments, demonstrating potential
as a virtual medical tutor. Yeo et al [14] evaluated ChatGPT’s
performance in answering questions regarding cirrhosis and
hepatocellular carcinoma. Most studies have compared its
performance to that of real doctors or medical students, aiming
to determine whether AI assistants could surpass human medical
service providers. However, there are challenges and risks of
employing ChatGPT in clinical practice, including the potential
generation of plausible yet inaccurate information and ethical
considerations [15]. According to these studies, LLMs could
potentially assist in medical consulting and auxiliary diagnosis,
as well as traditional medical research, treatment, and education,
but there are still unidentified risks and problems.

ChatGPT-4.0, which was released on March 14, 2023, is an
updated version of the ChatGPT model. Many researchers have
compared the applications of ChatGPT-3.5 and ChatGPT-4.0
in medical practice [16-18]. In this research, we included
ChatGPT-4.0 as a comparative model to further assess the
application problem of this model.

Medical Assistance in Hepatitis B Management With
Chinese as the Primary Language
Bearing the highest global burden of hepatitis B, China recorded
over 90 million people living with CHB in 2017 [1,2]. Research
has revealed troubling trends in treatment noncompliance for
HBV in China, including challenges in preventing vertical
transmission [19-21]. Beyond China, studies in various regions
have highlighted the impact of factors like family income,
employment, and patient gender on medical treatment
compliance for CHB [22].

Physician encouragement is crucial for patient compliance with
medication regimens [23]. Despite a rising number of medical
doctors in China, there is a shortage of medical practitioners,
including licensed physicians and physician assistants, who face
high workloads and burnout rates [24-26]. While research has
indicated that Chinese physicians generally adhere to hepatitis
B guidelines [27], medical errors due to workload demands
could undermine intended impacts on patient compliance [26].
Amidst these challenges, exploring medical assistance using
Chinese as the primary working language is crucial. This inquiry
is vital for enhancing patient compliance in hepatitis B
management and alleviating strain on health care professionals
amid work-related stress. However, a study involving
ChatGPT’s performance in a medical examination in Chinese
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emphasized the significance of exploring the cross-language
difference in ChatGPT’s performance in a future study [28].

In brief, a dialogue-based medical assistant is being increasingly
recognized as essential in clinical practice. Exploring the
application of ChatGPT in this domain shows promise for
medical research and clinical usage. This study assessed
ChatGPT-3.5 and ChatGPT-4.0 in tasks such as diagnosis,
providing management advice, and addressing counseling needs
among patients with CHB. Given that English data account for
the largest proportion of data (approximately 92%) used for the
original training of this model [29], it is reasonable to assume
that among all the languages included in the pretraining
resource, this model performs best in English. However, the
Chinese language is used by the world’s largest group of CHB
patients, underscoring the irreplaceable role of Chinese in studies
regarding medical AI assistants. Therefore, this research includes
both English and Chinese as working languages and compares
ChatGPT’s performance in both languages. Additionally, the
study compares ChatGPT-3.5 and ChatGPT-4.0 to investigate
the improvements from the former version to the latter version.
Through this investigation, we aim to uncover the potential of
this application and its limitations in medical practice.

Methods

Questionnaire Development Process
Following the workflow shown in Figure 1, we systematically
compiled a set of questions relevant to both patients and

physicians in clinical practice. This compilation process
involved several processes. First, we sourced questions from
esteemed professional associations and institutions, such as the
WHO, American Centers for Disease Control and Prevention
(CDC), American Association for the Study of Liver Disease
(AASLD), EASL, and Asian Pacific Association for the Study
of the Liver (APASL). Second, we identified queries about
hepatitis B found on online social media platforms, particularly
in patient support groups and disease-specific forums. The
inclusion criteria prioritized relevance to diagnosis, treatment,
daily monitoring, lifestyle, and other hepatitis B–related
concerns. Questions with precise wording, minimal grammatical
errors, and clarity were included, while nonmedical inquiries,
ambiguously framed questions, and those related to nonmedical
issues were excluded. Questions with significant updates after
September 2021 were also omitted. Third, we conducted an
exploration of associative keywords following the entry of
“hepatitis B” or “HBV” into widely used search engines, such
as Google, Bing, and Baidu, in both Chinese and English
languages. Fourth, based on diverse published hepatitis B
clinical studies, we systematically extracted key patient
characteristics, including age, gender, hepatitis B serum markers,
HBV-DNA levels, ALT levels, and concomitant diseases. We
developed profiles for 8 simulated patients using these data with
a random number function. ChatGPT was tasked with providing
advice to these simulated individuals on various aspects,
including treatment or examination recommendations, treatment
strategies, daily monitoring practices, lifestyle adjustments, etc.

Figure 1. Workflow of the questionnaire design process. The specific information of each stage of the questionnaire compiling process is shown.
AASLD: American Association for the Study of Liver Disease.
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Among all the questions gathered, multiple questions were
separated into single entities, while repeated questions were
excluded. To avoid ambiguity and misunderstanding resulting
from language vagueness, which could potentially impact the
assessment of the model’s information accuracy, we carefully
polished all the collected questions, refined their grammar and
phrasing, and performed localized translations between Chinese
and English. Examples of revised or excluded questions are
provided in Multimedia Appendix 1. In total, we gathered 96
questions about hepatitis B. Among the questions, there were
2 with only an English version and 5 with only a Chinese
version. These language-specific questions focused on issues
specific to the country or region where the questioner was
located.

Section Allocation
We systematically categorized all questions into 5 distinct
sections: Term Explanation Questions, Short Answer Questions,
Clinical Problem Questions, AASLD Guideline Questions, and
Simulated Patient Questions.

The “Term Explanation Questions” section featured 17 terms
associated with hepatitis B, including 1 term exclusively for
Chinese responses. In the “Short Answer Questions” section,
there were 22 questions, with 1 specifically designed for Chinese
responses. Questions within the “Clinical Problem Questions”
section were primarily sourced from online hepatitis B societies,
totaling 40 questions. Within this section, there was 1 question
intended solely for English responses and 2 exclusively for
Chinese responses. The questions in the “AASLD Guideline
Questions” section were derived from the AASLD guidelines
for hepatitis B in 2016 and 2018 (updated version) and included
9 questions that were all translated into Chinese. The “Simulated
Patient Questions” section consisted of 8 questions related to
simulated patient information, as previously constructed. These
questions were provided in both English and Chinese versions.

Gathering Responses
The questions were submitted to ChatGPT-3.5 from April 1 to
April 30, 2023, with each question forming a separate dialogue.
Each question was sent twice for Chinese and English separately
to ensure a comprehensive evaluation, and responses were
collected. In the case of a system error preventing ChatGPT-3.5
from responding, the question was resubmitted in a new
dialogue. All responses were compiled into a table for further
assessment.

Assessment of Responses
Two senior physicians independently evaluated all responses.
In the case of discrepancies in information accuracy, consistency
of repeated responses, and emotional management guidance
assessments, a third senior physician with over 30 years of
experience in hepatitis B diagnosis and treatment conducted a
final review for the ultimate assessment and provided the final
scores. The criterion of assessment was discussed and voted on
by a committee of 5 senior physicians in hepatitis B diagnosis
and treatment. The assessment process referred to the research
of Yeo et al [14].

Information Accuracy Assessment
The information accuracy assessment was mainly focused on
correctness and comprehensiveness. Four assessment grades
(1-4) were assigned: 1, correct and comprehensive; 2, correct
but with missing information; 3, a mix of correct and incorrect
details; and 4, wholly incorrect or irrelevant information.

Categorization of the Types of Mistakes
Mistakes in responses assessed as “a mix of correct and incorrect
details” and “wholly incorrect or irrelevant information” were
analyzed, and the types of mistakes were categorized. The
mistakes were classified into 5 categories: A, misunderstanding
of medical terms or jargon; B, incorrect usage of medical terms;
C, mistakes in diagnosis/treatment/management without
mistakes in terms or jargon; D, total irrelevant information; and
E, a mixture of two or more kinds of mistakes among A-C.

Content Consistency of Repeated Response Assessment
A binary assessment (“Yes” or “No”) was employed to indicate
the consistency of the 2 responses for each question. This
evaluation was independent of the information accuracy
assessment and solely focused on the consistency of the response
content.

Emotional Management Guidance Assessment
For all responses in the “Clinical Problem Questions” and
“Simulated Patient Questions” sections (48 in total; 1 with only
an English version and 2 with only a Chinese version), an
emotional management guidance assessment was conducted.
The assessment comprised three levels: (1) sufficient emotional
and psychological management guidance, (2) respectful but
lacking or inadequate emotional or psychological management
guidance, and (3) disrespectful or negative emotional guidance.

Analysis of ChatGPT's Cautionary Statements Regarding
Medical Advice
We quantified the instances where ChatGPT recommended
consulting a genuine health care provider or doctor. Meanwhile,
we counted the frequency of ChatGPT explicitly stating
disclaimers, such as “I am not a doctor” and “I cannot give
diagnosis or treatment,” among all questions involving clinical
practice (including the sections of Clinical Problem Questions,
AASLD Guideline Questions, and Simulated Patient Questions).

Parallel Assessment of ChatGPT-4.0’s Performance
We replicated the above assessment process for ChatGPT-4.0.
Considering that ChatGPT-4.0 is the updated version of the
model, we omitted sections involving only basic medical
knowledge in the questionnaire. As a more intuitive alternative,
we chose closed questions to evaluate the fundamental
knowledge differences between the 2 model versions. The
assessment of ChatGPT-4.0 included questions from the
“Clinical Problem Questions,” “AASLD Guideline Questions,”
and “Simulated Patient Questions” sections of the questionnaires
used in the previous assessment. However, mistake analysis
was omitted as there were no responses from ChatGPT-4.0 that
were assessed as incorrect.
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Comparison of ChatGPT-3.5 and ChatGPT-4.0 Using
Closed Questions (True-or-False Statements)
In this assessment, we formulated 30 statements based on
AASLD guidelines for the treatment of CHB, including all its
updates up to September 2021. These statements were input
into the models in separate dialogues. We used prompts to ask

the models to judge whether the statements were correct and to
provide a judgment with “Yes” or “No.” The prompts are
detailed in Table 1. Each statement was input into the model 3
times, and the response for each iteration was recorded. All
responses of the models were collected, and their accuracy and
stability (the consistency of 3 responses to a repeated statement)
were assessed.

Table 1. An example of the prompts used in closed questions.

Prompts for ChatGPT-3.5Prompts for ChatGPT-4.0Language

Now, I would like you to act as a hepatologist in the upcoming
conversation and determine whether the statements are true
and answer with only “Yes” or “No”, and do not add any ex-
planation. Here are the statements: []

Now, I would like you to act as a hepatologist in the upcoming
conversation and determine whether the statements are true
and answer with only “Yes” or “No”. Here are the statements:

[]a

English

现在，我希望你在接下来的对话中扮演一名肝病学医师，
判断以下陈述是否正确，并用“是”或“否”来回答，不要
增加任何解释或说明: []

现在，我希望你在接下来的对话中扮演一名肝病学医师，

判断以下陈述是否正确，并用“是”或“否”来回答: []a
Chinese

aThe statements were added in square brackets.

Statistical Analysis
All statistical analyses were performed with the SPSS 26.0
statistical package (IBM Corp). Cohen kappa coefficients were
used to determine interobserver reliabilities. Assessment grades
were calculated and reported as percentages. Comparative
analysis of ranked data employed the Mann-Whitney test.
Categorical data were compared using chi-square tests. The
Wilcoxon signed rank test was applied to compare the grades
of response 1 and response 2 to each question. Statistical
significance was set at P<.05.

Ethical Considerations
Our study did not use any information of real-world humans.
Questions obtained from the internet were all polished and
revised, and were included in the model with no personal
information. Files of simulated patients were composed based
on baseline data of clinical trials of hepatitis B, but the numbers

were modified using a random number function to avoid possible
leakage of real information.

Results

Information Accuracy Assessment of ChatGPT-3.5
The interobserver reliability κ was 0.6020 (P<.001) for the
information accuracy assessment. The results of this assessment
are shown in Figure 2. Across all the questions, 90.8% (336/370)
of responses from ChatGPT-3.5 contained no incorrect
information (including comprehensive responses and correct
but incomprehensive responses). The likelihood of ChatGPT
giving correct and comprehensive responses was 61.6%
(228/370), while there was a 29.2% (108/370) probability of
responses being correct with missing information (Multimedia
Appendix 2). Responses with a mix of correct and incorrect
information accounted for 7.3% (27/370) of responses. There
were 1.9% (7/370) of responses wholly incorrect or irrelevant
to the questions.
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Figure 2. Results of the information accuracy assessment and mistake analysis of ChatGPT-3.5. (A) Comparison of the percentage for each grade
across all responses in distinct question sections. (B) Percentage of each grade of responses in English in separated question sections. (C) Percentage
of each grade of responses in Chinese in separated question sections. (D) Overview of mistake types across all responses. (E) Breakdown of mistake
types specifically among responses in English. (F) Breakdown of mistake types specifically among responses in Chinese. In parts D-F, grade A indicates
misunderstanding of medical terms or jargon, grade B indicates incorrect usage of medical terms, grade C indicates mistakes in
diagnosis/treatment/management without mistakes in terms or jargon, grade D indicates total irrelevant information, and grade E indicates a mixture
of two or more kinds of mistakes among grades A-C. AASLD: American Association for the Study of Liver Disease.

The performance of ChatGPT-3.5 varied across the sections,
and the differences were statistically significant (P<.0001;
Multimedia Appendix 2). The section “Term Explanation
Questions” had the highest percentage of responses assessed as
complete and comprehensive (26/28, 93% in English and 30/34,
88% in Chinese; Figure 2A), while the section “AASLD
Guideline Questions” had the highest percentage of responses
totally wrong or irrelevant, or mixed with incorrect information
(4/18, 22% in English and 10/18, 56% in Chinese).

The language environment in which ChatGPT-3.5 operated also
influenced its performance (Figure 2B). ChatGPT demonstrated
poorer performance in Chinese than in English (P=.001),
particularly in the sections “Clinical Problem Questions” (P=.03)
and “AASLD Guideline Questions” (P=.002). However,
performance in the sections “Term Explanation Questions”
(P=.54), “Short Answer Questions” (P=.62), and “Simulated
Patient Questions” (P=.33) showed no significant difference
between the 2 working languages. The evaluation table is
presented in Multimedia Appendix 3.

Categorization of the Types of Mistakes of
ChatGPT-3.5
Figures 2D-F summarize the types of mistakes in the responses.
In both languages, the most common error pertained to
diagnosis, treatment, or disease management (Figure 2D).
Notably, in Chinese, 10 out of 32 mistakes (31%) involved
incorrect usage or misunderstanding of technical terms (Figure
2F), while in English, there were no such mistakes (Figure 2E).
The evaluation table is provided in Multimedia Appendix 4.

Content Consistency of the Repeated Response
Assessment of ChatGPT-3.5
The interobserver reliability κ was 0.6532 (P<.001) for content
consistency of the repeated response assessment of
ChatGPT-3.5. Figure 3 shows the content consistency of
repeated responses. For all questions, the probability of content
consistency between 2 responses was 54.1% (100/185 pairs of
responses). In English, the consistency was 62% (56/90 pairs
of responses), while in Chinese, it was 46% (44/95 pairs of
responses), showing a significant difference (P=.04; Figure 3A
and Multimedia Appendix 2). This disparity was also significant
in the section “Clinical Problem Questions” (P=.04; Figure 3B
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and Multimedia Appendix 2). The “Term Explanation
Questions” section had the highest consistency at 94% (29/31
pairs of responses), while the “Short Answer Questions” section
had the lowest consistency at 30% (13/43 pairs of responses).

Despite poor content consistency, the responses exhibited
similarity in grades (P=.65). The evaluation table is provided
in Multimedia Appendix 5.

Figure 3. Assessment of the content consistency of responses to repeated questions. (A) Comparison of content consistency between responses in
different working languages. (B) Examination of content consistency in different sections of questions. AASLD: American Association for the Study
of Liver Disease. **P<.01.

Emotional Management Guidance Assessment of
ChatGPT-3.5
Among responses to questions within the “Clinical Problem
Questions” and “Simulated Patient Questions” sections, only
3.2% (6/186) were deemed to provide sufficient emotional

management support (Table 2). Related responses are listed in
Multimedia Appendix 6. Most responses (180/186, 96.8%) were
assessed as “respectful but lacking or inadequate emotional or
psychological management guidance.” No response was assessed
as “disrespectful or negative emotional guidance.” ChatGPT-3.5
exhibited comparable performance in both languages (P=.39).

Table 2. Results of the emotional management guidance assessment.

P valueTotal (N=186), nSimulated Patient Questions (n=32), nClinical Problem Questions (n=154), nLanguage

Grade 3Grade 2Grade 1Grade 3Grade 2Grade 1Grade 3Grade 2Grade 1

.48a092201510771Chinese

088401600724English

.39b01806031101495Total

aP value across the grades of each section.
bP value between the grades of different working languages.

Analysis of the Cautionary Statements of ChatGPT-3.5
Regarding Medical Advice
Figure 4 shows the results of this assessment. ChatGPT-3.5
exhibited distinct characteristics as a medical assistant. In most
responses, ChatGPT-3.5 tended to remind patients to consult a

health care provider or a physician (227/370, 61.4%). This
percentage was consistent in both English (118/180, 65.6%;
Figure 4A) and Chinese (109/190, 57.4%), with no significant
difference (P=.20). These responses are listed in Multimedia
Appendix 7.
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Figure 4. Percentage of ChatGPT cautionary statements regarding medical advice and disclaimers. (A) Percentage of responses that include the
recommendation to “consult health care providers or doctors.” (B) Percentage of responses containing the disclaimer phrase “I am not a doctor” or “I
cannot give diagnosis or treatment”.

Among all questions involving clinical practice, the probability
of ChatGPT-3.5 using the phrase “I am not a doctor” or “As a
language model, I cannot give diagnosis or treatment…” was
10.8% (24/222). The probability was 11.6% (13/112) in Chinese
and 10.0% (11/110) in English (Figure 4B). No significant
difference was observed between the 2 languages (P>.99). These
responses are listed in Multimedia Appendix 8.

Parallel Assessment of ChatGPT-4.0 in Sections
Involving Clinical Practice
The interobserver reliability κ was 0.6896 (P<.001) for
information accuracy assessment. Notably, ChatGPT-4.0
demonstrated distinct performance compared to ChatGPT-3.5.
The scores of ChatGPT-4.0 are presented in Figures 5A-C.
Across the 3 sections of “Clinical Problem Questions,” “AASLD
Guideline Questions,” and “Simulated Patient Questions,” the
percentage of responses assessed as complete and
comprehensive, as well as “grade 1,” was higher for

ChatGPT-4.0 than for ChatGPT-3.5 (172/222, 77.5% vs
132/222, 59.5%), with a significant difference (P<.001).
Furthermore, variations in grades were observed across the
sections (P<.001). The “Clinical Problem Questions” section
exhibited the highest percentage of responses assessed as
complete and comprehensive for ChatGPT-4.0 (133/154,
86.4%), surpassing that for ChatGPT-3.5 (108/154, 70.1%;
P<.001). Importantly, no responses from ChatGPT-4.0 were
assessed as “a mix of correct and incorrect details” and “wholly
incorrect or irrelevant information.” In general, ChatGPT-4.0
demonstrated superior information accuracy compared to
ChatGPT-3.5. Moreover, ChatGPT-4.0 showed improved
performance in responding to Chinese questions. Although there
was a slightly lower percentage of responses assessed as “grade
1” for Chinese (82/112, 73.2%) than for English (90/110,
81.8%), the difference in performance between the languages
was not significant (P=.13). The evaluation tables are presented
in Multimedia Appendix 9 and 10.
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Figure 5. Results of the parallel assessment of ChatGPT-4.0 in sections involving clinical practice. (A) Comparison of the percentage of each grade
across all responses in distinct question sections. (B) Percentage of each grade of responses in English in separated question sections. (C) Percentage
of each grade of responses in Chinese in separated question sections. (D) Comparison of content consistency between responses in different working
languages. (E) Examination of content consistency in different sections of questions. (F) Percentage of responses that include the recommendation to
“consult health care providers or doctors.” (G) Percentage of responses containing the disclaimer phrase “I am not a doctor” or “I cannot give diagnosis
or treatment.” AASLD: American Association for the Study of Liver Disease; ns: not significant.

The interobserver reliability κ was 0.6052 (P<.001) for content
consistency of the repeated response assessment. ChatGPT-4.0
showed poor consistency in responses to repeated questions.
Across all questions, ChatGPT-4.0 provided 44.1% (49/111
pairs of responses) stable repeated responses, and this proportion
was lower than that for ChatGPT-3.5 (58/111, 52.3%). However,
the difference was not significant (P=.23). Specifically,
ChatGPT-4.0’s stability percentage was 38% (21/56 pairs of
responses) in Chinese and 51% (28/55 pairs of responses) in
English (Figure 5D), with no significant difference (P=.16).

Among all the sections, responses in the “Clinical Problem
Questions” section exhibited the highest rate of consistency at
48% (37/77 pairs of responses; Figure 5E). The difference in
consistency across sections was not significant (P=.42). Detailed
evaluation tables are provided in Multimedia Appendix 9 and
11.

Regarding responses to questions within the “Clinical Problem
Questions” and “Simulated Patient Questions” sections,
ChatGPT-4.0’s responses were assessed to provide sufficient
emotional management support 8.1% (15/186) of the time (Table
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3). This performance differed significantly from that of
ChatGPT-3.5 (P=.04). The percentage was similar between
Chinese and English (7/94, 7% and 8/92, 9%, respectively;
P=.76). No response was assessed as “disrespectful or negative
emotional guidance.” ChatGPT-4.0 showed similar performance
between the 2 sections (10/154, 6.5% for Clinical Problem
Questions and 5/32, 15.6% for Simulated Patient Questions

assessed as grade 1; P=.08). However, among all responses
assessed as “unstable,” there was no significant difference
between the scores of response 1 and response 2 (P=.06). All
the responses assessed as “sufficient emotional and
psychological management guidance” are listed in Multimedia
Appendix 12.

Table 3. Results of the emotional management guidance assessment of ChatGPT-4.0.

P valueTotal (N=186), nSimulated Patient Questions (n=32), nClinical Problem Questions (n=154),
n

Language

Grade 3Grade 2Grade 1Grade 3Grade 2Grade 1Grade 3Grade 2Grade 1

.08a087701420735Chinese

084801330715English

.75b0171150275014410Total

aP value across the grades of each section.
bP value between the grades of different working languages.

As shown in Figure 5F, ChatGPT-4.0 demonstrated comparable
performance to ChatGPT-3.5 across all responses, with 86.5%
(192/222) of responses emphasizing the importance of seeking
medical assistance. In Chinese, 96 out of 112 responses (85.7%)
stressed this need, while in English, 96 out of 110 responses
(87.3%) did the same. Notably, no significant difference was
observed between the languages (P=.73). In responses from
ChatGPT-3.5 in the sections “Clinical Problem Questions,”
“AASLD Guideline Questions,” and “Simulated Patient
Questions,” the total percentage of responses with a medical
service recommendation was 81.5% (181/222), which was not
different from that for ChatGPT-4.0 (P=.15). All responses
emphasizing the necessity of seeking medical services are listed
in Multimedia Appendix 13.

Figure 5G illustrates that among all responses to questions
involving clinical practice, ChatGPT-4.0 used the phrase “I am
not a doctor” or “As a language model, I cannot give diagnosis
or treatment…” with a probability of 13.1% (29/222). This

percentage did not significantly differ from that of ChatGPT-3.5
(P=.46). In Chinese, the probability was 8.9% (10/112), while
in English, the probability was 17.3% (19/110; Figure 5B). No
significant difference was observed between the 2 languages
(P=.07). These responses are detailed in Multimedia Appendix
14.

Assessment of Responses to Closed Questions Across
ChatGPT-4.0 and ChatGPT-3.5
When assessing the accuracy of statements derived from the
AASLD guidelines for the treatment of CHB, ChatGPT-4.0
exhibited significantly superior performance compared to
ChatGPT-3.5 (Figures 6A and B). ChatGPT-4.0 achieved a
correctness percentage of 93.3% (168/180), with the same
percentage accuracy in both Chinese and English (93.3% for
each language). Conversely, ChatGPT-3.5 yielded an overall
accuracy of 65.0% (117/180), with a split of 50.0% (45/90) in
Chinese and 80.0% (72/90) in English.
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Figure 6. Results of responses to true-or-false questions. (A) Rate of accuracy of ChatGPT-4.0. (B) Rate of accuracy of ChatGPT-3.5. (C) Comparison
of the consistency of responses to true-or-false questions between ChatGPT-4.0 and ChatGPT-3.5. ns: not significant. ****P<.0001.

Furthermore, ChatGPT-4.0 displayed enhanced consistency in
repeated responses (Figure 6C). Stable responses accounted for
98.3% (59/60) of responses in ChatGPT-4.0, whereas
ChatGPT-3.5 provided only 66.7% (40/60) stable responses.
The difference in response stability between the models was
statistically significant (P<.001). Details are provided in
Multimedia Appendix 15.

Discussion

ChatGPT-3.5 Working as a Medical Consulting
Assistant
Our evaluation highlighted the proficiency of ChatGPT-3.5 as
a medical consultation assistant. ChatGPT-3.5 provided
predominantly accurate information, but there was a notable
limitation in the comprehensiveness of the responses, indicating
a need for targeted medical professional input. Continuous
enhancement of LLMs may contribute to more specific and
reliable guidance. Despite its strengths, ChatGPT-3.5 displayed
limitations in emotional management support, a crucial aspect

of chronic disease management [30]. Facilitating emotional
modulation is integral to fostering patient willingness for
self-management and treatment compliance [7,30].

Therefore, it is imperative to consider emotional cognition and
regulation in medical diagnosis and treatment. Our study
suggested that the potential for ChatGPT to serve as an
emotional management assistant for chronic patients warrants
further study, with related localized training considered if LLMs
are to be employed in clinical practice as health consultation
assistants.

Impact of Working Language on Performance
By revealing ChatGPT’s inferior performance in Chinese
compared to English, the study emphasized the influence of the
choice of working language on stability and correctness.
ChatGPT-3.5 showed worse performance on information
accuracy in Chinese, implying the insufficient input of
knowledgeable materials in Chinese. Both ChatGPT-3.5 and
ChatGPT-4.0 showed less stability in Chinese, which was
reflected in a lower consistency rate of responses to the same
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questions. This challenge stemmed from variations in language
resources during the model’s original training, primarily
centered around English-based medical guidelines. Though
there are Chinese versions of these guidelines, the timeliness
and accuracy of Chinese materials are limited. To enhance
ChatGPT’s efficacy in diverse language environments, the
model should undergo additional training based on data sourced
from specific language resources. This targeted training should
focus on potential misunderstandings related to terms and
phrasings in local languages, thereby addressing
language-specific nuances and enhancing overall performance.
Notably, ChatGPT-3.5 exhibited language-specific mistakes,
with Chinese responses showing errors related to
misunderstanding or incorrect usage of terms. This underscores
the importance of targeted language training for LLMs to
minimize inaccuracies, especially in medical contexts.

Cautionary Statements and Patient-Oriented Usage
In discussions related to diagnosis and therapy, ChatGPT-3.5
consistently emphasized the importance of consulting a health
care provider, indicating a cautious approach. Owing to
constraints in both timeliness and accuracy inherent in language
models, ChatGPT-3.5 occasionally emphasized its nondoctor
status, thus refraining from providing direct diagnosis or therapy
in the conversation. However, such statements may imply the
unreliability of the medical judgment, especially in a Chinese
cultural context. Thus, further inquiries are warranted to evaluate
the potential risks and benefits of this response mode,
considering its impact on patient trust and compliance
challenges.

Implications for Future Development in Clinical
Medicine
As AI, including LLMs, is being progressively integrated into
clinical medicine, understanding the advantages and
disadvantages is paramount. While ChatGPT demonstrates
promise as a medical consulting assistant for CHB patients,
future research and development should prioritize targeted
language input and emotional management training. Besides,
establishing and updating prompts, which are in a specific order,
and templates based on which LLMs could provide responses
in a standardized format would significantly enhance ChatGPT’s
performance. Overcoming language barriers and addressing
emotional support deficiencies will be crucial for maximizing
the potential benefits of LLMs in medical assistance.

Comparison of ChatGPT-4.0 to ChatGPT-3.5
ChatGPT-4.0 demonstrated superior performance compared
with ChatGPT-3.5 in terms of information accuracy. This
improvement aligns with the expected advancements in
ChatGPT-4.0 as a more advanced iteration. However,
ChatGPT-4.0 did not exhibit better response stability in
open-ended questions. This could be attributed to a reduced
ability to follow chain-of-thought prompting [31]. Despite this
inconsistency, it did not affect the accuracy of information,
suggesting that LLMs tend to employ diverse language patterns
and content combinations.

In responses to closed questions (30 true-or-false statements
based on the AASLD guidelines for the treatment of hepatitis

B), ChatGPT-4.0 demonstrated a higher rate of accuracy and
stability, indicating substantial improvement in the model’s
understanding of hepatitis B medical knowledge as the model
progressed.

The improvement of ChatGPT-4.0 in terms of information
accuracy suggested the tremendous benefit of the model update,
but the deficiency in emotional management remained.
Therefore, additional training related to emotional management
guidance and humanistic care is essential for the preparation of
the model before application.

Notably, in responses to open questions, ChatGPT-4.0 displayed
interesting changes compared to ChatGPT-3.5. ChatGPT-4.0
included reference information in 5 of the responses, all of which
were verified to be accurate. This suggests an enhancement in
the format and reliability of ChatGPT-4.0. However, the impact
of such changes on the patient experience warrants further
exploration. Additionally, ChatGPT-4.0 was more likely to use
a direct disclaimer like “I am an AI model...” or “I’m not a
doctor...” and even “Disclaimer: I’m not a doctor...,” indicating
a more stringent approach. However, the increase in possibility
was too subtle to be considered significant.

Comparison to Prior Work
Numerous studies have explored the potential application of
ChatGPT in clinical practice. Ayers et al [32] observed that
ChatGPT tends to deliver longer and more empathetic responses
of higher quality compared to real doctors. In a study by
Cascella et al [12], ChatGPT demonstrated proficiency in
composing medical notes for intensive care unit patients and
scientific writing, despite lacking medical expertise. The
researchers highlighted the model’s effectiveness in providing
medical advice and its potential in patient communication [12].
Several studies have evaluated ChatGPT’s responses in various
medical specialties [14,33-35]. In contrast, our study uniquely
focused on ChatGPT’s cross-language performance in clinical
counseling, revealing that language choice impacts accuracy
and answer stability. This emphasizes the importance of
language selection for the practical application of LLMs.

Limitations
It is important to acknowledge certain limitations in our study.
The evaluation did not comprehensively assess ChatGPT’s
knowledge and ability in guiding emotional management for
patients due to questionnaire resource constraints. The lack of
a standardized questionnaire also limited the reliability of the
questionnaire used owing to the lack of a related interrater
reliability measure. Meanwhile, as the first work in the
assessment of medical consulting AI systems for hepatitis B, it
was difficult to estimate the possible effects of vagueness,
ambiguity, and misunderstanding associated with grammatical
mistakes or vagueness of the questions. The researchers revised
the questions to address such concerns, which created new
concerns about discrepancies between these “standard” questions
and practical application scenarios. These problems should be
addressed in future research. Additionally, while cautionary
statements promote responsible usage, the potential risks and
benefits of this approach require further exploration. Future
studies should address these limitations for a more
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comprehensive understanding of ChatGPT’s application in
medical assistance.

Conclusion
ChatGPT-3.5 exhibits promising capabilities as a medical
consultation assistant, providing accurate yet occasionally less
comprehensive information. ChatGPT-4.0, which is an improved
version of the model, showed stronger application potential than
ChatGPT-3.5. Recognizing their limitations in emotional support

and language-specific performance, future developments should
prioritize targeted language training and enhanced emotional
management features. While cautionary statements underscore
responsible usage, the model’s potential in aiding patients with
CHB is evident. As AI continues to shape the medical practice,
refining LLMs for nuanced health care contexts is imperative.
Striking a balance among linguistic accuracy, emotional
sensitivity, and ethical patient engagement remains important
for successful integration into clinical settings.
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Abstract

Background: Understanding the multifaceted nature of health outcomes requires a comprehensive examination of the social,
economic, and environmental determinants that shape individual well-being. Among these determinants, behavioral factors play
a crucial role, particularly the consumption patterns of psychoactive substances, which have important implications on public
health. The Global Burden of Disease Study shows a growing impact in disability-adjusted life years due to substance use. The
successful identification of patients’ substance use information equips clinical care teams to address substance-related issues
more effectively, enabling targeted support and ultimately improving patient outcomes.

Objective: Traditional natural language processing methods face limitations in accurately parsing diverse clinical language
associated with substance use. Large language models offer promise in overcoming these challenges by adapting to diverse
language patterns. This study investigates the application of the generative pretrained transformer (GPT) model in specific GPT-3.5
for extracting tobacco, alcohol, and substance use information from patient discharge summaries in zero-shot and few-shot learning
settings. This study contributes to the evolving landscape of health care informatics by showcasing the potential of advanced
language models in extracting nuanced information critical for enhancing patient care.

Methods: The main data source for analysis in this paper is Medical Information Mart for Intensive Care III data set. Among
all notes in this data set, we focused on discharge summaries. Prompt engineering was undertaken, involving an iterative exploration
of diverse prompts. Leveraging carefully curated examples and refined prompts, we investigate the model’s proficiency through
zero-shot as well as few-shot prompting strategies.

Results: Results show GPT’s varying effectiveness in identifying mentions of tobacco, alcohol, and substance use across learning
scenarios. Zero-shot learning showed high accuracy in identifying substance use, whereas few-shot learning reduced accuracy
but improved in identifying substance use status, enhancing recall and F1-score at the expense of lower precision.

Conclusions: Excellence of zero-shot learning in precisely extracting text span mentioning substance use demonstrates its
effectiveness in situations in which comprehensive recall is important. Conversely, few-shot learning offers advantages when
accurately determining the status of substance use is the primary focus, even if it involves a trade-off in precision. The results
contribute to enhancement of early detection and intervention strategies, tailor treatment plans with greater precision, and ultimately,
contribute to a holistic understanding of patient health profiles. By integrating these artificial intelligence–driven methods into
electronic health record systems, clinicians can gain immediate, comprehensive insights into substance use that results in shaping
interventions that are not only timely but also more personalized and effective.

(JMIR Med Inform 2024;12:e56243)   doi:10.2196/56243
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Introduction

The use and misuse of psychoactive substances rank as critical
risk elements for global health, contributing substantially to the
worldwide disease burden [1,2]. Alcohol, tobacco, and illegal
drugs are implicated in more than 80 identified conditions that
lead to disease and injury [3,4], incurring significant health and
societal costs [5-7]. Tobacco use is primarily connected to
chronic diseases that often result in death, while alcohol
consumption is associated with both acute conditions, such as
injuries—both intentional and accidental—and chronic diseases,
varying in mortality risk (eg, high risk includes liver cirrhosis
and head and neck cancers; low risk covers conditions such as
depression and alcohol dependency). Illicit drug use carries
risks of infectious diseases, particularly through intravenous
methods that may transmit HIV, in addition to heightened risks
of suicide and drug use disorders. Unlike tobacco or illicit drugs,
alcohol presents a complex profile, as certain levels and patterns
of consumption have been shown to have protective effects
against some diseases, notably coronary heart disease [8-10].

The documentation of substance use information in patient
clinical notes plays an important role in care delivery by
impacting clinical decision-making processes. First, it furnishes
health care providers with vital information concerning a
patient’s addiction history, a fundamental component in
constructing a comprehensive medical profile [11]. This
knowledge is instrumental in devising patient-centered treatment
plans that not only address the primary medical concern but
also consider the complexities of the use and its potential impact
on treatment efficacy [12]. Furthermore, the extraction of this
information aids in risk assessment, enabling the identification
of patients who may be at higher risk of relapse or
complications, thereby allowing for more proactive and tailored
interventions [13]. The incorporation of extraction of substance
use information from clinical notes directly informs patient
treatment approaches. It enables health care providers to design
interventions that address not only the immediate health concern
but also the underlying addiction issue if exists [14]. The
integration of substance use information into treatment planning
facilitates the development of harm reduction strategies and
medication-assisted therapies, tailored to each patient’s unique
needs and readiness for change [15]. This patient-centered
approach not only enhances treatment outcomes but also fosters
a supportive therapeutic relationship, promoting long-term
recovery and well-being. Ultimately, this information enhances
the precision of clinical decision-making by fostering a holistic
understanding of the patient’s health, thus underscoring the
indispensability of addiction status extraction from clinical
documentation in modern health care practice. By incorporating
substance use information into risk assessment and treatment
decision-making, health care professionals can deliver more
precise, effective, and patient-centered care, identifying patients
at higher risk of complications, relapse, or adverse outcomes
due to their substance use history, ultimately leading to more
targeted interventions and improved patient outcomes.

Studies [16,17] have used machine learning techniques to predict
treatment outcomes for patients with substance use disorders,
demonstrating how addiction status data can inform risk
assessment and stratification. Studies [18,19] have explored
risk stratification for opioid overdose, incorporating addiction
status data and clinical information to identify patients at higher
risk, thereby informing targeted interventions and care plans.
Researchers also examine how addiction status information
informs the development of personalized treatment plans and
explore how health care providers tailor interventions to address
both the primary medical issue and the underlying addiction
concerns [20-22]. Many works emphasize the importance of
patient-centered care and how extraction of substance addiction
data enhances this approach. They highlight the significance of
understanding a patient’s history of addiction for delivering
more effective and empathetic care [23-28]. However,
implications for health care policy and the implementation of
substance use data into clinical practice have their own barriers
and challenges [29-33].

The traditional process of extracting data related to substance
use from clinical notes involves the use of rule-based approaches
to parse the unstructured clinical narratives, identifying and
categorizing relevant information pertaining to substance use.
However, rule-based approaches lack a standardized rule
language. On the other hand, the high variability in language
found within clinical notes imposes significant limits on the
accuracy of traditional techniques that rely on parsing rules to
detect text patterns. Clinician typographical errors,
abbreviations, and other linguistic variations hinder the
effectiveness of these methods. Conversely, deep learning
methods have shown impressive efficacy in extracting such
information from the intricate and complex texts within clinical
notes [34-36]. However, the necessity for extensive, high-quality
annotated data sets for training—as information extraction is a
supervised task in natural language processing—presents a
significant challenge that must be overcome to fully realize the
potential of these models in new and practical real-world
settings.

Recently, large language models (LLMs) have emerged as a
promising solution to this challenge, particularly due to their
significant ability to “learn” and adapt to diverse language
patterns without the need for additional model training [37].
LLMs demonstrate an unparalleled ability to comprehend
nuances of clinical narratives, extracting meaning from diverse
and complex medical texts. Although primarily trained on
open-source and non–domain-specific texts, generative
pretrained transformer (GPT) [38], as a recent development in
LLMs, has underscored its effectiveness when applied to clinical
notes [39,40]. GPT has also showcased its capability in US
medical licensing examinations by achieving or even surpassing
human-level performance in perception of clinical context [41].
This exceptional performance may be attributed to several
factors, including the extensive model parameters, large
pretraining data sets, and instruction tuning and optimization
with reinforcement learning human feedback [42]. Recent works
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in the extraction of substance use information leverage LLMs
such as Bidirectional Encoder Representations from
Transformers and T5, with models being fine-tuned specifically
for the social determinants of health extraction task [36,43].
The emergence of LLMs has also enabled new training
paradigms, including few-shot or zero-shot learning [38,44].

Leveraging GPT (GPT-3.5 model), in this work we explore the
extraction of patient’s substance use information in specific
patients’ tobacco, alcohol, and illicit substance use information
from their notes and assignment of a status to classifying the
individual’s engagement with the substance into categories
based on time-related factors (ie, past, present, or none). Since
prompt engineering is essential when interacting with GPT to
obtain high-quality responses, our proposed workflow involves
performing zero-shot as well as few-shot prompting. In zero-shot
learning, the model is expected to generalize to tasks without
having seen any examples from that specific task during training.
It relies on understanding the task description and applying
previously learned knowledge and patterns to new, unseen
situations. In a zero-shot learning scenario, the GPT is instructed
to perform a particular task through an input prompt, and it
produces text as a response, which serves as the output. For
instance, when provided with the prompt: List mentions of
substance use in the following note: <clinical note>. Then, the
GPT extracts the reference to substance use with surrounding
information relevant to it and produces the following output
text—h/o prior tobacco abuse × 60 pack years—while few-shot
learning involves training models on a very small data set. In
this prompting setting, the model is designed to learn
information from a few examples and generalize that knowledge
to new data. We first experimented and formulated prompts to
elicit the desired responses from the model. Then we used our
finalized prompt in zero-shot learning setting. For few-shot
prompting, we add a few examples to our finalized prompt to
directly address the types of errors observed in zero-shot
learning.

To the best of our knowledge, no scholarly publication has
investigated the use of zero-shot and few-shot learning
approaches with the GPT-3.5 model in the context of extracting
data on patients’ substance use as well as determining their
usage status. The substance use information is usually scattered
throughout multiple clinical notes and may be overlooked by a
new provider despite the fact that this information can affect
clinical decision-making. By automating extraction of substance
use profile from multiple clinical notes, the substance use status
can be provided in a summarized format. It can also be used in
automated clinical decision embedded into electronic health
records (EHR). Secondary analysis of real-world data can be
biased if it does not account for substance use profile.
Automated extraction of substance use profiles can greatly
facilitate generation of real-world evidence from EHR data. Our
evaluation aims to provide insights into the capabilities and
limitations of LLMs in substance use information extraction.
Ultimately, our goal is to contribute to the ongoing development
of the use of LLMs in the field of substance use information
extraction, with the aim of improving the quality of care.

Methods

Study Design
The main data source for analysis in this paper is Medical
Information Mart for Intensive Care III (MIMIC-III) data set.
This data set is a widely used and comprehensive source of
deidentified health care data. It contains detailed clinical
information from more than 60,000 critical care patients
admitted to the Beth Israel Deaconess Medical Center in Boston,
Massachusetts, spanning a period of nearly a decade. This rich
data set includes EHR, laboratory results, prescription records,
and clinical notes, making it a valuable resource for medical
research, particularly in the fields of critical care, epidemiology,
and health informatics. Among all notes in this data set, we
focused on discharge summaries. These notes typically provide
a comprehensive overview of a patient’s hospital stay, including
the reason for admission, the treatments and procedures
performed, and the patient’s medical and social history and
recommendations for postdischarge care. The social history
section of a discharge summary typically covers various aspects
of patients’ life, such as their marital status, living situation,
occupation, and lifestyle factors. If a patient has a history of
addiction, particularly if it is relevant to the reason for his or
her hospitalization or has implications for his or her
postdischarge care, it is included in this section. The MIMIC-III
contains 59,652 discharge summaries of 46,146 patients, among
which we selected the patients with history of chronic
obstructive pulmonary disease (COPD). Most of the patients
with COPD are represented by older adults for whom
identification of substance use information plays an important
role in establishing an optimal treatment plan. Patients with
COPD often have a history of smoking, as cigarette smoking
is a primary risk factor for the development of COPD. Many
individuals diagnosed with COPD have a significant smoking
history. Alcohol and drug addiction are not typically considered
direct risk factors for the development of COPD. However,
substance abuse can exacerbate COPD symptoms, hinder
treatment compliance, and lead to a more rapid decline in lung
function in individuals already diagnosed with the disease
[45-49].

Among 1646 patients with COPD, we selected discharge
summary for 500 random patients, which was shown sufficient
for assessing natural language processing pipeline accuracy in
previous studies [50-53]. In this study, we use GPT and in
specific GPT-3.5 model for generative question answering. We
leveraged most capable and most cost-effective model in the
GPT-3.5 family, which is GPT-3.5-turbo. This model has been
optimized for chat. We accessed this model through the chat
completions Application Programming Interface end point for
extraction of substance use information, in specific patient’s
tobacco, alcohol, and illicit substance use, in 2 learning settings:
zero-shot and few-shot.

In the zero-shot learning setting, a model is presented with tasks
or queries for which it has not received explicit training. It is
expected to extrapolate knowledge from its preexisting
understanding of language and context to generate meaningful
responses. This setting challenges the model to generalize
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effectively and showcase adaptability to novel prompts,
reflecting its capacity to comprehend and manipulate language
beyond the scope of its training data.

On the contrary, few-shot learning involves training a model
on a minimal number of task-specific examples. In this setting,
GPT is provided with a few examples, allowing it to learn
task-specific patterns and nuances. This approach leverages the
model’s pretrained knowledge to swiftly adapt to new tasks,
demonstrating a remarkable capability for transfer learning.
Few-shot learning is particularly advantageous when dealing
with tasks that require a prompt-specific understanding, as it
empowers the model to distill essential information from a
handful of examples and apply this knowledge to generate
coherent and contextually relevant responses.

Since prompt engineering is essential when interacting with
GPT to obtain high-quality responses, we first experimented
and formulated prompts to elicit the desired responses from the
model. Then we used our finalized prompt in zero-shot learning
setting. Multimedia Appendix 1 shows examples of our
examined prompts, and Multimedia Appendix 2 shows our
finalized prompt along with GPT responses to this prompt on
different notes. These multimedia appendices show that we
experimented different prompts and our finalized prompt was
selected to be as follows:

Using the following patient’s text, list tobacco use, illicit
substance use, and alcohol use mentions and each one's status
(“present,” “past,” and “none”) in the bullets: <clinical note>.

The reason for selecting this prompt is that it provides the most
comprehensive and detailed guidance for the task compared
with the other prompts. This prompt is the only one that provides
a clear and specific set of instructions. It not only asks to list
data of tobacco, illicit substances, and alcohol use but also
instructs GPT to include the status of usage as being “present,”
“past,” or “none.” This specificity helps guide the model to
provide a more detailed and informative response. This prompt,
in addition, is well structured and unambiguous in its request.
It leaves no room for interpretation regarding what information
is expected, making it easier for the model to generate accurate
and relevant content. Moreover, in the context of medical or
health care–related information, knowing the status of use
(whether it is current, past, or not present) is critical for patient
care and understanding their health history. This prompt includes
this essential aspect, making it the most informative and
complete prompt. While the last prompt in Multimedia Appendix
1 is also relatively detailed, it does not specify the need to
provide the usage status for each category, which can be a
crucial element in a medical or clinical context.

Next, we conducted error analysis that involves a detailed
examination of the model’s outputs to find specific instances
where the model is underperforming. This process helps in
selecting the most instructive examples to be included for
few-shot learning in order to improve the model’s performance.
Multimedia Appendix 3 shows instances in which GPT
underperformed. Considering first text, it can be seen that GPT
had errors on assigning the use status of “None” to all type of
substances. The clinical text indicates “No hx of tobacco or
EtOH,” where hx stands for history. The phrase “No hx”

explicitly indicates that there is no history, which should
correspond to the status of “none” for both tobacco and alcohol
use. GPT’s output failed to recognize this nuance. It interpreted
“No hx” as a lack of mention, rather than an absence of use,
and did not assign a status as instructed. GPT, like many
language models, relies heavily on context to make predictions.
Without a more extensive context, it might be challenging for
the model to deduce that “no history of tobacco” implies “None”
as tobacco use status without specific training or instructions.
On the other hand, the use of negative phrasing, such as “no hx
of,” can be challenging for models to interpret correctly,
especially without specialized training. Moreover, in shorter
phrases or isolated sentences, the model may not have enough
context to accurately infer the intended meaning. Furthermore,
GPT’s response “No mention of illicit substance use” suggests
that there was no information provided about illicit substances,
which is a correct extraction but lacks the explicit assignment
of none status.

The second clinical note states: “No h/o tobacco and rare Etoh,
no IVDA.” Here, h/o stands for history of, Etoh stands for ethyl
alcohol, and IVDA stands for intravenous drug abuse.
Investigating GPT’s response on this text shows that GPT’s
response was partially incorrect. While it did correctly identify
that there is “None” for tobacco use, it failed to echo the specific
language of the note, which included “No h/o tobacco,” with
h/o meaning “history of.” In clinical contexts, maintaining the
specific terminology used in patient records is crucial for
accuracy and clarity.

Similarly, for illicit substance use, GPT’s response of “None”
is correct in the absence of use but lacks the explicit mention
of “no IVDA” found in the clinical note. For alcohol use, the
phrase “rare Etoh” suggests infrequent but current use of
alcohol. The correct status should be “present” since it implies
ongoing use. GPT’s output incorrectly marked this as “past,”
which is an error. The phrase “rare” does not indicate cessation
of use but rather infrequency and should be understood within
the current context unless historical context is provided to imply
past use.

Investigating GPT’s response on third text also shows GPT’s
inability to correctly identify “Denies alcohol/drugs” as “None”
for alcohol and illicit substance use. The phrase “Denies
alcohol/drugs” is linguistically complex, and the model may
not easily interpret its negation. In addressing the identified
discrepancies within the model’s output, it is imperative to
rectify the inaccuracies by aligning the generated responses
with the precise medical terminology and context presented in
the clinical notes. The process entails reformulating the outputs
to accurately reflect the specific language used, such as “No
h/o tobacco” to denote a nonhistory of tobacco use. The refined
examples, embodying both the exact phrasing and the proper
status assignments, should then be systematically integrated
into the training regime of the model through few-shot learning.
This integration will facilitate the model’s proficiency in
comprehending and processing medical shorthand and
context-sensitive information, thereby enhancing its performance
on tasks that involve the extraction of nuanced data from clinical
documentation. Through iterative exposure to these corrected
instances, the model will incrementally improve its ability to
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discern and categorize substance use information with a higher
degree of accuracy and reliability, a crucial aspect for
applications within clinical settings. Finally, Multimedia
Appendix 4 shows the edited prompt for few-shot learning.

Ethical Considerations
No protected health information was collected, and the analytical
data set was fully de-identified. To process the data, HIPAA
(Health Insurance Portability and Accountability Act)-compliant
Microsoft Azure OpenAI Application Programming Interface
has been used.

Results

Among the 59,625 discharge summaries included in the MIMIC
data set, 2043 were specifically associated with patients having
a history of COPD. These particular summaries corresponded
to a total of 1646 distinct patients with COPD. From this cohort,
a random selection process was applied to obtain discharge
summaries for a subset of 500 individuals for further analysis.

Table 1 presents general statistics pertaining to the data set.
This table provides demographic information, presenting the
distribution of attributes among the surveyed population. The
data include the percentage breakdown of individuals based on
gender, ethnicity, and marital status. The gender distribution
shows a relatively balanced representation, with 53% male and
47% female respondents. This suggests a fair inclusion of both
genders in the study. The majority of the surveyed population

identifies as “White,” constituting 73.16%. “Black,” “Asian,”
and “Other” ethnicities make up 11.69%, 1.52%, and 13.63%,
respectively. The marital status distribution reveals that a
significant portion of the respondents is married (43.07%),
followed by widowed (23.81%) and single (22.29%) individuals.
There is also a small percentage with unknown marital status
(4.98%), and divorced (4.55%) and separated (1.30%)
individuals make up the rest. Accuracy, precession, recall, and
F1-score have been selected as evaluation metrics noting that
every metrics have been calculated by manually reviewing all
notes in data set.

Table 2 provides an overview of the results obtained from using
GPT for the extraction of substance-related mentions and the
corresponding status of the usage, comparing few-shot learning
and zero-shot learning settings across tobacco, drug, and alcohol
categories. The noticeable discrepancy between the accuracy
of substance use mentions and status extraction in the zero-shot
setting suggests a potential area for improvement, particularly
in the nuanced understanding of the status associated with all
categories of substance use. To leverage this insight and
transition toward few-shot learning, we examined the specific
instances where the zero-shot model struggled to accurately
extract usage statuses and identified patterns, types of sentences,
or contextual cues that may had contributed to the lower
accuracy in extraction. Multimedia Appendix 3 shows multiple
instances on which GPT made errors. These instances were used
to update the finalized prompt for few-shot learning. Multimedia
Appendix 4 shows our finalized prompt for few-shot learning.

Table 1. General statistics.

Proportion, %Attributes

Sex

47Female

53Male

Ethnicity

73.16White

11.69Black

1.52Asian

13.63Other

Marital status

43.07Married

23.81Widowed

22.29Single

4.98Unknown

4.55Divorced

1.30Separated
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Table 2. Performance of generative pretrained transformer in a zero-shot and few-shot learning setting.

Zero-shot learningFew-shot learning

Status (%)Mention (%)Status (%)Mention (%)

Tobacco

29936687Recall

87985158Precision

43.59657.570F1-score

26924060Accuracy

Drug

34928988Recall

100998993Precision

51958991F1-score

32907982Accuracy

Alcohol

29897889Recall

100997378Precision

45947683F1-score

29905771Accuracy

In zero-shot learning, for tobacco, the precision was at 98%,
and for both drug and alcohol mentions, it reached an impressive
99%. The recall for tobacco mentions was 93%, suggesting that
the model was able to identify a large majority of the relevant
instances. However, the recall for the status of tobacco use was
substantially lower at 29%. For drugs, the recall was also high
at 92% for mentions but significantly lower at 34% for the
status. Similarly, for alcohol, the recall was 89% for mentions
but dropped to 29% for the status. The F1-scores, which balance
recall and precision, were quite high for mentions, with tobacco
at 96%, drugs at 95%, and alcohol at 94%, indicating strong
overall performance in this aspect. Nevertheless, the F1-scores
for the status were lower: 43.5% for tobacco, 51% for drugs,
and 45% for alcohol.

After few-shot learning, the accuracy of extraction of status was
changed from 26%, 32%, and 29% to 40%, 79%, and 57%, for
tobacco, alcohol, and substance use, respectively. The observed
changes in the accuracy of extraction of status of the usage,
following the incorporation of a new crafted prompt and the
inclusion of examples where GPT previously had errors, indicate
a 14%, 47%, and 28% improvement in the model’s performance
in terms of tobacco, drug, and alcohol status use extraction,
respectively. On the other hand, few-shot learning led to
significant decrease in the accuracy of mentions of substance
use across all categories. The accuracy of extraction of tobacco,
alcohol, and substance use mentions in zero-shot setting scenario
was 92%, 90%, and 90%, respectively. While the accuracy for
the use mentions in few-shot setting was 60%, 82%, and 71%,
respectively.

Regarding the extraction of mentions of substance use, in
few-shot learning, for tobacco, the recall is high at 87%, but
precision is comparatively lower at 58%, resulting in a balanced

F1-score of 70%. Similar patterns are observed for alcohol
category. While in contrast, precision value for mentions of
drug use (93%) is higher than recall value (88%). Zero-shot
learning exhibits higher recall in extraction of use mentions for
all substance use categories, ranging from 89% to 93%, with
precision ranging from 98% to 99%. Consequently, F1-scores
vary between 94% and 96%.

Regarding the extraction of the usage status, in few-shot
learning, the recall value for tobacco is 66%, with precision just
more than 50% and F1-score of 57.5%. While in comparison
with few-shot learning, zero-shot learning resulted in 37% lower
recall and 14% lower F1-score but 36% higher precision. The
same pattern can be seen for alcohol and drug use status
extraction across both learning setting, meaning lower recall
and higher precision in zero-shot learning compared with
few-shot learning resulted in higher F1-score in few-shot
learning. The discrepancies observed in the extraction
performance metrics before and after few-shot learning may be
attributed to several factors related to model configuration,
prompt specificity, and data characteristics. First, the model
configuration in few-shot learning involves exposure to specific
examples that may not be diverse enough, potentially leading
the model to overfit to particular features of the examples
provided rather than generalizing effectively. This overfitting
could result in reduced precision in mention extraction as the
model becomes more sensitive to the nuances of the few-shot
examples at the cost of broader applicability.

Second, prompt specificity plays a significant role in directing
the model’s attention and interpretation mechanisms. In the
few-shot scenario, if the prompts are crafted with high
specificity toward the status of use, the model’s focus might
shift from mention detection toward status classification,
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explaining the improvement in status extraction accuracy and
the concomitant decline in mention extraction accuracy.

Finally, data characteristics, such as the complexity, ambiguity,
and representativeness of the clinical notes, can significantly
influence the outcomes. Few-shot learning might result in better
recall for status extraction if the examples chosen for training
closely resemble the test cases, indicating that these examples
were well selected to represent the variety of ways that status
can be expressed in clinical texts. Conversely, zero-shot
learning’s higher precision suggests that the model, without the
bias of the few-shot examples, might be more conservative and
specific in its outputs, thus avoiding false positives.

Discussion

Principal Findings
The process of trying diverse prompts and selecting the one that
yields the desired output was instrumental in harnessing the
capabilities of GPT to align with objectives of this study. The
act of crafting varied prompts allowed to explore the model’s
versatility and adaptability in correct extraction of patients’
substance usage status. By experimenting with different prompt
formulations, it becomes feasible to ascertain the prompt’s
impact on the model’s behavior, leading to high accuracy in
extraction. The finalized prompt in zero-shot is well structured
and unambiguous in its request. It leaves no room for
interpretation regarding what information is expected, making
it easier for the model to generate accurate and relevant content.
Moreover, in the context of medical or health care–related
information, knowing the status of substance use (whether it is
current, past, or none) is critical for patient care and
understanding their health history. This prompt includes this
essential aspect, making it the most informative and complete
prompt. While the last prompt in Multimedia Appendix 1 is
also relatively detailed, it does not specify the need to provide
the status of each mention, which can be a crucial element in a
medical or clinical context.

Crafting the new prompt by strategically using few-shot learning
and tailoring to the challenges observed in the zero-shot setting
resulted in increase on the accuracy of extraction of usage status.
This approach capitalizes the importance of providing targeted
guidance to enhance the model’s proficiency in extracting
nuanced information related to tobacco, alcohol, and substance
uses. While the progress is commendable, it is essential to
recognize that model refinement is an iterative process.
Continued iterations, incorporating additional examples and
refining the prompt, may further enhance accuracy, particularly
in scenarios with inherent complexities.

The presented results in Table 2 highlight the contrasting
performance of GPT in extracting mentions of tobacco, alcohol,
and substance use in both zero-shot and few-shot learning
scenarios. In the zero-shot setting, the accuracy for extraction
of tobacco, alcohol, and substance use mentions is notably high.
However, in the few-shot setting, the accuracy diminishes
significantly. On the contrary, few-shot learning led to
significant increase in devising the status of substance use
compared with zero-shot learning (significant increase in recall

and F1-score). However, this improvement comes at the cost of
a reduction in precision in both substance use information
extraction and devising the status of the use. Accordingly, the
selection between zero-shot and few-shot learning hinges on
the goals of the task. Zero-shot learning excels in precisely
extracting use mentions, demonstrating its effectiveness in
situations in which comprehensive recall is paramount.
Conversely, few-shot learning offers advantages when accurately
determining the status of use is the primary focus, even if it
involves a trade-off in precision.

The models we developed can be integrated with EHR systems
to automatically extract and update patient substance use
information. This integration facilitates real-time updates to
patient profiles, ensuring that health care providers have access
to the most current data when making treatment decisions. By
embedding our models into clinical decision support systems,
health care providers can receive proactive alerts and
recommendations based on the extracted data. For example, if
a patient’s history of substance use changes, the system could
automatically suggest modifications to his or her treatment plan
or recommend additional screenings.

In acknowledging the limitations of this study, it is important
to recognize the constraints imposed by the use of a single
model, GPT-3.5, which, while demonstrating substantial
capabilities, also exhibits specific challenges in processing
complex linguistic structures such as negations and subtle
context cues. This limitation notably impacted the accuracy of
status identification in zero-shot learning settings, where the
model sometimes failed to correctly interpret negations, leading
to errors in status assignment.

Furthermore, the study’s reliance on the MIMIC-III data set,
while extensive, limits the generalizability of findings across
diverse demographic and clinical settings. The data set’s inherent
biases and the specific clinical environment from which it was
derived might not fully represent the broader patient populations
encountered in different geographic or health care contexts. To
address these limitations, future research should consider using
a multimodel approach to validate findings and enhance the
robustness of the conclusions drawn. Incorporating additional
models such as Bidirectional Encoder Representations from
Transformers may provide comparative insights and help
mitigate the biases of a single model approach. Moreover,
expanding the data set to include a wider array of clinical
environments and patient demographics would enhance the
generalizability of the artificial intelligence tools developed. In
addition, the implementation of advanced training techniques,
including more sophisticated prompt engineering and error
analysis methodologies, could further refine the artificial
intelligence’s understanding of complex clinical narratives.

Conclusion and Future Work
The extraction of psychoactive substance use status from clinical
notes holds significant implications for risk assessment and
patient treatment. It empowers health care providers to perform
risk evaluations and to devise individualized treatment plans,
leading to enhancing the precision and efficacy of care delivery
while addressing the complex interplay between medical
conditions and addiction. In this study, we investigate the
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efficacy of 2 prompt-based approaches—zero-shot and few-shot
learning—for extracting patient’s substance use information
from discharge summaries of patients with COPD using GPT-3.
Our findings indicate that GPT-3’s few-shot learning capabilities
serve as a promising starting point for extracting status of
substance use without the need for annotated data. The GPT-3
exhibited high precision but lower recall, suggesting a
conservative approach that yields fewer false positives but may
miss relevant cases. Conversely, few-shot learning demonstrated
a marked improvement in recall, indicating a greater ability to
identify relevant instances, yet at the expense of precision. The
implications of these findings are significant for the landscape
of clinical practice, where the accurate assessment of usage
status is crucial for risk assessment and tailoring patient
treatment plans. The enhanced recall in few-shot learning
suggests its use in scenarios where missing a case of substance
use is highly detrimental, while the high precision of zero-shot
learning would be preferred in contexts where the cost of false

positives is greater. Therefore, researchers and practitioners
should carefully consider the emphasis on recall, precision, and
the overall balance between the 2 when deciding between these
learning scenarios based on the specific requirements of their
application. We prompted GPT-3 with only 4 randomly selected
samples. More examples for few-shot learning may improve
the performance. In addition, our reliance on the MIMIC-III
data set, though comprehensive, restricts the generalizability of
our findings. The data set’s inherent biases and its derivation
from a specific clinical environment may not accurately reflect
the varied patient populations found across different geographic
or health care settings. Despite these limitations, the study
presents a significant step forward in our understanding of the
capabilities and limitations of advanced language models in the
critical domain of health care. As the future work, we investigate
the capability of LLMs in extraction of the quantity, frequency,
duration, and severity of substance use disorder.
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Multimedia Appendix 1
Examples of 3 different prompts to GPT-3.5 and its responses.
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Multimedia Appendix 2
Finalized prompt and examples of 3 GPT-3.5 responses to this prompt.
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Multimedia Appendix 3
Examples on which generative pretrained transformer had errors.
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Multimedia Appendix 4
Crafted prompt for few-shot learning setting.
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COPD: chronic obstructive pulmonary disease
EHR: electronic health record
GPT: generative pretrained transformer
HIPAA: Health Insurance Portability and Accountability Act
LLM: large language model
MIMIC-III: Medical Information Mart for Intensive Care III
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Abstract

Background: Reading medical papers is a challenging and time-consuming task for doctors, especially when the papers are
long and complex. A tool that can help doctors efficiently process and understand medical papers is needed.

Objective: This study aims to critically assess and compare the comprehension capabilities of large language models (LLMs)
in accurately and efficiently understanding medical research papers using the STROBE (Strengthening the Reporting of
Observational Studies in Epidemiology) checklist, which provides a standardized framework for evaluating key elements of
observational study.

Methods: The study is a methodological type of research. The study aims to evaluate the understanding capabilities of new
generative artificial intelligence tools in medical papers. A novel benchmark pipeline processed 50 medical research papers from
PubMed, comparing the answers of 6 LLMs (GPT-3.5-Turbo, GPT-4-0613, GPT-4-1106, PaLM 2, Claude v1, and Gemini Pro)
to the benchmark established by expert medical professors. Fifteen questions, derived from the STROBE checklist, assessed
LLMs’ understanding of different sections of a research paper.

Results: LLMs exhibited varying performance, with GPT-3.5-Turbo achieving the highest percentage of correct answers
(n=3916, 66.9%), followed by GPT-4-1106 (n=3837, 65.6%), PaLM 2 (n=3632, 62.1%), Claude v1 (n=2887, 58.3%), Gemini
Pro (n=2878, 49.2%), and GPT-4-0613 (n=2580, 44.1%). Statistical analysis revealed statistically significant differences between
LLMs (P<.001), with older models showing inconsistent performance compared to newer versions. LLMs showcased distinct
performances for each question across different parts of a scholarly paper—with certain models like PaLM 2 and GPT-3.5 showing
remarkable versatility and depth in understanding.

Conclusions: This study is the first to evaluate the performance of different LLMs in understanding medical papers using the
retrieval augmented generation method. The findings highlight the potential of LLMs to enhance medical research by improving
efficiency and facilitating evidence-based decision-making. Further research is needed to address limitations such as the influence
of question formats, potential biases, and the rapid evolution of LLM models.

(JMIR Med Inform 2024;12:e59258)   doi:10.2196/59258

KEYWORDS

large language models; LLM; LLMs; ChatGPT; artificial intelligence; AI; natural language processing; medicine; health care;
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answer; answers; response; responses; comprehension; STROBE; Strengthening the Reporting of Observational Studies in
Epidemiology

Introduction

Artificial intelligence (AI) has revolutionized numerous fields,
including health care, with its potential to enhance patient
outcomes, increase efficiency, and reduce costs [1]. AI devices
are divided into 2 main categories. One category uses machine
learning techniques to analyze structured data for medical
applications, while the other category uses natural language
processing methods to extract information from unstructured
data, such as clinical notes, thereby improving the analysis of
structured medical data [2]. A key development within natural
language processing has been the emergence of large language
models (LLMs), which are advanced systems trained on vast
amounts of text data to generate human-like language and
perform a variety of language-based tasks [3]. While deep
learning models recognize patterns in data [4], LLMs are trained
to predict the probability of a word sequence based on the
context. By training on large amounts of text data, LLMs can
generate new and plausible sequences of words that the mode
has not previously observed [4]. ChatGPT, an advanced
conversational AI technology developed by OpenAI in late
2022, is a general-purpose LLM [5]. GPT is part of a growing
landscape of conversational AI products, with other notable
examples including Llama (Meta), Jurassic (Ai21), Claude
(Anthropic), Command (Cohere), Gemini (formerly known as
Bard), PaLM, and Bard (Google) [5]. The potential of AI
systems to enhance medical care and health outcomes is highly
promising [6]. Therefore, it is essential to ensure that the
creation of AI systems in health care adheres to the principles
of trust and explainability. Evaluating the medical knowledge
of AI systems compared to that of expert clinicians is a vital
initial step to assess these qualities [5,7,8].

Reading medical papers is a challenging and time-consuming
task for doctors, especially when the papers are long and
complex. This poses a significant barrier to efficient knowledge
acquisition and evidence-based decision-making in health care.
There is a need for a tool that can help doctors to process and
understand medical papers more efficiently and accurately.
Although LLMs are promising in evaluating patients, diagnosis,
and treatment processes [9], studies on reading academic papers
are limited. LLMs can be directly questioned and can generate
answers from their own memory [10,11]. This has been
extensively studied in many papers. However, these pose the
problem of artificial hallucinations, which are inaccurate outputs,
in LLMs. The retrieval augmented generation (RAG) method,
which intuitively addresses the knowledge gap by conditioning
language models on relevant documents retrieved from an
external knowledge source, can be used to overcome this issue
[12].

The STROBE (Strengthening the Reporting of Observational
Studies in Epidemiology) checklist provides a standardized

framework for evaluating key elements of observational study
and sufficient information for critical evaluation. These
guidelines consist of 22 items that authors should adhere to
before submitting their manuscripts for publication [13-15].
This study aims to address this gap by evaluating the
comprehension capabilities of LLMs in accurately and
efficiently understanding medical research papers. We use the
STROBE checklist to assess LLMs’ ability to understand
different sections of research papers. This study uses a novel
benchmark pipeline that can process PubMed papers regardless
of their length using various generative AI tools. This research
will provide critical insights into the strengths and weaknesses
of different LLMs in enhancing medical research paper
comprehension. To overcome the problem of “artificial
hallucinations,” we implement the RAG method. RAG involves
providing the LLMs with a prompt that instructs them to answer
while staying relevant to the given document, ensuring responses
align with the provided information. The results of this study
will provide valuable information for medical professionals,
researchers, and developers seeking to leverage the potential of
LLMs for improving medical literature comprehension and
ultimately enhance patient care and research efficiency.

Methods

Design of Study
This study uses a methodological research design to evaluate
the comprehension capabilities of generative AI tools using the
STROBE checklist.

Paper Selection
We included the first 50 observational studies conducted within
the past 5 years that were retrieved through an advanced search
on PubMed on December 19, 2023, using “obesity” in the title
as the search term. The included studies were limited to those
written in English, available as free full text, and focusing
specifically on human participants (Figure 1). The papers
included in the study were statistically examined in detail, and
a total of 11 of them were excluded because they were not
observational studies. The study was completed with 39 papers.
A post hoc power analysis was conducted to assess the statistical
power of our study based on the total correct responses across
all repetitions. The analysis excluded GPT-4-1106 and
GPT-3.5-Turbo-1106 due to their similar performance and the
significant differences observed between other models. The
power analysis, conducted using G*Power (version 3.1.9.7;
Heinrich-Heine-Universität Düsseldorf), indicated that all
analyses exceeded 95% power. Thus, the study was completed
with the 39 selected papers, ensuring sufficient statistical power
to detect meaningful differences in LLM performance.
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Figure 1. Flowchart: recruitment and data collection process for evaluating LLM comprehension of medical research papers. LLM: large language
model; RAG: retrieval augmented generation.

Benchmark Development
This study used a novel benchmark pipeline to evaluate the
understanding capabilities of LLMs when processing medical
research papers. To establish a reference standard for evaluating
the LLMs’ comprehension, we relied on the expertise of an
experienced medical professor and an epidemiology expert
doctor. The professor, with their extensive medical knowledge,
was tasked with answering 15 questions derived from the

STROBE checklist, designed to assess key elements of
observational studies and cover different sections of a research
paper (Table 1). The epidemiology expert doctor, with their
specialized knowledge in statistical analysis and epidemiological
methods, provided verification and validation of the professor’s
answers, ensuring the rigor of the benchmark. The combined
expertise of both professionals provided a robust and reliable
reference standard against which the LLMs’ responses were
compared.
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Table 1. The questions derived from the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) checklist for observational
study and answers.

AnswersQuestions

Title and abstract

Q1. Does the paper indicate the study’s design with a commonly used term in the title or the ab-
stract?

1. Yes
2. No

Methods

Q2. What is the observational study type: cohort, case-control, or cross-sectional studies? 1. Cohort study
2. A case-control study
3. Cross-sectional study
4. The study type is not stated in the paper

Q3. Were settings or locations mentioned in the method? 1. Yes
2. No

Q4. Were relevant dates mentioned in the method? 1. Yes
2. No

Q5. Were eligibility criteria for selecting participants mentioned in the method? 1. Yes
2. No

Q6. Were sources and methods of selection of participants mentioned in the method? 1. Yes
2. No

Q7. Were any efforts to address potential sources of bias described in the method or discussion? 1. Yes
2. No

Q8. Which program was used for statistical analysis? 1. SPSS was used for statistical analysis
2. MedCalc was used for statistical analysis
3. SAS was used for statistical analysis
4. STATA was used for statistical analysis
5. R program was used
6. Another program was used for statistical

analysis
7. The program for statistical analysis is not

specified

Results

Q9. Were report numbers of individuals at each stage of the study (eg, numbers potentially eligible,
examined for eligibility, confirmed eligible, included in the study, completing follow-up, and
analyzed) mentioned in the results?

1. Yes
2. No

Q10. Was a flowchart used to show the reported numbers of individuals at each stage of the
study?

1. Yes
2. No

Q11. Were the study participants’ demographic characteristics (eg, age and sex) given in the re-
sults?

1. Yes
2. No

Discussion

Q12. Does the discussion part summarize key results concerning study objectives? 1. Yes
2. No

Q13. Are the limitations of the study discussed in the paper? 1. Yes
2. No

Q14. Is the generalizability of the study discussed in the discussion part? 1. Yes
2. No

Funding

Q15. Is the funding of the study mentioned in the paper? 1. Yes
2. No
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This list of 15 questions, 2 multiple-choice and 13 yes or no
questions, has been prepared by selecting the STROBE checklist
items that can be answered definitively and have clear,
nonsubjective responses. Question 1, related to title and abstract,
examines the LLMs’ability to identify and understand research
designs and terms that are commonly used, evaluating the
model’s comprehension of the concise language typically used
in titles and abstracts. Questions 2-8, related to methods, cover
various aspects of the study’s methodology, from the type of
observational study to the statistical analysis programs used.
They test the model’s understanding of the detailed and technical
language often found in this section. Questions 9-11, related to
results, focus on the accuracy and completeness of reported
results, such as participant numbers at each study stage and
demographic characteristics. These questions gauge the LLMs’
capability to parse and summarize factual data. Questions 12-14,
related to the discussion, involve summarizing key results,
discussing limitations, and addressing the study’s
generalizability. These questions assess the LLMs’ ability to

engage with more interpretive and evaluative content,
showcasing their understanding of research impacts and
contexts. Question 15, related to funding, tests the LLMs’
attentiveness to specific yet crucial details that could influence
the interpretation of research findings.

Development of Novel RAG-Based LLM Web
Application
The methodology incorporated a novel web application
specifically designed for this purpose to assess the understanding
capabilities of generative AI tools in medical research papers
(Figure 2). To mitigate the problem of “artificial hallucinations”
inherent to LLMs, this study implemented the RAG method,
which involves using a web application to dissect PDF-format
medical papers from PubMed into text chunks ready to be
processed by various LLMs. This approach guides the LLMs
to provide answers grounded in the provided information by
supplying them with relevant text chunks retrieved from the
target paper.

Figure 2. Novel retrieval augmented generation–based large language model web application interface. AI: artificial intelligence.

Benchmark Pipeline
The benchmark pipeline itself is designed to process PubMed
papers of varying lengths and extract relevant information for
analysis. This pipeline operates as follows:

• Paper retrieval: We retrieved 39 observational studies from
PubMed using the search term “obesity” in the title.

• Text extraction and chunking: Each retrieved PubMed paper
was converted to PDF format and then processed through

our web application. The application extracts all text content
from the paper and divides it into smaller text chunks of
manageable size.

• Vector representation: Using the OpenAI
text-ada-embedding-002 model, each text chunk was
converted into a representation vector. These vectors capture
the semantic meaning of the text chunks, allowing for
efficient information retrieval.
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• Vector database storage: The generated representation
vectors were stored in a vector database (LanceDB in our
case). This database allows for rapid searching and retrieval
of the most relevant text chunks based on a given query.

• Query processing: When a query (question from the
STROBE checklist) was posed to an LLM, our pipeline
calculated the cosine similarities between the query’s
representation vector and the vectors stored in the database.
This identified the most relevant text chunks from the paper.

• RAG: The retrieved text chunks, along with the original
query, were then combined and presented to the LLM. This
approach, known as RAG, ensured that the LLM’s
responses were grounded in the specific information present
in the paper, mitigating the risk of hallucinations.

• Answer generation and evaluation: The LLM generated an
answer to the query based on the provided text chunks. The
accuracy of each LLM’s response was then evaluated by
comparing it to the benchmark answers provided by a
medical professor.

LLMs
Using this benchmark pipeline, we compared the answers of
the generative AI tools, such as GPT-3.5-Turbo-1106 (June
11th version), GPT-4-0613 (November 6th version),
GPT-4-1106 (June 11th version), PaLM 2 (chat-bison), Claude
v1, and Gemini Pro, with the benchmark in 15 questions for 39
medical research papers (Table 2). In this study, 15 questions
selected from the STROBE checklists were posed 10 times each
for 39 papers to 6 different LLMs.

Table 2. The generative artificial intelligence (AI) tools compared with the benchmark in study.

Cutoff dateCompanyVersionGenerative AI tool

September 2021OpenAINovember 6, 2023GPT-3,5-Turbo

September 2021OpenAIJune 13, 2023GPT-4-0613

April 2023OpenAINovember 6, 2023GPT-4-1106

—aAnthropicVersion 1Claude v1

—GoogleChat-bisonPaLM 2

—Google1.0Gemini Pro

aThe company does not explicitly state a cutoff date.

Access issues with Claude v1, specifically restrictions on its
ability to process certain medical information, resulted in the
exclusion of data from 6 papers, limiting the study’s scope to
33 papers. LLMs commonly provide a “knowledge-cutoff” date,
indicating the point at which their training data ends and they
may not have access to the most up-to-date information. With
some LLMs, however, the company does not explicitly state a
cutoff date. The explicitly stated cutoff dates are given in Table
2, based on the publicly available information for each LLM.

A chatbot conversation begins when a user enters a query, often
called a system prompt. The chatbot responds in natural
language within a second, creating an interactive,
conversation-like exchange. This is possible because the chatbot
understands context. In addition to the RAG method, providing
LLMs with well-designed system prompts that guide them to
stay relevant to a given document can help generate responses
that align with the provided information. We used the following
system prompt for all LLMs:

You are an expert medical professor specialized in
pediatric gastroenterology hepatology and nutrition,
with a detailed understanding of various research
methodologies, study types, ethical considerations,
and statistical analysis procedures. Your task is to
categorize research articles based on information
provided in query prompts. There are multiple options
for each question, and you must select the most
appropriate one based on your expertise and the
context of the research article presented in the query.

The language models used in this study rely on statistical models
that incorporate random seeds to facilitate the generation of
diverse outputs. However, the companies behind these LLMs
do not offer a stable way to fix these seeds, meaning that a
degree of randomness is inherent in their responses. To further
control this randomness, we used the “temperature” parameter
within the language models. This parameter allows for
adjustment of the level of randomness, with a lower temperature
setting generally producing more deterministic outputs. For this
study, we opted for a low-temperature parameter setting of 0.1
to minimize the impact of randomness. Despite these efforts,
complete elimination of randomness is not possible. To further
mitigate its effects and enhance the consistency of our findings,
we repeated each question 10 times for the same language
model. By analyzing the responses across these 10 repetitions,
we could determine the frequency of accurate and consistent
answers. This approach helped to identify instances where the
LLM’s responses were consistently aligned with the benchmark
answers, highlighting areas of strength and consistency in
comprehension.

Statistical Analysis
Each question was repeated 10 times in the same time period
to obtain answers from multiple LLMs and ensure the
consistency and reliability of responses. Consequently, the
responses to the same question were analyzed to determine how
many aligned with the benchmark, and the findings were
examined. Only the answers that were correct and followed the
instructions provided in the question text were considered
“correct.” Ambiguous answers, evident mistakes, and responses
with an excessive number of candidates were considered
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incorrect. The data were carefully examined, and the findings
were documented and analyzed. Each inquiry and its response
formed the basis of the analysis. Various descriptive statistical
tests were used to assess the data presented as numbers and
percentages. The Shapiro-Wilk test was used to assess the data’s
normal distribution. The Kruskal-Wallis and Pearson chi-square
tests were used in the statistical analysis. Type I error level was
accepted as 5% in the analyses performed using the SPSS
(version 29.0; IBM Corp).

Ethical Considerations
This study only used information that had already been
published on the internet. Ethics approval is not required for
this study since it did not involve any human or animal research
participants. This study did not involve a clinical trial, as it

focused on evaluating the capabilities of AI tools in
understanding medical papers.

Results

In this study, 15 questions selected from the STROBE checklists
were posed 10 times each for 39 papers to 6 different LLMs.
Access issues with Claude v1, specifically restrictions on its
ability to process certain medical information, resulted in the
exclusion of data from 6 papers, limiting the study’s scope to
33 papers. The percentage of correct answers for each LLM is
shown in Table 3, with GPT-3.5-Turbo achieving the highest
rate (n=3916, 66.9%), followed by GPT-4-1106 (n=3837,
65.6%), PaLM 2 (n=3632, 62.1%), Claude v1 (n=2887, 58.3%),
Gemini Pro (n=2878, 49.2%), and GPT-4-0613 (n=2580,
44.1%).

Table 3. The total amounts of correct answers among large language models (LLMs).

Correct answers, n (%)Total questions askedLLM

3916 (66.9)5850GPT-3.5-Turbo-1106

2580 (44.1)5850GPT-4-0613

3837 (65.6)5850GPT-4-1106

2887 (58.3)4950Claude v1

3632 (62.1)5850PaLM 2-chat-bison

2878 (49.2)5850Gemini Pro

Each LLM was compared with another LLM that provided a
lower percentage of correct answers. Statistical analysis using
the Kruskal-Wallis test revealed statistically significant
differences between the LLMs (P<.001). The lowest correct
answer percentage was provided by GPT-4-0613, at 44.1%
(n=2580). Gemini Pro yielded 49.2% (n=2878) correct answers,
significantly higher than GPT-4-0613 (P<.001). Claude v1
yielded 58.3% (n=2887) correct answers, statistically
significantly higher than Gemini Pro (P<.001). PaLM 2 achieved
62.1% (n=3632) correct answers, significantly higher than
Claude v1 (P<.001). GPT-4-1106 achieved 65.6% (n=3837)
correct answers, significantly higher than PaLM 2 (P<.001).
The difference between GPT-4-1106 and GPT-3.5-Turbo-1106

was not statistically significant (P=.06). Of the 39 papers
analyzed, 28 (71.8%) were published before the training data
cutoff date for GPT-3.5-Turbo and GPT-4-0613, while all 39
(100%) papers were published before the cutoff date for
GPT-4-1106. Explicit cutoff dates for the remaining LLMs
(Claude, PaLM 2, and Gemini Pro) were not publicly available
and therefore could not be assessed in this study. When all
LLMs are collectively considered, the 3 questions receiving the
highest percentage of correct answers were question 12 (n=4025,
68.3%), question 13 (n=3695, 62.8%), and question 10 (n=3565,
60.5%). Conversely, the 3 questions with the lowest percentage
of correct responses were question 8 (n=1971, 33.5%), question
15 (n=2107, 35.8%), and question 1 (n=2147, 36.5%; Table 4).
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Table 4. Correct answer percentages of large language models (LLMs) for each question.

Correct answers (across all LLMs), n (%)Question

2147 (36.5)Q1

3061 (52)Q2

2953 (50.2)Q3

2713 (46.2)Q4

3353 (57.1)Q5

3132 (53.3)Q6

2530 (43)Q7

1971 (33.5)Q8

2288 (38.9)Q9

3565 (60.5)Q10

3339 (56.9)Q11

4025 (68.3)Q12

3695 (62.8)Q13

2578 (43.8)Q14

2107 (35.8)Q15

The percentages of correct answers given by all LLMs for each
question are depicted in Figure 3. The median values for
questions 7, 8, 9, 10, and 14 were similar across all LLMs,
indicating a general consistency in performance for these
specific areas of comprehension. However, significant
differences were observed in the performance of different LLMs
for other questions. The statistical tests used in this analysis
were the Kruskal-Wallis test for comparing the medians of
multiple groups and the chi-square test for comparing categorical
data. For question 1, the fewest correct answers were provided
by Claude (n=124, 24.8%) and Gemini Pro (n=197, 39.5%),
while the most correct answers were provided by PaLM 2
(n=301, 60.3%; P=.01). In question 2, Claude v1 (n=366, 73.3%)
achieved the highest median correct answer count (10.0, IQR
5.0-10.0), while Gemini Pro provided the fewest correct answers
(n=237, 47.4%; P=.03). For question 3, GPT-3.5 (n=425, 85.1%)

and PaLM 2 (n=434, 86.8%) had the highest median correct
answer counts, while GPT-4-0613 (n=164, 32.8%) and Gemini
Pro (n=189, 37.9%) had the lowest (P<.001). In the fourth
question, PaLM 2 (n=369, 73.8%), GPT-3.5 (n=293, 58.7%),
and GPT-4-1106 (n=336, 67.2%) performed best, while
GPT-4-0613 (n=187, 37.4%) showed the lowest performance
(P<.001). For questions 5 and 6, GPT-4-0613 (n=209, 41.8%)
and Gemini Pro (n=186, 37.2%) provided fewer correct answers
compared to the other LLMs (P<.001 and P=.001, respectively).
In question 11, GPT-4-1106 (n=406, 81.2%), Claude (n=347,
69.4%), and PaLM 2 (n=406, 81.2%) performed well, while
Gemini Pro (n=264, 52.8%) had the fewest correct answers
(P=.001). For questions 12 and 13, all LLMs, except
GPT-4-0613, performed well in these areas (P<.001). In question
15, GPT-3.5 (n=368, 73.6%) showed the highest number of
correct answers (P<.001; Multimedia Appendix 1).
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Figure 3. Comparative analysis of correct responses by large language models across 10 iterations for each question.

Discussion

Principal Findings
AI can improve the data analysis and publication process in
scientific research while also being used to generate medical
papers [16]. Although these fraudulent papers may appear
well-crafted, their semantic inaccuracies and errors can be
detected by expert readers upon closer examination [11,17].
The impact of LLMs on health care is often discussed in terms
of their ability to replace health professionals, but their
significant impact on medical and research writing applications
and limitations is often overlooked. Therefore, physicians
involved in research need to be cautious and verify information
when using LLMs. As their reliance can lead to ethical concerns
and inaccuracies, the scientific community should be vigilant
in ensuring the accuracy and reliability of AI tools by using
them as aids rather than replacements, understanding their
limitations and biases [10,18]. With millions of papers published
annually, AI could generate summaries or recommendations,
simplifying the process of gathering evidence and enabling
researchers to grasp important aspects of scientific results more
efficiently [18]. Moreover, there is limited research focused on
assessing the comprehension of academic papers.

This study aimed to evaluate the ability of 6 different LLMs to
understand medical research papers using the STROBE
checklist. We used a novel benchmark pipeline that processed
39 PubMed papers, posing 15 questions derived from the

STROBE checklist to each model. The benchmark was
established using the answers provided by an experienced
medical professor and validated by an epidemiologist, serving
as a reference standard against which the LLMs’responses were
compared. To mitigate the problem of “artificial hallucinations”
inherent to LLMs, our study implemented the RAG method,
which involves using a web application to dissect PDF-format
medical papers into text chunks and present them to the LLMs.

Our findings reveal significant variation in the performance of
different LLMs, suggesting that LLMs are capable of
understanding medical papers to varying degrees. While newer
models like GPT-3.5-Turbo and GPT-4-1106 generally
demonstrated better comprehension, GPT-3.5-Turbo
outperformed even the more recent GPT-4-0613 in certain areas.
This unexpected finding highlights the complexity of LLM
performance, indicating that simple assumptions about newer
models consistently outperforming older ones may not always
hold true. The impact of training data cutoffs on LLM
performance is a critical consideration in evaluating their ability
to understand medical research [19]. While we were able to
obtain explicitly stated cutoff dates for GPT-3.5-Turbo,
GPT-4-1106, and GPT-4-0613, this information was not readily
available for the remaining models. This lack of transparency
regarding training data limits our ability to definitively assess
the impact of knowledge cutoffs on model performance. The
observation that all 39 papers were published before the cutoff
date for GPT-4-1106, while only 28 papers were published
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before the cutoff date for GPT-3.5-Turbo and GPT-4-0613,
suggests that the knowledge cutoff may play a role in the
observed performance differences. GPT-4-1106, with a more
recent knowledge cutoff, has access to a larger data set,
potentially including information from more recently published
research. This could contribute to its generally better
performance compared to GPT-3.5-Turbo. However, it is
important to note that GPT-3.5-Turbo still outperformed
GPT-4-0613 in specific areas, even with a similar knowledge
cutoff. This suggests that factors beyond training data (eg, the
number of layers, the type of attention mechanism, or the use
of transformers) and compression techniques (eg, quantization,
pruning, or knowledge distillation) may also play a significant
role in LLM performance. Future research should prioritize
transparency regarding training data cutoffs and aim to
standardize how LLMs communicate these crucial details to
users.

This study evaluated the performance of various LLMs in
accurately answering specific questions related to different
sections of a scholarly paper: title and abstract, methods, results,
discussion, and funding. The results shed light on which LLMs
excel in specific areas of comprehension and information
retrieval from academic texts. PaLM 2 (n=219, 60.3%) showed
superior performance in question 1, identifying the study design
from the title or abstract, suggesting enhanced capability in
understanding and identifying specific terminologies. Claude
(n=82, 24.8%) and Gemini Pro (n=154, 39.5%), however,
lagged, indicating a potential area for improvement in
terminology recognition and interpretation. Claude v1 (n=242,
73.3%) and PaLM 2 (n=295, 86.8%) exhibited strong
capabilities in identifying methodological details, such as
observational study types and settings or locations (questions
2-8). This suggests a robust understanding of complex
methodological descriptions and the ability to distinguish
between different study frameworks. For questions regarding
the results section (questions 9-11), it is evident that models
like GPT-4-1106 (n=317, 81.3%), Claude (n=229, 69.4%), and
PaLM 2 (n=276, 81.2%) showed superior performance in
providing correct answers related to the study participants’
demographic characteristics and the use of flowcharts. All LLMs
except for GPT4-0613 (n=89, 22.8%) exhibited remarkable
competence in summarizing key results, discussing limitations,
and addressing the generalizability of the study (questions
12-14), which are critical aspects of the discussion section.
GPT-3.5 (n=287, 73.6%) particularly excelled in identifying
the mention of funding (question 15), indicating a nuanced
understanding of acknowledgments and funding disclosures
often nuanced and embedded toward the end of papers. Across
the array of tested questions, both GPT-3.5 and PaLM 2 exhibit
remarkable strengths in understanding and analyzing scholarly
papers, with PaLM 2 generally showing a slight edge in
versatility, especially in interpreting methodological details and
study design. GPT-3.5, while strong in discussing study
limitations, generalized findings, and funding details, indicates
that improvements can be made in extracting complex
methodological information. We observed that different models
excelled in different areas, indicating that no single LLM
currently demonstrates universal dominance in medical paper
understanding. This suggests that factors like training data,

model architecture, and question complexity influence
performance, and further research is needed to understand the
specific contributions of each factor.

Comparison to Prior Work
LLMs can be directly questioned and can generate answers from
their own memory [11]. This has been extensively studied in
many medical papers. According to a study, ChatGPT, an LLM,
was evaluated on the United States Medical Licensing
Examination. The results showed that GPT performed at or near
the passing threshold for examinations without any specialized
training, demonstrating a high level of concordance and insight
in its explanations. These findings suggest that LLMs have the
potential to aid in medical education and potentially assist with
clinical decision-making [5,20]. Another study aimed to evaluate
the knowledge level of GPT in medical education by assessing
its performance in a multiple-choice question examination and
its potential impact on the medical examination system. The
results indicated that GPT achieved a satisfactory score in both
basic and clinical medical sciences, highlighting its potential
as an educational tool for medical students and faculties [21].
Furthermore, GPT offers information and aids health care
professionals in diagnosing patients by analyzing symptoms
and suggesting appropriate tests or treatments. However,
advancements are required to ensure AI’s interpretability and
practical implementation in clinical settings [8]. The study
conducted in October 2023 explored the diagnostic capabilities
of GPT-4V, an AI model, in complex clinical scenarios
involving medical imaging and textual patient data. Results
showed that GPT-4V had the highest diagnostic accuracy when
provided with multimodal inputs, aligning with confirmed
diagnoses in 80.6% of cases [22]. In another study, GPT-4 was
instructed to address the case with multiple-choice questions
followed by an unedited clinical case report that evaluated the
effectiveness of the newly developed AI model GPT-4 in solving
complex medical case challenges. GPT-4 correctly diagnosed
57% of the cases, outperforming 99.98% of human readers who
were also tasked with the same challenge [23]. These studies
highlight the potential of multimodal AI models like GPT-4 in
clinical diagnostics, but further investigation is needed to
uncover biases and limitations due to the model’s proprietary
training data and architecture.

There are few studies in which LLMs are directly questioned,
and their capacities to produce answers from their own memories
are compared with each other and expert clinicians. In a study,
GPT-3.5 and GPT-4 were compared to orthopedic residents in
their performance on the American Board of Orthopaedic
Surgery written examination, with residents scoring higher
overall, and a subgroup analysis revealed that GPT-3.5 and
GPT-4 outperformed residents in answering text-only questions,
while residents scored higher in image interpretation questions.
GPT-4 scored higher than GPT-3.5 [24]. A study aimed to
evaluate and compare the recommendations provided by GPT-3
and GPT-4 with those of primary care physicians for the
management of depressive episodes. The results showed that
both GPT-3.5 and GPT-4 largely aligned with accepted
guidelines for treating mild and severe depression while
demonstrating a lack of gender or socioeconomic biases
observed among primary care physicians. However, further
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research is needed to refine the AI recommendations for severe
cases and address potential ethical concerns and risks associated
with their use in clinical decision-making [25]. Another study
assessed the accuracy and comprehensiveness of health
information regarding urinary incontinence generated by various
LLMs. By inputting selected questions into GPT-3.5, GPT-4,
and Gemini, the researchers found that GPT-4 performed the
best in terms of accuracy and comprehensiveness, surpassing
GPT-3.5 and Gemini [26]. According to a study that evaluates
the performance of 2 GPT models (GPT-3.5 and GPT-4) and
human professionals in answering ophthalmology questions
from the StatPearls question bank, GPT-4 outperformed both
GPT-3.5 and human professionals on most ophthalmology
questions, showing significant performance improvements and
emphasizing the potential of advanced AI technology in the
field of ophthalmology [27]. Some studies showed that GPT-4
is more proficient, as evidenced by scoring higher than GPT-3.5
in both multiple-choice dermatology examinations and
non–multiple-choice cardiology heart failure questions from
various sources and outperforming GPT-3.5 and Flan-PaLM
540B on medical competency assessments and benchmark data
sets [28-30]. In a study conducted on the proficiency of various
open-source and proprietary LLMs in the context of nephrology
multiple-choice test-taking ability, it was found that their
performance on 858 nephSAP questions ranged from 17.1% to
30.6%, with Claude 2 at 54.4% accuracy and GPT-4 at 73.3%,
highlighting the potential for adaptation in medical training and
patient care scenarios [31]. To our knowledge, this is the first
study to assess the performance of evaluating medical papers
and understanding the capabilities of different LLMs. The
findings reveal that the performance of LLMs varies across
different questions, with some LLMs showing superior
understanding and answer accuracy in certain areas.
Comparative analysis across different LLMs showcases a
gradient of capabilities. The results revealed a hierarchical
performance ranking as follows: GPT-4-1106 equals
GPT-3.5-Turbo, which is superior to PaLM 2, followed by
Claude v1, then Gemini Pro, and finally, GPT-4-0613. Similar
to the literature review, GPT-4-1106 and GPT-3.5 showed
improved accuracy and understanding compared to other LLMs.
This mirrors wider literature trends, indicating LLMs’ rapid
evolution and increasing sophistication in handling complex
medical queries. Notably, GPT-3.5-Turbo showed better
performance than GPT-4-0613, which may be counterintuitive,
considering the tendency to assume newer iterations naturally
perform better. This anomaly in performance between newer
and older versions can be attributed to the application of
compression techniques in developing new models to reduce
computational costs. While these advancements make deploying
LLMs more cost-effective and thus accessible, they can
inadvertently compromise the performance of LLMs. The
notable absence of responses from PaLM in certain instances,
actually stemming from Google’s policy to restrict the use of
its medical information, presents an intriguing case within the
scope of our discussion. Despite these constraints, PaLM’s
demonstrated high performance in other areas is both surprising
and promising. This suggests that even when faced with
limitations on accessing a vast repository of medical knowledge,
PaLM’s underlying architecture and algorithms enable it to

make effective use of the information it can access, showcasing
the robust potential of LLMs in medical settings even under
restricted conditions.

Strengths and Limitations
While LLMs can be directly questioned and generate answers
from their own memory, as demonstrated in numerous studies
above, this approach can lead to inaccuracies known as
hallucinations. Hallucinations in LLMs have diverse origins,
encompassing the entire spectrum of the capability acquisition
process, with hallucinations primarily categorized into 3 aspects:
training, inference, and data. Architecture flaws, exposure bias,
and misalignment issues in both pretraining and alignment
phases induce hallucinations. To address this challenge, our
study used the RAG method, ensuring that the LLMs’responses
were grounded in factual information retrieved from the target
paper. The RAG method intuitively addresses the knowledge
gap by conditioning language models on relevant documents
retrieved from an external knowledge source [12,32]. RAG
provides the LLM with relevant text chunks extracted from the
specific paper being analyzed. This ensures that the LLM’s
responses are directly supported by the provided information,
reducing the risk of hallucination. While a few studies have
explored the use of RAG to compare LLMs, like the one
demonstrating GPT-4’s improved accuracy with RAG for
interpreting oncology guidelines [33], our study is the first to
evaluate LLM comprehension of medical research papers using
this method. This method conditions LLMs on relevant
documents retrieved from an external knowledge source,
ensuring their answers are grounded in factual information. The
design of system prompts is crucial for LLMs, as it provides
context, instructions, and formatting guidelines to ensure the
desired output [34]. In this study, it is empirically determined
that a foundational system and set of system prompts universally
enhanced the response quality across all language models tested.
This approach was designed to optimize the comprehension and
summarization capabilities of each generative AI tool when
processing medical research papers. The specific configuration
of system settings and query structures we identified
significantly contributed to improving the accuracy and
relevance of the models’ answers. These optimized parameters
were crucial in achieving a more standardized and reliable
evaluation of each model’s ability to understand complex
medical texts. While further research is needed to fully
understand the effectiveness of RAG across different medical
scenarios, our findings demonstrate its potential to enhance the
reliability and accuracy of LLMs in medical research
comprehension.

This study, while offering valuable insights, is subject to several
limitations. The selection of 50 papers focused on obesity, and
the use of a specific set of 15 STROBE-derived questions might
not fully capture the breadth of medical research. Additionally,
the reliance on binary and multiple-choice questions restricts
the evaluation of LLMs’ ability to provide nuanced answers.
The rapid evolution of LLMs means that the findings might not
be applicable to future versions, and potential biases within the
training data have not been systematically assessed.
Furthermore, the study’s reliance on a single highly experienced
medical professor as the benchmark, while evaluating, might
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limit the generalizability of the findings. A larger panel of
experts with diverse areas of specialization might provide a
more comprehensive reference standard for evaluating LLM
performance. Further investigation with a wider scope and more
advanced methodologies is needed to fully understand the
potential of LLMs in medical research.

Future Directions
In conclusion, LLMs show promise for transforming medical
research, potentially enhancing research efficiency and

evidence-based decision-making. This study demonstrates that
LLMs exhibit varying capabilities in understanding medical
research papers. While newer models generally demonstrate
better comprehension, no single LLM currently excels in all
areas. This highlights the need for further research to understand
the complex interplay of factors influencing LLM performance.
Continued research is crucial to address these limitations and
ensure the safe and effective integration of LLMs in health care,
maximizing their benefits while mitigating risks.
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Abstract

Background: Generative artificial intelligence (GAI) systems by Google have recently been updated from Bard to Gemini and
Gemini Advanced as of December 2023. Gemini is a basic, free-to-use model after a user’s login, while Gemini Advanced operates
on a more advanced model requiring a fee-based subscription. These systems have the potential to enhance medical diagnostics.
However, the impact of these updates on comprehensive diagnostic accuracy remains unknown.

Objective: This study aimed to compare the accuracy of the differential diagnosis lists generated by Gemini Advanced, Gemini,
and Bard across comprehensive medical fields using case report series.

Methods: We identified a case report series with relevant final diagnoses published in the American Journal Case Reports from
January 2022 to March 2023. After excluding nondiagnostic cases and patients aged 10 years and younger, we included the
remaining case reports. After refining the case parts as case descriptions, we input the same case descriptions into Gemini
Advanced, Gemini, and Bard to generate the top 10 differential diagnosis lists. In total, 2 expert physicians independently evaluated
whether the final diagnosis was included in the lists and its ranking. Any discrepancies were resolved by another expert physician.
Bonferroni correction was applied to adjust the P values for the number of comparisons among 3 GAI systems, setting the corrected
significance level at P value <.02.

Results: In total, 392 case reports were included. The inclusion rates of the final diagnosis within the top 10 differential diagnosis
lists were 73% (286/392) for Gemini Advanced, 76.5% (300/392) for Gemini, and 68.6% (269/392) for Bard. The top diagnoses
matched the final diagnoses in 31.6% (124/392) for Gemini Advanced, 42.6% (167/392) for Gemini, and 31.4% (123/392) for
Bard. Gemini demonstrated higher diagnostic accuracy than Bard both within the top 10 differential diagnosis lists (P=.02) and
as the top diagnosis (P=.001). In addition, Gemini Advanced achieved significantly lower accuracy than Gemini in identifying
the most probable diagnosis (P=.002).

Conclusions: The results of this study suggest that Gemini outperformed Bard in diagnostic accuracy following the model
update. However, Gemini Advanced requires further refinement to optimize its performance for future artificial
intelligence–enhanced diagnostics. These findings should be interpreted cautiously and considered primarily for research purposes,
as these GAI systems have not been adjusted for medical diagnostics nor approved for clinical use.

(JMIR Med Inform 2024;12:e63010)   doi:10.2196/63010
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Introduction

Diagnostic Team to Reduce Misdiagnoses
Diagnosis is a crucial step in clinical medicine, where a
significant proportion of medical errors and harms are related
to diagnostic errors [1]. The formation of a diagnostic team has
been proposed as an effective strategy to mitigate the risks
associated with misdiagnosis [2,3]. This team should promote
collaboration among medical professionals, patients, and their
families, and the integration of digital tools to enhance
diagnostic accuracy [4]. Several research, including systematic
reviews, have shown that the implementation of clinical decision
support systems (CDSSs) in clinical settings has significantly
improved diagnostic accuracy, patient care, and health care
process [5-7].

Digital Tool for Medical Diagnosis
Various digital tools, particularly diagnostic CDSSs, have
emerged for medical diagnostics. These systems are designed
to provide diagnostic suggestions based on clinical data, aiding
medical professionals in clinical decision-making [8].
Traditionally, diagnostic CDSSs, such as symptom checkers
and differential diagnosis generators, have relied on fixed
algorithms and rule-based systems derived from medical
databases and expert input [9-11]. Unfortunately, these systems
often experience poor accuracy and inadequate integration into
clinical workflows, limiting their practical use in real-world
medical settings [4]. In this context, artificial intelligence (AI),
especially generative AI (GAI), has introduced a new category
of CDSS [12]. This advancement suggests a future shift in how
digital tools can support diagnostic processes.

GAI in Medical Diagnosis
GAI systems have shown rapid development and are
increasingly influencing various fields, including medicine.
This advancement is partly due to the development of machine
learning techniques, such as neural networks and natural
language processing. GAI represents a shift from rule-based
systems to models that can autonomously generate and evaluate
new data patterns. Overcoming many limitations faced by
traditional CDSSs, GAI systems could significantly enhance
future diagnostic processes. Notable examples include ChatGPT
developed by Open AI, and Gemini and Gemini Advanced from
Google [13]. These systems use advanced large language models
(LLMs), which are complex neural networks trained on vast
data sets through natural language processing [14]. Recent
studies, including one evaluating dermoscopy image descriptions
with chatbot responses, have demonstrated promising results

in accuracy and diagnostic completeness by ChatGPT [15]. The
language model for dialogue applications (LaMDA) developed
by Google AI is one such LLM. Their ability to process and
generate outputs is particularly promising for future applications
in medical diagnostics, where they will analyze complex clinical
information and collaborate as part of a diagnostic team.

From Bard to Gemini and Gemini Advanced
Originally, Bard was developed using the LaMDA model
primarily for text generation and conversational AI and later
transitioned to the Pathways Language Model (Palm 2).
Subsequent developments led to the release of Gemini and
Gemini Advanced in December 2023. Gemini Advanced, an
upgraded version of Gemini, leverages Ultra 1.0, Google’s most
advanced model, offered as a fee-based service [16,17]. These
developments reflect the rapid pace at which GAI technology
is advancing. Recent updates have transformed Bard into Gemini
and Gemini Advanced, enhancing their functionalities and
applications in various fields. Previous research, including our
own, has demonstrated that Bard showed promising results in
medicine [18-21]. Moreover, a recent study has shown that
several GAI systems, including Gemini Advanced, could achieve
notable diagnostic accuracy for multiple-choice questions about
clinical vignettes [22]. These findings suggest that even without
specific training or reinforcement for diagnostics, GAI systems
show potential for reliable use in diagnostics. Despite these
advancements, the comparative diagnostic accuracy of
differential diagnosis lists by these GAI systems across
comprehensive medical fields remains to be fully explored. This
study aims to fill that gap by evaluating the diagnostic accuracy
of the differential diagnosis lists generated by Gemini Advanced,
Gemini, and Bard for case report series across various medical
disciplines.

Methods

Overview
An experimental study was conducted to assess the diagnostic
accuracy of Gemini Advanced, Gemini, and Bard for a
comprehensive case report series. This study was conducted at
the Department of Diagnostic and Generalist Medicine (General
Internal Medicine) at Dokkyo Medical University, Japan. This
study consisted of preparing case materials, generating
differential diagnosis lists, evaluating the lists, and analyzing
the diagnostic accuracy. Figure 1 shows the study flow,
including the inclusion of case materials and the generation of
differential diagnosis lists.
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Figure 1. Study flow of inclusion case materials and generation of differential diagnosis.

Preparing Case Materials
We focused on a comprehensive series of case reports from the
American Journal of Case Reports, covering a broad range of
medical fields. The structured format of the journal facilitated
easy identification of sections containing the case reports and
the final diagnoses. Initially, the inclusion criteria were the case
reports published in the American Journal of Case Reports from
January 1, 2022, to March 1, 2023. A PubMed search identified
557 consecutive case reports. After excluding 130 nondiagnostic
case reports and 35 pediatric case reports (patients aged 10 years
and younger), 392 case reports remained. The exclusion criteria
were based on previous research for CDSS [23]. We refined the
case reports to prepare the case materials, which typically
included the initial case report part to the definitive tests for
final diagnosis. The relevant final diagnoses were typically
described by the authors. We used only textual data exclusively,
omitting image data. Specifically, the title, background, final
diagnosis, clinical course following diagnosis, discussion,
conclusion, figures, tables, and supplemental materials were
excluded from the case materials. The main investigator (TH)
conducted this process with validation from another investigator
(YH). The PubMed search keywords are shown in Multimedia
Appendix 1. For example, in a case report titled “Herpes Zoster

Following COVID-19 Vaccine Booster,” the final diagnosis
was herpes zoster [24]. We extracted the case report part from
“An 82-year-old..” to “Vesicular breath sounds were heard
equally on both lung fields.”

Generating Differential Diagnosis Lists
We used Gemini Advanced, Gemini, and Bard as GAI systems
for this research. This was because these systems are popular
AI platforms available to the public. These GAI systems were
not specifically enhanced for medical diagnosis. Details about
the GAI systems used in this study are provided in Table 1. To
generate the top 10 differential diagnosis lists from GAI systems,
the main investigator typically copied and pasted the case
materials into the AI systems with the prompt, that is “Tell me
the top 10 suspected illnesses for the following case: (case
materials).” This prompt, developed through preliminary
research, aimed to generate the top 10 differential diagnosis
lists. The first list produced by the GAI systems was used as
the differential diagnosis list. The data control setting was
adjusted to “Not saving activity,” to avoid the influence from
the previous conversations. In addition, before starting a new
session, the main investigator refreshed the previous session to
prevent any influence from previous conversations.
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Table 1. The details of generative artificial intelligence systems used in this study.

BardGeminiGemini Advanced

AIa model

Pathways Language Model (Palm 2)-basedProUltra 1.0

Availability

DiscontinuedFree with user loginFee-based subscription

The setting of the app activity

Not saving activityNot saving activityNot saving activity

Access date

July 1, 2023-August 8 2023March 12-28, 2024April 4-9, 2024

Prompt

“Tell me the top 10 suspected illnesses for the
following case: (case materials).”

“Tell me the top 10 suspected illnesses for the
following case: (case materials).”

“Tell me the top 10 suspected illnesses for the
following case: (case materials).”

Evaluating the Differential Diagnosis Lists
A total of 2 expert researchers (TI and T Suzuki) independently
evaluated the differential diagnosis lists from GAI systems. A
score of “1” was assigned if the differential accurately and
specifically identified the final diagnosis or was sufficiently
close to the final diagnosis. Conversely, a score of “0” was
assigned if it diverged significantly from the final diagnosis
[25]. When a GAI system could not output the differential
diagnosis list, a score of “0” was labeled. When the score was
“1,” the evaluator assessed its ranking within the list. Any
discrepancies were resolved by another expert researcher (KT).
All evaluators were blinded to which GAI systems produced
the differential diagnosis lists.

Analyzing the Diagnostic Accuracy
In this study, we defined diagnostic accuracy as the inclusion
of the final diagnoses in the differential diagnosis lists.

Outcome
In terms of the outcomes, the primary outcome was the total
score for correctly identifying the final diagnosis in the top 10
differential diagnosis lists generated by Gemini Advanced,
Gemini, and Bard. The total number of included case reports
was used as the denominator. The numerator was the number
of case reports that correctly identified the final diagnosis in
the top 10 differential diagnosis lists. The secondary outcomes
were the total score for correctly identifying the final diagnosis
in the top 5 differential diagnosis lists and as the top diagnosis
generated from Gemini Advanced, Gemini, and Bard.

In addition, we evaluated the top 10 rankings of the most
frequently named differential diagnoses across generated
differential diagnosis lists by a GAI system to find the
underlying patterns. We also assessed whether the items in the
differential diagnosis lists corresponded to the names of existing
diseases.

Moreover, we analyzed how Gemini Advanced, Gemini, and
Bard rank the correct diagnosis on average when it appears in
the differential diagnosis lists. This metric helps evaluate not
only whether the correct diagnosis is included but also its

relative priority among other suggested diagnoses. For cases
where the correct diagnosis was missing, we assigned a penalty
rank; specifically, we used 11 as the penalty rank.

Statistical Analysis
A chi-square test was used for the categorical or binary
variables. The Mann-Whitney U test was applied to analyze the
average rankings. For multiple comparisons, the Bonferroni
correction was applied [26]. The Bonferroni correction adjusts
the P value by dividing it by the number of comparisons being
made, namely 3 GAI systems, that consist of Gemini Advanced,
Gemini, and Bard, setting a more stringent threshold for
individual tests to be considered significant. The
Bonferroni-corrected significance level was defined as a P value
of <.02. Note that all statistical tests were performed using the
R (version 4.2.2; The R Foundation for Statistical Computing)
for macOS X.

Ethical Considerations
Given the study’s method of using published case reports,
approval from an ethical committee was deemed not applicable.

Results

Overview of Outputs From GAI Systems
In total, 392 case reports were included. The distribution of
diagnoses in these reports highlighted the prevalence of complex
medical conditions, with 22.7% (89/392) of cases being
diagnosed as malignancy, 22.4% (88/392) as various infections,
and 17.1% (67/392) as vascular diseases.

Bard generated differential diagnosis lists for all 392 cases. In
contrast, both Gemini Advanced and Gemini encountered
challenges with 3 cases, failing to produce outputs. The cases
where outputs were not generated involved complex clinical
scenarios that were directly described in the reports as involving
overdose, psychological conditions, and vaccination side effects.
Representative outputs from Gemini Advanced, Gemini, and
Bard are shown in Table 2. The data set of differential diagnoses
generated by AI systems in this study, alongside the final
diagnosis, are shown in Multimedia Appendix 2.
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Table 2. Representative outputs from Gemini Advanced, Gemini, and Bard for final diagnoses.

BardGeminiGemini Advanced

Herpes Zoster

••• Herpes zoster (Shingles)Shingles (Herpes Zoster)Shingles (Herpes Zoster)
••• Myocardial infarction (heart attack)Myocardial ischemia (Angina)Myocardial ischemia

• ••Costochondritis Aortic dissectionCostochondritis
•• •Musculoskeletal strainPericarditis Pulmonary embolism

••• PneumoniaPleurisyPleuritis
• ••Pulmonary embolism Thoracic radiculopathyIntercostal neuritis

•• •Pulmonary embolismPneumonia Costochondritis
••• Intercostal neuralgiaPericarditisMetastatic malignancy

• ••Aortic dissection Costoclavicular syndromeGastritis
•• •EsophagitisEsophageal spasm Tietze syndrome

Diffuse alveolar hemorrhage

••• Acute radiation pneumonitisPulmonary alveolar hemorrhagePulmonary alveolar hemorrhage
••• Acute hypersensitivity pneumonitisTrastuzumab-induced pneumonitisNocardia pneumonia

• ••Pulmonary embolism Pulmonary edemaAspirin-exacerbated respiratory disease
•• •Acute heart failureAcute eosinophilic pneumonia Pulmonary embolism

••• Aspiration pneumoniaPulmonary edemaDrug-induced pneumonitis
• ••Legionnaires' disease Bronchogenic carcinomaNocardia pneumonia

•• •Pulmonary hypertensionHypersensitivity pneumonitis Sarcoidosis
••• LymphomaAcute interstitial lung diseaseIdiopathic pulmonary fibrosis

• ••Bronchiolitis obliterans organizing pneumo-
nia

Wegener’s granulomatosisAcute chronic kidney disease
• •Occult gastrointestinal bleed Goodpasture syndrome

• Acute interstitial pneumonitis

Glomus tumor

••• LipomaMeralgia parestheticaMeralgia paresthetica
••• FibromatosisLumbar radiculopathySoft tissue sarcoma

• ••Fibroma MyositisFemoral neuropathy
•• •Piriformis syndromeMyositis ossificans Neoplasm

••• InfectionMuscle strainNeuroma
• ••Hemangioma InflammationMyofascial pain syndrome

•• •Glomus tumorLiposarcoma Trauma
••• HematomaNeuromaLymphoma

• ••Abscess Varicose veinSoft tissue sarcoma (unlikely)
•• •Abscess (unlikely)Malignant peripheral nerve sheath tumor Cellulitis

Diagnostic Accuracy
In terms of diagnostic accuracy, the inclusion rates of the final
diagnoses within the top 10 differential diagnosis lists were
73.0% (286/392) for Gemini Advanced, 76.5% (300/392) for
Gemini, and 68.6% (269/392) for Bard. For the top 5 differential
diagnoses, the rates were 60.5% (237/392) for Gemini
Advanced, 66.3% (260/392) for Gemini, and 59.9% (235/392)
for Bard. The top diagnoses matched the final diagnoses in
31.6% (124/392) for Gemini Advanced, 42.6% (167/392) for

Gemini, and 31.4% (123/392) for Bard. Gemini demonstrated
higher diagnostic accuracy than Bard both within the top 10
differential diagnosis lists (P=.02) and as the top diagnosis
(P=.001). In addition, Gemini Advanced achieved lower
accuracy in identifying the most probable diagnosis, compared
with Gemini with this result being statistically significant
(P=.002). Other comparisons were statistically insignificant.
Table 3 and Figure 2 show the diagnostic accuracy by Gemini
Advanced, Gemini, and Bard.

Table 3. Diagnostic accuracy of Gemini Advanced, Gemini, and Bard.

P valueaBard (N=392), n (%)Gemini (N=392), n
(%)

Gemini Advanced
(N=392), n (%)

Variable

Gemini versus
Bard

Gemini Advanced
versus Bard

Gemini Advanced
versus Gemini

.02.21.29269 (68.6)300 (76.5)286 (73.0)Within the top 10

.08.94.10235 (59.9)260 (66.3)237 (60.5)Within the top 5

.001.99.002123 (31.4)167 (42.6)124 (31.6)Top diagnosis

aChi-square test. The Bonferroni-corrected significance level at a P value <.02.
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Figure 2. Diagnostic accuracy of Gemini Advanced, Gemini, and Bard. P values were derived from the chi-square test. The Bonferroni-corrected
significance level at a P value <.02.

Most Frequently Named Differential Diagnoses
Regarding the top 10 most frequently named differential
diagnoses, all rankings included sepsis, pneumonia, pulmonary
embolism, lymphoma, and meningitis. Notably, the top 3 most

frequently named differential diagnoses by Gemini Advanced
and Gemini were the same. Table 4 shows the top 10 most
frequently named differential diagnoses generated by Gemini
Advanced, Gemini, and Bard.

Table 4. The top 10 most frequently named differential diagnoses were generated by Gemini Advanced, Gemini, and Bard.

Bard (n)Gemini (n)Gemini Advanced (n)The raking in the top 10 most fre-
quently named differentials, (N)

Sarcoidosis (51)Sepsis (42)Sepsis (43)1

Sepsis (42)Pneumonia (28)Pneumonia (34)2

Pneumonia (41)Pulmonary embolism (20)Pulmonary embolism (33)3

Lymphoma (40)Sarcoidosis (15)Acute kidney injury (28)4

Pulmonary embolism (39)Pericarditis (14)Lymphoma (25)5

Meningitis (31)Meningitis (14)Urinary tract infection (24)6

Inflammatory bowel disease (29)Lymphoma (13)Heart failure (23)7

Tuberculosis (26)Myocarditis (13)Meningitis (22)8

Encephalitis (25)Acute kidney injury (12)Myocardial infarction (20)9

Myocarditis (24)Systemic lupus erythematosus (12)Pericarditis (18)10

Inappropriate Diseases Names
From all differential diagnosis lists output by generative AIs,
we identified inappropriate disease names: 11 items from
Gemini Advanced, 9 items from Gemini, and 5 items from Bard.
Notably, Gemini Advanced and Gemini both erroneously listed
“Wegner’s granulomatosis,” a misspelling of the previous

correct term, “Wegener’s granulomatosis,” which has now been
updated to “Granulomatosis with Polyangiitis” [27]. Another
error by Gemini Advanced involved “Microcytic colitis,” likely
a confusion between “microcystic anemia” and “microscopic
colitis.” Table 5 lists the inappropriate disease names generated
by Gemini Advanced, Gemini, and Bard.
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Table 5. Inappropriate disease name generated by Gemini Advanced, Gemini, and Bard.

Inappropriate disease name
by Bard

Inappropriate disease name by GeminiInappropriate disease name by
Gemini Advanced

Correct disease name, [cell number in
Multimedia Appendix 2]

——aDrug reation (Dasatinib) [O15]Drug reaction (Dasatinib)

—Nonketotic hyperglycemia hyperosmo-
lar coma [X29]

—Nonketotic hyperglycemic hyperosmolar
coma

—Lipoderma [U34]—Lipedema

—Small bowel angiodisplasia
[M40]

Small bowel angiodysplasia

—Wegner’s granulomatosis [U186]Granulomatous with polyangiitis
(L68), Wegner’s granulomatosis
[N111]

Granulomatosis with polyangiitis

——Costochondritisa [P86]Costochondritis

—Maxillary sinus cycinoma [L106]—Maxillary sinus carcinoma

——Conrictive pericarditis [L110]Constrictive pericarditis

—Scleroderma-related interstitial lung
disease [S117]

—Scleroderma-related interstitial lung dis-
ease

Pericoronatitis [AA133]——Pericoronitis

Osteoitis [AC133]——Osteitis

——Microcytic colitis [L152]Microscopic colitis

Pneumocystis jerovecii
[AG156]

——Pneumocystis jirovecii

—Leukoencephalomyopathy [X195]—Leukoencephalopathy

—Struma carcinoid [W208]—Strumal carcinoid

——Restricted ventilatory impairment
[J360]

Restrictive ventilatory impairment

—Mobius syndrome [Z369]—Moebius syndrome

Endometrios [AE385]——Endometriosis

Chryptococcus neoformans
[AJ389]

——Cryptococcus neoformans

—Y-type appendicitis [V197]Ytzinger hernia [M197]Unknown

——(There was partly Arabic lan-
guage) [L292]

Unknown

——Transaminitis elevation (N354)Unknown (Transaminase elevation is also
not disease name)

aNot applicable.

Average Ranking
In terms of average ranking, the scores were 5.25 (SD 4.16) for
Gemini Advanced, 4.54 (SD 4.21) for Gemini, and 5.33 (SD
4.29) for Bard. The differences in average rankings were not
statistically significant between Gemini Advanced and Gemini
(P=.99), between Gemini Advanced and Bard (P=.17), and
between Gemini and Bard (P=.99).

Discussion

Principal Findings
In the following, we discuss our principal findings. Our findings
indicate that Gemini demonstrated superior diagnostic accuracy
compared with Bard, not only within the top 10 differential

diagnosis lists but also in identifying the most likely diagnosis.
Specifically, Gemini’s diagnostic accuracy for the top 10 lists
was 76.5% (300/392), compared to Bard’s 68.6% (269/392),
with a statistically significant difference (P=.02). Moreover, as
the top diagnosis, Gemini’s diagnostic accuracy was 42.6%
(167/392) versus Bard’s 31.4% (123/392), also significant
(P=.001). This enhancement in Gemini’s diagnostic performance
may be attributed to its advanced algorithmic framework, which
likely incorporates more nuanced medical data and learns from
recent case inputs, leading to more refined diagnostic
predictions.

However, the performance of Gemini did not statistically
outperform in the top 5 differential diagnosis lists. This outcome
may suggest that while Gemini’s algorithm is effective in a
broader exploratory context, its precision may falter when
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constrained to a narrower list of top diagnoses. This indicates
that a balance between breadth of exploration and depth of focus
is crucial for optimizing diagnostic accuracy in such AI systems.

Conversely, our analysis showed that Gemini Advanced did not
perform as well as expected when compared with Gemini.
Despite expectations that the advanced model would provide
enhanced diagnostic capabilities, it achieved lower accuracy in
identifying the most probable diagnosis with 31.6% (124/392)
compared to Gemini’s 42.6% (167/392), with this result being
statistically significant (P=.002). This outcome suggests that
the additional features or complexity added in Gemini Advanced
may not necessarily translate into improved diagnostic
performance. These findings underscore the need for further
refinement and optimization of Gemini Advanced to harness
its potential for future AI-enhanced diagnostics.

In addition, our analysis identified issues with inappropriate
disease naming in the outputs from GAI systems, with Gemini
Advanced and Gemini producing outdated or misspelled terms
for vasculitis, instead of using the updated name. These
inaccuracies highlight the challenges in ensuring up-to-date and
precise medical terminology in AI outputs, which is crucial for
maintaining trust and reliability in AI-assisted diagnostics.
Furthermore, these misspellings are often found in published
medical articles, suggesting that GAIs may have learned these
errors from these sources. The fact that both Gemini Advanced
and Gemini exhibited the same mistakes indicates potential
similarities in their underlying models or training data.

Regarding average rankings, there were no statistically
significant differences among generative AI systems. This
indicates a level of parity in how each model ranks diagnoses
when they include the correct diagnosis, suggesting that while
there are differences in overall accuracy, the ranking
mechanisms of each model are relatively similar.

Given the current performance metrics, our analysis supports
prioritizing the adjustment and enhancement of Gemini for
future applications in medical diagnostics, rather than Gemini
Advanced. Despite the theoretically superior capabilities of
Gemini Advanced [17], Gemini’s framework appears more
aligned with practical diagnostic needs and shows greater
promise in real-world applications. However, it is essential to
verify this trend across a variety of sources to ensure that these
findings are not specific to the data sets used in this study.
Further investigations involving diverse clinical environments
and different types of medical data are crucial to confirm the
consistency and reliability of Gemini’s superior performance.

Finally, the comparative analysis of the differentials by Gemini
Advanced, Gemini, and Bard revealed consistent inclusion of
sepsis, pneumonia, pulmonary embolism, lymphoma, and
meningitis among their top 10 differentials. This underscores
not only a shared prioritization of these conditions but also the
effectiveness of systems in recognizing critical and prevalent
diseases. The consistent identification of sepsis, particularly its
second-place ranking by Bard, underscores the potential of these
AI systems to enhance diagnostic accuracy and reduce errors
in the identification of life-threatening conditions [28].
Importantly, the top 3 differentials by Gemini Advanced and
Gemini—sepsis, pneumonia, and pulmonary embolism—are

among the most harmful diseases where reducing diagnostic
errors is crucial [1]. This suggests a potential for GAI systems
to alert medical professionals about the inclusion of these
important diseases during diagnosis. Such an understanding
could facilitate more effective use of these GAI systems in future
diagnostics processes.

Strengths
This study had several strengths. First, the strengths of this study
lie in its direct comparison of 3 cutting-edge AI systems and its
demonstration of the dynamic improvements in their diagnostic
accuracy. Unlike some CDSSs like symptom checkers, whose
performance has plateaued [29], these GAI systems evaluated
in this research show considerable enhancements with each
iteration. Second, we evaluated the diagnostic accuracy of GAI
systems using a series of case reports. These case reports often
describe rare diseases and atypical presentations, as opposed to
common diseases and typical presentations [30]. This showcases
the system’s diagnostic capabilities under challenging
conditions. Third, the comprehensive range of medical
conditions covered by the differential diagnosis lists generated
by the AI systems represents a significant strength of this study.
This extensive coverage demonstrates the systems’ capacity to
handle a broad spectrum of medical knowledge and its
applicability to various clinical scenarios.

Limitations
Several limitations should be discussed. First, the use of case
report series might not fully reflect real-world clinical scenarios.
This limitation arises because case reports typically focus on
novel or rare aspects of diseases rather than typical presentations
and common diseases [30]. Second, the exclusive use of a single
case report journal could introduce selection bias. Third, there
was no well-established method for evaluating AI diagnostics.
In our study, we used binary evaluation methods. In contrast,
other research on CDSSs used several rating methods [31,32]
and the ranking averages in the differential diagnosis lists [33].
Fourth, we used only text data; excluding image data could
influence the diagnostic performance. These factors limit the
generalizability of these findings.

Concerning the GAI systems, all platforms used in this study
were not designed for clinical use and have not received
approval for medical diagnostics. These systems were not
specifically reinforced or enhanced for medical diagnostic
purposes. According to a preprint, Med-Gemini, a specialized
model in medicine, was developed [34] but is not available to
the public. In addition, we could not include all currently
available GAI systems; thus, these findings cannot be
generalized to other systems or different clinical scenarios.
There was also a risk that these GAI systems may have learned
from the published case reports used in this study.

Moreover, the use of user data to refine models, as seen in
Gemini Advanced and Gemini, highlights significant privacy
concerns [35]. Future research should address the development
of locally deployable LLM solutions tailored specifically for
CDSS. Although our data set is sourced from an open journal,
careful consideration must be given to the ethical deployment
of these models within health care settings. Finally, given the
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rapid pace of GAI technology development, such as the
evolution from Bard to Gemini and from ChatGPT-3 to
ChatGPT-4 and ChatGPT-4o, our findings may have a limited
shelf-life.

Future Direction
Future research will aim to explore the diagnostic accuracy of
GAI systems following medical enhancements and adjustments.
Once approved for medical use, it will also be essential to
investigate the performance of GAI systems across various
populations and settings, including remote medical
consultations, to ensure their effectiveness in real-world
diagnostics. Moreover, assessing the impact of AI-enhanced
diagnostics on the decision-making process of medical
professionals will be crucial.

In addition, future studies should focus on integrating GAI
systems with existing electronic health record systems to
understand how AI can augment data accessibility and analysis.
This integration will be essential to evaluate how GAI can
improve clinical workflows, reduce the cognitive burden and
the time to diagnosis, and enhance patient outcomes.

Finally, the development of ethical guidelines and governance
frameworks for the use of GAI in diagnostics is imperative [36].
As AI technologies become more prevalent in health care, it is
crucial to establish clear protocols that safeguard patient privacy,
ensure data security, and maintain transparency in AI
decision-making processes.

Comparison With Previous Work
Our research builds on previous findings. We revealed that the
diagnostic accuracy of ChatGPT-4 was 86.7% (340/392) for
the final diagnoses included in the top 10 differential diagnosis
lists, and 54.6% (214/392) for the top diagnosis [37].
ChatGPT-4’s performances were still higher than that of Gemini
in the lists (76.5% vs 86.7%) and as a top diagnosis (42.6% vs
54.6%); it was similar to Gemini Advanced in the lists (73.0%
vs 86.7%) and as a top diagnosis (31.6% vs 54.6%).

Expanding our findings, another study showed that Isabel Pro,
a successful CDSS developed by Isabel Healthcare, Ltd [38],
correctly identified diagnoses in 87.1% (175/201) of cases,
compared with 82.1% (165/201) for ChatGPT-4 in a series of
clinical cases [33]. These findings are partly attributed to the
earlier launch of Isabel Pro and the ChatGPT series, allowing
them to receive more user feedback and undergo updates to
improve performance.

In addition, another research focused on multiple choice
questions on clinical vignettes revealed that ChatGPT-4 achieved

a high accuracy rate of 73.3% for Clinical Challenges from the
Journal of the American Medical Association (JAMA) and 88.7%
for Image Challenges from the New England Journal of
Medicine (NEJM). In contrast, Gemini, referred to as Gemini
Pro in that study, achieved 63.6% for Clinical Challenges from
JAMA and 68.7% for Image Challenges from the NEJM [22].
While these previous findings and current results revealed
certain diagnostic performances of generative AI systems,
comparing these results poses significant challenges due to
methodological differences. Variations stem from differences
in data set preparation, the types of clinical vignettes used, and
the specific challenges or images included, which may influence
performance outcomes. In addition, the evaluation criteria used
to assess accuracy might differ significantly, affecting the
comparability. For instance, the scoring systems or the
definitions of a “correct” answer could vary, necessitating
caution when drawing direct comparisons between these findings
and those of this study.

In contrast to the serial evaluation approach of a symptom
checker [29], which demonstrated an accuracy of 44.3%
(97/219) in the first year and 47.7% (43/90) in the third year
without significant difference, the performance of generative
AI systems presents a different dynamic. Specifically, the serial
evaluation of generative AI indicated that Gemini outperformed
Bard over a relatively short period. This superiority can be
attributed in part to the adaptability of generative AI systems
to incorporate additional data. However, it is crucial to note that
this adaptability does not consistently translate into improved
diagnostic accuracy, as evidenced by the current comparison
between Gemini Advanced and Bard. This observation
highlights the nuanced interplay between technological
advancement and clinical efficacy, underscoring the need for
continued research and validation in integrating these systems
into medical practice effectively.

Conclusions
The results of this study suggest that Gemini outperformed Bard
in diagnostic accuracy following the model update. However,
Gemini Advanced requires further refinement to optimize its
performance for future AI-enhanced diagnostics. These findings
should be interpreted cautiously and considered primarily for
research purposes, as these GAI systems have not been adjusted
for medical diagnostics nor approved for clinical use. The
potential and limitations highlighted by this study underscore
the need for ongoing development and evaluation of GAI
systems within medical diagnostics.
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Abstract

Background: In response to the intricate language, specialized terminology outside everyday life, and the frequent presence of
abbreviations and acronyms inherent in health care text data, domain adaptation techniques have emerged as crucial to
transformer-based models. This refinement in the knowledge of the language models (LMs) allows for a better understanding of
the medical textual data, which results in an improvement in medical downstream tasks, such as information extraction (IE). We
have identified a gap in the literature regarding health care LMs. Therefore, this study presents a scoping literature review
investigating domain adaptation methods for transformers in health care, differentiating between English and non-English
languages, focusing on Portuguese. Most specifically, we investigated the development of health care LMs, with the aim of
comparing Portuguese with other more developed languages to guide the path of a non–English-language with fewer resources.

Objective: This study aimed to research health care IE models, regardless of language, to understand the efficacy of transformers
and what are the medical entities most commonly extracted.

Methods: This scoping review was conducted using the PRISMA-ScR (Preferred Reporting Items for Systematic reviews and
Meta-Analyses extension for Scoping Reviews) methodology on Scopus and Web of Science Core Collection databases. Only
studies that mentioned the creation of health care LMs or health care IE models were included, while large language models
(LLMs) were excluded. The latest were not included since we wanted to research LMs and not LLMs, which are architecturally
different and have distinct purposes.

Results: Our search query retrieved 137 studies, 60 of which met the inclusion criteria, and none of them were systematic
literature reviews. English and Chinese are the languages with the most health care LMs developed. These languages already
have disease-specific LMs, while others only have general–health care LMs. European Portuguese does not have any public
health care LM and should take examples from other languages to develop, first, general-health care LMs and then, in an advanced
phase, disease-specific LMs. Regarding IE models, transformers were the most commonly used method, and named entity
recognition was the most popular topic, with only a few studies mentioning Assertion Status or addressing medical lexical
problems. The most extracted entities were diagnosis, posology, and symptoms.

Conclusions: The findings indicate that domain adaptation is beneficial, achieving better results in downstream tasks. Our
analysis allowed us to understand that the use of transformers is more developed for the English and Chinese languages. European
Portuguese lacks relevant studies and should draw examples from other non-English languages to develop these models and drive
progress in AI. Health care professionals could benefit from highlighting medically relevant information and optimizing the
reading of the textual data, or this information could be used to create patient medical timelines, allowing for profiling.

(JMIR Med Inform 2024;12:e60164)   doi:10.2196/60164
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Introduction

The health care sector generates a vast amount of structured
and unstructured data, including images from medical exams,
text written in electronic medical records (EMRs) or Electronic
Health Records (EHRs), and structured data from relational
databases that store patient and admission information, as well
as all the data collected during a patient’s hospitalization [1].
Approximately 30% of the world’s data volume is generated
by the health care sector, and projections indicate that by 2025,
the compound annual growth rate of data for health care will
reach 36% [2].

Medical texts present several challenges due to the use of
unfamiliar context-specific terminologies that differ from
everyday language. In addition, physicians often use
abbreviations and acronyms to save time and space. However,
the same abbreviation can have different meanings, adding an
additional layer of complexity when trying to understand the
content of medical texts [3]. All these characteristics pose
challenges when attempting to apply artificial intelligence (AI)
techniques to interpret the text.

In the field of natural language processing (NLP), the
introduction of transformers [4] has revolutionized the field,
achieving state-of-the-art performance for numerous NLP tasks
[5]. Their general architecture comprises an encoder, which
receives the input and builds a representation of it, and a decoder
that uses the encoder’s representation along with other inputs
to generate a target sequence. The introduction of the
self-attention mechanism further revolutionized NLP by
allowing the model to weigh the importance of different words
in a sentence regardless of their position. This enables better
handling of long-range dependencies compared with traditional
deep learning (DL) architectures like recurrent neural networks
(RNNs) and long short-term memory Networks [6]. In the
context of medical text, transformers excel in interpreting and
extracting medically relevant information by effectively
handling context and meaning, even in complex and specialized
language.

Transformers can be trained as language models (LMs) on raw
text in a self-supervised manner, enabling them to develop a
statistical understanding of the text they were trained on [7].
However, the benefits of this approach are only fully realized
when fine-tuning a downstream task.

Another important concept is called domain adaptation, which
stands for the process of adapting or adjusting something to be
suitable within a different domain or context. In the field of
machine learning (ML), domain adaptation is used to align the
disparity between domains so that the trained model can
generalize into the domain of interest [8]. For transformers,
domain adaptation involves continuing the pretraining of an
LM with text data from a different domain than the one it was
originally trained on [9]. This approach allows for leveraging
the learning capabilities of general-scope LMs and refining

them for specific contexts. For example, if we consider a
general-scope LM, one that was trained using textual data from
various domains, and continue its pretraining with health
care–specific textual data, it will help the LM to refine its
understanding of the health care data, leading to improvements
when fine-tuning the LM for downstream tasks related to health
care. To explore this further, we can take a health care LM who
was trained using EMRs from a hospital and continue its
pretraining using only text from patients with a specific disease.
It will allow the LM to adjust its weights and become more
precise when interpreting texts related to that particular disease.

An example of domain adaptation is the BioBERT model [10],
which resulted from the continuation of the pretraining of the
Bidirectional Encoder Representations from Transformers
(BERT) [10] model on biomedical text. The BioBERT model
outperformed its predecessor in biomedical named entity
recognition (NER), relation extraction, and question-answering
tasks. Alzheimer’s Disease-BERT [11] and CancerBERT [12]
are 2 examples of applying domain adaptation to a more
restricted domain. Both models outperformed their respective
baselines on downstream tasks related to their respective
diseases. Summing up, performing domain adaptation for the
health care sector appears inevitable to improve results, for
example, for information extraction (IE) models, where a better
understanding of medical terminologies and lexicon would make
it easier to identify and extract information [13].

The European Portuguese (PT-PT) language does not generate
the same amount of data as the English language, resulting in
limitations in the literature and the published models. A study
published in 2023 by the Ernst & Young Audit highlights the
following areas where AI can play a relevant role in Portugal’s
health care; disease diagnoses, precision medicine, remote
monitoring and prevention, data management and hospital
efficiency, and health policies [14]. Recently, a project was
launched in Portugal, funded by the European Union, with the
aim of creating PT-PT NLP solutions for the health care sector.
Under this scope, the objective is to create PT-PT medical LM
and IE models to automatically identify medically relevant
entities.

Therefore, in this study, we aim to present a scoping literature
review (SLR), in which we will begin by exploring the creation
of health care LMs through domain adaptation and analyze their
results. In addition, we aim to focus on the geographical domain
to understand the current state-of-the-art for the Portuguese
language and compare it to other, potentially more developed,
languages to identify further steps. We also want to explore IE
models in the health care sector, regardless of their data
language, to understand the most commonly extracted medical
entities and the methods used in doing so. Despite the literature
being rich in studies focused on health care large language
models (LLMs), there is a lack of studies that evaluate the
current state-of-the-art of health care LMs not only in English
but also in other less-resourced languages. This will enable us
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to grasp how the community is using the capabilities of
transformers and whether the advantages of using them are
indeed present in the health care domain. In addition, researchers
will have 1 study about health care LMs that could guide their
path and help them understand how the literature has developed
in their respective languages. Finally, we will present the
corresponding discussion and the conclusion drawn from the
SLR.

Methods

Overview
To complete our goal, we have conducted an SLR to gain a
better understanding of the research conducted in the application
of health care–domain LMs and the development of IE models
within the health care domain. In the first stage, our study
encompasses health care–domain LMs in various languages,
with a focus on the Portuguese language. In the second stage,
we searched for studies related to IE models to evaluate the
methods most frequently used. In terms of methodology, we
followed the PRISMA-ScR (Preferred Reporting Items for
Systematic reviews and Meta-Analyses extension for Scoping
Reviews) [15] to ensure a systematic and transparent approach
in conducting and reporting our scoping review.

Search Strategy and Inclusion Criteria
This SLR was conducted in November 2023 and focused
exclusively on studies and reviews published in journals within
the last 5 years (2019-2023) that were written in English or
Portuguese. It was not an arbitrary data range since limiting the
search to the last 5 years ensures that the review includes the
most recent and relevant studies, reflecting the latest
advancements, technologies, and methodologies in the field.
Since BERT [10], one of the most popular transformer
architectures, and LM were launched at the end of 2018, we
searched for studies from 2019 onward. The primary databases
used for this review were Scopus [16] and the Web of Science
Core Collection (WOSCC) [17] since both databases are
renowned for indexing a wide array of peer-reviewed journals
across multidisciplinary fields [18,19]. While acknowledging
that additional databases might offer further insights, the
significant overlap with these resources ensures that relevant
studies are unlikely to be missed.

The criteria were defined to include studies focused on
continuing the pretraining of LMs to achieve health care–domain
LMs or studies focused on creating IE models within the health
care field. Therefore, we formulated a query that includes the
training or fine-tuning LMs or IE Models within the context of
health care or similar, using EMRs or EHRs as data.

Since there is a significant semantic similarity between LMs
and LLMs, we decided to exclude the second from the search
query because it has a different purpose from the aim of our
study. LLMs are typically composed of more than 7B parameters
and are suited for text generation. LMs are models that are not,
by themselves, suited to perform any downstream NLP task,
needing to be readjusted or fine-tuned with labeled data to be
able to perform downstream tasks.

Our final query is as follows: “(“Language Model” OR “Masked
Language Model” OR “Information Extraction” OR “Content
Extraction”) AND (“EHR” OR “EMR” OR “Electronic Health
Record” OR “Electronic Medical Record”) AND (“Fine-Tuned”
OR “Fine-tuning” OR “Training” OR “Trained”) AND
(“Healthcare” OR “Health Care” OR “Clinical” OR “Medical”)
AND NOT (“Large Language Model” OR “LLM”).”

According to our objectives, a study was considered valid if it
documented a continuation of the pretraining of an LM to create
a health care LM or if it focused on the creation of health care
IE models.

Study Selection
To minimize the risk of bias in the study selection, the process
was conducted independently by 3 researchers. A total of 2
researchers were responsible for reading and judging the studies
according to the inclusion criteria, while the third researcher
was involved in cases of disagreement.

Data Charting and Synthesis
A data-charting form was jointly developed by two reviewers
to extract relevant information from the selected studies
systematically. The form included variables such as study title,
year of publication, language focus (English or non-English),
domain adaptation techniques for Transformer-based models,
healthcare-specific information extraction tasks, evaluation
metrics used, and the specific health-related entities being
extracted. Both reviewers independently charted the data to
ensure comprehensive coverage of healthcare language models
in English and non-English languages, with particular attention
to languages other than English (referred to as non-English).
Discrepancies in the extracted data were discussed and resolved
through consensus. As the review progressed, the data-charting
form was iteratively updated to capture emerging themes,
especially regarding the disparity between language resources
and technological development for healthcare information
extraction across different languages.

Results

The query retrieved 137 papers, with the vast majority of these
studies being retrieved from Scopus, adding up to 90 when
compared with the 47 studies WOSCC has yielded. The
PRISMA-ScR methodology was then followed, as seen in Figure
1. Since we included studies from sources beyond the 2 selected
databases, we adhered to the updated PRISMA-ScR guideline
[20]. In the following subsections, we explained the decision
to include studies by other methods.

The first step was to identify and remove duplicated papers,
resulting in 101 studies. Following a screening of titles and
abstracts, 10 records were deemed out of scope, and 1 could
not be retrieved, leaving us with 90 fully reviewed studies.

After screening all the papers that matched our criteria, we
realized that 30 of them did not meet our inclusion criteria.
Some studies referred to the fine-tuning of pretrained LMs for
tasks unrelated to IE, or they lacked relevant information to
contribute to this study, or even though we excluded them from
our search query, they mentioned the use of LLMs.
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As we were focused on the Portuguese language, our study also
emphasized the geographical domain, with an aim to
comprehend the medical data language used in health care LMs.
Table 1 resumes the studies focused on the pretraining of LMs
separated by the language of their data.

From the reading of Table 1, we can understand that English is
the main language, which can be explained by the much higher
availability of English data and the overwhelming presence and
applicability of this language throughout the world. However,
we notice that in the Chinese language, there are studies
attempting to fill the gap of being non-English, creating
in-domain LMs aware of their benefits. We also found studies
in Brazilian Portuguese (PT-BR), Spanish, and PT-PT, and we

acknowledge that there might be other studies in different
languages, even though they did not match our search query
criteria.

Changing the view for the health care IE studies, Figure 2
resumes the distribution of studies by topic.

From the reading of Figure 2, NER appears as the main topic
on the IE, with only 2 studies performing Assertion Status and
3 studies focused on solving medical lexical problems.

To provide a more in-depth review of each study, we present
the subsequent 3 subsections where we differentiate between
non-Portuguese health care LMs, Portuguese health care LMs,
and health care IE models.

Figure 1. PRISMA-ScR (Preferred Reporting Items for Systematic reviews and Meta-Analyses extension for Scoping Reviews) workflow diagram.
WOSCC: Web of Science Core Collection.

Table 1. Studies for pretraining language models (LMs) were reviewed by their data language.

Studies, nReferenceMedical data language

7[11,12,21-25]English

4[26-29]Chinese

2[30,31]Brazilian Portuguese

1[32]Spanish

1[33]European Portuguese
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Figure 2. Distribution of health care information extraction (IE) studies by topic. NER: named entity recognition.

Non-Portuguese Health Care Language Models
A study by Zhou et al [12] introduces CancerBERT, a
domain-specific LM, that resulted from continuing the
pretraining of the BlueBERT model [34] with a cancer corpus,
resulting in various checkpoints of CancerBERT. The evaluation
was performed for the cancer phenotyping NER task, with the
results showing that the CancerBERT model pretrained with
the cancer corpus outperformed the checkpoint using the original
BERT [10] vocabulary.

A similar approach was conducted in a study by Mao et al [11],
where the objective was to predict the risk of disease progression
from Mild Cognitive Impairment to Alzheimer disease. A BERT
model specifically tailored for Alzheimer disease (ie,
AD-BERT) was pretrained with clinical notes, and its
comparison with other models in experiments showed the
benefits of domain adaptation.

Within the same scope, the identification of fall incidents from
EHRs is discussed in the study by Fu et al [21]. A context-aware
LM, BERT-based, was trained and integrated into a hybrid
architecture along with post hoc heuristic rules. The performance
of the BERT-based model was compared with DL methods,
and the conclusions highlighted that the BERT model achieved
superior results in identifying fall events.

In a study by Wang et al [26], a Chinese medical text corpus
was used to pretrain BERT and obtain the Chinese BERT model.
The results were aligned with previous studies, and domain
adaptation demonstrated better results than traditional DL
models and other pretrained LMs.

Studies by Roitero et al [22] and Agnikula Kshatriya et al [23]
once again mention the pretraining of BERT models on a
medical corpus, achieving comparable or better performance
than state-of-the-art models. In a study by Zhang et al [24], an
unsupervised adversarial domain adaptation framework with a
pretrained LM for clinical event sequences is presented. Another
example can be found in a study by Chen et al [25], where a
contextual LM is used in combination with rule-based
preprocessing methods to develop a model for ICD-10
(International Statistical Classification of Diseases, Tenth
Revision) multilabel classification. The results demonstrate
superiority over state-of-the-art models. Studies by Wen G et
al and Wen C et al [27,28] refer to the training of a

domain-specific pretrained LM on unlabeled medical data, with
the evaluation being made through NER.

In the process of reviewing all the papers, we observed
references to papers that aligned with our requirements despite
not being explicitly included within our search query criteria.
It is the case of studies by Zhang et al [29] and Carrino et al
[32]. Carrino et al [32] present a large-scale biomedical Spanish
LM, where the models were pretrained from scratch, using a
RoBERTa [35] base model, and then fine-tuned on 3 clinical
NER tasks. The comparison between general-domain and other
available Spanish clinical models revealed the superiority of
the models presented in the paper. Zhang et al [29] share a
similar scenario with BERT being pretrained on Chinese
biomedical corpora, and MC-BERT, an in-domain LM, was
developed. The results are consistent with previous studies, with
MC-BERT outperforming BERT-based models in all evaluated
tasks.

Portuguese Health Care Language Models
Our search query did not retrieve any studies for the Portuguese
language. To address this scarcity of studies and since it is one
of the objectives of this research, we carried out a broader search
on Google Scholar [36] to include studies that mentioned the
creation of Portuguese health care LMs.

The PT-BR language has already presented several studies, with
BioBERTpt [30] being one example. The authors used clinical
notes and biomedical abstracts to pretrain 3 BERT-based
checkpoints that were fine-tuned for the NER task to assess
their performance. The results align with others, showing that
the in-domain models achieved better performance. Another
example is the study by Schneider et al [31], where several
clinical BERT-based checkpoints were developed resulting
from the continuation of the pretraining of BERTimbau [35],
mBERT [11], and all 3 BioBERTpt checkpoints on 150,000
clinical narratives from cardiology ambulatory. The results of
fine-tuning for NER align with previous studies, demonstrating
that the in-domain models outperformed general LMs.

For the PT-PT language, we found the literature to be scarcer,
with only 1 study being found that mentioned the continuation
of the pretraining of an LM to achieve health care–domain LM.
Coutinho and Martins [33] propose a BERT-based model for
assigning ICD-10 codes to causes of death by using BERTimbau
and continuing its pretraining with death certificates. The
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evaluation was made through NER, with all the checkpoints
involved being fine-tuned for the classification task, and the
findings indicated that transformer models could produce
promising outcomes for health care tasks involving the analysis
of relatively short documents.

Health Care IE Models
To better organize this section, we decided to categorize the
studies by topic. Therefore, the first subsection presents NER
studies where the authors attempted to automatically identify
and extract medical information. The second subsection contains
Assertion Status models, where entities are classified according
to their status (present or absent), and finally, the third
subsection presents studies that attempt to solve medical lexical
problems.

NER
Zhou et al [37] evaluated the performance of CancerBERT along
with ML models for the breast cancer phenotype extraction task,
with the results proving that CancerBERT has superior learning
ability and generalizability for this task. Rahman et al [38] refer
to the use of BERT to identify the presence of a diagnosis in
EHRs. With BERT’s ability to understand the context of text
and based on conditions presented in EHRs, a pipeline was
successfully designed to identify EHRs with the presence of a
diagnosis, reducing the manual note review load. Crema et al
[39], use an Italian biomedical BERT model, fine-tuning it for
the NER task with the entities of interest, including diagnoses,
symptoms, drugs, and medical assessments, achieving an
F1-score of nearly 0.85 values. Entity-BERT was introduced in
the study by Lu et al [40], a DL-based model for entity IE that
is capable of recognizing entities such as medical terminologies,
disease names, or drug information. Zhang et al [41] propose
the combination of data augmentation and domain information
using the Adapter Transformer Encoder Model for Clinical
Event Detection. It uses the BioBERT model to generate
word-level features, addressing the issue of many obscure
professional terms in EMRs leading to poor recognition
performance of the model. The results were reported to be
superior to those of other existing models. A multilingual
transformer was fine-tuned in a study by Kim et al [42], where
researchers successfully extracted alcohol-related information
from unstructured clinical notes with an extraction accuracy of
0.84 as measured by the macro F1-score. Kormilitzin et al [43],
initially pretrained a model on the task of predicting the next
word and subsequently fine-tuned it for the NER task, extracting
various categories of drugs and achieving performance with an
F1-score above 0.95 values. Solarte-Pabón et al [44] evaluate
the fine-tuning of several pretrained LMs for the NER task,
aiming to identify breast cancer concepts in the Spanish
language. The results show that BERT-based and
RoBERTa-based LMs exhibit competitive performance on this
task. Liu et al [45] propose the use of BERT-BiLSTM-CRF for
the NER task of rheumatoid arthritis vocabulary and then
MC-BERT for the entity extraction task, with results showing
F1-scores above 90%. Wang et al [46] compare the use of 4
pretrained transformer-based LMs fine-tuned for the NER task
with a baseline regular expression model in order to extract
ophthalmic examination components, demonstrating that

transformers achieve superior results. In the study by Singh et
al [47], a pretrained transformer-based LM was fine-tuned with
cardiac magnetic resonance imaging annotations to effectively
extract measurements from clinical reports, and it achieved high
extraction performance without requiring heuristics or expert
annotations.

Several studies focus on extracting information about family
history, such as studies by Kim et al [48], He et al [49], Silva
et al [50], Dai et al [51], and Zhan et al [52]. They use ML
methods, incorporating rule-based approaches, multitask-based
artificial neural networks (ANN), attention-based neural
networks, and even combinations such as convolutional neural
networks (CNNs) BiLSTM and BERT. The goal was to
automatically extract entities such as people’s names, residence,
birth date, or death date, and in some cases, there is an additional
subtask related to relation extraction, which involves identifying
relationships between family members. Overall, the results have
proven to be satisfactory, particularly in the NER task.

CNNs are highly popular methods in the scientific community
for extracting clinical information and studies by Yang et al
[53], Santus et al [54], Mahajan and Rana [55], and Landlosi
et al [56] primarily used them, often supplemented with
rule-based approaches or feature optimization in some cases.
The use of these methods lies in extracting clinical information
from EHRs, tasks that could be time-consuming if done
manually. Within the broader category of neural networks,
RNNs are also a method used for IE in which the authors of
studies [57-66] all use RNNs, with BiLSTM-CRF (Bidirectional
Long Short-Term Memory - Conditional Random Field) being
a very popular network among these studies. The main topics
extracted include terms related to specific diseases, drug names
with associated attributes (dosage, frequency, duration, route,
and condition), adverse drug events, the presence of a diagnosis,
or even important information in medical image reports, with
the results globally proven to be promising.

Studies [67-69] use ML methods, with the first focusing on
automatically classifying the outcomes of specific tasks related
to the clinical conditions of stroke survivors, the second aiming
to extract useful information in abdominopelvic radiology
reports, and the third one focused on extracting travel history
mentions from clinical documents. In Malmasi et al [70], the
use of different methods to extract low-prevalence concepts is
discussed, specifically in the case of insulin rejection by patients
with attempts at both sentence-level and token-level approaches
using ML and DL methods, but the results showed that it is
challenging to automatically identify low-prevalence concepts.
Similar proposals have been presented in studies [71-79] using
spaCy’s [80] pipeline for IE, contextual embeddings such as
embeddings from language models (ELMo) [81] and BERT,
position-attention mechanisms, knowledge graph embeddings,
word segmentation models, or even NLP models developed
using Java for extracting medical information, for example,
extracting details related to drugs, drug attributes, or diagnoses.

In Lee and Uppal [82], a web-based summarization and
visualization tool is introduced for extracting salient information
from clinical and biomedical text, featuring sentence ranking
by relevance and facilitating early medical risk detection in
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clinical settings. Chen et al [83] aimed to create a model to
extract concept embeddings from EHRs for disease pattern
retrieval and subsequent classification tasks.

Assertion Status
Sykes et al [84] address the issue of negation and non-negation
of clinical terms in EHRs. It is an Assertion Status case, in which
the text can be characterized by cases where diseases are stated
to be absent or only hypothesized. In this study, they propose
various methods to address this issue, including rule-based, ML,
or DL approaches, and all proposals yielded good results in a
test set, achieving an F1-score of more than 0.95. In Chaturvedi
et al [85], a corpus annotated with mentions of pain was
developed, considering the presence or absence of pain. It is
another example of an Assertion Status problem aimed at
facilitating further studies using the corpus to better understand
how pain is mentioned in clinical notes.

Medical Lexical Problems
From a different perspective, there have been studies focusing
on medical lexical problems. Newman-Griffis et al [86] discuss
the presence of ambiguous words and attempts to normalize
medical concepts to standardize vocabularies, while the study
by Jaber et al [87] addresses the problem of the frequent use of
abbreviations by proposing a method, by fine-tuning a pretrained
LM, to successfully disambiguate clinical abbreviations. Lee
et al [88] propose a typographical error correction model that
considers context, based on a masked LM, to address the issue
of typographical errors in real-world medical data. They
conclude that typographical errors in unstructured text negatively
impact the performance of NLP tasks, and their method is robust
and applicable in real-world environments.

Discussion

Principal Findings
Continuing the pretraining of LMs to develop health care LMs
has proven beneficial. The most common method to evaluate
this approach is by fine-tuning both the baseline and the
in-domain LM on downstream NLP tasks and comparing the
results.

In IE models, NER is the most popular topic aimed at
automatically identifying and extracting medically relevant
information. Transformers are the preferred technology for this
purpose, with fine-tuning of medical LMs consistently achieving
superior results.

To conclude our SLR, we engaged in a deeper discussion
divided into health care LMs and health care IE models.

Health Care Language Models
On a global scale, we have identified numerous studies that
continued the pretraining of LMs to develop domain-specific
LM, specifically medical LMs. In general, the findings across
almost all of these studies substantiate the advantages of
in-domain training before undertaking any other downstream

tasks. The favorite evaluation task is NER, with almost every
study mentioning the fine-tuning of LMs for the NER task.

As shown in Table 1, English and Chinese are the languages
with the most studies and published models due to the available
resources in terms of data and hardware power. The level of
domain adaptation for these languages is more advanced, with
dedicated health care LMs developed for specific diseases such
as Alzheimer Disease-BERT [11] and CancerBERT [12], which
represent very focused domains. These studies offer advantages
by achieving better performance in extracting specific concepts
from textual data related to these diseases compared with general
health care LMs.

For non-English languages, the process is not so developed,
which can be considered as expected since they have their
known limitations, such as the scarcity of data and resources
available. Nevertheless, there have been concerted efforts to
create general health care LMs, underscoring the community’s
recognition of the use of these models. The Portuguese language
fits this context, and despite initial strides that have already
been taken, there exists ample room for improvement,
particularly in the context of PT-PT where the only published
study is [33], yet, to the best of our knowledge, the model is
not publicly available.

Non-English languages, particularly Portuguese, should draw
inspiration from advancements and results in medical domain
adaptation studies. Despite limited resources and available data,
efforts should first focus on creating general medical LMs. In
a subsequent phase, efforts should be directed toward narrowing
down to specific diseases while performing domain adaptation.
This approach ensures that knowledge previously acquired by
the LMs is refined within the medical domain and then adapted
to smaller medical domains without losing the previously
acquired knowledge completely. This initiative aims to foster
the development of AI technologies in Portuguese, thereby
promoting health care equality and access in languages with
fewer resources. These models can be further fine-tuned for
medical NLP tasks, such as IE, aimed at automatically
identifying or highlighting specific information or structuring
medical information extracted from textual data for ML analysis
to aid health care professionals.

Health Care IE Models
Several methods have been used to create health care IE models.
The most common method is the use of transformers, followed
by the application of other DL and ML methods (Table 2). As
previously discussed, the most popular topic was NER, where
authors attempted to identify and extract medically relevant
information.

The results indicate that the most successful approach involves
using pretrained LMs fine-tuned for IE tasks, benefiting from
the contextual understanding of the text to achieve better results.
The most commonly identified entities were diagnoses or
diseases and drugs, along with specific phenotypes related to
certain diseases.
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Table 2. Number of studies used per method.

ArticlesMethods

16Transformers

15Other DLa

10RNNb

9Other MLc

5CNNd

4Rule-based

aDL: deep learning.
bRNN: recurrent neural network.
cML: machine learning.
dCNN: convolutional neural network.

It is also relevant to mention that in our query, 2 studies were
focused on Assertion Status. This task involves classification
at the sentence level aimed at assessing an entity based on its
presence or absence in the text. Examples of absence include
negation or hypothesizing medical information. From another
perspective, to address the problems presented by medical text,
we also found 2 studies that propose solutions to disambiguate
the multitude of abbreviations present in medical text and 1
study that presents a typo correction model. Both solutions
aimed to improve text quality and seek to correct issues in the
text that are considered inevitable by health care professionals.
These 5 studies could also be seen as an improvement to NER
results. The ones focused on correcting the text could be viewed
as a preprocessing step that would enhance the understanding
of the medical text, while the Assertion Status studies could
help ascertain whether an identified entity is present or absent
in a patient’s condition. When compared with the distribution
of NER, these 2 topics lack development, as together, they
account for only 10% of the health care IE studies found. The
community would benefit from more studies using different
technologies and identifying new challenges to be solved.

Conclusions
Our SLR highlights the benefits of in-domain training for health
care LMs and the effectiveness of transformers in IE tasks,
addressing a research gap regarding the lack of studies on health
care LMs. Transformers excel in NER, identifying diagnoses,
diseases, drugs, and phenotypes. English and Chinese lead in
research and LM development, while non-English languages
such as Portuguese show promise but need exploration.
Challenges include Assertion Status and text disambiguation,
necessitating diverse methodologies and research in health care
IE.

We have identified several health care–domain LMs, but there
is a clear gap for non-English languages where the data and
resources available are low. There is much to improve in those
languages, with Portuguese being an example. The benefits of
creating a medical-domain LM are already proven, and the
health care sector could benefit greatly from a symbiosis with
AI. Therefore, non-English languages should be motivated by
the scarce studies already published and try to replicate them
for their own language in order to fill this existing gap.

From another point of view, the use of transformers appears to
be the better technique to automatically identify medical
information. Despite the annotation process for any supervised
learning task being very time-consuming, transformers achieve
better results on fewer annotations, making their usage on new
tasks relatively easier. This task also benefits from an in-domain
medical LM. The entities most commonly extracted are
diagnosis or disease, posology-related entities, symptoms, and
phenotypes related to specific diseases.

Despite our belief that this was the right choice, we highlight
the 2 databases that we searched, and we acknowledge that,
despite our best efforts, there is always a possibility that not all
relevant papers will be found when formulating a query. These
are the limitations of our study. The chosen timeframe may also
limit the availability of relevant studies, even though we believe
it is the right timeframe to include studies that establish the
current state-of-the-art with new technologies. While we focused
on the Portuguese language, we acknowledge that our
conclusions cannot be generalized to all non-English languages.
However, other languages with similar characteristics in terms
of available data and resources can certainly gain insights from
this SLR.

Globally, the development and research in these topics for the
English language are very advanced compared with non-English
languages. In English, several studies have been presented that
perform domain adaptation for smaller domains, such as
specific-disease LMs, which have improved results in extracting
medical information related to these diseases. The next steps
should involve continuing the pretraining for different medical
areas or diseases to ensure the most comprehensive coverage
with LMs. In addition, fine-tuning the already available models
to meet the specific requirements of health care professionals
is essential.

Non-English languages are still performing domain adaptation
for general domains, such as medical or biomedical fields, and
should be motivated by these studies to overcome the barriers
inherent in their respective language. In the next step, they
should focus on performing domain adaptation, aiming to narrow
down to specific medical areas or diseases. They should strive
to replicate studies on Assertion Status or even those focused
on resolving the frequent presence of abbreviations and typos
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in the text. In non-English languages where there is a scarcity
of available data, it would be beneficial to have open corpora,
even if distributed under licenses that protect data privacy, to
enable more researchers to develop models.

These types of studies are important to assess and guide the
development of non-English languages trying to bridge the gaps
and capitalize on the opportunities provided by these
technologies to promote equity and improve access to health

care all over the world. The differences in the available data
and resources are almost impossible to correct but at least should
be minimized.

This effort aims to harness AI to enhance health care by
developing advanced LMs tailored for non-English languages,
thereby supporting health care professionals with
decision-making tools that alleviate their workload and improve
patient care indirectly.
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Abstract

Background: Artificial intelligence (AI) has shown great promise in assisting medical diagnosis, but its application in renal
pathology remains limited.

Objective: We evaluated the performance of an advanced AI language model, Claude 3 Opus (Anthropic), in generating
diagnostic descriptions for renal pathological images.

Methods: We carefully curated a dataset of 100 representative renal pathological images from the Diagnostic Atlas of Renal
Pathology (3rd edition). The image selection aimed to cover a wide spectrum of common renal diseases, ensuring a balanced and
comprehensive dataset. Claude 3 Opus generated diagnostic descriptions for each image, which were scored by 2 pathologists
on clinical relevance, accuracy, fluency, completeness, and overall value.

Results: Claude 3 Opus achieved a high mean score in language fluency (3.86) but lower scores in clinical relevance (1.75),
accuracy (1.55), completeness (2.01), and overall value (1.75). Performance varied across disease types. Interrater agreement
was substantial for relevance (κ=0.627) and overall value (κ=0.589) and moderate for accuracy (κ=0.485) and completeness
(κ=0.458).

Conclusions: Claude 3 Opus shows potential in generating fluent renal pathology descriptions but needs improvement in
accuracy and clinical value. The AI’s performance varied across disease types. Addressing the limitations of single-source data
and incorporating comparative analyses with other AI approaches are essential steps for future research. Further optimization
and validation are needed for clinical applications.

(JMIR Med Inform 2024;12:e65033)   doi:10.2196/65033

KEYWORDS

artificial intelligence; Claude 3 Opus; renal pathology; diagnostic performance; large language model; LLM; performance
evaluation; medical diagnosis; AI language model; diagnosis; pathology images; pathologist; clinical relevance; accuracy; language
fluency; pathological diagnosis

Introduction

Artificial intelligence (AI) has demonstrated remarkable
capabilities in analyzing complex medical data and assisting
clinical decision-making across various fields [1]. In particular,

AI’s potential for interpreting histopathological images has been
increasingly recognized, offering novel insights into disease
pathogenesis and diagnosis [2]. However, the application of AI
in renal pathology, a field characterized by high complexity and
variability, remains relatively unexplored. Recent advancements
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in natural language processing, such as the development of large
language models (LLMs) like GPT-3 (OpenAI) and Claude 3
Opus (Anthropic), have opened up new possibilities for
AI-assisted pathological diagnosis [3,4]. These models can
capture semantic and contextual information from textual data
and generate coherent, human-like responses. Despite the proven
utility of AI in other pathology domains, such as oncology and
dermatology, its performance and feasibility in renal pathology
have not been systematically evaluated. To address this gap,
we conducted a pioneering study to investigate the potential of
using Claude 3 Opus, a state-of-the-art AI language model, for
renal pathological diagnosis. By assessing the model’s ability
to generate accurate and clinically relevant diagnostic
descriptions for a wide range of renal pathologies, we aimed to
provide initial evidence and insights into the strengths and
limitations of AI in this challenging field.

Methods

We carefully curated a dataset of 100 representative renal
pathological images from the Diagnostic Atlas of Renal
Pathology (3rd edition) [5]. The image selection process aimed
to cover a wide spectrum of common renal diseases, ensuring
a balanced and comprehensive dataset. The number of images
per disease type ranged from 2 to 9 (eg, immunoglobulin A
nephropathy: n=5; acute tubular injury: n=4; diabetic

nephropathy: n=9), proportional to the relative prevalence and
morphological diversity of each condition. Multimedia Appendix
1 provides the complete list of images and their corresponding
disease labels.

Claude 3 Opus, an advanced AI language model, was used to
generate diagnostic descriptions for each image. For each image,
the model was given the following prompt: “Describe the key
morphological features and provide a diagnostic impression for
this renal biopsy image.” No additional disease-specific
information or background knowledge was provided, allowing
us to assess Claude 3 Opus’s standalone performance in renal
pathology interpretation. The generated descriptions were
evaluated by 2 experienced renal pathologists using a
comprehensive 5-point scale across 5 key dimensions: clinical
relevance, accuracy, language fluency, detail completeness, and
overall clinical value. These evaluation dimensions were
selected based on established frameworks for assessing the
quality and utility of pathology reports [6,7]. They collectively
cover the essential aspects of an effective pathology description,
from clinical applicability and correctness to clarity and
comprehensiveness. Descriptive statistics (means and SDs) of
the evaluation scores were calculated for each pathological type.
The interrater agreement between the 2 pathologists’ scores was
assessed using the Cohen κ statistic. Figure 1 shows an example
of a prompt to Claude 3 Opus and its response.
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Figure 1. Example of a prompt to Claude 3 Opus and its response.

Results

The performance evaluation results for Claude 3 Opus in
generating renal pathological descriptions are presented in Table
1. The AI model achieved a high overall score in language
fluency (mean score 3.86, SD 0.68), indicating its ability to
produce grammatically correct and easily readable reports.
However, the model’s performance in other key aspects was
suboptimal, with lower scores for clinical relevance (mean score
1.75, SD 0.77), accuracy (mean score 1.55, SD 0.66), detail
completeness (mean score 2.01, SD 0.84), and overall clinical
value (mean score 1.75, SD 0.74). Notably, the AI model’s
performance varied across different renal pathological types.

Higher scores (>4) were observed for certain diseases, such as
membranoproliferative glomerulonephritis and subacute
bacterial endocarditis–associated glomerulonephritis, suggesting
the model’s potential in assisting the diagnosis of these specific
conditions. Conversely, the model’s performance was subpar
for several other types, including acute interstitial nephritis
(mean score 1.00, SD 0.00) and collapsing glomerulopathy
(mean score 1.17, SD 0.24), indicating limitations in capturing
their key diagnostic features. The inter-rater agreement analysis
revealed substantial agreement between the 2 pathologists on
clinical relevance (κ=0.627) and overall clinical value
(κ=0.589), as well as moderate agreement on accuracy (κ=0.485)
and detail completeness (κ=0.458).
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Table 1. Performance of Claude 3 Opus in generating descriptions for 100 renal pathological images across 27 disease types.

Overall clinical appli-
cability, mean score

Detail completeness,
mean score

Language fluen-
cy, mean score

Accuracy of de-
scription, mean
score

Clinical rele-
vance, mean
score

Standard pathological diagnosis

1.902.904.301.102.10Immunoglobin A nephropathy (n=5)

1.672.504.331.171.67Immunoglobin G4–related tubulointerstitial
nephritis (n=3)

2.502.834.171.832.33Proliferative glomerulonephritis with mono-
clonal deposits (n=3)

1.752.503.751.501.25Autosomal dominant polycystic kidney disease
(n=2)

1.402.003.901.101.10Henoch-Schönlein purpura nephritis (n=5)

1.632.383.881.381.63Acute postinfectious glomerulonephritis (n=4)

1.001.503.671.001.17Acute interstitial nephritis (n=3)

1.381.883.501.381.25Acute tubular injury (n=4)

1.632.383.881.381.38Acute pyelonephritis (n=4)

1.882.253.751.751.63Focal segmental glomerulosclerosis (n=4)

2.632.754.002.382.38Anti–glomerular basement membrane anti-
body–mediated glomerulonephritis (n=4)

2.002.004.001.001.50Chronic interstitial fibrosis and tubular atrophy
(n=2)

2.002.004.001.502.00Chronic pyelonephritis (n=2)

1.831.503.501.501.83Diffuse mesangial sclerosis (n=3)

4.003.673.834.004.17Membranoproliferative glomerulonephritis
(n=3)

1.131.004.001.001.13Arterionephrosclerosis (n=4)

1.331.673.831.171.33Medullary cystic disease (n=3)

1.171.173.501.171.17Collapsing glomerulopathy (n=3)

1.441.503.611.441.50Diabetic nephropathy (n=9)

1.691.943.751.561.44Preeclampsia (n=8)

1.251.503.751.251.50Fibrillary glomerulonephritis (n=2)

1.831.673.831.671.83Microscopic polyangiitis (n=3)

2.252.754.001.752.25Hemoglobinuric acute renal failure (n=2)

1.671.674.001.501.50Thrombotic microangiopathy (n=3)

2.832.674.003.003.17Subacute bacterial endocarditis–associated
glomerulonephritis (n=3)

1.881.754.001.882.00Scleroderma (n=4)

1.301.403.501.101.50Kidney biopsies from healthy people (n=5)

1.752.013.861.551.75Overall

Discussion

Principal Findings
This study provides initial evidence for the potential of advanced
AI language models, such as Claude 3 Opus, in assisting renal
pathological diagnosis. The model demonstrated promise in
generating fluent and readable pathological descriptions, which
could streamline the reporting process and alleviate pathologists’
workloads. However, the suboptimal performance in accuracy,

clinical relevance, and overall value highlights the need for
further improvement before clinical implementation. The
interrater agreement analysis revealed substantial agreement
for clinical relevance and overall value, but only moderate
agreement for accuracy and completeness. This discrepancy
might stem from the inherent subjectivity in evaluating granular
aspects of pathology descriptions. Pathologists’ individual
expertise, expectations, and interpretive styles could influence
their assessments of accuracy and completeness. Developing
standardized scoring rubrics and involving larger, multicenter
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expert panels in future studies could help mitigate this variability
and improve evaluation reliability [8,9].

The AI model’s performance varied notably across different
renal pathological types. The higher scores for conditions like
membranoproliferative glomerulonephritis and infection-related
glomerulonephritis could be attributed to their distinct
morphological features, such as characteristic immune-complex
deposits or structural alterations [10]. These overt patterns might
be more readily discernible by the AI algorithms. Conversely,
the lower performance for diseases like acute interstitial
nephritis and collapsing glomerulopathy might reflect their
subtler or more heterogeneous histological manifestations [11],
posing challenges for automated interpretation.

While Claude 3 Opus exhibited potential in generating fluent
descriptions, the limited accuracy and clinical relevance
underscore the challenges of applying LLMs to complex medical
image data. As highlighted by recent studies [12,13], LLMs
excel at processing textual information but may struggle with
the intricacies of specialized visual tasks like histopathology
interpretation. Continued research on architectures and training
strategies tailored for medical vision applications is crucial for
realizing the full potential of AI in this domain.

Our study’s reliance on images from a single atlas dataset may
have introduced some biases and limits the generalizability to
real-world clinical scenarios. Although the Diagnostic Atlas of
Renal Pathology is widely recognized as a high-quality
reference, external validation using diverse, multicenter biopsy
datasets is essential to assess the robustness and transferability
of our findings [14]. Future studies should prioritize prospective
validation on independent clinical cohorts to establish the
real-world performance of AI models like Claude 3 Opus.

Comparing the performance of Claude 3 Opus with other AI
models or traditional diagnostic methods could offer valuable
insights into its relative strengths and areas for improvement.
While direct comparisons were beyond the scope of this initial
study, recent work has reported promising results with deep
learning–based approaches for renal pathology classification.
Shen et al [15] developed a convolutional neural network (CNN)
model that achieved an accuracy of 87.5% in classifying 6

common glomerular diseases. Similarly, Hermsen et al [16]
demonstrated the effectiveness of a multiclass CNN for
diagnosing various renal pathologies, with an area under the
receiver operating characteristic curve ranging from 0.88 to
0.99. These studies highlight the potential of specialized AI
architectures for renal pathology diagnosis, serving as
benchmarks for evaluating the performance of LLMs like Claude
3 Opus. Future research should aim to conduct head-to-head
comparisons and explore synergistic integrations of LLMs with
image-based AI models to leverage their complementary
strengths.

To fully realize AI’s potential in renal pathology, future research
should focus on optimizing the model’s training process with
comprehensive and balanced datasets, incorporating expert
feedback into the learning process, and integrating AI with
advanced digital pathology tools for more accurate and objective
diagnoses. The scarcity of large-scale annotated datasets and
concerns about AI interpretability remain major challenges to
be addressed. Amidst these challenges, the collaboration
between AI researchers, pathologists, and clinicians is crucial
for developing reliable and clinically applicable AI models.
Standardized evaluation frameworks and best practices for the
responsible use of AI in pathology are also needed. As AI
continues to advance, we anticipate its increasing role in
enhancing diagnostic accuracy and efficiency, ultimately
benefiting patient care.

Conclusion
In conclusion, our study provides an initial assessment of Claude
3 Opus’s potential for AI-assisted renal pathology diagnosis.
While the model showed promise in generating fluent
descriptions, improvements in accuracy and clinical relevance
are necessary for practical implementation. The observed
performance variations across disease types highlight the need
for targeted model optimizations. Addressing the limitations of
single-source data and incorporating comparative analyses with
other AI approaches are essential steps for future research. As
AI continues to advance, close collaboration between
pathologists, AI researchers, and clinicians will be instrumental
in developing reliable, integrated diagnostic solutions that
enhance patient care in renal pathology.
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Abstract

Background: Transformer-based language models have shown great potential to revolutionize health care by advancing clinical
decision support, patient interaction, and disease prediction. However, despite their rapid development, the implementation of
transformer-based language models in health care settings remains limited. This is partly due to the lack of a comprehensive
review, which hinders a systematic understanding of their applications and limitations. Without clear guidelines and consolidated
information, both researchers and physicians face difficulties in using these models effectively, resulting in inefficient research
efforts and slow integration into clinical workflows.

Objective: This scoping review addresses this gap by examining studies on medical transformer-based language models and
categorizing them into 6 tasks: dialogue generation, question answering, summarization, text classification, sentiment analysis,
and named entity recognition.

Methods: We conducted a scoping review following the Cochrane scoping review protocol. A comprehensive literature search
was performed across databases, including Google Scholar and PubMed, covering publications from January 2017 to September
2024. Studies involving transformer-derived models in medical tasks were included. Data were categorized into 6 key tasks.

Results: Our key findings revealed both advancements and critical challenges in applying transformer-based models to health
care tasks. For example, models like MedPIR involving dialogue generation show promise but face privacy and ethical concerns,
while question-answering models like BioBERT improve accuracy but struggle with the complexity of medical terminology. The
BioBERTSum summarization model aids clinicians by condensing medical texts but needs better handling of long sequences.

Conclusions: This review attempted to provide a consolidated understanding of the role of transformer-based language models
in health care and to guide future research directions. By addressing current challenges and exploring the potential for real-world
applications, we envision significant improvements in health care informatics. Addressing the identified challenges and
implementing proposed solutions can enable transformer-based language models to significantly improve health care delivery
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and patient outcomes. Our review provides valuable insights for future research and practical applications, setting the stage for
transformative advancements in medical informatics.

(JMIR Med Inform 2024;12:e49724)   doi:10.2196/49724

KEYWORDS

transformer-based language models; medicine; health care; medical language model

Introduction

Background
Transformer models have revolutionized natural language
processing (NLP) with their exceptional state-of-the-art
performance in various applications such as conversation,
translation, text classification, and text generation. A transformer
model is a type of deep learning model designed to process and
generate sequences of data, such as text. The key innovation of
transformer models is the self-attention mechanism, which
allows the model to weigh the importance of different words in
the input sequence, regardless of their position. Self-attention
allows the model to focus on different parts of an input sequence
simultaneously, rather than processing the sequence in a fixed
order. This mechanism enables the model to capture complex
patterns and relationships within the context more effectively
than previous models, which is particularly useful for
understanding and generating natural language. These models
hold significant promise for the health care sector, addressing
clinical challenges and unlocking new opportunities in medical
informatics (eg, disease prediction, clinical decision support,
and patient interaction).

Since the introduction of the transformer model by Google [1]
in 2017, it has become the foundation for various pretrained
language models (PLMs). PLMs are transformer models that
have been initially trained on a large text corpus before being
fine-tuned for specific tasks. This pretraining allows the models
to leverage vast amounts of unstructured data to improve their
performance in various NLP tasks. Two of the most widely used
PLM architectures in medical research are Generative
Pre-trained Transformer (GPT) and Bidirectional Encoder
Representations from Transformers (BERT). GPT is designed
to generate coherent text based on a given input, making it useful
for tasks like dialogue generation [2]. BERT, on the other hand,
is designed to understand the context of words in a sentence
from both directions, making it highly effective for tasks like
question answering and text classification [3].
Transformer-based language models have revolutionized the
field of NLP and continued to advance the state-of-the-art in
NLP with their impressive performance.

Despite the success of transformer-based language models in
many domains, there is a significant gap in comprehensive
reviews specifically focused on their application in the health
care domain. In health care, transformer-based language models
have been used for crucial tasks such as disease prediction,
decision-making, and image analysis [4]. With the abundance
of free text sources, such as medical documentation in free text,
including social media, electronic medical records (EMRs),
physician-patient conversations, and online encyclopedias, more
significant challenges to language models are needed. The

application of NLP in health care is not without controversy,
particularly concerning data privacy, ethical implications, and
the integration of artificial intelligence (AI) systems into clinical
practices. Debates continue about the extent to which AI can
replace human judgment, the transparency of AI
decision-making processes, and the potential biases in AI models
trained on unbalanced datasets. By addressing these concerns,
our paper contributes to the timely and critical discourse on the
responsible deployment of transformer-based language models
in health care, emphasizing the need for transparency, fairness,
and ethical considerations in AI development.

Objective
The objective of this paper is to provide a comprehensive
scoping review of task-specific transformer-based language
models in health care. By focusing on models pretrained on
medical corpora, we aim to address the gap in existing literature
where detailed surveys specifically tailored to health care
applications are lacking. We seek to highlight the strengths,
limitations, and potential of these models, offering valuable
insights for future research and practical applications in medical
informatics.

Related Work
While many review studies of NLP have been conducted in the
medical field [5-13], on transformer-based language models
[14-20], and in health-related domains [21-25], comprehensive
surveys and broader and up-to-date transformer-based language
models in health care are lacking, leaving a gap in understanding
their full potential and limitations. Pandey et al [5] introduced
RedBERT, a model focusing on topic discovery and deep
sentiment classification of COVID-19 online discussions,
demonstrating the application of NLP in understanding public
health concerns. Iroju and Olaleke [6] conducted a systematic
review of NLP applications, identifying key areas where NLP
can enhance clinical decision-making and patient care. Similarly,
Locke et al [7] provided a comprehensive overview of NLP in
medicine, emphasizing the potential of NLP technologies in
transforming medical practice. Adyashreem et al [8] surveyed
various NLP techniques in the biomedical field, shedding light
on how these techniques can be applied to biomedical text for
improved information extraction and analysis. Wang et al [9]
reviewed the application of NLP in clinical medicine,
highlighting the advancements and challenges in integrating
NLP with clinical workflows.

Khanbhai et al [11] applied NLP and machine learning
techniques to patient experience feedback, providing insights
into patient satisfaction and areas for improvement in health
care services. Casey et al [12] focused on NLP applications in
radiology reports, identifying how NLP can streamline the
interpretation and reporting of radiological findings. Zhou et al
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[13] discussed the broader applications of NLP for smart health
care, envisioning a future where NLP-driven systems enhance
patient care and operational efficiency.

In the realm of transformer-based language models, Zhang et
al [14] surveyed their applications in bioinformatics,
highlighting how these models have advanced the analysis of
biological data. Yang [15] and Lin et al [16] explored the
progress and applications of transformer models in Korean and
general NLP tasks, respectively, highlighting their growing
importance and versatility. Chitty-Venkata et al [17] reviewed
neural architecture search for transformers, underscoring the
potential of these models in optimizing NLP tasks. Gillioz et al
[18] provided an overview of transformer-based models for
various NLP tasks, illustrating their adaptability and efficiency.
Han et al [19] focused on multimodal pretrained models,
emphasizing their capability to handle diverse data types,
including text, image, and audio. Greco et al [20] and Albalawi
et al [21] discussed transformer models’ applications in mental
health and Arabic social media, respectively, highlighting their
potential in understanding and addressing specific health-related
issues. Kalyan et al [22] and Shamshad et al [23] provided
comprehensive surveys on biomedical PLMs and their
applications in medical imaging, respectively, showcasing the
transformative impact of transformers in these fields.

Our review categorizes these models into 6 key tasks: dialogue
generation, question answering, summarization, text
classification, sentiment analysis, and named entity recognition
(NER). Ultimately, advancements in transformer-based language
models hold the promise of significantly transforming health
care delivery and improving patient outcomes. By enabling
more accurate disease prediction, enhancing clinical decision
support, and facilitating better patient-provider communication,
these models can lead to more efficient, effective, and
personalized health care. Our review underscores the broader
implications of these technologies, advocating for continued
research and development to harness their full potential in
revolutionizing medical informatics and patient care.

Methods

Information Source and Search Strategy
We followed the Cochrane scoping review protocol to conduct
and map the available literature in an efficient and systematic
approach. This method involves defining the research question,
identifying relevant studies, selecting studies based on
predefined criteria, charting data, and summarizing the results
to clarify key concepts and identify research gaps [24].

Our research team (mainly HNC and TJJ) conducted a
comprehensive literature review for identifying studies in the
field that met the inclusion and exclusion criteria. The screening
and selection of papers were conducted by 2 independent
reviewers (HNC and TJJ). Initially, titles and abstracts were
screened to identify relevant studies. Full texts of potentially
eligible studies were then reviewed to ensure they met the
inclusion criteria. Disagreements between reviewers were
resolved through discussion and consensus, with a third reviewer
(YHK) consulted if necessary. Our literature search was
conducted across several scientific databases, including Google
Scholar and PubMed, which were selected for their
comprehensive coverage of relevant journals and peer-reviewed
studies in the medical and academic fields. We covered
publications from January 01, 2017, to September 30, 2024,
and used specific combinations of keywords and Boolean
operators, such as “transformer-based AND language models
AND medical domain,” “health care AND language models,”
“NLP AND medicine AND survey,” and “GPT AND BERT
AND health care.” Data extraction involved summarizing key
findings, model names, and training datasets. The extracted data
were cross-verified by both reviewers to ensure accuracy and
consistency. Any discrepancies were resolved through
discussion.

We included studies that involved transformer-derived models
applied to medical tasks, were published in peer-reviewed
journals, and were written in English. The exclusion criteria
involved studies focusing solely on non-text data (eg, audio,
image, and video) or those not meeting the inclusion
requirements. The selection of tasks (dialogue generation,
question answering, summarization, text classification, sentiment
analysis, and NER) was based on their critical role in advancing
health care applications of transformer models. The specific
process is illustrated in Figure 1, with details of each stage of
filtering from the initial identification of articles to the final
selection. The inclusion criteria were rigorously applied at each
step, beginning with the screening of titles and abstracts,
followed by a full-text review, and culminating in the inclusion
of studies that met all predefined criteria. This methodical
approach allowed us to compile a comprehensive and focused
set of articles for our scoping review, ensuring that our findings
are both robust and reliable.

These tasks cover a wide range of functionalities essential for
improving clinical workflows, enhancing patient interactions,
and facilitating efficient information retrieval and analysis,
making them vital for the advancement of transformer-based
language models in the medical domain. Languages and model
types were chosen to represent a diverse range of medical
contexts and applications.
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Figure 1. Article filtering process with inclusion criteria.

In this section, studies that have used language models in health
care applications were examined. Based on the literature review,
Table 1 provides a comprehensive list of transformer-based
models applied in the medical domain, comparing each task
based on the authors, model name, training dataset, PLM model,
key metric, score, and purpose or findings of the study. These
English-written PLMs in the health care domain were
categorized into 6 distinct tasks, namely dialogue generation,
question answering, summarization, text classification, sentiment
analysis, and NER. The articles within each task are listed in
no sequential order. In Figure 2, the evolution timeline of

transformer-based language models provides an overview of
significant models that have been developed for use in medicine.
It illustrates key milestones and the deployment criteria used
to guide the inclusion of studies in our review. This historical
context provides a foundation for understanding the
methodological choices made in our scoping review. This visual
representation highlights the emergence of models over time
and their increasing significance in health care applications. We
provide insights into the progress made in this field and
anticipate future advancements by tracking the development of
these models.
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Table 1. Summary of the applications of pretrained language models subdivided into tasks.

Key findingsScore (%)Key metricPLMa

model

Training datasetModel nameTask and author
(year)

Conversation

Integrated triples from knowledge graphs to enhance
medical predictions using a large pretrained model.

85AccuracyBERTUMLSMedical Enti-
ty Prediction
(MEP)

Varshney et
al [26], 2023

Adapted and improved biomedical context understand-
ing through advanced generative techniques.

65Rouge-2BARTPubMedBioBARTYuan et al
[27], 2022

Used a knowledge-aware dialogue graph encoder
(KDGE) and recall-enhanced generator (REG) to
improve clinical responses.

82F1BERT,
GPT

MedDG, MedDia-
log

MedPIRZhao et al
[28], 2022

Tailored for task-oriented medical dialogues by in-
corporating domain-specific ontologies.

21.5BLEUBARTWikipedia, WOZ,
CamRest676

OPALChen et al
[29], 2023

First scalable model to integrate a medical knowledge
graph into a large pretrained model, enhancing
biomedical understanding.

15Relevance im-
provement

BERT,
GPT

MedDG, MedDia-
log-CN

MKA-
BERT-GPT

Liang et al
[30], 2021

Generated diverse, emotive, and empathetic sentences
for health care interactions.

90Emotive accura-
cy

GPT-3KB, doctor editsMEDCODCompton et
al [31], 2021

Fine-tuned LLaMa model using tailored doctor-pa-

tient dialogues for medical NLPb tasks.

83.7,
84.5, 84.1

Precision, re-
call, F1

LlaMA5000 doctor-pa-
tient conversations

ChatDoctorLi et al [32],
2023

Automated large-scale medical conversation text
annotation with terminology extraction.

87Annotation ac-
curacy

BARTMedDialog-w
terms+AL

Tang et al
[33], 2023

Proposed a transformer-based framework using a flat
encoder-decoder architecture for dialogue state
tracking in medical contexts.

54.6DST accuracyBERTMultiWOZTrans-
former-DST

Zeng et al
[34], 2020

Employed a hierarchical approach to medical dia-
logue analysis, including multiple-choice question
answering.

64.3AccuracyBERTMeDiaQAMeDia-
BERT

Suri et al
[35], 2021

A medical T5 text-to-text model effective for various
clinical downstream tasks.

86.6AccuracyT5PubMedSciFivePhan et al
[36], 2021

Transitioned a general-purpose model to a high-per-
forming medical language model via comprehensive

64.43AccuracyLlaMAPubMed, 30K
Medical Books

PMC-LLa-
MA

Wu et al
[37], 2023

fine-tuning, achieving state-of-the-art performance
in medical question answering.

Chinese health care LLM: Tailored for the Chinese
medical domain, providing state-of-the-art results in
medical consultation tasks.

25.6,
27.76, 93

BLEU,
ROUGE, dis-
tinct

GPTHuatuo26MHuatuoGPTZhang et al
[38], 2023

Question answering

First domain-specific BERT-based model for
biomedical text mining, outperforming standard
BERT in medical tasks.

12.24MRR improve-
ment

BERTPubMed, EHRc,
clinical notes,
patents

BioBERTLee et al
[39], 2019

Pretrained on a 15M PubMed corpus, this model
outperforms GPT-2 in biomedical text generation.

78.2AccuracyGPTPubMedBioGPTLuo et al
[40], 2023

Enhanced the representation of biomedical entities
across a large corpus for better entity understanding.

40BiasMega-
tron-
LM

Wikipedia, news,
OpenWebtext

BioMega-
tron

Shin et al
[41], 2020

First proof-of-concept BERT model for integrating
electronic health records.

20 boostsAUCdBERTCerner Health
Facts, Truven

MED-BERTRasmy et al
[42], 2020

Effective in multi-hot reasoning and few-shot ques-
tion answering by linking documents.

5ImprovementBERTWikipediaLinkBERTYasunaga et
al [43], 2022

Learned the association of clinical terms within the
UMLS metathesaurus.

86F1BERTMIMIC-IIIUmlsBERTMichalopou-
los et al [44],
2020
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Key findingsScore (%)Key metricPLMa

model

Training datasetModel nameTask and author
(year)

Introduced a mention-neighbor hybrid attention
model for heterogeneous medical entity information.

78AccuracyBERTChineseBLUESMedBERTZhang et al
[45], 2021

A specialized model focused on renal transplant-
pathology integration.

95.8AccuracyBERTEMReExKidney-
BERT

Yang et al
[46], 2022

An automatic system for extracting tumor sites and
histology information.

85AccuracyBERTPathology reportsCaBERTnetMitchell et
al [47], 2021

First large-scale pretrained language model using the
OPTIMUS framework in the biomedical domain.

72.9VAESciB-
ERT,
GPT2

PubMedBioVAETrieu et al
[48], 2021

Proposed masked language modeling for radiology
text representations.

72AccuracyBERTCOntext (ROCO)MMBERTKhare et al
[49], 2021

A novel linking method for predicting document re-
lations in pretraining models.

84BLURBBERTWikipedia, Book
Corpus

Bi-
oLinkBERT

Yasunaga et
al [43], 2022

A 2-step question answering system addressing lin-
guistic disparities with BM25 and Sentence BERT.

69.5Mean average
precision

SBERTViHealthQASPBERTQANguyen et al
[50], 2022

First multimodal GPT capable of aligning biological
modalities with human language for medical text
analysis.

76.1AccuracyGPTPubMedBioMEDG-
PT

Luo et al
[51], 2023

A model that outperforms GPT-3.5 by using efficient
fine-tuning techniques.

74.3,
54.3, 47.0

Five-shot accu-
racy

LlaMA-
2

PubMed, USMLE,
MedMCQA

Clinical
Camel

Toma et al
[52], 2023

Highlighted privacy protection in medical artificial
intelligence and demonstrated significant perfor-
mance enhancements in medical certification exams
through fine-tuning.

21.1-24.1AccuracyAlpacaMedical flash
cards, Wikidoc

MedAlpacaHan et al
[53], 2023

Instruction prompt tuning undergoes rigorous human
evaluation to assess harm avoidance, comprehension,
and factual accuracy.

67.6AccuracyPaLMMedMCQA,
MedQA, Pub-
MedQA, MMLU

MedPaLM-2Singhal et al
[54], 2023

Achieved 6% improvement over the best public
baseline and 3% gain over fine-tuned Llama-2 mod-
els.

79.8AccuracyLlaMA-
2

PubMEDMEDITRONChen et al
[55], 2023

Summarization

Adapted a bidirectional encoder representation for
radiology text.

97.5, 95Accuracy, F1BERTOpen-I chest radio-
graph report

RadBERTYan et al
[56], 2022

Introduced the first transformer-based model for ex-
tractive summarization in the biomedical domain.

68ROUGE-LBERTPubMedBioBERT-
Sum

Du et al
[57], 2020

Reduced memory usage through sparse attention in
a long-sequence transformer.

97F1Long-
former,
Big
Bird

MIMIC-IIIClinical-
Longformer
& Clinical-
Big Bird

Li et al [58],
2022

Developed a multi-document summarization method
using token probability.

75AccuracyBERT,
BART

MS2DAMENMoro et al
[59], 2022

Designed a diagnoses summarization model based
on character-level tokens.

69.3AccuracyBERTHER (NTUH-
iMD)

AlphaBERTChen et al
[60], 2020

Released the first BERT-based model specifically
for clinical text.

11 im-
prove-
ments

F1BERTMIMIC-IIIBio+Clinical
BERT

Alsentzer et
al [61], 2019

Automatically generates abstractive summarization
of radiology reports.

73AccuracyBERTMIMICChestXRay-
BERT

Cai et al
[62], 2021

Developed a neural abstractive model for summariz-
ing long medical texts.

67, 56.4,
64.5

ROUGE-1 F1,
ROUGE-2 F1,
ROUGE-L F1

BERTUMLS, EHRLF2BERTYalunin et al
[63], 2022

Efficiently reduced fine-tuning time and improved
vocabulary adaptation for medical texts.

51.49,
47.54,
19.51

ROUGEGPTPubMed, BioASQ,
EBM

MEDVOCBalde et al
[64], 2024
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Key findingsScore (%)Key metricPLMa

model

Training datasetModel nameTask and author
(year)

Text classification

Outperformed previous biomedical and clinical do-
main models.

89Pearson correla-
tion

GPTClinical notes, UF
Health clinical cor-
pus MIMIC-III,
PubMed,
Wikipedia

GatorTronYang et al
[65], 2022

Established a leaderboard for biomedical NLP, with
robustness against noisy and incomplete biomedical
text.

81.2BLURBBERTPubMedPubMED-
BERT

Gu et al
[66], 2021

Introduced “catastrophic forgetting prevention” and
generated visualized interpretable embeddings.

72.7,
37.6,
54.2,
74.2, 42.0

Accuracy, preci-
sion, recall,

AUROCf,

AUPRCg

BERTEHR (clinical
notes)

Clinical-
BERT

Huang et al
[67], 2020

Effective transformer model for scientific text analy-
sis.

81.5F1BERTWikipedia, clinical
database, Book
Corpus

MatSciB-
ERT

Gupta et al
[68], 2022

Reduced model size by 60% for biomedical text
mining.

60 re-
duced
model
size, 2-3×
speed

Performance,
speed

BERTPubMed, PMCBioformerFang et al
[69], 2023

Proposed domain and task-adaptive pretraining with
a data selection strategy.

83.4F1RoBER-
Ta

CHEMPROT,
PubMed

BioMed-
RoBERTa

Gururangan
et al [70],
2020

Improved a BERT-based model for multiple tasks
with masked input text.

91.8,
89.6, 93.1

Accuracy, F1,

PR-AUCh
BERTPubMed, NICTA-

PIBOSO, symp-
toms

Mask-BERTLiao et al
[71], 2023

Developed a model for multi-type medical tests using
a knowledge graph.

82AccuracyBERTEHRKG-MTT-
BERT

He et al [72],
2022

Set a new standard in clinical disease prediction using
longitudinal EHRs.

81.95,
78.64

AUROC,
AUPRC

BERTEHRTrans-
formEHR

Yang et al
[73], 2023

Tailored embeddings for Danish medical text process-
ing.

86.7-97.1AccuracyBERTEMRMeDa-
BERT

Pedersen et
al [74], 2023

Leveraged a public resource-driven dataset for scien-
tific NLP.

85.49F1BERTPublic resourceSCHOLAR-
BERT

Hong et al
[75], 2023

Improved medical text classification tasks showing
performance gains up to 22.3% compared to tradition-
al methods.

90.0, 88.7Accuracy, F1GPTIllness datasetMediGPTAbu Tareq
Rony et al
[76], 2024

Sentiment analysis

A pretrained masked model designed for mental
health detection.

81.76,
81.82

F1, recallBERT,
RoBER-
Ta

RedditMental-
BERT/Men-
talRoBERTa

Ji et al [77],
2021

Developed a pretrained language model for the Per-
sian medical domain.

94.91,
94.63,
94.77,
96.14

Precision, re-
call, macro F1,
accuracy

BERTSelf-gathered col-
lection of texts
from online
sources

SINA-BERTTaghizadeh
et al [78],
2021

Proposed the first sentiment analysis model using a
transformer-based graph algorithm.

80AccuracyBERTSemEval, SST2,
IMDB, Yelp

SGTNAlBadani et
al [79], 2022

Introduced a sentiment classification method from
web-scraped data.

86.05AccuracyBERTRedditRedBERTPandey et al
[80], 2021

Designed a sentiment classification method for mi-
croblogging platforms.

90.81AccuracyBERTTwitterT-BERTPalani et al
[81], 2021

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2293https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Key findingsScore (%)Key metricPLMa

model

Training datasetModel nameTask and author
(year)

Created a BERT model for predicting acute kidney
injury.

74.7,
35.6,
61.9,
45.2,
76.8, 90.7

AUC, precision,
recall/sensitivi-
ty, F1, specifici-
ty, negative pre-
dictive value

BERTMIMIC-IIIAKI-BERTMao et al
[82], 2022

Improved computational efficiency by combining
topic and language models for fine-tuning.

70Cost optimiza-
tion

BERTOhsumedTopicBERTChaudhary
et al [83],
2020

Achieved state-of-the-art performance on biomedical
datasets using Twitter data for pretraining.

87.1F1BERTNCBI, BC5CDR,
BIOSSES,
MedNLI,
Chemprot, GAD,
JNLPBA

TweetBERTQudar et al
[84], 2020

Developed a Dutch language model for psychiatric
disease classification.

95.9AccuracyRoBERTDBRDBelabBERTWouts et al
[85], 2021

Named entity recognition

Interpretable model for multi-heterogeneous medical
concepts.

81AccuracyBERTEHRBEHRTLi et al [86],
2020

The first pretraining method for medication recom-
mendation in the medical domain.

45.7,
69.6, 61.5

Jaccard, PR-
AUC, F1

BERTEHRG-BERTShang et al
[87], 2019

Introduced the first transformer model for German
medical texts.

78AccuracyRoBER-
Ta, Got-
tBERT

Wikipedia, drug
leaflets from AM-
Ice, LIVIVO

BioGot-
tBERT

Lentzen et al
[88], 2022

Developed a BERT-based model for automated to-
ponym identification.

90.5,
91.2, 90.9

Precision, re-
call, F1

BERTPubMedTIMBERTDavari et al
[89], 2020

Demonstrated strong generalization ability across
biomedical texts and cross-lingual tasks.

77.3Masked token
score

BERTPubMed, MIMIC-
III

BlueBERTPeng et al
[90], 2019

The first ELECTRA-based model for the biomedical
domain.

85.9,
89.3, 87.5

Precision, re-
call, F1

BERTNCBIELEC-
TRAMed

Miolo et al
[91], 2021

A multi-task transformer model for slot tagging in
the biomedical domain.

88.4,
90.52,
89.5

Precision, re-
call, F1

BERTBC2GM,
BC5CDR, NCBI-
Disease

MT-BioNERKhan et al
[92], 2020

Trained on large biomedical corpora using ALBERT
for biomedical text mining.

97.4,
94.4, 95.9

Precision, re-
call, F1

BERTPubMed, PMCBioAL-
BERT

Naseem et al
[93], 2020

Designed a new architecture for processing long text
inputs in diabetes literature.

78AccuracyBERTTextbooks, re-
search papers, clin-
ical guidelines

BIBCYang et al
[94], 2021

Developed the first monolingual RoBERTa model
for French medical text.

85.7AccuracyRoBER-
Ta

WikipediaCamem-
BERT

Martin et al
[95], 2020

Efficiently handled noise in EHR data using NER
and MedCAT.

64PrecisionGPTEHRMedGPTKraljevic et
al [96], 2021

Proposed an entity normalization technique for 1.5
million EHR notes.

93.8F1BERTEHREhrBERTLi et al [97],
2019

Emphasized the importance of department-specific
language models, with a focus on cardiology.

74AccuracyBERTEMRHeartBERTGwon et al
[98], 2024

Introduced a graph-based learning method with
masked-language pretraining for clinical text extrac-
tion.

85.05PrecisionBERTUMLSUMLS-KGI-
BERT

Mannion et
al [99], 2023

Specialized in extracting Portuguese cardiology
terms, demonstrating that data volume and represen-
tation improve NER performance.

83FL-scoreBERTEHRCar-
dioBERTpt

Schneider et
al [100],
2023
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Key findingsScore (%)Key metricPLMa

model

Training datasetModel nameTask and author
(year)

Outperformed a rule-based solution in differentiating
titles and subtitles for a discharge summary dataset.

84.6F1BERTMIMIC-IIITocBERTSaleh et al
[101], 2024

aPLM: pretrained language model.
bNLP: natural language processing.
cEHR: electronic health record.
dAUC: area under the curve.
eEMR: electronic medical record.
fAUROC: area under the receiver operating characteristic curve.
gAUPRC: area under the precision-recall curve.
hPR-AUC: precision-area under curve.

Figure 2. Timeline of significant transformer-based models in health care. EHR: electronic health record; NER: named entity recognition; NLP: natural
language processing.

Results

Selected Studies
A total of 75 models were identified through our comprehensive
review. The PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) flowchart is presented in Figure

3. The PRISMA checklist is presented in Multimedia Appendix
1. These papers encompass various research areas related to
transformer-based models and their applications in the medical
domain. The selection of these papers was based on predefined
inclusion criteria, ensuring the relevance of each study to the
scope of our review.
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Figure 3. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram for the review process.

Applications of Language Models in Health Care:
Task-Specific

Dialogue Generation
Conversation generation generates responses to a given dialogue.
GPT models, including DialoGPT and DialogBERT, can
effectively generate human-like dialogues based on large corpora
and contextualized representations of text [25,102-105]. In the
medical domain, conversation generation focuses on developing
conversations related to medical information [106]. Chatbots
in health care can be classified into 6 types: screening and
diagnosis, treatment, monitoring, support, workflow efficiency,
and health promotion. These tasks involve aiding patient
consultation, acting as a physician’s decision support system,
collaborating with interdisciplinary research, and providing care
instructions and medical education [107,108].

The key models are MEP, BioBART, MedPIR, MEDCOD,
Transformer-DST, MeDiaBERT, ChatDoctor, and SciFive.

Research efforts on conversation generation in medicine have
also incorporated knowledge graphs. MKA-BERT-GPT was
the first scalable work to integrate a medical knowledge graph
mechanism into a large pretrained model. Meanwhile, MedPIR
proposed a recall-enhanced generator framework by using a
knowledge-aware dialogue graph encoder to strengthen the
relationship between the user input and the response via past
conversation information [28,30]. They achieved an F1 score
of 82% and a bilingual evaluation understudy (BLEU) score of
21.5. Varshney et al [26] proposed the Masked Entity Dialogue
(MED) model to train smaller corpora texts, addressing a 10%
improvement in entity prediction accuracy for the problem of
local embeddings in entity embeddings by incorporating
conversation history into triples in the graphs, resulting in an
automatic prediction of the medical entities model.

On the other hand, MEDCOD [31] used the GPT pretrained
model to integrate emotive and empathetic aspects into the
output sentences, which further imitates a human physician–like
feature to better communicate with patients. The
Transformer-DST [34] model addresses dialogue state tracking,
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optimizing state operation prediction, and value generation with
high accuracy by suggesting to ask the DST model to consider
the whole dialogue and the previous state. Moreover,
MeDiaBERT [35], using a hierarchical approach, achieves
63.8% accuracy in multiple choice medical queries by building
a transformer encoder contained within another in a hierarchical
manner.

BioBART [27], a BART-based model, used patient descriptions
and conversation histories as input for the model to
autoregressively generate replies to user inputs. The model
outperformed the BART model by 1.71 on Rouge-2 with a
BLEU score of 4.45, and pretraining on PubMed abstracts
supported the model’s performance. OPAL [29] and -w
terms+AL models also used BART for pretraining. OPAL’s
proposed method involves 2 phases: pretraining on large-scale
contextual texts with structured information extracted using an
information-extracting tool and fine-tuning the pretrained model
on task-oriented dialogues. The results showed a significant
performance boost, overcoming the problems created by
annotated data with large structured dialogue data. Recently,
the -w terms+AL model proposed a framework for improving
dialogue generation by incorporating domain-specific
terminology through an automatic terminology annotation
framework using a self-attention mechanism [33].

While other models are based on BERT, GPT, or BART,
ChatDoctor [32], SciFive [36], and PMC-LLaMA [37] use
LLaMA or T5 PLMs. To improve accuracy and provide
informed advice in medical consultations, ChatDoctor used
Meta’s open-source LLaMA [109], which was fine-tuned using
real-world patient-physician conversations and autonomous
knowledge retrieval capabilities, achieving 91.25% accuracy.
SciFive, a Text-To-Text Transfer Transformer–based model,
was pretrained on large biomedical corpora, indicating its
significant potential for learning large and extended outputs.
The SciFive model was trained using a maximum likelihood
objective with “teacher forcing” [110] for multi-task learning
by leveraging task-specific tokens in the input sequence. Both
models outperformed previous baseline methods.

More recently, the HuatuoGPT model [38], specifically tailored
for the Chinese medical domain, provided state-of-the-art results
in medical consultation tasks.

Question Answering
The question-answering task involves answering questions
posed by users based on the texts in documents. It aims to
generate an accurate response that directly answers the question
input, contributing to clinical decision-making, medical
education, and patient communication. Allowing physicians
and researchers to obtain valuable answers quickly from
electronic health records (EHRs) and various medical literature
will effectively reduce the time and effort required when the
procedure is done manually. While the dialogue generation and
question-answering tasks both involve providing answers, the
former focuses on generating responses within a conversation,
whereas the latter focuses on developing specific answers to
user questions.

The key models are BioBERT, BioGPT, BioMegatron,
Med-BERT, UmlsBERT, SMedBERT, and BioVAE.

BERT-based language models have become increasingly popular
in biomedical text mining as they can understand the context
and generate accurate predictions. BioBERT [39], the first
domain-specific BERT-derived transformer language model
for biomedical text mining applications, achieved 89% accuracy
on the MedQA dataset and outperformed BERT in medical text
applications. A BioMegatron model [41], based on
Megatron-LM [111], was also experimented on a
question-answering task, and it was found that the domain and
task-specific language model affected the overall performance
rather than the model size. Shin et al [41] found that model size
is not closely related to the performance rate, but rather the
domain and task-specific language model affects the overall
performance. Med-BERT [42], another BERT-inspired model,
improved the prediction accuracy by 20% in disease prediction
studies by pretraining on EHR datasets.

More recently, researchers have built BERT-based models for
specific domains and tasks [112]. UmlsBERT [44] first built a
semantic embedding linking concepts with the words in the
UMLS Metathesaurus and proposed multi-label loss
function–masked modeling. SMedBERT [45] also presented a
similar approach with the knowledge semantic representation
but structured the neighboring entities to learn heterogeneous
information. UmlsBERT and SMedBERT enhanced
performance, with F1 scores of 84% and 86%, respectively.
Similarly, LinkBERT and BioLinkBERT [43] incorporated
ontological knowledge to better understand a linking system
between entities in the corpus. LinkBERT used a multi-task
learning framework on several related tasks simultaneously to
extract relations between entities in the corpus more effectively.
ExKidneyBERT, CaBERTnet, and MMBERT extracted more
precise answers from individual departmental reports [46,47,49].

On the other hand, BioVAE [48] used the OPTIMUS framework
pretrained with SciBERT [113] and GPT-2 [114,115] and
outperformed the baseline models on biomedical text mining.
To address the issues on linguistic disparity, SPBERTQA [50]
proposed a 2-stage multilingual language model pretrained on
the SBERT model [116] to reply to user questions using multiple
negative ranking losses with Bert multilingual 25.

However, previous studies using the BERT structure are a better
fit for understanding the context, rather than generating texts.
To this end, BioMedLM, a GPT architecture model, was built
mainly for biomedical question-answering tasks [117] in recent
studies of question-answering benchmarks and achieved 50%
accuracy on summarizations of the patient’s quest even in real
situations with fewer data. BioGPT [40] applied a 2-step
fine-tuning method to remove the noise in data and achieved
6.0% improved results compared with BioLinkBERT in the
medical domain for question-answering tasks.

Recent studies have introduced significant advancements, such
as BioMEDGPT [51], the first multimodal GPT for aligning
biological data with human language, achieving 76.1% accuracy.
Clinical Camel [52], using LLaMA-2, demonstrated superior
performance with 5-shot accuracy ranging from 47.0% to 74.3%,
outperforming GPT-3.5. MedAlpaca [53] focused on privacy
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and medical certifications, attaining 21.1%-24.1% accuracy.
MedPaLM-2 [54] reached 67.6% accuracy through instruction
prompt tuning, and MEDITRON [55] achieved 79.8% accuracy,
marking a 6% improvement upon existing models and setting
a new benchmark.

Summarization
For many years, the medical field has suffered from the
challenge of finding efficient and rapid access to understanding
the fast-growing and immensely increasing amount of data
formation. The key to timely and efficient clinical workflow is
providing automatic summarization in clinical text.
Summarization in health care is an important technique in NLP
as it automatically summarizes the medical contexts into a
concise summary of text. Summarization can be applied to
medical records, literature, clinical trial reports, and other types
of medical texts that aim to provide clinical providers with quick
access to relevant information, without the need to skim through
lengthy documents. Overall summarization can aid clinicians
with decision-making through effective and prompt
communication during the physician-patient meeting, as well
as knowledge discovery for medical research [57].

The key models are BioBERTSum, AlphaBERT,
ClinicalBertSum, ChestXRayBERT, RadBERT, LF2BERT,
and DAMEN.

To alleviate the problems of biomedical literature
summarization, which can have difficulties in learning sentence
and document-level features, Du et al [57] proposed the first
PLM for medical extractive summarization application called
BioBERTSum. BioBERTSum captures a domain-aware token
and sentence-level context by using a sentence position
embedding mechanism that inserts structural information into
a vector representation. It achieved a ROUGE-L score of 0.68,
outperforming standard BERT models. AlphaBERT [60]
proposed a diagnostic summary extractive model using a
character-level token to reduce the model size and achieved a
ROUGE-L score of 0.693, reducing the burden of physicians
in the emergency department regarding reading complex
discharge notes of patients.

To better use clinical notes, ClinicalBertSum [118] used the
ClinicalBERT, SciBERT, and BertSum models during the
fine-tuning and summarization process to automatically extract
summaries from clinical abstracts. Similarly, ChestXRayBERT
used BERT to perform an automatic abstractive summarization
on radiology reports [62], with ROUGE-1 scores of 0.70 and
0.73, respectively. RadBERT [56], which was fine-tuned for
radiology report summarization, achieved 10% fewer annotated
sentences during the training, demonstrating the benefit of
domain-specific pretraining to increase the overall performance.

LF2BERT [63] applied a Longformer neural network and BERT
in an encoder-decoder framework to process longer sequence
inputs and performed better than human summarization,
according to doctors’ evaluations. DAMEN [59] used BERT
together with BART to discriminate important topic-related
sentences in summarization, outperforming previous methods
to summarize multiple medical literature via the token
probability distribution method. The proposed probabilistic

method selected only related significant chunks of information
and then provided the probabilities of the tokens within the
chunk, rather than the sentence level, to effectively reduce
redundancy. Moreover, to overcome the long sequence issue,
Li et al [58] comparably proposed Clinical-Longformer and
Clinical-Big Bird pretrained on the Longformer [58] and Big
Bird [119] models, respectively. Both proposed models used
sparse attention mechanisms and linear level sequence lengths
to mitigate memory consumption, thus increasing long-term
dependency to train extensive clinical notes.

Recent development has also introduced MEDVOC [64], which
uses GPT architecture to improve the adaptation of vocabulary
in medical texts. By efficiently reducing fine-tuning
time, MEDVOC achieves competitive performance, with
ROUGE scores of 51.49, 47.54, and 19.51 across different
datasets, such as PubMed, BioASQ, and EBM, respectively.

Text Classification
The medical text classification task categorizes medical text
datasets into predefined categories based on the content and
context within the text [120]. Disease classification, medical
image classification, drug classification, and sentiment analysis
are some of the standard text classification applications in health
care.

The key models are jpCR+jpW, BioMed-RoBERTa,
ClinicalBERT, Mask-BERT, KG-MTT-BERT, EduDistilBERT,
PathologyBERT, KD distilledBERT, MatSciBERT, and
Bioformer.

Wada et al [120] proposed a BERT model, jpCR+jpW, that uses
a classification method. The method pretrains the medical BERT
model once following the up-sampling step of domain-specific
word amplification. This is done to achieve better performance
on a smaller medical corpus. Similarly, BioMed-RoBERTa [70]
used the RoBERTA model and applied a domain and
task-adaptive pretraining strategy with a simple data selection
approach for domain-specific classification. By pretraining on
domain-specific and unlabeled data, the model achieved 87%
accuracy. ClinicalBERT [67] represents clinical notes
effectively, with a word similarity accuracy of 90% to generate
visualized and interpretable embeddings for capturing semantic
associations between clinical texts.

Yogarajan et al [121] suggested applying multi-labels (eg, using
more than 300 labels for longer documents) to enhance the
performance of medical classification tasks. Furthermore, to
solve the imbalance class problems, Rodrawangpai et al [122]
demonstrated a framework of adding normalization layers and
dropout to BERT-based models, which improved the
classification performance by 4% on data that included
imbalance target labels. Similar efforts have been made by
Nguyen [50] to address label-abandoning problems in medical
abstract classification. The author proposed that a BERT model
with label attention in the fine-tuning process raised the F1 score
by 0.3 and supported the explainability of the prediction results.
Learning is difficult with insufficient labeled data in a
low-resource experiment setting. To alleviate this problem,
Mask-BERT [71] proposed a framework for few-shot learning,
where the mask is applied to the input text and enables the
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gathering of more definitive tokens. Masked learning leads to
filtered results on anchored samples from the data being used
for representation, increasing the robustness of the output
features.

Several language-specific models have been developed,
including RuBioBERT and RuBioRoBERTa [123] for Russian
text, BERTurk [124] for Turkish text, BioGottBERT for German
text [88], and a Spanish text model [125], demonstrating the
applicability of BERT-based models beyond English. Moreover,
various disease-specific classification models have been
developed. For example, PathologyBERT [126] is a pretrained
masked language model used for classifying the severity of
breast cancer diagnoses, raising the importance of applying
domain-specific tokenization. KD distilled_BERT [127] is a
response-embedded knowledge distillation framework that used
pretrained BERT for depression classification and achieved a
high accuracy of 97%. MatSciBERT [68] presents a biomedical
domain-specific classification model on abstracts of the literature
with binary classification application. The model extracted the
context of the embeddings alongside the topic and had 2.75%
higher accuracy than SciBERT.

To overcome the over-fitting and dimensionality problems for
extracting numerous features in the text classification task,
AFKF [128] proposed a fusion block with Kalman filters onto
features of EMRs. This led to a 20% increase in accuracy
compared with previous models. Likewise, to classify the
features in EMRs, BERT-MSA [129] showed that a multilayered
self-attention mechanism improved accuracy in obtaining
relevant features. EduDistilBERT [130] demonstrated that
adapting a smaller BERT model with limited parameter usage
increases overall performance by 95% while reducing the
computation cost. Another BERT-based fusion approach by
Al-Garadi et al [131] explored architecture to fuse BERT,
ALBERT, and RoBERTa model probabilities using a naive
Bayes classifier, achieving an F1 score of 0.67 in classifying
medication abuse texts.

Recently, the Bioformer [69] model demonstrated a 60%
reduced model size and a 2- to 3-fold increase in performance
speed. The model used a whole-word masking approach with
15% masking, which provided contextual information. However,
KG-MTT-BERT [72] raised a question on limitations for
multi-type clinical text classification. Concatenating numerous
texts may be more efficient in developing relevant contextual
information, and using only BERT may misplace crucial details.
Therefore, the model extended the BERT model with a
knowledge graph during fine-tuning, demonstrating effective
handling in classifying patients into diagnosis-related groups.

Although the models were pretrained on the BERT model, Gao
et al [132] showed that BERT-structured models did not gain
better accuracy on clinical classification tasks, such as
classifying discharge summaries or pathology reports, compared
with nontransformer language models. Gao et al asserted that,
in addition to the knowledge obtained through the entities,
grammar patterns should also play a role in the model’s
mechanism. Furthermore, beyond the applications mentioned
above, text classification can be used with other tasks. For
example, Wang et al [133] applied a question-answering task

along with the classification task by using the BERT model to
classify texts in question inputs from patient inquiries regarding
their symptoms.

Recent advancements in text classification models include
TransformEHR [73], which uses BERT and longitudinal EHR
data for clinical disease prediction, achieving area under the
receiver operating characteristic curve and area under the
precision-recall curve scores of 81.95 and 78.64,
respectively. MeDa-BERT [74] tailored embeddings for Danish
medical text, with accuracy ranging from 86.7% to
97.1%. SCHOLARBERT [75] leveraged public resource-driven
datasets for scientific NLP, obtaining an F1 score of
85.49%. MediGPT [76] improved medical text classification
tasks, with accuracy and F1 scores of 90.0% and 88.7%,
respectively, showing a 22.3% performance gain over traditional
methods.

Sentiment Analysis
The sentiment analysis task captures and identifies expressions
and opinions [134] in medical contexts, including clinical notes,
social media posts related to medicine, or patient feedback. For
instance, sentiment analysis can capture the perception of people
expressed in social media during the COVID-19 outbreak
[135-137]. Emotions, such as positive, neutral, and negative
sentiments, expressed by the public dominated during the
pandemic [138]. Additionally, multi-label sentiment
classification proved that the BERT model provided better
performance compared with the LSTM model [139]. Moreover,
the opinions of patients and physicians can be used to describe
the symptoms and diagnosis to facilitate the decision-making
process and support the decisions in clinical patterns [77]. The
primary goal of sentiment analysis in health care is to provide
insights into patient experiences, such as attitudes toward health
care services and overall medical experience satisfaction. It not
only assists patients but also supports clinicians to identify any
underlying issues in patient care.

The key models are MentalBERT, MeentalRoBERTa,
SINA-BERT, SGTN, RedBERT, T-BERT, AKI-BERT,
TopicBERT, TweetBERT, and BelabBERT.

In mental health, patients’ written texts have become a valuable
source for supporting hypotheses and providing insights into
the emotions expressed by patients [85,140]. While more
research using PLMs needs to be conducted in this field,
MentalBERT, MentalRoBERTa [77], PsychBERT [140], and
belabBERT [85] applied mental health texts and achieved
sentiment classification accuracies of 75%, 86%, and 90%,
respectively. Additionally, transformer language models have
been studied for sentiment analysis in languages other than
English. Some language models are being developed to
accommodate the unique structure and characteristics of
different languages.

To achieve an effective model adaptation, researchers have
explored HeBERT and HebEMO [141] for Hebrew, AraBERT
and MARBERT [142] for Arabic, SINA-BERT [78] for Persian,
and Fine-tuned BERT [143] for Chinese. However, few studies
have conducted disease-specific sentiment analysis. RedBERT
[80] involved a sentiment model for COVID-19, where BERT
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was used for classifying sentiments of Reddit comments to grasp
insights into the pandemic. Mao et al [82] proposed AKI-BERT,
where the model was developed to support the early prediction
of acute kidney injury.

Social media data are often used as a source for medical
sentiment analysis as they are more informal and conversational,
making them useful for modeling the nuances of language
models. The COVID-TWITTER-BERT model [144], which
was pretrained on Twitter messages regarding COVID-19,
showed improved performance on COVID-19–related datasets.
In particular, TweetBERT [84] exhibited improved performance
on COVID-19–related and biomedical datasets. TwitterBERT
was evaluated on 12 different biomedical datasets and
outperformed previous BERT models, such as SciBERT [113]
and BERT [145].

Comparably, TopicBERT [83], a memory-efficient BERT
model, fine-tuned and enhanced sentimental analysis
performance, and a complementary topic framework was applied
to improve its performance. Beyond the proposed frameworks
presented above, AlBadani et al [79] proposed a graph
transformer model, SGTN, which used BERT to pretrain node
embeddings and aggregated neighboring information to
efficiently learn sentiments. It showed 5% improvement over
baseline models.

Named Entity Recognition
The NER task identifies the named entities in unstructured text
data. In health care, NER is used to automatically extract and
define relevant medical entities, including diseases, medications,
procedures, and other clinical concepts, from medical texts in
research papers or EMRs [146,147]. The common applications
of NER in medicine are as follows: (1) identify and analyze
medical entities and relationships in medical literature to support
biomedical findings [148]; (2) extract patient data, such as
diagnosis, medication, laboratory results, and physical
measurements, from EMRs to improve the decision-making for
clinicians and the overall care [149]; and (3) extract and
categorize data from medical claims and hospital admission and
discharge data to improve health care management and resource
allocation [150,151].

The key models are Bio+ClinicalBERT, Med-BERT, G-BERT,
BioALBERT, GatorTron, ELECTRAMed, CamemBERT,
BioGottBERT, Ra-RC, and RG-FLAT-CRF.

Numerous language models have been developed to implement
EMR or EHR data for NER tasks in the clinical field.
Bio+Clinical BERT [61] achieved superior results in clinical
texts, with an F1 score of 83%. While the ClinicalBERT and
Clinical BioBERT models were trained on EHRs, the
Bio+Clinical BERT model did not perform well on
deidentification text. Other models, such as G-BERT, also used
EHR data to propose a language model that combined graph
neural networks and BERT for representing medication
information and predicting drug recommendations [87].
MedGPT [96] effectively processed noises by organizing
medical text in multi-step procedures. In the first stage of the
proposed model, unstructured data were converted into a

standardized ontology using NER+L. Then, GPT was used for
forecasting diagnosis events.

Moreover, studies attempted to tackle problems regarding
representing and learning long medical entities [94,152]. Liu
et al [152] proposed Med-BERT, using a Span-FLAT method
for longer medical entities, and it achieved an F1 score of 84%.
By contrast, the BIBC model built by Yang et al [94] captured
both local and global sequence features to efficiently solve long
text input issues. Additionally, models were trained on an
extensive collection of biomedical texts to overcome the limited
amount of training data. For example, BioALBERT and
GatorTron attempted to develop a large medical language model
[65,93]. BioALBERT used vocabulary specifically tailored to
the biomedical domain and applied the ALBERT structure. On
the other hand, GatorTron used the byte pair encoding algorithm
and was pretrained on the GPT model to scale up the language
model up to 8.9 billion parameters, showing 9.6% accuracy
improvement. Furthermore, the datasets in the medical domain
face the challenge of not only limited training data but also
low-quality labeled training data. Therefore, multi-task learning
was presented by Khan et al [92], and the slot tagging problem
was approached with MT-BioNER, a multi-task
transformer-based model that enhanced memory performance
and time efficiency in slot tagging, with 10% better performance
than single-task models.

While recent studies have heavily relied on BERT-based
structures, transformer models used other PLMs for improving
NER tasks. ELECTRAMed [91] proposed an ELECTRA-based
model for the biomedical domain, which reduced the sequence
length and training phases. Additionally, many models have
focused on multilingualism, including the CamemBERT,
BioGottBERT, Ra-RC, and RG-FLAT-CRF models
[95,153,154], focusing on efficiently learning features in
languages other than English, such as French, German, and
Chinese.

More recent studies include HeartBERT [98], which emphasizes
department-specific models, focusing on cardiology and
achieving 74% accuracy. UMLS-KGI-BERT [99] introduced
graph-based learning for clinical text extraction, with a precision
of 85.05%. CardioBERTpt [100], which is specialized in
Portuguese cardiology terms, improved NER performance, with
an FL-score of 83%. Finally, TocBERT [101], which is
fine-tuned on the MIMIC-III dataset, outperformed rule-based
methods for segmenting discharge summaries, achieving an F1
score of 84.6%.

Discussion

Principal Findings
This study examined previous studies on transformer-based
language models in the medical domain. We reviewed a total
of 75 recently studied models that aligned with our inclusion
criteria. The initial step of the method involves categorizing the
models based on the tasks they perform, such as dialogue
generation, question answering, summarization, text
classification, sentiment analysis, and NER. Then, each study
is analyzed based on the key findings, frameworks, pretraining
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models used, and model names. Finally, the limitations of each
task application are discussed. The use of transformer-derived
language models in medicine has shown numerous advantages,
such as high accuracy, language comprehension, automated
diagnosis, adaptability, and efficiency. However, these models
also face several challenges, including the lack of
standardization, the need for domain-specific knowledge, limited
annotated training data, safety concerns, interoperability and
interpretability issues, integration complexities, ethical
considerations, and evaluation issues. In this discussion section,
we explore key limitations and future directions of models in
terms of each task and the generalizability of the explored
models across different health care settings and population
considerations. Model challenges, their potential solutions, and
the future of natural language models in the medical domain
will be discussed.

Specific Task-Based Challenges and Future Directions

Dialogue Generation
Dialogue generation models like DialoGPT and ChatDoctor
face challenges such as handling the complexity and specificity
of medical terminology, ensuring data privacy, and providing
accurate, contextually relevant, and empathetic responses.
Privacy and security issues are critical since these models deal
with sensitive patient information. The risk of privacy, chances
of errors, ethical constraints, and security issues remain to be
addressed. The challenge comes from the specificity and
complexity of medical terminology, although the medical
dialogue system certainly should provide only accurate and
informative knowledge tailored to the level of expertise of the
end user. Therefore, human experts need to conduct regular risk
and security audits.

The following suggestions are made to further improve medical
dialogue research. First, continuous learning and training of the
dialogue system are necessary to incorporate up-to-date
knowledge for users. Additionally, language translation could
be integrated into the dialogues to enable universal access to
data and promote a more profound exchange of insights without
language barriers. Moreover, chatbots [107] should be integrated
in a real medical setting to reduce medical costs and physician
burdens. Proper and accurate usage of the dialogue system may
assist patients in navigating through the vast amount of freely
available online data, finding correct information, and avoiding
falsified or unsolved answers. Lastly, automated data
augmentation techniques can be used to create unbiased
dialogues. These suggestions can lead to further advancements
in medical dialogue research, leading to more efficient
communication between patients and medical professionals.

Question Answering
Medical question-answering systems like BioBERT and
UmlsBERT struggle with the complexity of medical terminology
for nonexperts in the medical field. Patients who are
experiencing an illness may find it difficult to filter and search
for relevant information. These models need to handle diverse
linguistic data and adapt regional variations in medical practices.
One approach to addressing these limitations is to integrate
multilingual models to handle questions in various languages.

Another approach is the incorporation of region-specific medical
data to improve model generalizability and accuracy. Further,
enhancing the ability to integrate summarization tasks on top
of the question-answering system may provide comprehensive
responses. However, such a multi-task system requires several
human experts to evaluate the provided answers in order to
judge the task performance accurately.

Summarization
Medical summarization is a crucial application in language
model tasks to facilitate the hospital’s process and significantly
reduce the workload and burnout of clinicians. However,
challenges emerge due to the complexity of health care
terminologies and the need for expert knowledge to comprehend
them. The ability to achieve concise and faithful summaries is
critical for avoiding physician burnout and patient
dissatisfaction. Models like BioBERTSum and
ClinicalBERTSum face challenges in learning sentence and
document-level features, handling complex medical
terminologies, and ensuring summaries are concise and accurate.
The risk of physician burnout due to extensive documentation
can be mitigated by effective summarization. Future work can
focus on developing a system of human expert assessments to
validate the summarization quality. Additionally, combining
extractive methods and abstractive summarization methods is
suggested. A fine-tuned summarization model for a particular
task should consider tense information and personal information.
We recommend building an ensemble method to improve
pretraining and fine-tuning datasets for summarization
effectiveness. Medical summarization is a crucial application
in language model tasks to facilitate the hospital’s process and
significantly reduce the workload and burnout of clinicians.

Text Classification
Improving the accuracy and effectiveness of classification tasks
poses several challenges and limitations that need to be
addressed. Models, such as BioMed-RoBERTa and
ClinicalBERT, need to address issues related to class imbalance,
limited annotated data, and the complexity of medical
terminologies. Limited training data, for instance, can be
addressed by collaborating with different institutions to gather
various information options in vocabulary usage and text
structure, and high-quality annotated data can thus be developed.
Ambiguity, variation, concept drift, data privacy, language
complexity, and class imbalance can be addressed by employing
domain-specific approaches, and pretraining language models
can be leveraged on similar datasets. Domain-specific
approaches can resolve ambiguity issues and achieve active
learning to reduce the reliance on large volumes of labeled data.
These strategies will facilitate better model performance results.

Sentiment Analysis
Despite previous research results, medical sentiment analysis
remains a challenging task due to personalized information
required to accurately measure meaning and interpret emotions
in context. MentalBERT and RedBERT, for instance, need to
accurately interpret emotions in medical contexts, handle
personalized information, and manage the complexity of
evaluating representations in the biomedical domain [155].
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Organizing emotions in context requires sentiments, including
sarcasm, emojis, and misspelled words, which create
subjectivity, as noted by Brezulianu et al [156].

These limitations can be overcome by defining emotional
polarity for annotations and integrating cultural, economic, and
medical contexts into the model. Future research should consider
using a domain-specific sentiment dataset, adapting the specific
medical source (despite the lack of an available dataset, mostly
from a single source), creating highly effective and defined
labels in data, performing analysis based on the context, building
both the explicit and implicit sentiment lexicon, and addressing
the lack of a mental health–related sentiment lexicon. By
addressing these challenges, future work can develop more
accurate and effective medical sentiment analysis language
models.

Named Entity Recognition
NER downstream tasks are imperative to address its limitations.
The limited annotated data in medical text datasets is a major
challenge due to the high cost and time involved in labeling,
resulting in limited labeled data for model training. The
Bio+ClinicalBERT and Med-BERT models face challenges in
handling limited annotated data, normalizing various
terminologies, and ensuring accurate entity extraction across
different medical texts.

Therefore, we suggest collaborative effort among health care
providers, biomedical researchers, and computer engineering
experts to develop effective and robust NER models. Improving
the annotation algorithms and creating extensive and accurately
labeled medical text datasets can significantly enhance the
performance. Moreover, standardized clinical entities can
prevent ambiguity arising from abbreviations and context. The
use of transfer learning techniques and domain PLMs can be
beneficial in addressing the limited annotated data issue.
Developing domain-specific dictionaries and ontologies can aid
in improving the model performance.

Generalizability Challenges
Health care systems vary widely in their practices, protocols,
and terminologies. For instance, a model trained on data from
the United States may not perform optimally in a health care
setting in Asia or Europe due to differences in clinical
infrastructure and settings. The availability of resources, such
as EHRs and technological infrastructure, can also differ
between urban and rural settings, and between developed and
underdeveloped countries. This variability can significantly
affect the implementation and performance of the models.

Moreover, patients from different ethnic and cultural
backgrounds may present symptoms differently and may have
varying health behaviors, and models need to account for these
varying characteristics to avoid biases and ensure equitable
health care delivery. Moreover, multilingual populations pose
a challenge for language models trained predominantly on
English language data. The inclusion of diverse linguistic data
during model training can mitigate this issue with a
language-specific pretraining stage followed by a shared
fine-tuning stage to improve the model’s applicability across
different regions.

By incorporating diverse datasets during training, language
models can support personalized medicine initiatives. This
involves tailoring medical treatments to individual patient
characteristics, leading to more effective and efficient care.
Developing adaptable models that can be fine-tuned with local
data ensures scalability across different health care settings, to
address regional variations in medical practices and patient
demographics.

Standardizing Medical Data for Improved Model
Performance
The quality and consistency of medical data may vary across
health care settings. Models trained on high-quality standardized
data may not perform as well when applied to settings with less
structured and lower quality data. The lack of standardized
terminologies in medical texts, which encompass a vast array
of terminologies from disease-specific to domain-specific
language, is a notable challenge. Currently available datasets
often have a restricted range of medical entities, posing
difficulties in accurately extracting relevant entities.

To address this, we suggest creating standardized clinical
entities. This would enable the normalization of different names
or abbreviations to accurately normalize entities for standard
medical terminology, thereby improving data consistency and
model performance. Building standardized forms that are widely
adopted and available in multiple languages will facilitate
standardized medical learning. Additionally, developing
domain-specific models has proven effective in enhancing model
performance. For instance, an open-source package for detecting
clinical entities from medical texts, which can recognize risk
factors, medications, and diagnoses, can be developed to support
this initiative.

The fuel of building and training language models is data.
Collecting accurate information and precisely fabricating the
data design during the preprocessing step is crucial. The
challenges in creating such quality data for medical language
models include a lack of key annotation and limited training
data. Annotating medical text is time-consuming and costly,
resulting in limited labeled data for training models. First, using
diagnosis codes on weak supervision for training labels is
suggested. Second, the pipeline should support the automated
retrieval of datasets and multiple types of clinical entities to
enable the preservation of annotation relationships across
different languages. The automated retrieval of datasets and the
development of speedy and supportive algorithms can aid in
data integration and preprocessing. In addition to technical
solutions, emphasizing the importance of multidisciplinary
collaboration can significantly enhance the development and
implementation of these models. By integrating expertise from
various fields, we can overcome challenges, develop innovative
solutions, and further advance the field of AI in health care.
Collaborative efforts among data scientists, clinicians,
bioinformaticians, and ethicists are crucial for building robust,
reliable, and ethically sound models.

Ethical Considerations
Interoperability and cybersecurity pose significant challenges
in medicine. EMRs and clinical decision support systems often
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have difficulty interacting with each other, leading to
inefficiencies in patient care. To overcome these challenges, it
is important to develop strategies focused on informed consent,
safety, transparency, and algorithmic fairness for bias
prevention. Ensuring that patients provide informed consent for
the use of their data is critical. This involves informing patients
about the use of their data, the benefits and risks, and their rights
to withdraw consent at any time. This process upholds patient
autonomy and enhances trust in AI systems.

Safety and transparency are fundamental to the ethical
deployment of AI models in health care. Models handling
sensitive patient data and providing clinical recommendations,
such as BioBERTSum, must be rigorously validated and
continuously monitored to detect and rectify errors promptly.
Transparency can be achieved by making algorithms and
decision-making processes understandable to users. This
includes documenting how models are trained, the types of data
used, and the underlying mechanisms of the algorithms.

Ensuring algorithmic fairness is crucial to prevent biases in AI
models, which could lead to unequal treatment of patients. AI
models trained on biased datasets can perpetuate existing
disparities in health care. For example, models must include
diverse and representative data to avoid underrepresentation of
certain populations, ensuring fairness and accuracy across
different groups such as ethnicity, cultural background, gender,
and age. By addressing these ethical considerations within
mitigated guidelines, we can ensure the reliability of transformer
language models in medicine to improve overall health care
while preserving fairness.

Evaluation Metrics
Furthermore, the rapid evolution of medical knowledge poses
a challenge for language models to adapt and remain up to date
with innovative discoveries. Ensuring the interpretability of
language models is also crucial to address the trust issue and
support the decision-making process. To evaluate medical
language models, multiple metrics, including the F1 score,
Biomedical Language Understanding Evaluation, Biomedical
Language Understanding & Reasoning Benchmark (BLURB),
and Chinese Biomedical Language Understanding Evaluation
[157], should be used to overcome unbalanced performance
issues.

Conclusion
We presented a comprehensive survey of task-specific
transformer-derived models employed for diverse medical tasks,
demonstrating their significant potential in the medical domain.
Numerous studies have highlighted their capabilities in
improving health outcomes, extending beyond disease prediction
and medical classification studies. Our work clearly delineates
the applications of transformer-based language models in various
medical tasks such as dialogue generation, question answering,
summarization, text classification, sentiment analysis, and
NER. We identified innovative models and their unique
contributions to the field. These findings distinguish our work
from existing literature by providing a detailed, task-specific
analysis of transformer-based models in health care.

Despite the promising advancements, several challenges must
be addressed to develop effective models. These include
standardization, limited annotated data, interoperability, and
ethical considerations. To overcome these challenges, it is
crucial to emphasize multidisciplinary collaboration. Future
research should investigate transformer models that incorporate
visual or audio data sources to provide a more comprehensive
understanding of medical contexts.

Developing models that support patients’ experiences and assist
health care practitioners in focusing solely on critical tasks by
providing evidence-based recommendations and identifying
potential diagnostic and treatment options can remarkably
improve patient care. AI-driven tools rationalize administrative
tasks, reduce paperwork, and improve workflow efficiency,
eventually saving time for health care providers. Further,
policymakers can leverage insights from transformer-based
models to inform health care policies and allocate resources
more effectively, ensuring equitable health care delivery.

This review solely focused on transformer language models
that used text data. While the findings are promising, the
applicability of these models may vary across different medical
settings and populations. Our findings highlight the
transformative potential of transformer-based language models
in the medical field. By addressing the identified challenges
and focusing on innovative research directions, the health care
domain can advance significantly. We encourage researchers
to build upon our work, address these challenges, and explore
new frontiers in medical AI to improve patient care and clinical
decision-making.

 

Acknowledgments
This work was supported by the Korea Medical Device Development Fund grant funded by the Korean government (the Ministry
of Science and ICT, the Ministry of Trade, Industry and Energy, the Ministry of Health & Welfare, Republic of Korea, and the
Ministry of Food and Drug Safety) (project number: 202012B06) and by the Korea Health Technology R&D Project through the
Korea Health Industry Development Institute (KHIDI) funded by the Ministry of Health & Welfare, Republic of Korea (grant
number: HR21C0198). The funders of the study had no role in the study design, data collection, data analysis, data interpretation,
or manuscript writing. All authors had full access to the data in the study and accepted the responsibility to submit it for publication.

Data Availability
Supporting data are available from the corresponding author upon reasonable request.

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2303https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Authors' Contributions
HNC designed the study, conducted the literature review, created the figures and tables, and wrote the manuscript. IA, HG, HJK,
YK, JS, HC, MK, JH, GK, and SP reviewed all records. TJJ and YK created the search strategy and supervised the overall project.
All authors reviewed and approved the submission of the final version.

Conflicts of Interest
None declared.

Multimedia Appendix 1
PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) checklist.
[PDF File (Adobe PDF File), 881 KB - medinform_v12i1e49724_app1.pdf ]

References
1. Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez A, et al. Attention Is All You Need. arXiv. 2017. URL:

https://arxiv.org/abs/1706.03762 [accessed 2024-10-26]
2. GPT-4 Technical Report. OpenAI. 2023. URL: https://cdn.openai.com/papers/gpt-4.pdf [accessed 2024-10-26]
3. Devlin J, Chang MW, Lee K, Toutanova K. BERT: Pre-training of Deep Bidirectional Transformers for Language

Understanding. In: Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers). 2019 Presented at: 2019 Conference of
the North American Chapter of the Association for Computational Linguistics; June 3-5, 2019; Minneapolis, Minnesota
URL: https://aclanthology.org/N19-1423/

4. Ji Y, Zhou Z, Liu H, Davuluri R. DNABERT: pre-trained Bidirectional Encoder Representations from Transformers model
for DNA-language in genome. Bioinformatics 2021 Aug 09;37(15):2112-2120 [FREE Full text] [doi:
10.1093/bioinformatics/btab083] [Medline: 33538820]

5. Pandey C. redBERT: A Topic Discovery and Deep Sentiment Classification Model on COVID-19 Online Discussions
Using BERT NLP Model. medRxiv. 2021. URL: https://www.medrxiv.org/content/10.1101/2021.03.02.21252747v1.full.
pdf [accessed 2024-10-26]

6. Iroju OG, Olaleke JO. A systematic review of natural language processing in healthcare. IJITCS 2015 Jul 08;7(8):44-50.
[doi: 10.5815/ijitcs.2015.08.07]

7. Locke S, Bashall A, Al-Adely S, Moore J, Wilson A, Kitchen G. Natural language processing in medicine: A review. Trends
in Anaesthesia and Critical Care 2021 Jun;38:4-9 [FREE Full text] [doi: 10.1016/j.tacc.2021.02.007]

8. Adyashreem M, Rajatha K, Rakesh K. Survey on NLP Techniques in Biomedical field. International Journal of Scientific
Research in Computer Science Applications and Management Studies 2018:7.

9. Wang S, Ren F, Lu H. A review of the application of natural language processing in clinical medicine. 2018 Presented at:
13th IEEE Conference on Industrial Electronics and Applications (ICIEA); May 31-June 02, 2018; Wuhan, China. [doi:
10.1109/ICIEA.2018.8398172]

10. Liu Z, He M, Jiang Z, Wu Z, Dai H, Zhang L, et al. Survey on natural language processing in medical image analysis.
Zhong Nan Da Xue Xue Bao Yi Xue Ban 2022 Aug 28;47(8):981-993. [doi: 10.11817/j.issn.1672-7347.2022.220376]
[Medline: 36097765]

11. Khanbhai M, Anyadi P, Symons J, Flott K, Darzi A, Mayer E. Applying natural language processing and machine learning
techniques to patient experience feedback: a systematic review. BMJ Health Care Inform 2021 Mar 02;28(1):e100262
[FREE Full text] [doi: 10.1136/bmjhci-2020-100262] [Medline: 33653690]

12. Casey A, Davidson E, Poon M, Dong H, Duma D, Grivas A, et al. A systematic review of natural language processing
applied to radiology reports. BMC Med Inform Decis Mak 2021 Jun 03;21(1):179 [FREE Full text] [doi:
10.1186/s12911-021-01533-7] [Medline: 34082729]

13. Zhou B, Yang G, Shi Z, Ma S. Natural language processing for smart healthcare. IEEE Rev Biomed Eng 2024;17:4-18.
[doi: 10.1109/RBME.2022.3210270] [Medline: 36170385]

14. Zhang S, Fan R, Liu Y, Chen S, Liu Q, Zeng W. Applications of transformer-based language models in bioinformatics: a
survey. Bioinform Adv 2023;3(1):vbad001 [FREE Full text] [doi: 10.1093/bioadv/vbad001] [Medline: 36845200]

15. Yang K. Transformer-based Korean Pretrained Language Models: A Survey on Three Years of Progress. arXiv. 2021.
URL: https://arxiv.org/abs/2112.03014 [accessed 2024-10-26]

16. Lin T, Wang Y, Liu X, Qiu X. A Survey of Transformers. arXiv. 2021. URL: https://arxiv.org/abs/2106.04554 [accessed
2024-10-26]

17. Chitty-Venkata KT, Emani M, Vishwanath V, Somani AK. Neural architecture search for transformers: A survey. IEEE
Access 2022;10:108374-108412. [doi: 10.1109/access.2022.3212767]

18. Gillioz A, Casas J, Mugellini E, Khaled O. Overview of the Transformer-based Models for NLP Tasks. In: Proceedings of
the 2020 Federated Conference on Computer Science and Information Systems. 2020 Presented at: 2020 Federated Conference
on Computer Science and Information Systems; September 6-9, 2020; Sofia, Bulgaria. [doi: 10.15439/2020F20]

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2304https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v12i1e49724_app1.pdf&filename=23b2f07c3d2276d5e7cd88e3cd660dfd.pdf
https://jmir.org/api/download?alt_name=medinform_v12i1e49724_app1.pdf&filename=23b2f07c3d2276d5e7cd88e3cd660dfd.pdf
https://arxiv.org/abs/1706.03762
https://cdn.openai.com/papers/gpt-4.pdf
https://aclanthology.org/N19-1423/
https://europepmc.org/abstract/MED/33538820
http://dx.doi.org/10.1093/bioinformatics/btab083
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33538820&dopt=Abstract
https://www.medrxiv.org/content/10.1101/2021.03.02.21252747v1.full.pdf
https://www.medrxiv.org/content/10.1101/2021.03.02.21252747v1.full.pdf
http://dx.doi.org/10.5815/ijitcs.2015.08.07
https://doi.org/10.1016/j.tacc.2021.02.007
http://dx.doi.org/10.1016/j.tacc.2021.02.007
http://dx.doi.org/10.1109/ICIEA.2018.8398172
http://dx.doi.org/10.11817/j.issn.1672-7347.2022.220376
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36097765&dopt=Abstract
https://informatics.bmj.com/lookup/pmidlookup?view=long&pmid=33653690
http://dx.doi.org/10.1136/bmjhci-2020-100262
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33653690&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-021-01533-7
http://dx.doi.org/10.1186/s12911-021-01533-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34082729&dopt=Abstract
http://dx.doi.org/10.1109/RBME.2022.3210270
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36170385&dopt=Abstract
https://europepmc.org/abstract/MED/36845200
http://dx.doi.org/10.1093/bioadv/vbad001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36845200&dopt=Abstract
https://arxiv.org/abs/2112.03014
https://arxiv.org/abs/2106.04554
http://dx.doi.org/10.1109/access.2022.3212767
http://dx.doi.org/10.15439/2020F20
http://www.w3.org/Style/XSL
http://www.renderx.com/


19. Han X, Wang Y, Feng J, Deng C, Chen Z, Huang Y, et al. A survey of transformer-based multimodal pre-trained modals.
Neurocomputing 2023 Jan;515:89-106 [FREE Full text] [doi: 10.1016/j.neucom.2022.09.136]

20. Greco C, Simeri A, Tagarelli A, Zumpano E. Transformer-based language models for mental health issues: A survey.
Pattern Recognition Letters 2023 Mar;167:204-211 [FREE Full text] [doi: 10.1016/j.patrec.2023.02.016]

21. Albalawi Y, Nikolov NS, Buckley J. Pretrained transformer language models versus pretrained word embeddings for the
detection of accurate health information on Arabic social media: Comparative study. JMIR Form Res 2022 Jun 29;6(6):e34834
[FREE Full text] [doi: 10.2196/34834] [Medline: 35767322]

22. Kalyan K, Rajasekharan A, Sangeetha S. AMMU: A survey of transformer-based biomedical pretrained language models.
J Biomed Inform 2022 Feb;126:103982 [FREE Full text] [doi: 10.1016/j.jbi.2021.103982] [Medline: 34974190]

23. Shamshad F, Khan S, Zamir S, Khan M, Hayat M, Khan F, et al. Transformers in Medical Imaging: A Survey. arXiv. 2022.
URL: https://arxiv.org/abs/2201.09873 [accessed 2024-10-26]

24. Scoping reviews: what they are and how you can do them. Cochrane Training. URL: https://training.cochrane.org/resource/
scoping-reviews-what-they-are-and-how-you-can-do-them [accessed 2024-10-26]

25. Radford A, Narasimhan K, Salimans T, Sutskever I. Improving Language Understanding by Generative Pre-Training.
OpenAI. URL: https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf [accessed
2024-10-26]

26. Varshney D, Zafar A, Behera N, Ekbal A. Knowledge grounded medical dialogue generation using augmented graphs. Sci
Rep 2023 Feb 27;13(1):3310 [FREE Full text] [doi: 10.1038/s41598-023-29213-8] [Medline: 36849466]

27. Yuan H, Yuan Z, Gan R, Zhang J, Xie Y, Yu S. BioBART: Pretraining and Evaluation of A Biomedical Generative Language
Model. In: Proceedings of the 21st Workshop on Biomedical Language Processing. 2022 Presented at: 21st Workshop on
Biomedical Language Processing; May 26, 2022; Dublin, Ireland. [doi: 10.18653/v1/2022.bionlp-1.9]

28. Zhao Y, Li Y, Wu Y, Hu B, Chen Q, Wang X, et al. Medical Dialogue Response Generation with Pivotal Information
Recalling. In: KDD '22: Proceedings of the 28th ACM SIGKDD Conference on Knowledge Discovery and Data Mining.
2022 Presented at: 28th ACM SIGKDD Conference on Knowledge Discovery and Data Mining; August 14-18, 2022;
Washington, DC, USA. [doi: 10.1145/3534678.3542674]

29. Chen Z, Liu Y, Chen L, Zhu S, Wu M, Yu K. OPAL: Ontology-aware pretrained language model for end-to-end task-oriented
dialogue. Transactions of the Association for Computational Linguistics 2023;11:68-84 [FREE Full text] [doi:
10.1162/tacl_a_00534]

30. Liang K, Wu S, Gu J. MKA: A scalable medical knowledge-assisted mechanism for generative models on medical
conversation tasks. Comput Math Methods Med 2021;2021:5294627 [FREE Full text] [doi: 10.1155/2021/5294627]
[Medline: 34976109]

31. Compton R, Valmianski I, Deng L, Huang C, Katariya N, Amatriain X, et al. MEDCOD: A medically-accurate, emotive,
diverse, and controllable dialog system. Proceedings of Machine Learning Research 2021;158:110-128 [FREE Full text]

32. Li Y, Li Z, Zhang K, Dan R, Jiang S, Zhang Y. ChatDoctor: A Medical Chat Model Fine-Tuned on a Large Language
Model Meta-AI (LLaMA) Using Medical Domain Knowledge. arXiv. 2023. URL: https://arxiv.org/abs/2303.14070 [accessed
2024-10-26]

33. Tang C, Zhang H, Loakman T, Lin C, Guerin F. Terminology-aware Medical Dialogue Generation. arXiv. 2022. URL:
https://arxiv.org/abs/2210.15551 [accessed 2024-10-26]

34. Zeng Y, Nie JY. Multi-Domain Dialogue State Tracking based on State Graph. arXiv. 2020. URL: https://arxiv.org/abs/
2010.11137 [accessed 2024-10-26]

35. Suri H, Zhang Q, Huo W, Liu Y, Guan C. MeDiaQA: A Question Answering Dataset on Medical Dialogues. arXiv. 2021.
URL: https://arxiv.org/abs/2108.08074 [accessed 2024-10-26]

36. Phan L, Anibal J, Tran H, Chanana S, Bahadroglu E, Peltekian A, et al. SciFive: a text-to-text transformer model for
biomedical literature. arXiv. 2021. URL: https://arxiv.org/abs/2106.03598 [accessed 2024-10-26]

37. Wu C, Lin W, Zhang X, Zhang Y, Xie W, Wang Y. PMC-LLaMA: toward building open-source language models for
medicine. J Am Med Inform Assoc 2024 Sep 01;31(9):1833-1843 [FREE Full text] [doi: 10.1093/jamia/ocae045] [Medline:
38613821]

38. Zhang H, Chen J, Jiang F, Yu F, Chen Z, Chen G, et al. HuatuoGPT, Towards Taming Language Model to Be a Doctor.
In: Bouamor H, Pino J, Bali K, editors. Findings of the Association for Computational Linguistics: EMNLP 2023. Singapore:
Association for Computational Linguistics; 2023:10859-10885.

39. Lee J, Yoon W, Kim S, Kim D, Kim S, So C, et al. BioBERT: a pre-trained biomedical language representation model for
biomedical text mining. Bioinformatics 2020 Feb 15;36(4):1234-1240 [FREE Full text] [doi: 10.1093/bioinformatics/btz682]
[Medline: 31501885]

40. Luo R, Sun L, Xia Y, Qin T, Zhang S, Poon H, et al. BioGPT: generative pre-trained transformer for biomedical text
generation and mining. Brief Bioinform 2022 Nov 19;23(6):bbac409 [FREE Full text] [doi: 10.1093/bib/bbac409] [Medline:
36156661]

41. Shin HC, Zhang Y, Bakhturina E, Puri R, Patwary M, Shoeybi M, et al. BioMegatron: Larger Biomedical Domain Language
Model. In: Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP). 2020

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2305https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://doi.org/10.1016/j.neucom.2022.09.136
http://dx.doi.org/10.1016/j.neucom.2022.09.136
https://doi.org/10.1016/j.patrec.2023.02.016
http://dx.doi.org/10.1016/j.patrec.2023.02.016
https://formative.jmir.org/2022/6/e34834/
http://dx.doi.org/10.2196/34834
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35767322&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(21)00311-7
http://dx.doi.org/10.1016/j.jbi.2021.103982
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34974190&dopt=Abstract
https://arxiv.org/abs/2201.09873
https://training.cochrane.org/resource/scoping-reviews-what-they-are-and-how-you-can-do-them
https://training.cochrane.org/resource/scoping-reviews-what-they-are-and-how-you-can-do-them
https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
https://doi.org/10.1038/s41598-023-29213-8
http://dx.doi.org/10.1038/s41598-023-29213-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36849466&dopt=Abstract
http://dx.doi.org/10.18653/v1/2022.bionlp-1.9
http://dx.doi.org/10.1145/3534678.3542674
https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00534/114595/OPAL-Ontology-Aware-Pretrained-Language-Model-for
http://dx.doi.org/10.1162/tacl_a_00534
https://doi.org/10.1155/2021/5294627
http://dx.doi.org/10.1155/2021/5294627
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34976109&dopt=Abstract
https://proceedings.mlr.press/v158/compton21a/compton21a.pdf
https://arxiv.org/abs/2303.14070
https://arxiv.org/abs/2210.15551
https://arxiv.org/abs/2010.11137
https://arxiv.org/abs/2010.11137
https://arxiv.org/abs/2108.08074
https://arxiv.org/abs/2106.03598
https://doi.org/10.1093/jamia/ocae045
http://dx.doi.org/10.1093/jamia/ocae045
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38613821&dopt=Abstract
https://europepmc.org/abstract/MED/31501885
http://dx.doi.org/10.1093/bioinformatics/btz682
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31501885&dopt=Abstract
https://doi.org/10.1093/bib/bbac409
http://dx.doi.org/10.1093/bib/bbac409
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36156661&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Presented at: 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP); November 16-20, 2020;
Online. [doi: 10.18653/v1/2020.emnlp-main.379]

42. Rasmy L, Xiang Y, Xie Z, Tao C, Zhi D. Med-BERT: pretrained contextualized embeddings on large-scale structured
electronic health records for disease prediction. NPJ Digit Med 2021 May 20;4(1):86 [FREE Full text] [doi:
10.1038/s41746-021-00455-y] [Medline: 34017034]

43. Yasunaga M, Leskovec J, Liang P. LinkBERT: Pretraining Language Models with Document Links. In: Proceedings of
the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 2022 Presented at:
60th Annual Meeting of the Association for Computational Linguistics; May 22-27, 2022; Dublin, Ireland. [doi:
10.18653/v1/2022.acl-long.551]

44. Michalopoulos G, Wang Y, Kaka H, Chen H, Wong A. UmlsBERT: Clinical Domain Knowledge Augmentation of
Contextual Embeddings Using the Unified Medical Language System Metathesaurus. In: Proceedings of the 2021 Conference
of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies. 2021
Presented at: 2021 Annual Conference of the North American Chapter of the Association for Computational Linguistics;
June 6-11, 2021; Online. [doi: 10.18653/v1/2021.naacl-main.139]

45. Zhang T, Cai Z, Wang C, Qiu M, Yang B, He X. SMedBERT: A Knowledge-Enhanced Pre-trained Language Model with
Structured Semantics for Medical Text Mining. In: Proceedings of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (Volume 1: Long
Papers). 2021 Presented at: 59th Annual Meeting of the Association for Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing; August 2021; Online. [doi: 10.18653/v1/2021.acl-long.457]

46. Yang T, Sucholutsky I, Jen K, Schonlau M. exKidneyBERT: a language model for kidney transplant pathology reports and
the crucial role of extended vocabularies. PeerJ Comput Sci 2024;10:e1888. [doi: 10.7717/peerj-cs.1888] [Medline:
38435545]

47. Mitchell JR, Szepietowski P, Howard R, Reisman P, Jones JD, Lewis P, et al. A question-and-answer system to extract
data from free-text oncological pathology reports (CancerBERT Network): Development study. J Med Internet Res 2022
Mar 23;24(3):e27210 [FREE Full text] [doi: 10.2196/27210] [Medline: 35319481]

48. Trieu H, Miwa M, Ananiadou S. BioVAE: a pre-trained latent variable language model for biomedical text mining.
Bioinformatics 2022 Jan 12;38(3):872-874 [FREE Full text] [doi: 10.1093/bioinformatics/btab702] [Medline: 34636886]

49. Khare Y, Bagal V, Mathew M, Devi A, Priyakumar UD, Jawahar CV. MMBERT: Multimodal BERT Pretraining for
Improved Medical VQA. arXiv. URL: https://arxiv.org/abs/2104.01394 [accessed 2024-10-26]

50. Nguyen N, Ha P, Nguyen L, Van Nguyen K, Nguyen N. SPBERTQA: A Two-Stage Question Answering System Based
on Sentence Transformers for Medical Texts. In: Memmi G, Yang B, Kong L, Zhang T, Qiu M, editors. Knowledge Science,
Engineering and Management. KSEM 2022. Lecture Notes in Computer Science, vol 13369. Cham: Springer; 2022:371-382.

51. Luo Y, Zhang J, Fan S, Yang K, Wu Y, Qiao M, et al. BioMedGPT: Open Multimodal Generative Pre-trained Transformer
for BioMedicine. arXiv. 2023. URL: https://arxiv.org/abs/2308.09442 [accessed 2024-10-26]

52. Toma A, Lawler P, Ba J, Krishnan R, Rubin B, Wang B. Clinical Camel: An Open Expert-Level Medical Language Model
with Dialogue-Based Knowledge Encoding. arXiv. 2023. URL: https://arxiv.org/abs/2305.12031 [accessed 2024-10-26]

53. Han T, Adams L, Papaioannou JM, Grundmann P, Oberhauser T, Löser A, et al. MedAlpaca - An Open-Source Collection
of Medical Conversational AI Models and Training Data. arXiv. 2023. URL: https://arxiv.org/abs/2304.08247 [accessed
2024-10-26]

54. Singhal K, Azizi S, Tu T, Mahdavi S, Wei J, Chung H, et al. Large language models encode clinical knowledge. Nature
2023 Aug;620(7972):172-180 [FREE Full text] [doi: 10.1038/s41586-023-06291-2] [Medline: 37438534]

55. Chen Z, Cano A, Romanou A, Matoba K, Salvi F, Pagliardini M, et al. MEDITRON-70B: Scaling Medical Pretraining for
Large Language Models. arXiv. URL: https://arxiv.org/abs/2311.16079 [accessed 2024-10-26]

56. Yan A, McAuley J, Lu X, Du J, Chang E, Gentili A, et al. RadBERT: Adapting transformer-based language models to
radiology. Radiol Artif Intell 2022 Jul;4(4):e210258 [FREE Full text] [doi: 10.1148/ryai.210258] [Medline: 35923376]

57. Du Y, Li Q, Wang L, He Y. Biomedical-domain pre-trained language model for extractive summarization. Knowledge-Based
Systems 2020 Jul;199:105964 [FREE Full text] [doi: 10.1016/j.knosys.2020.105964]

58. Li Y, Wehbe R, Ahmad F, Wang H, Luo Y. Clinical-Longformer and Clinical-BigBird: Transformers for long clinical
sequences. arXiv. 2022. URL: https://arxiv.org/abs/2201.11838 [accessed 2024-10-26]

59. Moro G, Ragazzi L, Valgimigli L, Freddi D. Discriminative Marginalized Probabilistic Neural Method for Multi-Document
Summarization of Medical Literature. In: Proceedings of the 60th Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers). 2022 Presented at: 60th Annual Meeting of the Association for Computational
Linguistics; May 22-27, 2022; Dublin, Ireland. [doi: 10.18653/v1/2022.acl-long.15]

60. Chen Y, Chen Y, Lin J, Huang C, Lai F. Modified bidirectional encoder representations from transformers extractive
summarization model for hospital information systems based on character-level tokens (AlphaBERT): Development and
performance evaluation. JMIR Med Inform 2020 Apr 29;8(4):e17787 [FREE Full text] [doi: 10.2196/17787] [Medline:
32347806]

61. Alsentzer E, Murphy J, Boag W, Weng WH, Jin D, Naumann T, et al. Publicly Available Clinical BERT Embeddings.
arXiv. 2019. URL: https://arxiv.org/abs/1904.03323 [accessed 2024-10-26]

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2306https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.18653/v1/2020.emnlp-main.379
https://doi.org/10.1038/s41746-021-00455-y
http://dx.doi.org/10.1038/s41746-021-00455-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34017034&dopt=Abstract
http://dx.doi.org/10.18653/v1/2022.acl-long.551
http://dx.doi.org/10.18653/v1/2021.naacl-main.139
http://dx.doi.org/10.18653/v1/2021.acl-long.457
http://dx.doi.org/10.7717/peerj-cs.1888
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38435545&dopt=Abstract
https://www.jmir.org/2022/3/e27210/
http://dx.doi.org/10.2196/27210
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35319481&dopt=Abstract
https://europepmc.org/abstract/MED/34636886
http://dx.doi.org/10.1093/bioinformatics/btab702
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34636886&dopt=Abstract
https://arxiv.org/abs/2104.01394
https://arxiv.org/abs/2308.09442
https://arxiv.org/abs/2305.12031
https://arxiv.org/abs/2304.08247
https://europepmc.org/abstract/MED/37438534
http://dx.doi.org/10.1038/s41586-023-06291-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37438534&dopt=Abstract
https://arxiv.org/abs/2311.16079
https://europepmc.org/abstract/MED/35923376
http://dx.doi.org/10.1148/ryai.210258
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35923376&dopt=Abstract
https://doi.org/10.1016/j.knosys.2020.105964
http://dx.doi.org/10.1016/j.knosys.2020.105964
https://arxiv.org/abs/2201.11838
http://dx.doi.org/10.18653/v1/2022.acl-long.15
https://medinform.jmir.org/2020/4/e17787/
http://dx.doi.org/10.2196/17787
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32347806&dopt=Abstract
https://arxiv.org/abs/1904.03323
http://www.w3.org/Style/XSL
http://www.renderx.com/


62. Cai X, Liu S, Han J, Yang L, Liu Z, Liu T. ChestXRayBERT: A pretrained language model for chest radiology report
summarization. IEEE Trans Multimedia 2023;25:845-855. [doi: 10.1109/tmm.2021.3132724]

63. Yalunin A, Umerenkov D, Kokh V. Abstractive summarization of hospitalisation histories with transformer networks.
arXiv. 2022. URL: https://arxiv.org/abs/2204.02208 [accessed 2024-10-26]

64. Balde G, Roy S, Mondal M, Ganguly N. MEDVOC: Vocabulary Adaptation for Fine-tuning Pre-trained Language Models
on Medical Text Summarization. arXiv. 2024. URL: https://arxiv.org/abs/2405.04163 [accessed 2024-10-26]

65. Yang X, PourNejatian N, Shin H, Smith K, Parisien C, Compas C, et al. GatorTron: A Large Clinical Language Model to
Unlock Patient Information from Unstructured Electronic Health Records. medRxiv. URL: https://www.medrxiv.org/
content/10.1101/2022.02.27.22271257v1 [accessed 2024-10-26]

66. Gu Y, Tinn R, Cheng H, Lucas M, Usuyama N, Liu X, et al. Domain-specific language model pretraining for biomedical
natural language processing. ACM Trans Comput Healthcare 2021 Oct 15;3(1):1-23. [doi: 10.1145/3458754]

67. Huang K, Altosaar J, Ranganath R. ClinicalBERT: Modeling Clinical Notes and Predicting Hospital Readmission. arXiv.
2019. URL: https://arxiv.org/abs/1904.05342 [accessed 2024-10-26]

68. Gupta T, Zaki M, Krishnan N. MatSciBERT: A materials domain language model for text mining and information extraction.
npj Comput Mater 2022 May 03;8(1):A [FREE Full text] [doi: 10.1038/s41524-022-00784-w]

69. Fang L, Chen Q, Wei CH, Lu Z, Wang K. Bioformer: an efficient transformer language model for biomedical text mining.
arXiv. 2023. URL: https://arxiv.org/abs/2302.01588 [accessed 2024-10-26]

70. Gururangan S, Marasović A, Swayamdipta S, Lo K, Beltagy I, Downey D, et al. Don’t Stop Pretraining: Adapt Language
Models to Domains and Tasks. In: Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics.
2020 Presented at: 58th Annual Meeting of the Association for Computational Linguistics; July 5-10, 2020; Online. [doi:
10.18653/v1/2020.acl-main.740]

71. Liao W, Liu Z, Dai H, Wu Z, Zhang Y, Huang X, et al. Mask-guided BERT for Few Shot Text Classification. arXiv. 2023.
URL: https://arxiv.org/abs/2302.10447 [accessed 2024-10-26]

72. He Y, Wang C, Zhang S, Li N, Li Z, Zeng Z. KG-MTT-BERT: Knowledge Graph Enhanced BERT for Multi-Type Medical
Text Classification. arXiv. 2022. URL: https://arxiv.org/abs/2210.03970 [accessed 2024-10-26]

73. Yang Z, Mitra A, Liu W, Berlowitz D, Yu H. TransformEHR: transformer-based encoder-decoder generative model to
enhance prediction of disease outcomes using electronic health records. Nat Commun 2023 Nov 29;14(1):7857 [FREE Full
text] [doi: 10.1038/s41467-023-43715-z] [Medline: 38030638]

74. Pedersen J, Laursen M, Vinholt P, Savarimuthu T. MeDa-BERT: A medical Danish pretrained transformer model. In:
Proceedings of the 24th Nordic Conference on Computational Linguistics (NoDaLiDa). 2023 Presented at: 24th Nordic
Conference on Computational Linguistics (NoDaLiDa); May 22-24, 2023; Tórshavn, Faroe Islands.

75. Hong Z, Ajith A, Pauloski J, Duede E, Chard K, Foster I. The Diminishing Returns of Masked Language Models to Science.
In: Findings of the Association for Computational Linguistics: ACL 2023. 2023 Presented at: 61st Annual Meeting of the
Association for Computational Linguistics: Industry Track; July 9-14, 2023; Toronto, Canada. [doi:
10.18653/v1/2023.findings-acl.82]

76. Abu Tareq Rony M, Shariful Islam M, Sultan T, Alshathri S, El-Shafai W. MediGPT: Exploring potentials of conventional
and large language models on medical data. IEEE Access 2024;12:103473-103487 [FREE Full text] [doi:
10.1109/ACCESS.2024.3428918]

77. Ji S, Zhang T, Ansari L, Fu J, Tiwari P, Cambria E. MentalBERT: Publicly Available Pretrained Language Models for
Mental Healthcare. arXiv. 2021. URL: https://arxiv.org/abs/2110.15621 [accessed 2024-10-26]

78. Taghizadeh N, Doostmohammadi E, Seifossadat E, Rabiee H, Tahaei M. SINA-BERT: A pre-trained Language Model for
Analysis of Medical Texts in Persian. arXiv. 2021. URL: https://arxiv.org/abs/2104.07613 [accessed 2024-10-26]

79. AlBadani B, Shi R, Dong J, Al-Sabri R, Moctard O. Transformer-based graph convolutional network for sentiment analysis.
Applied Sciences 2022 Jan 26;12(3):1316 [FREE Full text] [doi: 10.3390/app12031316]

80. Pandey C. redBERT: A topic discovery and deep sentiment classification model on COVID-19 online discussions using
BERT NLP model. International Journal of Open Source Software and Processes 2021;12(3):32-47. [doi:
10.4018/IJOSSP.2021070103]

81. Palani S, Rajagopal P, Pancholi S. T-BERT - Model for Sentiment Analysis of Micro-blogs Integrating Topic Model and
BERT. arXiv. 2021. URL: https://arxiv.org/abs/2106.01097 [accessed 2024-10-26]

82. Mao C, Yao L, Luo Y. A Pre-trained Clinical Language Model for Acute Kidney Injury. 2020 Presented at: 2020 IEEE
International Conference on Healthcare Informatics (ICHI); November 30-December 03, 2020; Oldenburg, Germany. [doi:
10.1109/ichi48887.2020.9374312]

83. Chaudhary Y, Gupta P, Saxena K, Kulkarni V, Runkler T, Schütze H. TopicBERT for Energy Efficient Document
Classification. In: Findings of the Association for Computational Linguistics: EMNLP 2020. 2020 Presented at: 2020
Conference on Empirical Methods in Natural Language Processing; November 16-20, 2020; Online. [doi:
10.18653/v1/2020.findings-emnlp.152]

84. Qudar M, Mago V. TweetBERT: A Pretrained Language Representation Model for Twitter Text Analysis. arXiv. 2020.
URL: https://arxiv.org/abs/2010.11091 [accessed 2024-10-26]

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2307https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1109/tmm.2021.3132724
https://arxiv.org/abs/2204.02208
https://arxiv.org/abs/2405.04163
https://www.medrxiv.org/content/10.1101/2022.02.27.22271257v1
https://www.medrxiv.org/content/10.1101/2022.02.27.22271257v1
http://dx.doi.org/10.1145/3458754
https://arxiv.org/abs/1904.05342
https://doi.org/10.1038/s41524-022-00784-w
http://dx.doi.org/10.1038/s41524-022-00784-w
https://arxiv.org/abs/2302.01588
http://dx.doi.org/10.18653/v1/2020.acl-main.740
https://arxiv.org/abs/2302.10447
https://arxiv.org/abs/2210.03970
https://doi.org/10.1038/s41467-023-43715-z
https://doi.org/10.1038/s41467-023-43715-z
http://dx.doi.org/10.1038/s41467-023-43715-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38030638&dopt=Abstract
http://dx.doi.org/10.18653/v1/2023.findings-acl.82
https://doi.org/10.1109/ACCESS.2024.3428918
http://dx.doi.org/10.1109/ACCESS.2024.3428918
https://arxiv.org/abs/2110.15621
https://arxiv.org/abs/2104.07613
https://doi.org/10.3390/app12031316
http://dx.doi.org/10.3390/app12031316
http://dx.doi.org/10.4018/IJOSSP.2021070103
https://arxiv.org/abs/2106.01097
http://dx.doi.org/10.1109/ichi48887.2020.9374312
http://dx.doi.org/10.18653/v1/2020.findings-emnlp.152
https://arxiv.org/abs/2010.11091
http://www.w3.org/Style/XSL
http://www.renderx.com/


85. Wouts J, de Boer J, Voppel A, Brederoo S, van Splunter S, Sommer I. belabBERT: a Dutch RoBERTa-based language
model applied to psychiatric classification. arXiv. 2021. URL: https://arxiv.org/abs/2106.01091 [accessed 2024-10-26]

86. Li Y, Rao S, Solares J, Hassaine A, Ramakrishnan R, Canoy D, et al. BEHRT: Transformer for electronic health records.
Sci Rep 2020 Apr 28;10(1):7155 [FREE Full text] [doi: 10.1038/s41598-020-62922-y] [Medline: 32346050]

87. Shang J, Ma T, Xiao C, Sun J. Pre-training of Graph Augmented Transformers for Medication Recommendation. In:
Proceedings of the Twenty-Eighth International Joint Conference on Artificial Intelligence AI for Improving Human
Well-being. 2019 Presented at: Twenty-Eighth International Joint Conference on Artificial Intelligence AI for Improving
Human Well-being; August 10-16, 2019; Macao. [doi: 10.24963/ijcai.2019/825]

88. Lentzen M, Madan S, Lage-Rupprecht V, Kühnel L, Fluck J, Jacobs M, et al. Critical assessment of transformer-based AI
models for German clinical notes. JAMIA Open 2022 Dec;5(4):ooac087 [FREE Full text] [doi: 10.1093/jamiaopen/ooac087]
[Medline: 36380848]

89. Davari MR, Kosseim L, Bui T. TIMBERT: Toponym Identifier For The Medical Domain Based on BERT. In: Proceedings
of the 28th International Conference on Computational Linguistics. 2020 Presented at: 28th International Conference on
Computational Linguistics; December 8-13, 2020; Barcelona, Spain (Online).

90. Peng Y, Yan S, Lu Z. Transfer Learning in Biomedical Natural Language Processing: An Evaluation of BERT and ELMo
on Ten Benchmarking Datasets. arXiv. 2019. URL: https://arxiv.org/abs/1906.05474 [accessed 2024-10-26]

91. Miolo G, Mantoan G, Orsenigo C. ELECTRAMed: a new pre-trained language representation model for biomedical NLP.
arXiv. 2021. URL: https://arxiv.org/abs/2104.09585 [accessed 2024-10-26]

92. Khan M, Ziyadi M, AbdelHady M. MT-BioNER: Multi-task Learning for Biomedical Named Entity Recognition using
Deep Bidirectional Transformers. arXiv. URL: https://arxiv.org/abs/2001.08904 [accessed 2024-10-26]

93. Naseem U, Khushi M, Reddy V, Rajendran S, Razzak I, Kim J. BioALBERT: A Simple and Effective Pre-trained Language
Model for Biomedical Named Entity Recognition. 2021 Presented at: 2021 International Joint Conference on Neural
Networks (IJCNN); July 18-22, 2021; Shenzhen, China. [doi: 10.1109/ijcnn52387.2021.9533884]

94. Yang L, Fu Y, Dai Y. BIBC: A Chinese named entity recognition model for diabetes research. Applied Sciences 2021 Oct
16;11(20):9653 [FREE Full text] [doi: 10.3390/app11209653]

95. Martin L, Muller B, Suárez P, Dupont Y, Romary L, de la Clergerie É, et al. CamemBERT: a Tasty French Language
Model. In: Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics. 2020 Presented at:
58th Annual Meeting of the Association for Computational Linguistics; July 5-10, 2020; Online. [doi:
10.18653/v1/2020.acl-main.645]

96. Kraljevic Z, Shek A, Bean D, Bendayan R, Teo J, Dobson R. MedGPT: Medical Concept Prediction from Clinical Narratives.
arXiv. 2021. URL: https://arxiv.org/abs/2107.03134 [accessed 2024-10-26]

97. Li F, Jin Y, Liu W, Rawat B, Cai P, Yu H. Fine-tuning Bidirectional Encoder Representations From Transformers
(BERT)-based models on large-scale electronic health record notes: An empirical study. JMIR Med Inform 2019 Sep
12;7(3):e14830 [FREE Full text] [doi: 10.2196/14830] [Medline: 31516126]

98. Gwon H, Seo H, Park S, Kim Y, Jun T. HeartBERT : A language model pre-trained on anopen source dataset for cardiac
text mining. Research Square. URL: https://www.researchsquare.com/article/rs-4137702/v1 [accessed 2024-10-26]

99. Mannion A, Schwab D, Goeuriot L. UMLS-KGI-BERT: Data-Centric Knowledge Integration in Transformers for Biomedical
Entity Recognition. In: Proceedings of the 5th Clinical Natural Language Processing Workshop. 2023 Presented at: 5th
Clinical Natural Language Processing Workshop; July 14, 2023; Toronto, Canada. [doi: 10.18653/v1/2023.clinicalnlp-1.35]

100. Schneider E, Gumiel Y, de Souza J, Mukai L, Silva e Oliveira L, de Sa Rebelo M. CardioBERTpt: Transformer-based
Models for Cardiology Language Representation in Portuguese. 2023 Presented at: 36th International Symposium on
Computer-Based Medical Systems (CBMS); June 22-24, 2023; L'Aquila, Italy. [doi: 10.1109/cbms58004.2023.00247]

101. Saleh M, Baghdadi S, Paquelet S. TocBERT: Medical Document Structure Extraction Using Bidirectional Transformers.
arXiv. 2024. URL: https://doi.org/10.48550/arXiv.2406.19526 [accessed 2024-10-26]

102. Radford A, Wu J, Child R, Luan D, Amodei D, Sutskever I. Language Models are Unsupervised Multitask Learners. Papers
With Code. URL: https://paperswithcode.com/paper/language-models-are-unsupervised-multitask [accessed 2024-10-26]

103. Brown T, Mann B, Ryder N, Subbiah M, Kaplan J, Dhariwal P, et al. Language models are few-shot learners. In: NIPS'20:
Proceedings of the 34th International Conference on Neural Information Processing System. 2020 Presented at: 34th
International Conference on Neural Information Processing System; December 6-12, 2020; Vancouver, BC, Canada. [doi:
10.5555/3495724.3495883]

104. Brown T, Mann B, Ryder N, Subbiah M, Kaplan J, Dhariwal P, et al. Language Models are Few-Shot Learners. arXiv.
2020. URL: https://arxiv.org/pdf/2005.14165 [accessed 2024-10-26]

105. Zhang Y, Sun S, Galley M, Chen YC, Brockett C, Gao X, et al. DIALOGPT : Large-Scale Generative Pre-training for
Conversational Response Generation. In: Proceedings of the 58th Annual Meeting of the Association for Computational
Linguistics: System Demonstrations. 2020 Presented at: 58th Annual Meeting of the Association for Computational
Linguistics: System Demonstrations; July 5-10, 2020; Online. [doi: 10.18653/v1/2020.acl-demos.30]

106. Krishna K, Pavel A, Schloss B, Bigham J, Lipton Z. Extracting Structured Data from Physician-Patient Conversations By
Predicting Noteworthy Utterances. arXiv. 2020. URL: https://arxiv.org/abs/2007.07151 [accessed 2024-10-26]

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2308https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://arxiv.org/abs/2106.01091
https://doi.org/10.1038/s41598-020-62922-y
http://dx.doi.org/10.1038/s41598-020-62922-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32346050&dopt=Abstract
http://dx.doi.org/10.24963/ijcai.2019/825
https://europepmc.org/abstract/MED/36380848
http://dx.doi.org/10.1093/jamiaopen/ooac087
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36380848&dopt=Abstract
https://arxiv.org/abs/1906.05474
https://arxiv.org/abs/2104.09585
https://arxiv.org/abs/2001.08904
http://dx.doi.org/10.1109/ijcnn52387.2021.9533884
https://doi.org/10.3390/app11209653
http://dx.doi.org/10.3390/app11209653
http://dx.doi.org/10.18653/v1/2020.acl-main.645
https://arxiv.org/abs/2107.03134
https://medinform.jmir.org/2019/3/e14830/
http://dx.doi.org/10.2196/14830
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31516126&dopt=Abstract
https://www.researchsquare.com/article/rs-4137702/v1
http://dx.doi.org/10.18653/v1/2023.clinicalnlp-1.35
http://dx.doi.org/10.1109/cbms58004.2023.00247
https://doi.org/10.48550/arXiv.2406.19526
https://paperswithcode.com/paper/language-models-are-unsupervised-multitask
http://dx.doi.org/10.5555/3495724.3495883
https://arxiv.org/pdf/2005.14165
http://dx.doi.org/10.18653/v1/2020.acl-demos.30
https://arxiv.org/abs/2007.07151
http://www.w3.org/Style/XSL
http://www.renderx.com/


107. Xu L, Sanders L, Li K, Chow JCL. Chatbot for health care and oncology applications using artificial intelligence and
machine learning: Systematic review. JMIR Cancer 2021 Nov 29;7(4):e27850 [FREE Full text] [doi: 10.2196/27850]
[Medline: 34847056]

108. Parmar P, Ryu J, Pandya S, Sedoc J, Agarwal S. Health-focused conversational agents in person-centered care: a review
of apps. NPJ Digit Med 2022 Feb 17;5(1):21 [FREE Full text] [doi: 10.1038/s41746-022-00560-6] [Medline: 35177772]

109. Touvron H, Lavril T, Izacard G, Martinet X, Lachaux MA, Lacroix T, et al. LLaMA: Open and Efficient Foundation
Language Models. arXiv. 2023. URL: https://arxiv.org/abs/2302.13971 [accessed 2024-10-26]

110. Raffel C, Shazeer N, Roberts A, Lee K, Narang S, Matena M, et al. Exploring the limits of transfer learning with a unified
text-to-text transformer. Journal of Machine Learning Research 2020;21:1-67 [FREE Full text]

111. Shoeybi M, Patwary M, Puri R, LeGresley P, Casper J, Catanzaro B. Megatron-LM: Training Multi-Billion Parameter
Language Models Using Model Parallelism. arXiv. 2019. URL: https://arxiv.org/abs/1909.08053 [accessed 2024-10-26]

112. Cai Z, Zhang T, Wang C, He X. EMBERT: A Pre-trained Language Model for Chinese Medical Text Mining. In: Spaniol
M, Sakurai Y, Chen J, editors. Web and Big Data. APWeb-WAIM 2021. Lecture Notes in Computer Science, vol 12858.
Cham: Springer; 2021:242-257.

113. Beltagy I, Lo K, Cohan A. SciBERT: A Pretrained Language Model for Scientific Text. In: Proceedings of the 2019
Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural
Language Processing (EMNLP-IJCNLP). 2019 Presented at: 2019 Conference on Empirical Methods in Natural Language
Processing and the 9th International Joint Conference on Natural Language Processing; November 3-7, 2019; Hong Kong,
China. [doi: 10.18653/v1/d19-1371]

114. Radford A, Wu J, Child R, Luan D, Amodei D, Sutskever I. Language Models are Unsupervised Multitask Learners.
OpenAI. URL: https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.
pdf [accessed 2024-10-26]

115. Zhou S, Zhang Y. DATLMedQA: A data augmentation and transfer learning based solution for medical question answering.
Applied Sciences 2021 Nov 26;11(23):11251 [FREE Full text] [doi: 10.3390/app112311251]

116. Henderson M, Al-Rfou R, Strope B, Sung Y, Lukacs L, Guo R, et al. Efficient Natural Language Response Suggestion for
Smart Reply. arXiv. 2017. URL: https://arxiv.org/abs/1705.00652 [accessed 2024-10-26]

117. Bolton E, Hall D, Yasunaga M, Lee T, Manning C, Liang P. BioMedLM. Stanford Center for Research on Foundation
Models. URL: https://crfm.stanford.edu/2022/12/15/biomedlm.html [accessed 2024-10-26]

118. Lu M, Jin X, Wang Z. ClinicalBertSum: RCT Summarization by Using Clinical BERT Embeddings. Stanford CS224N
Custom Project. URL: https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1204/reports/custom/report29.pdf [accessed
2024-10-26]

119. Zaheer M, Guruganesh G, Dubey A, Ainslie J, Alberti C, Ontanon S, et al. Big Bird: Transformers for Longer Sequences.
2020 Presented at: 34th Conference on Neural Information Processing Systems; December 6-12, 2020; Online.

120. Wada S, Takeda T, Manabe S, Konishi S, Kamohara J, Matsumura Y. Pre-training technique to localize medical BERT
and enhance biomedical BERT. arXiv. URL: https://arxiv.org/abs/2005.07202 [accessed 2024-10-26]

121. Yogarajan V, Montiel J, Smith T, Pfahringer B. Transformers for Multi-label Classification of Medical Text: An Empirical
Comparison. In: Tucker A, Henriques Abreu P, Cardoso J, Pereira Rodrigues P, Riaño D, editors. Artificial Intelligence in
Medicine. AIME 2021. Lecture Notes in Computer Science, vol 12721. Cham: Springer; 2021:114-123.

122. Rodrawangpai B, Daungjaiboon W. Improving text classification with transformers and layer normalization. Machine
Learning with Applications 2022 Dec;10:100403. [doi: 10.1016/j.mlwa.2022.100403]

123. Yalunin A, Nesterov A, Umerenkov D. RuBioRoBERTa: a pre-trained biomedical language model for Russian language
biomedical text mining. arXiv. 2022. URL: https://arxiv.org/abs/2204.03951 [accessed 2024-10-26]

124. Çelıkten A, Bulut H. Turkish Medical Text Classification Using BERT. 2021 Presented at: 29th Signal Processing and
Communications Applications Conference (SIU); June 09-11, 2021; Istanbul, Turkey. [doi: 10.1109/SIU53274.2021.9477847]

125. Blanco A, Perez A, Casillas A. Exploiting ICD hierarchy for classification of EHRs in Spanish through multi-task
transformers. IEEE J Biomed Health Inform 2022 Mar;26(3):1374-1383. [doi: 10.1109/jbhi.2021.3112130]

126. Santos T, Tariq A, Das S, Vayalpati K, Smith G, Trivedi H, et al. PathologyBERT - Pre-trained Vs. A New Transformer
Language Model for Pathology Domain. arXiv. 2022. URL: https://arxiv.org/abs/2205.06885 [accessed 2024-10-26]

127. Zeberga K, Attique M, Shah B, Ali F, Jembre Y, Chung T. A novel text mining approach for mental health prediction using
Bi-LSTM and BERT model. Comput Intell Neurosci 2022;2022:7893775 [FREE Full text] [doi: 10.1155/2022/7893775]
[Medline: 35281185]

128. Li J, Huang Q, Ren S, Jiang L, Deng B, Qin Y. A novel medical text classification model with Kalman filter for clinical
decision making. Biomedical Signal Processing and Control 2023 Apr;82:104503 [FREE Full text] [doi:
10.1016/j.bspc.2022.104503]

129. Zhang X, Song X, Feng A, Gao Z. Multi-self-attention for aspect category detection and biomedical multilabel text
classification with BERT. Mathematical Problems in Engineering 2021 Nov 30;2021:1-6 [FREE Full text] [doi:
10.1155/2021/6658520]

130. Clavie B, Gal K. EduBERT: Pretrained Deep Language Models for Learning Analytics. arXiv. 2019. URL: https://arxiv.
org/abs/1912.00690 [accessed 2024-10-26]

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2309https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://cancer.jmir.org/2021/4/e27850/
http://dx.doi.org/10.2196/27850
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34847056&dopt=Abstract
https://doi.org/10.1038/s41746-022-00560-6
http://dx.doi.org/10.1038/s41746-022-00560-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35177772&dopt=Abstract
https://arxiv.org/abs/2302.13971
https://www.jmlr.org/papers/volume21/20-074/20-074.pdf
https://arxiv.org/abs/1909.08053
http://dx.doi.org/10.18653/v1/d19-1371
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://doi.org/10.3390/app112311251
http://dx.doi.org/10.3390/app112311251
https://arxiv.org/abs/1705.00652
https://crfm.stanford.edu/2022/12/15/biomedlm.html
https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1204/reports/custom/report29.pdf
https://arxiv.org/abs/2005.07202
http://dx.doi.org/10.1016/j.mlwa.2022.100403
https://arxiv.org/abs/2204.03951
http://dx.doi.org/10.1109/SIU53274.2021.9477847
http://dx.doi.org/10.1109/jbhi.2021.3112130
https://arxiv.org/abs/2205.06885
https://doi.org/10.1155/2022/7893775
http://dx.doi.org/10.1155/2022/7893775
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35281185&dopt=Abstract
https://doi.org/10.1016/j.bspc.2022.104503
http://dx.doi.org/10.1016/j.bspc.2022.104503
https://doi.org/10.1155/2021/6658520
http://dx.doi.org/10.1155/2021/6658520
https://arxiv.org/abs/1912.00690
https://arxiv.org/abs/1912.00690
http://www.w3.org/Style/XSL
http://www.renderx.com/


131. Al-Garadi M, Yang Y, Cai H, Ruan Y, O'Connor K, Graciela G, et al. Text classification models for the automatic detection
of nonmedical prescription medication use from social media. BMC Med Inform Decis Mak 2021 Jan 26;21(1):27 [FREE
Full text] [doi: 10.1186/s12911-021-01394-0] [Medline: 33499852]

132. Gao S, Alawad M, Young MT, Gounley J, Schaefferkoetter N, Yoon HJ, et al. Limitations of transformers on clinical text
classification. IEEE J Biomed Health Inform 2021 Sep;25(9):3596-3607. [doi: 10.1109/jbhi.2021.3062322]

133. Wang X, Tao M, Wang R, Zhang L. Reduce the medical burden: An automatic medical triage system using text classification
BERT based on Transformer structure. 2021 Presented at: 2nd International Conference on Big Data & Artificial Intelligence
& Software Engineering (ICBASE); September 24-26, 2021; Zhuhai, China. [doi: 10.1109/ICBASE53849.2021.00133]

134. Naseem U, Razzak I, Khushi M, Eklund PW, Kim J. COVIDSenti: A large-scale benchmark twitter data set for COVID-19
sentiment analysis. IEEE Trans Comput Soc Syst 2021 Aug;8(4):1003-1015. [doi: 10.1109/tcss.2021.3051189]

135. Hung M, Lauren E, Hon ES, Birmingham WC, Xu J, Su S, et al. Social network analysis of COVID-19 sentiments:
Application of artificial intelligence. J Med Internet Res 2020 Aug 18;22(8):e22590 [FREE Full text] [doi: 10.2196/22590]
[Medline: 32750001]

136. Chandra R, Krishna A. COVID-19 sentiment analysis via deep learning during the rise of novel cases. PLoS One
2021;16(8):e0255615 [FREE Full text] [doi: 10.1371/journal.pone.0255615] [Medline: 34411112]

137. Yang J, Xiao L, Li K. Modelling clinical experience data as an evidence for patient-oriented decision support. BMC Med
Inform Decis Mak 2020 Jul 09;20(Suppl 3):138 [FREE Full text] [doi: 10.1186/s12911-020-1121-4] [Medline: 32646414]

138. Jabreel M, Maaroof N, Valls A, Moreno A. Introducing sentiment analysis of textual reviews in a multi-criteria decision
aid system. Applied Sciences 2020 Dec 28;11(1):216. [doi: 10.3390/app11010216]

139. Rajput A. Chapter 3 - Natural Language Processing, Sentiment Analysis, and Clinical Analytics. In: Lytras M, Sarirete A,
editors. Innovation in Health Informatics. Cambridge, MA: Academic Press; 2020:79-97.

140. Vajre V, Naylor M, Kamath U, Shehu A. PsychBERT: A Mental Health Language Model for Social Media Mental Health
Behavioral Analysis. 2021 Presented at: 2021 IEEE International Conference on Bioinformatics and Biomedicine (BIBM);
December 9-12, 2021; Houston, TX. [doi: 10.1109/BIBM52615.2021.9669469]

141. Chriqui A, Yahav I. HeBERT and HebEMO: A Hebrew BERT model and a tool for polarity analysis and emotion recognition.
INFORMS Journal on Data Science 2022 Apr;1(1):81-95 [FREE Full text] [doi: 10.1287/ijds.2022.0016]

142. Alturayeif N, Luqman H. Fine-grained sentiment analysis of Arabic COVID-19 tweets using BERT-based transformers
and dynamically weighted loss function. Applied Sciences 2021 Nov 12;11(22):10694 [FREE Full text] [doi:
10.3390/app112210694]

143. Wang T, Lu K, Chow KP, Zhu Q. COVID-19 sensing: Negative sentiment analysis on social media in China via BERT
model. IEEE Access 2020;8:138162-138169. [doi: 10.1109/access.2020.3012595]

144. Müller M, Salathé M, Kummervold PE. COVID-Twitter-BERT: A natural language processing model to analyse COVID-19
content on Twitter. Front Artif Intell 2023 Mar 14;6:1023281 [FREE Full text] [doi: 10.3389/frai.2023.1023281] [Medline:
36998290]

145. Devlin J, Chang MW, Lee K, Toutanova K. BERT: Pre-training of Deep Bidirectional Transformers for Language
Understanding. In: Proceedings of NAACL-HLT 2019. 2019 Presented at: NAACL-HLT 2019; June 2-7, 2019; Minneapolis,
Minnesota.

146. Liu Z, Yang M, Wang X, Chen Q, Tang B, Wang Z, et al. Entity recognition from clinical texts via recurrent neural network.
BMC Med Inform Decis Mak 2017 Jul 05;17(Suppl 2):67 [FREE Full text] [doi: 10.1186/s12911-017-0468-7] [Medline:
28699566]

147. Zhang K, Zhang C, Ye Y, Zan H, Liu X. Named Entity Recognition in Electronic Medical Records Based on Transfer
Learning. In: ICIMH '22: Proceedings of the 2022 International Conference on Intelligent Medicine and Health. 2022
Presented at: 4th International Conference on Intelligent Medicine and Health; August 19-21, 2022; Xiamen, China. [doi:
10.1145/3560071.3560086]

148. Bose P, Srinivasan S, Sleeman W, Palta J, Kapoor R, Ghosh P. A survey on recent named entity recognition and relationship
extraction techniques on clinical texts. Applied Sciences 2021 Sep 08;11(18):8319 [FREE Full text] [doi:
10.3390/app11188319]

149. Thiyagu TM, Manjula D, Shridhar S. Named entity recognition in biomedical domain: A survey. International Journal of
Computer Applications 2019 Feb 15;181(41):30-37. [doi: 10.5120/ijca2019918469]

150. Raza S, Reji D, Shajan F, Bashir S. Large-scale application of named entity recognition to biomedicine and epidemiology.
PLOS Digit Health 2022 Dec;1(12):e0000152 [FREE Full text] [doi: 10.1371/journal.pdig.0000152] [Medline: 36812589]

151. Syed M, Al-Shukri S, Syed S, Sexton K, Greer M, Zozus M, et al. DeIDNER corpus: Annotation of clinical discharge
summary notes for named entity recognition using BRAT tool. Stud Health Technol Inform 2021 May 27;281:432-436
[FREE Full text] [doi: 10.3233/SHTI210195] [Medline: 34042780]

152. Liu N, Hu Q, Xu H, Xu X, Chen M. Med-BERT: A pretraining framework for medical records named entity recognition.
IEEE Trans Ind Inf 2022 Aug;18(8):5600-5608. [doi: 10.1109/tii.2021.3131180]

153. Wu Y, Huang J, Xu C, Zheng H, Zhang L, Wan J. Research on named entity recognition of electronic medical records
based on RoBERTa and radical‐level feature. Wireless Communications and Mobile Computing 2021 Jun 28;2021(1):1-10.
[doi: 10.1155/2021/2489754]

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2310https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-021-01394-0
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-021-01394-0
http://dx.doi.org/10.1186/s12911-021-01394-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33499852&dopt=Abstract
http://dx.doi.org/10.1109/jbhi.2021.3062322
http://dx.doi.org/10.1109/ICBASE53849.2021.00133
http://dx.doi.org/10.1109/tcss.2021.3051189
https://www.jmir.org/2020/8/e22590/
http://dx.doi.org/10.2196/22590
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32750001&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0255615
http://dx.doi.org/10.1371/journal.pone.0255615
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34411112&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-020-1121-4
http://dx.doi.org/10.1186/s12911-020-1121-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32646414&dopt=Abstract
http://dx.doi.org/10.3390/app11010216
http://dx.doi.org/10.1109/BIBM52615.2021.9669469
https://doi.org/10.1287/ijds.2022.0016
http://dx.doi.org/10.1287/ijds.2022.0016
https://doi.org/10.3390/app112210694
http://dx.doi.org/10.3390/app112210694
http://dx.doi.org/10.1109/access.2020.3012595
https://europepmc.org/abstract/MED/36998290
http://dx.doi.org/10.3389/frai.2023.1023281
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36998290&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-017-0468-7
http://dx.doi.org/10.1186/s12911-017-0468-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28699566&dopt=Abstract
http://dx.doi.org/10.1145/3560071.3560086
https://doi.org/10.3390/app11188319
http://dx.doi.org/10.3390/app11188319
http://dx.doi.org/10.5120/ijca2019918469
https://doi.org/10.1371/journal.pdig.0000152
http://dx.doi.org/10.1371/journal.pdig.0000152
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36812589&dopt=Abstract
https://europepmc.org/abstract/MED/34042780
http://dx.doi.org/10.3233/SHTI210195
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34042780&dopt=Abstract
http://dx.doi.org/10.1109/tii.2021.3131180
http://dx.doi.org/10.1155/2021/2489754
http://www.w3.org/Style/XSL
http://www.renderx.com/


154. Li J, Liu R, Chen C, Zhou S, Shang X, Wang Y. An RG-FLAT-CRF model for named entity recognition of Chinese
electronic clinical records. Electronics 2022 Apr 18;11(8):1282. [doi: 10.3390/electronics11081282]

155. Tawfik N, Spruit M. Evaluating sentence representations for biomedical text: Methods and experimental results. J Biomed
Inform 2020 May;104:103396 [FREE Full text] [doi: 10.1016/j.jbi.2020.103396] [Medline: 32147441]

156. Brezulianu A, Burlacu A, Popa IV, Arif M, Geman O. "Not by our feeling, but by other's seeing": Sentiment analysis
technique in cardiology-An exploratory review. Front Public Health 2022 Apr 11;10:880207 [FREE Full text] [doi:
10.3389/fpubh.2022.880207] [Medline: 35480589]

157. Zhang N, Chen M, Bi Z, Liang X, Li L, Shang X. CBLUE: A Chinese Biomedical Language Understanding Evaluation
Benchmark. In: Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1:
Long Papers). 2022 Presented at: 60th Annual Meeting of the Association for Computational Linguistics; May 22–27,
2022; Dublin, Ireland. [doi: 10.18653/v1/2022.acl-long.544]

Abbreviations
AI: artificial intelligence
BERT: Bidirectional Encoder Representations from Transformers
EHR: electronic health record
EMR: electronic medical record
GPT: Generative Pre-trained Transformer
NER: named entity recognition
NLP: natural language processing
PLM: pretrained language model

Edited by A Castonguay; submitted 07.06.23; peer-reviewed by D Chrimes, I Gabashvili; comments to author 06.07.23; revised version
received 10.07.23; accepted 21.10.24; published 18.11.24.

Please cite as:
Cho HN, Jun TJ, Kim YH, Kang H, Ahn I, Gwon H, Kim Y, Seo J, Choi H, Kim M, Han J, Kee G, Park S, Ko S
Task-Specific Transformer-Based Language Models in Health Care: Scoping Review
JMIR Med Inform 2024;12:e49724
URL: https://medinform.jmir.org/2024/1/e49724 
doi:10.2196/49724
PMID:

©Ha Na Cho, Tae Joon Jun, Young-Hak Kim, Heejun Kang, Imjin Ahn, Hansle Gwon, Yunha Kim, Jiahn Seo, Heejung Choi,
Minkyoung Kim, Jiye Han, Gaeun Kee, Seohyun Park, Soyoung Ko. Originally published in JMIR Medical Informatics
(https://medinform.jmir.org), 18.11.2024. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete
bibliographic information, a link to the original publication on https://medinform.jmir.org/, as well as this copyright and license
information must be included.

JMIR Med Inform 2024 | vol. 12 | e49724 | p.2311https://medinform.jmir.org/2024/1/e49724
(page number not for citation purposes)

Cho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.3390/electronics11081282
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(20)30025-3
http://dx.doi.org/10.1016/j.jbi.2020.103396
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32147441&dopt=Abstract
https://europepmc.org/abstract/MED/35480589
http://dx.doi.org/10.3389/fpubh.2022.880207
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35480589&dopt=Abstract
http://dx.doi.org/10.18653/v1/2022.acl-long.544
https://medinform.jmir.org/2024/1/e49724
http://dx.doi.org/10.2196/49724
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


CHDmap: One Step Further Toward Integrating Medicine-Based
Evidence Into Practice

Jef Van den Eynde, MD
Department of Cardiovascular Sciences, KU Leuven, Leuven, Belgium

Corresponding Author:
Jef Van den Eynde, MD

Related Article:
 
https://medinform.jmir.org/2024/1/e49138
 

Abstract

Evidence-based medicine, rooted in randomized controlled trials, offers treatment estimates for the average patient but struggles
to guide individualized care. This challenge is amplified in complex conditions like congenital heart disease due to disease
variability and limited trial applicability. To address this, medicine-based evidence was proposed to synthesize information for
personalized care. A recent article introduced a patient similarity network, CHDmap, which represents a promising technical
rendition of the medicine-based evidence concept. Leveraging comprehensive clinical and echocardiographic data, CHDmap
creates an interactive patient map representing individuals with similar attributes. Using a k-nearest neighbor algorithm, CHDmap
interactively identifies closely resembling patient groups based on specific characteristics. These approximate matches form the
foundation for predictive analyses, including outcomes like hospital length of stay and complications. A key finding is the tool’s
dual capacity: not only did it corroborate clinical intuition in many scenarios, but in specific instances, it prompted a reevaluation
of cases, culminating in an enhancement of overall performance across various classification tasks. While an important first step,
future versions of CHDmap may aim to expand mapping complexity, increase data granularity, consider long-term outcomes,
allow for treatment comparisons, and implement artificial intelligence–driven weighting of various input variables. Successful
implementation of CHDmap and similar tools will require training for practitioners, robust data infrastructure, and interdisciplinary
collaboration. Patient similarity networks may become valuable in multidisciplinary discussions, complementing clinicians’
expertise. The symbiotic approach bridges evidence, experience, and real-life care, enabling iterative learning for future physicians.

(JMIR Med Inform 2024;12:e52343)   doi:10.2196/52343
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Evidence-based medicine (EBM), built on the foundations of
randomized controlled trials (RCTs), is good at providing
average estimates for treatments or outcomes in the average
patient. While EBM has resulted in important clinical guidelines,
it does not solve the real clinical quandaries: patients appear
for care individually, each may differ in important ways from
an RCT cohort, and the physician will wonder each time if
following EBM will provide best guidance for this unique
patient. This is particularly the case for complex and
heterogeneous populations, such as those with congenital heart
disease (CHD). Indeed, in congenital cardiology, RCTs are both
difficult to conduct and commonly not definitive. The
complexity of disease, clinical heterogeneity within lesions,
and the small number of patients with specific forms of CHD
severely degrade the precision and value of estimates of average
treatment effects in the average patient provided by RCTs.

In response to mounting concern about the value of EBM for
decision-making, we have previously proposed medicine-based
evidence (MBE) as a means of synthesizing all available
information and applying it to the individual patient [1]. Briefly,
we proposed that whenever a physician needs to decide a
patient’s treatment plan, a library of patient profiles would be
interrogated. A nearest neighbor algorithm would then find
“approximate matches,” a group of patients who share the
greatest similarity with the index case. Some of these matches
would and others would not have received a certain treatment
or developed a certain outcome, such that specific analyses
tailored to the clinical question could be performed within this
pool of approximate matches. We envisioned that this approach
would represent a major step toward true personalized medicine,
as individualization of treatment would shift from today’s
intrinsically subjective human-driven assessment toward a more
objective, data- and model-driven process that is more
descriptive, integrative, and predictive.
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In their recent article, Li et al [2] introduced CHDmap, an
innovative patient similarity network (PSN) designed to
prognosticate outcomes among patients with CHD. By
leveraging comprehensive clinical and echocardiographic data
sets from 4774 surgical cases, the PSN manifests as an
interactive, zoomable electronic cartography, wherein each node
symbolizes an individual patient, and internode distances
delineate their similarity. This user-centric software empowers
practitioners to delineate specific patient attributes—such as
age, gender, CHD classification, and echocardiographic
metrics—tailoring the analysis to the case at hand. The program
subsequently uses a k-nearest neighbor algorithm to identify a
cohort of closely resembling peers according to the top-k
parameter or similarity threshold. This assemblage of
approximate matches serves as the foundation for diverse
predictive analyses, encompassing variables like hospital length
of stay, complications, and survival. This way, CHDmap allows
for conducting real-time clinical trials that are specifically
tailored to the individual patient, based on historical cases with
a similar clinical profile. A key finding from the study by Li et
al [2] was the tool’s dual capacity: not only did it corroborate
clinical intuition in many scenarios, but in specific instances,
it prompted a reevaluation of cases, culminating in an
enhancement of overall performance across various
classification tasks.

The tool has been made publicly available [3] and represents a
promising technical rendition of the MBE concept. According
to the authors, future generations of the software will be
uploaded in time, further expanding the possibilities of
CHDmap, including the following: (1) Labeling and
visualization of increasingly complex and rare CHD
types—currently, only some major subtypes (atrial septal defect,
patent foramen ovale, ventricular septal defect, patent ductus
arteriosus) are depicted in the map overview; as the underlying
data set expands, patients with more complex anatomy may be
visualized as well. (2) More granularity in data—in a similar
manner, the width of the underlying data set (ie, number of
cases) and its depth (ie, number of variables) will likely increase,
allowing for more precise matching and examination of more
aspects of decision-making. (3) Long-term outcomes—currently,
only in-hospital outcomes can be considered within CHDmap,

but future generations of the software may allow for long-term
outcomes to be analyzed. (4) Comparisons of specific treatment
options—once in-depth data on various treatments become
available, the optimal treatment for an individual patient may
be examined through real-time clinical trials within CHDmap,
where outcomes after initiation of various treatments are
compared among a group of approximate matches. (5) Artificial
intelligence–driven weighting of indicators—the default setting
in CHDmap allocates to each indicator the same weighting,
whereas physicians can modify these weights based on their
prior knowledge; the latter option allows accounting for the fact
that weights are likely to differ depending on the clinical setting
and the question at hand. With future generations of CHDmap,
the authors may implement an artificial intelligence model to
dynamically allocate weights to each of the indicators.

CHDmap undeniably signifies a significant stride toward the
actualization of MBE. Just as with any statistical methodology,
the principles of implementation science will play a pivotal role
in optimizing the widespread integration of this tool into clinical
practice [4]. Medical practitioners will need to be trained to use
these tools correctly and to ensure they are aware of the perks
and pitfalls of the PSN (eg, knowing that there is a trade-off
between increasing similarity and increasing statistical power
or being able to correctly interpret the certainty associated with
a specific prediction). Data infrastructure will need to be in
place, and continued efforts should be made to establish
multicenter clinical registries with in-depth and up-to-date
information collection. Furthermore, collaboration between
health care professionals and experts in data science will be
required to ensure these novel technologies can benefit our
patients, taking into account issues regarding data quality and
privacy.

Finally, at some point in the future, tools like CHDmap may
become routinely used to support team discussions. Rather than
replacing the clinician, they should be embraced as assistive
technology enhancing overall clinical efficacy. This symbiotic
approach serves to harmonize real-life patient care with prior
experience and established evidence. This way, we can truly
start to achieve the incremental benefits of future generations
of physicians learning from previous ones.
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