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Abstract

Electronic health records (EHRs) were originally developed for clinical care and billing. As such, the data are not collected,
organized, and curated in afashion that is optimized for secondary use to support the Learning Health System. Population health
registries provide tools to support quality improvement. These tools are generally integrated with the live EHR, are intended to
use aminimum of computing resources, and may not be appropriate for some research projects. Researchers may require different
electronic phenotypes and variable definitions from those typically used for population health, and these definitions may vary
from study to study. Establishing a formal registry that is mapped to the Observation Medical Outcomes Partnership common
data model provides an opportunity to add custom mappings and more easily share these with other institutions. Performing
preprocessing tasks such as data cleaning, calculation of risk scores, time-to-event analysis, imputation, and transforming data
into aformat for statistical analyseswill improve efficiency and make the data easier to use for investigators. Research registries
that are maintained outside the EHR aso have the luxury of using significant computational resources without jeopardizing
clinical care data. This paper describes a virtual Diabetes Registry at Atrium Health Wake Forest Baptist and the plan for its
continued devel opment.

(IMIR Med Inform 2022;10(9):€39746) doi:10.2196/39746
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outcome studies that use data at different time points are still
BaCkg round rare. Research investigators struggle with the processing and

The first electronic health records (EHRS) were developed to  Sttistical analyses of EHR-derived datadue to thetime-varying
support clinical care, but later became primarily focused on  N@Ure, inconsistency, inaccuracy, lack of documentation, and
billing after the creation of diagnosis-related group (DRG) codes  Incompleteness of clinical data. Investigators report that the
[1]. DRGsareintended to provide precise estimates of resource  &mount of time spent deciphering and cleaning these datamake
use across different hospitals. Unfortunately, the documentation  Many research projectsimpractical. A systematic review of the
necessary to support billing frequently does not result in adata USe0f EHR datafor population hedlthidentified several common
content and structure ideal for the secondary use of these data  Parmiersfor the use of these datafor population health, of which
for research. Safran et a [2] outlined a framework for using MiSSing data were most cited [3]. Handling of missing data
EHR data for secondary purposes. The use of EHR data for eduiresan understanding of the reasons for missing data, some
research purposes has increased significantly at Wake Forest of which can be project-specific reasons and related to decisions

and elsawhere over the past several years. However, complex about how to handle them. Simply excluding patients with
missing data may reduce sample size and can lead to biased
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results. One common method for handling missing datain EHR
projects is multiple imputation, where statistical models are
used to estimate values for missing data elements [4].
Investigators may be unfamiliar with these techniques or may
lack the knowledge and skills to perform the task in a robust
fashion. Imputation will be one of the services provided to

Textbox 1. Common data-processing steps required to analyze clinical data.

Wellset al

investigators. Prior toimputation, it is necessary to explore data
to identify implausible values that may arise due to inaccurate
measurements or data entry errors. Textbox 1 highlights some
of the data-processing steps that may be required prior to using
clinical datafor statistical analyses.

Common data-processing steps

« Removal of extreme values

«  Correction of erroneous entries

« Imputation of missing values

«  Cdculation of predefined variables

«  Determination of active medication classes on a given date

«  Caculation of dates and timeto events

«  Creation of asingle analytic data set with asingle row per patient from normalized tables

Research Registries

Research registries derived from the EHR can provide a
foundation that improves the efficiency for research projectsin
a gpecific disease area. Registries can provide formal
documentation of theinstitutional knowledge gained over time
from previous investigations and input from the research
community. The sharing of experiences provides an opportunity
for critical evaluation of the data from investigators with
different areas of expertise, leading to improved data quality
and knowledge of the data necessary for interinstitutional
projects. Preprocessed data, predefined variables, linkage with
other ingtitutional databases (eg, echocardiogram and pulmonary
function tests), linkage with external data (eg, American
Community Survey and North Carolina Death Registry), and
creation of statistical functions can greatly reduce the time and
cost of secondary dataanalyses. Data preprocessing can include
data cleaning (eg, removal of extreme values and imputation of
missing data), which can reduce the risk of biased results but
would be inappropriate for clinical data. Prescription
medications provide another opportunity for data preprocessing.
For example, calculation of dosages and quantity of medications
can be determined by applying regular expressions to free text
prescription instructions. Research registries also provide a
mechanism for pooling knowledge and resources from disparate
research areas. For example, chart reviews conducted for one
specific research study could provideimportant knowledge that
benefits all users of the registry. Similarly, researchers could
pool resources to purchase external data (eg, National Death
Index or Centers for Medicare & Medicaid Services [CM S
data) that will benefit all. Research registries provide a
repository for collecting research items not intended for the
legal medical record to support activities such as creating risk
prediction models and conducting epidemiologic studies.
Furthermore, the research registries also provide potential
populations of patients for research studies (clinical trials,
pragmatic trials, implementation science, population health,
and medical informatics). The increased recognition and
credibility of aninstitution’sclinica datafor research that comes

https://medinform.jmir.org/2022/9/€39746

with a successful registry can improve the chancesfor research
funding.

Population Health Registries

There has been aproliferation of population health registriesin
EHR systems. These real-time data are necessary for clinical
care, and these registries are designed to put minimal burden
on the EHR system, especially given that they are using thelive
EHR system, which is critical for clinical care. These types of
EHR-based population health registry tools (eg, Healthy Planet,
Epic Systems) provide current snapshots of patients and are
helpful for population health management. These operational
reporting tools are fast, provide real-time data, and are
incorporated into the clinical workflow. These minute-by-minute
updates of clinical data are unnecessary for many types of
secondary data analyses. Population health registries have
motivations that may differ from research investigations. For
example, population health registries support quality-based
metrics such as indicators maintained by the National Quality
Foundation, which may be publicly reported and are used to
guide reimbursement incentives for programs such as the
Medicare Shared Savings Plan. In these instances, disease
phenotypes and variable definitions are pre-defined by the
interested parties. In this scenario, there may beasinglecriterion
used to define the population and associated metrics. Creating
additional criteria would be counterproductive. By contrast, a
research registry should provide comprehensive data on
members collected over time, requires statistical analyses, and
may contain multiple definitions for the same variable. These
data allow evaluations at user-defined time points or
time-varying analyses. Because the tool is not integrated into
clinical workflows, there isan opportunity to incorporate large
quantities of data into computationally intensive analyses that
would otherwise be adrain on clinical systems.

Population health registries are ideally suited for clinical care
and quality improvement in that they are available
instantaneously on thelive EHR, have standardized definitions,
and use limited computing resources. By contrast, the type of
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research registry that we have created enables the creation of
different cohorts for the same disease entities, makes use of
additional computation resources that would be inappropriate
for the clinical EHR and allows different variable definitions
depending on the specific study. Table 1 lists additional
differences between our research registry and popul ation health
registries.

Registries created from EHR data may have different goals and
requirements. The table compares features of research and
population health registries.

It should also be noted that EHR vendors each use their own
proprietary technical data models that will map to ontologies
such as International Classification of Diseases codes. The
precise mappings are not made publicly available, which makes
multicenter studies involving different EHR systems more

Wellset al

difficult. The registry we have built is mapped to the
Observationa Medical Outcomes Partnership (OMOP) common
data model (CDM). CDMs such as OMOP have been
instrumental in creating interoperability standardsin support of
clinical research networks that span multiple institutions. This
registry will take advantage of the data mappings available in
OMOP and benefit from the automated tools developed for
OMORP for identifying potential data issues. The Phenotype
Knowledge Base contains arepository of el ectronic phenotypes
to support registry construction and variable definitions [5].
These phenotypes have been successfully integrated into the
OMOP data moddl to facilitate implementation at different
research institutions [6]. We will aso have the opportunity to
create additional custom mappings to our OMOP instance,
which can be leveraged by local researchers.

Table 1. Characteristics of research registries vs population health registries.

Research registry

Population health registry

Intermittent updates
Higher computational resources

Complex definitions from avariety of sources and multiple definitions
for similar concepts

Variety of external data sources

Extensive data processing

Complex temporal relationships

Easily accessible and detailed documentation
Does not need to be integrated into workflow

Does not require front-end EHR access.

Mapped to open-source common data models

Real-time updates

Low resource use

Simple definitions defined by QI-based® reimbursement

Data limited to EHR”

Limited data processing

Single point in time

Documentation or coding sometimes lacking or not easily accessible

Integration in clinic workflow is crucial

Requires front-end EHR access with PHI®
Mapped to vendor-based technical data models

8QI: quality improvement.
PEHR: dlectronic health record.
®PHI: protected health information.

Custom Phenotypes

Asmentioned previoudly, research projects may requirevariable
definitions that are different from quality-based metrics, and
variable definitions may vary from one project to the next.
Varying variable definitions are also necessary for cohort
discovery. The definition of diabetes may differ between
projects. For example, a case control study needing a limited
number of cases may want to have a highly specific definition
for type 2 diabetes such as the one created by Kho [7]. By
contrast, astudy evaluating the accuracy of different electronic
phenotypes may require ahighly sensitive definition to capture
all possible diabetes cases for manual chart review [8]. Figure
1 shows a Venn diagram illustrating the different patient
populations that would be captured from our data warehouse
depending on whether one uses diagnosis codes, hemoglobin

https://medinform.jmir.org/2022/9/€39746

A, laboratory values, or prescriptions for hypoglycemic
medications.

In other instances, existing definitions may be available from
agencies such as Agency for Healthcare Research and Quality
or the CMS. For example, we used the CM S definition for an
acute exacerbation of chronic obstructive pulmonary disease
for a study looking at the impact of a chronic obstructive
pulmonary disease care pathway on reducing readmissions[9].

In addition to phenotypes used for cohort discovery, research
projects require definitions for covariates included in the
statistical analyses. Depending on the situation, investigators
may desire different definitions for comorbidities such as
hypertension. Textbox 2 showsthe contrast between an example
of asimple definition for hypertension based on diagnoses codes
vs a complex definition that might be used for a study, where
maximizing the sensitivity for identifying hypertension is key.
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Figure 1. Sets of patients with possible diabetes according to definitions based on diagnoses codes (DX), laboratory values (LAB), or prescriptions

(RX).

DX

LAB

11026

Textbox 2. Example definitions of hypertension.

Research registry

« Internationa Classification of Diseases (ICD) code for hypertension (HTN) in encounter diagnoses, past medical history, or problem list OR
«  Minimum of 3 blood pressure (BP) readings >140/90 over 3 months in the electronic health records

«  Outpatient BP excluding urgent care clinics, emergency department, or observation visits

« Based onlast BP of encounter
«  Exclude BPs when associated temperature=38 °C OR

« Active prescription for an antihypertensive agent

Population health

« ICD codefor HTN in encounter diagnoses

OMORP Limitations

While the use of OMOP has many advantages in terms of
standardization, there are still significant areas of limitations.
Medications are one area where common data models are still
lacking. For example, OMOP contains a single drug exposure
table for prescriptions, drug administration, dispensing
information, and patient-reported information. Unfortunately,
dispensing information, patient-reported information, and
compliance are rarely captured in structured EHR data. In
addition, there are no explicitly linked medical reasons for the
exposures in OMOP, and the RxNorm categorizations may not
be appropriate for a specific research study. A registry cannot
resolve al theseissues, but the structure provides the flexibility
to create and validate new phenotypes. For example, researchers
can create and share relevant medication groupings, and
algorithms based on specific prescription information (eg, dates
of prescriptions, stop dates, number of pills, and number of
refills) can be created as proxies for active medications and
compliance. Similarly, associated information (eg, presence or
absence of different diagnoses codesand laboratory values) can

https://medinform.jmir.org/2022/9/€39746
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define reason for medication. These new phenotypes can be
used locally and shared with the OMOP community without
being formally integrated into the OMOP model.

OMOP will not be ableto represent all the new phenotypesthat
theregistry will require, making it necessary to characterize our
own concepts. Some of these concepts may be derived entirely
from existing OMOP concepts, but many will require the
creation of our own. Like all CDMs, OMOP has limitationsin
its capacity to represent information inherent to the
transformation from one data model (eg, EHR) to another. In
addition, it will becrucia to haveaformal dataquality structure
in place to ensure mappings are correct and routinely updated
asdata change. We have established a phenotype working group
that includes the authors as well as additional faculty members
in the Center for Biomedical Informatics.

Data Structure

The data structure of the EHR database, a typical population
health registry, and a research registry can vary significantly.
EHR databases are stored in database management systems
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using individual, partially normalized tables for each specific
data domain. This structure reduces storage space and speeds
data extractions. By contrast, most statistical analyses require
an individual flat data table (also known as pivot table), where
the unit of analysesistheindividual rows of patients. The data
setsneed to include columnsfor both independent and dependent
variables and may require caculations of follow-up time
between baseline variables and the outcomes of interest. Some
external variables that do not exist in the EHR may be linked
with the data set. For example, we link our registry with the

Wellset al

North Carolina state death index, allowing better ascertainment
of mortality outcomes and censoring of follow-up time.
Variables may also be derived from the source data (eg, highest
blood pressurein the past 24 hours) and time dependent analyses
necessitate multiple rows for each patient that reflect the
patient’s current state at agiven point in time. Figure 2 provides
a graphical representation of the different data structures
between the EHR database, an EHR-based population health
registry, and aresearch registry.

Figure 2. Comparing data structures of electronic health records (EHR), population health registries, and research registries.
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Diabetes-Specific Registry

We chose diabetes as one of thefirst registriesto make available
inour Clinical and Translational Science Award Program given
that it represents a focus area of our research enterprise. In
addition, diabetesisanatural choicefor aresearch registry given
therising incidence, chronic nature, established quality metrics,
comorbidities, availability of treatments, and research funding.
Research aso indicates that blood sugar and associated risk
factors are poorly controlled in patients with diabetes. In
addition to a desire for improving the health of their patients,
health care institutions have direct financial incentives for
adequately treating patients with diabetes. Quality indicators
approved by a successful diabetes research registry would
provide an opportunity for the creation of risk prediction models
that could be used to target patients at high risk aswell asthose
who are most likely to benefit from a specific intervention.
Thorough statistical evaluations of quality improvement projects
and population hedth interventions would provide crucial
feedback on the potential net benefits of these programs.

Theidentification of diabetesin EHR is surprisingly complex.
Common methods for identifying potential cases include
searchesfor medications, |aboratory values, and diagnosis codes.
Each of these approaches has its own limitations. Medications
used for diabetes may al so be used to treat other conditions. For
example, metformin is commonly prescribed for polycystic

https://medinform.jmir.org/2022/9/€39746

ovarian syndrome in women. Blood glucose values may be
abnormally elevated due to inadequate fasting times, which are
generaly not easily determined in the EHR. Diagnosis codes
may beincorrectly used before patients meet formal criteriafor
diabetes or may be associated with the incorrect diabetes type.
The issues in correctly identifying patients with diabetes
highlight the importance of flexible research registries.
Recognizing the potential need for different diabetes definitions,
we choseto create our registry based on the concept of ahighly
sensitive Wide Net with the goal of capturing any evidence of
possible diabetes in the EHR. Figure 3 provides a graphical
display of this concept.

This approach mirrors the one used by the SEARCH for
Diabetes in Youth evaluation of using EHRs for diabetes
surveillance [8]. Approaches such as these are necessary given
the infeasibility of manually reviewing all patient charts. The
SEARCH work found that the simple use of diabetes codes
could accurately determine EHR evidence of diabetes, and the
ratio of type 1 to type 2 codes had a high sensitivity and
specificity for identifying youth with type 1 diabetes. Additional
work is needed to determine the accuracy of this approach in
adults, and further algorithms are needed for identifying children
with type 2 diabetes or other diabetes types. This registry
provides agreat source of data for future electronic phenotypic
development and validation.

JMIR Med Inform 2022 | vol. 10 | iss. 9 [e39746 | p.7
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Our registry contains 128,218 patients with possible diabetes
according to one or more of these 3 domains, whileonly 50,759
patients have evidence of possible diabetes based on all 3
variables simultaneously (Table 2). Identifying random subsets
of patients who meet different combinations of these criteria

Wellset al

provides an opportunity to glean valuable information from
manual chart reviews of these patients. Annotated data sets
allow for evaluation of existing and creation of new electronic
phenotypes for diabetes status, type, and date of diagnoses.

Figure3. Venndiagram showing the use of electronic algorithms combined with chart reviewsto identify patientswith diabetes. DM: Diabetes Mellitus;
EHR: electronic health record; HbA 1¢: hemoglobin A4¢; ICD: International Classification of Diseases.

EHR

Wide Net
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* Elevated glucose
"+ Diabetes-related ICD code
o ] * Diabetes-related medication

— |
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Status, type, and date of

diagnosis

Table 2. Characteristics of patients® who showed evidence of possible diabetes based on diagnoses codes, laboratory values, or medications.

Characteristics Cohort 1: diagnosis Cohort 2: labs® Cohort 3: medications
Total unique patients, n (%) 84,755 (66) 90,967 (71) 84,165 (66)
Age (years), median (IQR) 66.02 (19.43) 65.46 (20.20) 64.62 (20.98)
Sex, n (%)

Female 43,510 (51.34) 44,008 (48.38) 43,374(51.53)

Male 41,239 (48.66) 46,950 (51.61) 40,783 (48.46)
Race, n (%)

White 59,547 (70.26) 65,693 (72.22) 60,014 (71.30)

Black 19,120 (22.56) 19,042 (20.93) 17,905 (21.27)

Other 5794 (6.84) 5938 (6.53) 6004 (7.13)

Missing 286 (0.34) 267 (0.29) 223(0.26)
Ever smoker, n (%) 43,414 (51.22) 48,842 (53.69) 44,133 (52.44)
Insulin (1 or more prescriptionsin the past year), n (%) 25,663 (30.28) 25,943 (28.52) 26,685 (31.70)
Charlson comorbidity index, n (median) 83,699 (2) 89,692 (2) 83,094 (2)
Median household income, n (median) 66,034 (46,283) 69,253 (45,688) 64,839 (45,927)
Most recent hemoglobin A4, n (median) 64,959 (6.9) 72,833 (7.1) 69,933 (7.0)
Most recent eGFRS, n (median) 73,037 (70) 88,633 (66) 80,424 (70)
Most recent LDLY, n (median) 58,463 (88) 60,398 (88) 59,864 (89)

3patients may exist in 1, 2, or al 3 of the cohorts.

bRandom blood sugar =200 mg/dL or hemoglobin A1:26.5%.

CeGFR: estimated glomerular filtration rate cal culated using the Chronic Kidney Disease Epidemiology Collaboration (CKD-Epi) equation.

dLDL: low-dens ty lipoprotein.
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Jupyter Notebooks

Wellset al

Schematic

Much like the interinstitutional heuristic and algorithm sharing
enabled by sites supporting an OMOP CDM, there is potential
for intrainstitutional collaboration and technique leveraging.
Views in OMOP can be created by the honest brokers to
provision only the cohort and relevant data permitted by an
institutional review board application to specific authorized
study personnel.

Jupyter is a free, open-source, interactive web-based
computational notebook widely adopted by data scientists across
thousands of enterprises, including Fortune 500 companies,
international research facilities, universities, and start-ups. A
Jupyter hub server alows users to centrally create and share
codes, equations, visualizations, as well as text and results. It
will aso allow researchers to interact directly with their data
views in OMOP via a programmatic language of their choice,
whether it be Python (Python Software Foundation), R (The R
Foundation), or evendirect SQL. A library of Jupyter Notebooks
with example code and outputs provided by data analysts can
giveresearchersarich starting base of programmatic techniques
that they can modify, improve, and share back for other
researchers to use in their own Jupyter Notebook analyses,
greatly reducing the learning curve and lessening code
redundancy and reimplementation.

Figure 4 shows a schematic of the overall architecture of the
registry and highlights some of the guiding principlesgoverning
the registry creation.

Data processing will undoubtedly uncover errorsin the clinical
data (eg, implausible values), which will be cleaned for data
analyses. Data cleaning will be performed at the registry or
post—data extract level. We are not attempting (at least at this
point) to try and change valuesin the source clinical data, which
isadifficult process and could have clinical implications. It is
our hopethat the registry could be used for dataquality projects
that might recognize a way to improve data collection or
documentation.

As mentioned previoudly, the registry is mapped to the OMOP
CDM and linked with our existing trandlational datawarehouse.
Thisensuresthe standardization of datawithin theregistry while
exploiting our established infrastructure. Infusion of additional
data from the vendor EHR database as well as data external to
our Clinical Information Systems and our institution provides
flexibility and continued creation of additional phenotypes. We
have created a digital phenotype working group that will
prioritize electronic phenotype creation and ensure appropriate
documentation. Access to the registry through Jupyter
Notebooks increases transparency and simplifiesthe sharing of
code between investigators.

Figure 4. Schematic of the overall architecture of the registry, highlighting some of the guiding principles governing the registry creation. CDM:
common datamodel; EHR: electronic health records; OMOP: Observational Medical Outcomes Partnership Common DataModel; PCOR: patient-centered
outcomes research common data model; TDW: Translational Data Warehouse in the Wake Forest Clinical and Translational Science Institute; UMLS:

Unified Medica Language System.

EHR database
Efficient - ~— .
Mapped to PCOR S~ .

CDMslimited " e

TDW «

Institutional
resource
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Provenance

Data Extracts

Using existing R code created at Wake Forest will alow
investigators to extract individual analytic tables that define
patient characteristics at each given point in time per the specific
study design. Figure 5 highlights how this table would appear.

Additionally, a Wake Forest Center for Biomedical
Informatics—sponsored pilot grant is establishing a tool for

https://medinform.jmir.org/2022/9/€39746
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Data processing

* External resources (eg, UMLS)
Expert input for definitions etc.
Validation, chart review etc.

* Documentation
Access using Jupyter Notebooks
Precreated functions

Investigator

creating randomly selected control patients to simplify the
conduct of case control studies. We also have existing R code
for the imputation of missing values using multiple imputation
with chained equations that can be applied after the analytic
data set has been created. Creation of multiply imputed data
sets allows an estimation of the amount of missing information
and stability of coefficient estimates [4].
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Figure5. Example analytic data set extracted from the registry in apivot table format. F: false; NA: not applicable; T: true.

101

Hemoglobin | Body mass | Low density | High density
Alc index lipoprotein | lipoprotein
8.2 21.0

1/11/18 112 55 $23,000 12/10/18 6/1/19 T 334

I.fioz\‘«., 12/6/18 11.1 27.2 158 72 $90,000 NA 6/1/19 F 61
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\19}) 2/4/19 9.6 NA 132 71 $90,000 NA 6/1/19 F 118
103 1/15/19 6.7 25.0 NA NA $45,000 4/5/29 6/1/19 T 80
104 4/20/19 7.3 NA 125 57 $110,000 NA 6/1/19 F 42
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Potential data structures
* Single row per patient
Data extracts * Cross-sectional
+  Time-to-event
* Time-dependent
Future I ngtitute has an established mechanism for continuous eval uation

Although the registry will be based on coded information, we
recognize the growth in the data science community of graph
representation of data. The ability to use Jupyter Notebooks to
access dataand to create and share code will allow investigators
to integrate new methods such as graph theory for statistical
analyses and to create data visualizations to share. We are
particularly interested in examining diabetes-related treatment
pathways and intend to use the concept relationship table in
OMORP to define treatment pathways commonly used as well
as pathways based on guidelines. The characterization of
treatment pathways is ripe for graph representation.

We recognize that the data, informatics tools, and analytic
techniques available for EHR-based analyses are rapidly
changing. We have identified a group of clinical, informatics,
and datistical professionals who can serve as registry
stakeholders. Periodic meetings will alow for continuous
feedback that will guide decisions on registry directions and
priorities. The Wake Forest Clinical and Translational Science

Acknowledgments

of theinformatics program, of which thisregistry will beapart.
Evaluations will include metrics on registry use, publications
and grants using the registry, as well as formal (eg, surveys)
and informal feedback.

Summary

Secondary use of EHR data for research is till in its infancy,
and tools to aid investigators in complex epidemiological-type
studies needed for the Learning Health System are lacking.
Typical population health registries do not provide the
flexibility, computational resources, and data complexity
necessary for many research endeavors. The virtual diabetes
registry described in this paper is providing our researcherswith
tools that we hope will enable them to conduct sophisticated
statistical analyses in the most transparent and efficient way
possible. Theregistry isbeing built in away that will alow for
its continuous refinement based on user experience and in a
format that will enable interinstitutional collaboration.
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Abstract

Background: Health specialists take care of us, but who takes care of them? These professionals are the most vulnerable to the
increasingly common syndrome known as burnout. Burnout is a syndrome conceptualized as a result of chronic workplace stress
that has not been successfully managed.

Objective: This study aims to develop a useful app providing burnout self-diagnosis and tracking of burnout through asimple,
intuitive, and user-friendly interface.

Methods: We present the BurnOut app, an Android app developed using the Xamarin and MVVMZCross platforms, which
allows usersto detect critical cases of psychological discomfort by implementing the Gol dberg and Copenhagen Burnout | nventory
tests.

Results: The BurnOut app isrobust, user-friendly, and efficient. The good performance of the app was demonstrated by comparing
its features with those of similar appsin the literature.

Conclusions: The BurnOut app is very useful for health specialists or users, in general, to detect burnout early and track its
evolution.

(IMIR Med Inform 2022;10(9):€30094) doi:10.2196/30094

KEYWORDS

diagnose burnout; Android app; medical informatics; health care; health professionals, mobile health; digital health; health
applications; online health; mobile phone

relationship is associated with a productive imbalance.
Freudenberger and Richelson [1] later expanded this theory by
saying that these feelings were because of the irrational
workloads imposed by the workers themselves or the people
around them.

Introduction

In thisstudy, we deal with burnout syndrome. Burnout syndrome
isbecoming increasingly popular. It isnot adisease but asignal
of emotional distress. Significant efforts have been made to

determine its causes. Maslach and Jackson [2] defined burnout as a syndrome with

In 1974, Freudenberger and Richelson [1] suggested that feelings
of exhaustion, frustration, and tiredness are generated by an
overload. He included the term work addiction in the
explanation, also being the first to propose that this type of

https://medinform.jmir.org/2022/9/e30094
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three dimensions (the most widely accepted to date):

1. Emotiona exhaustion: emotional exhaustion because of
the demands of work
2. Depersonalization: indifference and apathy toward society
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3. Low persona fulfillment: low feelings of success and
personal fulfillment

Burnout is included in the 11th Revision of the International
Classification of Diseases[3] as an occupationa phenomenon.
It is not classified as a medical condition and is defined in the
11th Revision of the International Classification of Diseases as
follows: burnout isasyndrome conceptualized as resulting from
chronic workplace stressthat has not been successfully managed.
Burnout refers specifically to phenomena in the occupational
context and should not be applied to describe experiences in
other areas of life.

A partia list of potential contributing causesincludes (1) length
of training, (2) mentality of delayed gratification, (3) insufficient
protected research time and funding, (4) long working hours,
(5) imbalance between career and family, (6) hostile workplace
environment, and (7) gender- and age-related issues[4]. Burnout
can have a significant negative impact on the quality of patient
care by negatively influencing clinical decision-making,
increasing medical errorsand malpractice claims, and lowering
patient satisfaction [5-7]. Burnout may aso lead to high
turnover, difficult relationships between providers and staff,
and drug and al cohol abuse [8].

In general, those most vulnerable to distress from the syndrome
are professionalsin whom worker-client human interactions of
an intense or lasting nature are observed [9,10]. Balch and
Shanafelt [11] found that health care professionals are at a
disproportionately higher risk than other workers in stressful
jobs that focus on public services. Burnout is markedly more
common among physicians than depression, substance abuse,
or suicide [11]. Shanafelt et a [12] reported that 45% of
physicians had experienced at least one symptom of burnout.
Another study found that high rates of depersonalization were
the greatest among early-career physicians and decreased with
age[13]. Burnout may affect >60% of family practice providers
[14].

A recent study [15] found that physician turnover and reduced
clinical hours attributable to burnout resulted in approximately
US $4.6 bhillion in costs each year in the United States. The
rising prevalence of burnout among physicians and other health
care professionals has become a major policy concern in the
United States during the COVID-19 pandemic [16]. Regardless
of burnout status, the results showed that all professional health
care groups had high levels of anxiety. Primary care physicians
had significantly higher anxiety scoresthan all other health care
professionals. Thus, a sense of tension, anxiety, distress, and
other symptoms of mental disorders[16,17] would greatly help
detect burnout syndrome.

Preventive actionsfor burnout include checklists, toolsfor early
detection, training programs for high-risk occupations,
awareness-raising actions, and good practice guidelines [18].

https://medinform.jmir.org/2022/9/e30094
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Free and user-friendly apps could be good toolsfor tackling all
the actions on the list, with guarantees of success.

In most of the research conducted on mobile apps available to
detect burnout, such as MindDoc [19], Psychosomat [20], and
BreathePro [21], no free tax and public algorithms were used,
although they are very popular. By contrast, Lafraxo et al [22]
created an app to detect burnout in a nursery where they used
the Copenhagen Burnout Inventory (CBI) [23] agorithm.

The research question for this study is whether a free
cloud-based mobile app provides potential patientswith burnout
syndrome with adiagnosis based on their needsand goals. This
study presents a mobile app called BurnOut to offer potential
patients with burnout syndrome a diagnosis generator based on
their needs and goals using cloud-based mabile apps to help
diagnose burnout using the CBI [23] and Goldberg Health
Questionnaire (GHQ) [17], which arefree and public algorithms.
The use of these free and contrasted algorithms benefits the
study asthe final results can be followed up and reproduced for
comparison.

In this study, we present the BurnOut app. Our proposal was
focused on offering a self-operating tool to diagnose burnout.
This also allows users to monitor their evolution. The most
common instrument for diagnosing burnout is the licensed
Maslach Burnout Inventory test, developed by Maslach and
Jackson in 1981 [24]. The BurnOut app implements the CBI
[23], avalid, free, and reliable aternative. It also implements
aversion of the GHQ with 12 questions used to detect mental
disorders[17].

Methods

BurnOut App

Figure 1 shows the basic operation of the BurnOut app. It
represents the flowchart between the user interface (Ul) of the
CBI and GHQ tests of the BurnOut app, which generates the
final custom diagnosis. The diagnosis is shown on the mobile
display and saved jointly with thetestsin thelocal database and
cloud storage.

The BurnOut app provides 3 main features: data collection,
burnout diagnosis, and user monitoring. The Ul for such features
is user-friendly. The app also provides language support in
Spanish, Catalan, and English. The default languageisthe same
as that used on the smartphone.

The app providesamail contact for doubts or suggestions with
the developer through an About section, where the user can
check some informative data from the app asalegal copyright.

The Android version of the app can be downloaded from Google
Play using the app link [25].
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Figure 1. BurnOut app operation.
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A sample of 40 random users (summarized in Table 1)
representing different social levels, professional activities,

Table 1. Test participant features (N=40).
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ethnical profiles, ages, and genders was chosen from the cities
of Lleida and Tarragona (Spain).

Feature and class

Participants, n (%)

Gender
Mae 17 (43)
Female 23(58)
Age (years)
<30 30 (75)
35-65 10 (25)
Technological profile
Yes 13(33)
No 27 (68)

Collecting User Data

The first time a user signs up on the app, a questionnaire with
the following information must befilled in:

1. Eating habits: afew standard questions about healthy eating
habits such asthe frequency of mealsor the number of fruits

and vegetables consumed per day

2. Physical activity: how often does one walk and whether
they engage in moderate or intensive physical activity for
at least 10 minutes; if so, the length and frequency are
requested

3. Consumption of toxic substances. yes or ho questions about

consumption of drugs; if yes, consumption for the past 30
daysis requested

https://medinform.jmir.org/2022/9/e30094
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These data provide information about the user’s lifestyle and
factors that can cause psychosocial risk and affect their
psychoemotional wellness.

Tests

Overview

BurnOut uses 2 instrumentally proven tests to evaluate users
burnout (with the CBI) and psychological discomfort (with the
GHQ). Thetestsdo not congtitute afinal diagnosisbut help give
the professional an idea about their mental health and the
perception of therisk of exhaustion, which can serve asaguide
for amore precise diagnosis.

The main features of the GHQ and CBI are as follows:
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1 GHQ: This test has severa versions, the implemented
version comprises 12 questions, used by the Medica
College of Barcelona. It evaluates the presence or lack of
psychological discomfort (ie, distress). GHQ has a binary
score (true or false). Further details are provided in the
GHQ Test section.

2. CBI: It comprises 19 multiple-choice questions to detect
the symptoms of burnout. It hasno final score and evaluates
3 subscales. personal, work-related, and client-related
burnout.

GHQ Test

The GHQ test evaluates the existence of psychological
discomfort. It measures the sense of tension, depression, inability
to defend oneself, anxiety-based insomnia, lack of
self-confidence and self-esteem, and other symptoms of mental
disorders[16,17,26].

Textbox 1. Goldberg Health Questionnaire questions.

Godiaet al

There are 4 variants of this questionnaire, and the GHQ-12
variant used in this study is recommended for measuring
psychological distress. Thistest contains 12 questions (Textbox
1) about the emotional or psychological problems that the user
experienced in the past 30 days. Each answer comprises 4
options that are equivalent to numerical values (Table 2). The
bimodal scoring method was used in the BurnOut app by the
official manual. The maximum score (number of points on the
test) is 12, and the possible range is 0 to 12 [27]. A score 24
indicates the possible presence of mental distress, and a score
>8 indicatesthe presence of various symptoms of stress-related
psychological disorders. To ensure the diagnosis and avoid
ignoring any symptoms, a score equa to or higher than the
threshold value of 3 was classified as distress in the BurnOut

app.

Questions

Have you been able to concentrate well on what you did?
Have your worries made you lose alot of sleep?

Have you felt that you play auselessrolein life?

Have you felt capable of making decisions?

Have you felt under strain?

Have you ever felt that you cannot overcome your difficulties?
Have you been able to enjoy your activities every day?

Have you been able to deal adequately with your problems?

© © N o g A~ W NP

Have you felt unhappy and depressed?
10. Haveyou lost confidence in yourself?
11. Have you thought that you are useless?

12. Do you feel reasonably happy, considering the circumstances?

https://medinform.jmir.org/2022/9/e30094
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Table 2. Goldberg Health Questionnaire answer values.

Question number and answer options Value

Question 1
Better than usual
Asusua

L ess than usual

= O O

Much less than usual
Question 2

Not at al

No more than usual

A little more than usual

= = O O

Much more than usual
Question 3

More useful than usual

As usual

L ess than usual

= O O

Much less than usual
Question 4

More than usual

Asusua

Less than usual

= = O O

Much less than usual
Question 5

Not at all

No more than usual

A little more than usual

= O O

Much more than usual
Question 6

Not at al

No more than usual

A little more than usual

= = O O

Much more than usual
Question 7

More than usual

As usual

L ess than usual

= O O

Much less than usual
Question 8

More capable than usual

Asusual

L ess capable than usual

= = O O

Much less capabl e than usual
Question 9
Not at al 0
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Question number and answer options

Value

No more than usual

A little more than usual

Much more than usual
Question 10

Not at al

No more than usual

A little more than usual

Much more than usual
Question 11

Not at all

No more than usual

A little more than usual

Much more than usual
Question 12

More than usual

Approximately the same as usual

Less than usual

Much less than usua

= = O O = = O O

= = O O

CBI Test

The CBI is one of the most widely used burnout inventories
[23,28]. The CBI questionnaire explores the following three
dimensions of burnout:

1. Personal burnout: degree of fatigue or emotional exhaustion
experienced by a person

2. Work-related burnout: Burnout related to one's job,
experienced in relation to the work without trying to
establish causal relationships

3. Client-related burnout: the degree of emotional fatigue or
exhaustion that someone experiences in relation to their
work with other people

The psychometric qualities of this test make it a good tool for
diagnosis and prevention. The CBI questionnaire is intended
only to alow users to make a conservative self-assessment of
their burnout status. This result is not intended as a medical
diagnosis. However, it can inform them as to whether they
should seek medical and psychotherapeutic assistance. Only a
trained physician is qualified to advise on the initiation,
modification, or discontinuation of the medication.

https://medinform.jmir.org/2022/9/e30094

The CBI comprises a survey of 19 questions that evaluate 3
dimensions that affect burnout symptoms (personal burnout
[Textbox 2], work-related burnout [Textbox 3], and
client-related burnout [ Textbox 4]).

The questionsin the CBI application did not appear in the same
order, as shown here. The questions were mixed with those on
other topics. This is recommended to avoid stereotypical
response patterns. These dimensions comprise 3 independent
subscales to determine the risk of burnout according to the
combination of the scores.

These questions can have 2 different packs of 5 answers with
anumerical value associated with them (Table 3). These packs
are indistinctly used. There is only one exception in the 13th
guestion of thework-related dimension—" Do you have enough
energy for family and friendsduring leisuretime?’— for which
the score is reversed. The total score in the dimension is the
average of the scores obtained in this dimension. Depending on
this value, each dimension is categorized into one of the three
burnout ranked levels: low, moderate, and high (Table 4).

The CBI final diagnosis depends on the scores obtained for each
dimension (Table 5).
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Textbox 2. Copenhagen Burnout Inventory questions: personal burnout dimension.

Godiaet al

1
2
3
4.
5
6

Personal burnout questions

How often do you feel tired?

How often are you physically exhausted?

How often are you emotionally exhausted?

How often do you think: “| can't take it anymore”?
How often do you feel worn out?

How often do you feel weak and susceptible to illness?

Textbox 3. Copenhagen Burnout Inventory questions: work-related burnout dimension.

S L o

Work-related burnout questions

Is your work emotionally exhausting?

Do you feel burned out because of your work?

Does your work frustrate you?

Do you feel worn out at the end of the working day?

Are you exhausted in the morning at the thought of another day at work?
Do you feel that every working hour istiring for you?

Do you have enough energy for family and friends during leisure time?

Textbox 4. Copenhagen Burnout Inventory questions: client-related burnout dimension.

S S o

Client-related burnout questions

Do you find it hard to work with clients?

Do you find it frustrating to work with clients?

Doesit drain your energy to work with clients?

Do you give more than you get back when you work with clients?
Areyou tired of working with clients?

Do you wonder how long you will continue working with clients?

Table 3. Copenhagen Burnout Inventory answer values.

Answer pack 1 Answer pack 2 Value
Always To avery high degree 100
Often To ahigh degree 75
Sometimes Somewhat 50
Seldom To alow degree 25
Never or amost never To avery low degree 0
Table 4. Copenhagen Burnout Inventory dimension valuations.

Dimension Level

Low Moderate High
Personal burnout <50 50-74 75-100
Work-related burnout <50 50-74 75-100
Client-related burnout <50 50-74 75-100
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Table 5. Copenhagen Burnout Inventory risk.
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Copenhagen Burnout Inventory score Cases

Low Low-risk in all 3 dimensions; 2 low-risk dimensions and 1 moderate-risk dimension
Moderate 3 moderate-risk dimensions; 2 moderate-risk dimensions, 1 low-risk dimension, and 1 high-risk dimension
High 2 high-risk dimensions and 3 high-risk dimensions
. . 2. Moderate: moderate burnout risk on the CBI (independently
Diagnosis

Figure 2 explains how the BurnOut app obtains the diagnosis
as a combination of GHQ (see the GHQ Test section) and CBI
(see the CBI Test section) tests. There were four possible
diagnoses:

1. Critical: high risk on the GHQ (the outcome is true) and
high burnout risk on the CBI

of the GHQ results)
3. Great: norisk on the GHQ and low burnout risk onthe CBI
4. Contradictory: the app recommends repeating the tests

Theresulting diagnosisis visualized and registered in the local
database, as well as in the GHQ and CBI tests. The
recommendation isto self-administer the tests and repeat them
every 3 months.

Figure 2. Diagnosis procedure. CBI: Copenhagen Burnout Inventory; GHQ: Goldberg Health Questionnaire.
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Monitoring

There are 3 ways of monitoring the evolution of the user’s health
condition.

Burnout Stats Chart

The user can check the diagnosis of the past 4 CBI testsin a
column chart.

Last Burnout Test Stats

A bar chart that hosts the last time the user passed the CBI test,
indicating which state has improved or worsened to have a
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clearer view of the evolution and strengths and weaknesses. To
increase the user’s feeling of doing well, when the dimensions
are 0 after thelast timethey passed thetest, instead of the chart,
a message of congratulations appears to increase the user’s
satisfaction, highlighting that the user is on the right path to
wellness and encourages them to continue with the process.

Mental Health I ndicator

If psychological discomfort is obtained in the GHQ test, a
highlighted Alert message will appear to warn the user that they
areinacritical state. If the state of mental health from the GHQ
test diagnosis is defined as wellness, a message of
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congratulations will appear to increase the user’s satisfaction.
This will encourage them to continue the process. In other
words, it will increase adherence to using the BurnOut app.

BurnOut App I mplementation

We attempted to follow guidelines to ensure a pleasant design
and an easy-to-use app. Thereason isthat iOS mobile personal
health record apps have better usability scores than Android
apps, as stated in the study by Zapata et al [29], after analyzing
awide range of apps.

Currently, there are many aternative technologies to develop
apps for mobile devices. Devel oping the app twice, inthe native
code for Android and iOS, implies extra production costs.
Furthermore, the use of open-source tools for creating
cross-platform apps using HTML, Cascading Style Sheets, and
JavaScript with aframework such as PhoneGap could decrease
performance and lead to a lack of advanced device-specific
features provided by the latest application programming
interfaces (APIs).

The BurnOut app was developed using an efficient
approach—Xamarin, a Microsoft cross-platform framework
that offers native performance and APl access to provide a
native user experience.

Xamarin allows the use of Model-View-ViewModel (MVV M)
pattern, which implies making a clean separation between the
logic and Ul. This implies that Android and iOS will use the
same code on the logic side, called core (shared logic code),
leading to faster development by reducing duplicated code.
When modifying the code, it isnot essential to changethelogic
on both platforms—only from the specific View. Then, specific
platform Views must be developed using native code for both
Android and iOS. The framework provides methodsto bind the
Ul with the core, and it will be automatically updated when a
core property is changed.

OwingtotheMVVM pattern, thereis aclean separation among
the View, which is the Ul shown to the user on the screen; the
Model, which contains the data of the current view; and the
View-Model, which handles the communication between the
view and the model.

Thebusinessand validation logicis performed just once asthey
areincluded in the core. This method reduces the coding asthe
core is shared between the platforms.

Thus, the BurnOut app is written using native API access and
native performance and has easy maintainability while providing
faster devel opment.

However, the Xamarin framework and MVVM patterns have
some drawbacks. As it is designed for cross-platform apps,
unnecessary libraries areloaded at the app start-up, resulting in
a noticeably dow process and an increase in the required
memory size.

https://medinform.jmir.org/2022/9/e30094
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L ocal Database

The BurnOut app uses 2 storage systems. a NoSQL local
database, which isused by both Android and iOS, and Akavache,
an asynchronous, persistent key-value storage system.

Cloud Synchronization

The BurnOut app provides cloud synchronization among
multiple devices, achieved by a server that implements a
representational  state transfer service with  Spring.
Representational state transfer has quickly become the de facto
standard for building services on the web as it is easy to build
and consume. In addition, it provides application security
(encryption and authentication). Caching is built into the
protocol. Service routing through the domain name systemisa
resilient and well-known system that is ubiquitously supported.

Cloud storage isimplemented foll owing the same technique. It
stores the key-value registries on a server. Cloud data are
asynchronously synchronized in the background so that the
synchronization process is amost unnoticeable to the user. It
performsincremental backup; therefore, it only uploads new or
modified data. When userssignin, thelocal databaseisupdated
according to the data stored in the cloud. When auser signsout,
the local database is erased as it would no longer be used and
would aready be saved in the cloud. Thisavoidsinconsistencies
between the local database and the cloud.

Results

Overview

In this section, the robustness, usability, and efficiency of the
BurnOut app are tested.

To rigorously evaluate the application robustness, we recorded
all the crashes that occur when using the app to control where
and when they occur.

To measure usability, people had to perform several actions
within the app, such as registering, introducing data, testing
diagnoses, and monitoring tools. They aso rated the user
experience of the BurnOut app between 1 and 5. In addition,
changes made based on their observations helped make the
BurnOut app more user-friendly.

The efficiency of the BurnOut app is compared with that of
Android and iOS devicesin Table 6. The efficiency parameters
measured were start-up, diagnosis generation, and log-in.
Start-up is defined as the elapsed time for an app to start.
Diagnosis generation is the elapsed time the app spends
generating a personalized diagnosis plan for the user’s needs.
Log-inisdefined asthetime required for the app to log the user
in and set up their health status for monitoring and fetching the
datafrom the cloud or database. These times were the averages
of 3 different measurements. Times <1 second guarantee that
the user’strain of thought remains uninterrupted [30].
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Table 6. Devices used to test the Burnout app efficiency.

Godiaet al

Operating system and device Version
Android
Xiaomi Redmi Note 8 Android 10
Xiaomi Redmi Note 5 Android 9
Samsung Galaxy $4 Android 5.0.2
Samsung Galaxy J3 Android 5.1
LG G2 Android 4.4
i0S
iPhone X i0S 14
iPhone 8 i0S 11
iPhone 6 Plus i0S10.3
iPhone 6 i0S10.3
iPhone 5 i0S10.3
RobuStNEss of 5 meant they agreed completely, and a score of 1 meant they

A total of 17 crashes were detected during a testing period of
15 daysof using BurnOut. Most of them occurred when loading
data from the local database asynchronoudy (3/17, 18%),
loading data from the cloud database (11/17, 65%; considering
that itisstill under implementation), and logging in (4/17, 24%).
Furthermore, 11% (2/17) of them were because of simple
programming errors, such as null pointer exception, memory
alocation, and communication between app and server, and
others were produced by database exceptions because of bad
gueries and mistreatment of asynchronous behavior.

Usability
The first users who evaluated the BurnOut app were positive
toward it and, in general, thought that its usability was good.

Some encountered issues that were mentioned in the study by
Mcllroy et a [31] regarding problems when reviewing mobile

apps.

To measure the usability of the BurnOut app, a short survey of
the users mentioned in the User Testing was section conducted
using theindustry-standard System Usability Scale (SUS) [32].
It comprises a 10-item questionnaire with 5 response options
ranging from strongly agreeto strongly disagree. It enablesthe
evaluation of awide variety of products and services, including
hardware, software, mobile devices, websites, and applications.
The SUS was chosen as its characteristics fit our interests
perfectly: it isavery easy scale to administer to participants, it
can be used on small sample sizes with reliable results, and it
isvalid (ie, it can effectively differentiate between usable and
unusable systems).

The participantsranked each question from 1 to 5 based on how
much they agreed with the statement they werereading. A score

https://medinform.jmir.org/2022/9/e30094

disagreed vehemently. All the testers answered the survey. The
group had representative proportions of age, sex, and physical
condition compared with the complete treatment group. Table
7 presents the obtained SUS resullts.

The rationale behind the calculation is very intuitive. The total
score is 100, and each question weighs 10 points.

As odd-numbered questions are al in a positive tone, if the
response is strongly agree, they are given the maximum score,
which is 10 for each question. If the response is strongly
disagree, they are given the minimum score, which is 0. By
subtracting 1 from each of the odd-numbered questions, we
ensure that the minimum is 0. Then, by multiplying by 2.5, we
ensure that the maximum is 10 for each question.

In contrast, if the response is strongly agree for the
even-numbered questions in anegative tone, they are given the
minimum score, which is 0 for each question. If the response
is strongly disagree, they are given the minimum score, which
is 0. Thus, by subtracting the points for each question from 5,
we ensure that the minimum is 0. Then, by multiplying by 2.5,
we ensure the maximum is 10 for each of the questions.

Oncedl theresults have been obtained, we calculate the average
value for each test, thus obtaining the final score. In this case,
we obtained a score of 95.8. These results are incredibly
satisfying as, according to the general guideline for the
interpretation of an SUS score (Table 8), we achieved an
excellent rating.

The results obtai ned were consistent with the sensations shared
by the users after performing the tests. All of them considered
that the web part was very intuitive and did not require much
time to learn how to get the most out of it, whereas al of them
highlighted the simplicity-useful ness relationship of the bot.
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Table 7. System Usability Scale survey with 40 randomly selected usersin Lleida and Tarragona.

Questions 1 2 3 4 5
| think that | would like to use this system frequently 0 0 0 7 33
| found the system unnecessarily complex 40 0 0 0 0
| thought the system was easy to use 0 0 0 11 29
| think that | would need the support of atechnical person to be able to use this system 30 10 0 0 0
| found the various functions in this system were well integrated 0 0 0 16 24
I thought there was too much inconsistency in this system 40 0 0 0 0
| would imagine that most people would learn to use this system very quickly 0 0 0 3 37
| found the system very cumbersome to use 34 6 0 0 0
| felt very confident using the system 0 0 2 8 30
| needed to learn alot of things before | could get going with this system 35 5 0 0 0

Table 8. Interpretation of System Usability Scale score.

System Usability Scale score Rating
>80.3 Excellent
68-80.3 Good
68 Okay
51-68 Poor
<51 Awful
Efficiency Xamarin framework. According to theresults, we can asseverate

First, the start-up efficiency was evaluated (Multimedia
Appendix 1). The first thing to point out here is that using
Xamarin.Formsalongsidethe MVV M Crossframework instead
of using native languages added a noticeable delay when starting
up the app on both Android and iOS. Thisis because it usually
loads severa libraries.

Multimedia A ppendix 2 showsthe measured time taken to obtain
adiagnosison both platforms. A performance anal ogousto that
obtained by the start-up was obtained. In general, the Android
and iOS outcomes were very similar.

Multimedia Appendix 3 showsthe diagnosisloading, although
retrieving it from the local database once it is cached. The
BurnOut app performs dightly faster on iOS than on Android.
In absolute terms, this represents a difference of 0.48 seconds.

In addition, the time difference between the best and the worst
result when generating the diagnosis was 0.656 seconds and
0.652 seconds on Android and iOS, respectively. Overall, we
can assure that the iOS version was dlightly faster than the
Android version.

When comparing diagnosis loading from the local database on
the user progress section, Android was dightly faster than iOS
by just 0.434 milliseconds; however, on older devices, the
difference was very significant. For example, iPhone 5 was 1.6
times faster than LG G2 when performing the same task.

Asaconcluding remark, BurnOut app operations are fluent with
high response times because of the implementation of
asynchronous tasks to compensate for the slowness of the

https://medinform.jmir.org/2022/9/e30094

that the performance difference between Android and iOS is
very low.

Discussion

Principal Findings

The BurnOut app is a useful, user-friendly app that provides
the most accurate possible diagnosi s approach, focusing on the
psychosocial risks that cause burnout syndrome according to
the CBI and monitoring user evolution over time in a
cross-platform system with interesting extras such as mental
health evaluation through the GHQ.

The BurnOut app offersthe main functionalitiesthat a potential
patient of burnout syndrome may need, as shown in the Results
section.

The BurnOut app is robust and user-friendly as the users who
took the test had an SUS score of 95.8 out of 100, which
qualifies as excellent.

Regarding start-up efficiency, the app was noticeably slower
than the app using native tools (not shown in this paper). This,
through the use of Xamarin, is because of some extra libraries
being added, which took some time to load; however, this is
strictly necessary asit allowsusto use MVVMCross framework
to save alot of time by sharing some code and the ability to fix
any bug once instead of fixing it on each platform. In general,
the Android and iOS outcomes regarding start-up when using
Xamarin were very similar.
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In contrast, it is not easy to compare the performance with the
other appslisted in Table 9, as each app offers different features.
None of them generates a custom diagnosis based on CBI and
GHQ results, which is one of the main advantages of our app.

In addition, the BurnOut app usesalocal database and will soon
use cloud storage. This means that data would never be lost
because of mobile malfunctions asthe datawould be constantly
synchronized and stored in the cloud. Upload and download
operations would take at most 3 to 5 seconds. In addition,

Table 9. BurnOut app market popularity.

Godiaet al

synchronization, aswell aslocal storagein the database, would
be performed asynchronously in the background to avoid poor
user experience.

Some of the apps shown in Table 9 do not have synchronization
in the cloud and therefore do not communicate with any server.
Thus, waiting times were almost eliminated. However, time
penaltiesin the BurnOut app areimperceptible to the users, and
we can assure them that they will never lose information as it
is saved in a server cloud.

App Downloads (thousands) Ratings Average rating Pro version
BurnOut app N/AZ N/A N/A No
MindDoc >3,000,000 37,341 4.4 Yes
Psychosomat >10,000 117 4.3 Yes
Breathe Pro >100,000 662 4.5 Yes

8N/A: not applicable.

Comparison With Prior Work

The available tools to measure burnout among hedth care
professionals have various strengths and limitations. Most health
care systems will be able to find a validated instrument or
instruments that meet their particular needs and situations[33].
Table 10 summarizes 7 common tests in terms of their overall
strengths and limitations. The most commonly used instrument
to measure burnout among health care professionas is the
Maslach Burnout Inventory [30]. It comprises 3 domains:
emotional exhaustion, depersonalization, and a low sense of
personal accomplishment. Other instruments available to
measure burnout include the Oldenburg Burnout | nventory [34]
and CBI [23]. The Oldenburg Burnout I nventory has 3 domains:
physical, cognitive, and affective exhaustion and disengagement
from work. The CBI has 3 domains. personal (physical and
psychological fatigue and exhaustion), work (physical and
psychological fatigue and exhaustion related to work), and
client-related (or a similar term such as patient and student)
burnout. Some heath systems and investigators use the
Physician Worklife Survey singleitem (“ Overall, based on your
definition of burnout, how would you rate your level of
burnout?’) to measure burnout symptoms[35].

A widerange of preventive actionswas reported by Eurofound's
correspondents, from awareness-raising activities such as
information campaigns to training, consultation with health
professionals, sharing examples of good practices, and the
provision of tools to conduct risk assessments on stress and
early detection of burnout [18,36].

The US National Academy of Medicine published avalid and
reliable list of instruments for measuring burnout [37]. Each
tool has its advantages and drawbacks, and some are more
appropriate for specific populations or settings.

Let us examine the burnout app market. Moodpath,
Psychosomat, and BreathePro are the most popular Android
apps. MindDoc is also available for iOS.

https://medinform.jmir.org/2022/9/e30094

Moodpath provides support for depression, psychotherapy, and
mental health. It is based on a 2-week depression screening. It
functions as a mood diary. It provides a list of the symptoms
detected in the diary. It provides the user’'s mental health
assessment and helps understand the psychology behind the
user's mood. Psychosomat provides support for depression,
including on the basi s of burnout syndrome. Support is provided
before, during, and after psychotherapy, as well as in
self-discovery processes. Owing to the user-defined criteria, it
is also suitable for bipolar disorders. BreathePro is a kind of
breathing training program. It helps avoid burnout and stressin
users and measures stress resi stance through an iPhone camera.

Jung et al [38] found that customer ratings were more critical
to the survival of free apps, and there was also a benefit from
entering the markets early. Various app store analyses were
presented in the study by Martin et a [39]. A strong correlation
between rating and downloads (popul arity) and the fact that free
apps have higher ratings than nonfree apps were the most
interesting findings. Tian et a [40] studied 1492 high- and
low-rated apps from Google Play. They concluded that the size
of the app, number of promotional images on the store page,
and target Software Development Kit version are the features
that most accurately differentiate apps with high ratings from
those with low ratings.

Table 9 presents a comparison between the burnout apps
according to downloads, ratings (how many users have evaluated
that app), average rating (0-5), and the availability of its Pro
version. Table 11 showsacomparison between the main features
provided by the burnout apps.

All the apps except the BurnOut app provide similar features
and share the same weakness. All of them focus on offering the
monitoring of symptoms.

Another important concluding remark of this analysis is that
overal, the analyzed apps do not offer any kind of interactivity
or feedback between the patients and the clinicians.
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The BurnOut app is the only app that supports burnout test
diagnosis. It uses the CBI and GHQ tests. CBI and GHQ are

Table 10. Strengths and limitations of burnout measures [33].

Godiaet al

royalty free; hence, their use is free. This is a significant
advantage when the goal isto develop afree app.

Test Strengths Limitations
MBIZ22items  Strong psychometrics, robust data showing scores correlated  Cost; length; moderately complex to analyze; may not be sensitive
with outcomes of interest; can detect meaningful effect sixes  to change over a short time frame
from interventions
MBI 2 items Strong psychometrics; short; robust data showing scorescorre-  Cost; may not be sensitive to change
lated with outcomes of interest
cBI° 16 items May be used by all professionds; free Length; moderately complex to analyze; limited data showing
scores correlated with outcomes of interest among health care
professionals in the United States
OBI°19items  May be used by al professionals; free Length; moderately complex to analyze; limited data showing
scores correlate with outcomes of interest
PWSI 1 item Short; free; simpleto analyze; may be used by all professionals  Length; limited data showing scores correl ated with outcomes

of interest; too brief to have strong psychometrics; limited emo-
tional exhaustion domain of burnout

3\IBI: Maslach Burnout Inventory.
bcBl: Copenhagen Burnout Inventory.
COBI: Oldenburg Burnout Inventory.
dpws: Physician Worklife Survey.

Table 11. Burnout app features.

App User-friendly  External wid- Cloudsynchro- Depression Burnout diag- Mental health Customized  Personal con-
interface® get support nization support nosis diagnosis assessment tact (human

(based onre-  support)
sults)

BurnOut Yes No Yes No Yes Yes Yes No

MindDoc Yes No Yes Yes Yes Yes Yes No

Psychosomat Yes No No Yes No No No No

Breathe Pro Yes No No No Yes No No No

8According to the Google guidelines stated in Google Design Guidelines.

Limitations

The BurnOut app was not evaluated in a clinical trial with a
balanced cohort comprising an intervention group of real
diagnosed patients with burnout and another control group of
peoplewithout thissyndrome. The difficulty isto collect reliable
results. Potential patients should access the app and obtain a
diagnosis. This makes it very difficult to obtain satisfactory
results.

Conclusions

The BurnOut app provides potential patients with burnout
syndrome with a diagnosis generator based on their needs and
goals. It is also important to understand the contextual use of
the app and how it affects communication services [41]. This
study analyzes the most popular operating systems and device
approaches and provides an overview of the possible
frameworks for building a multiplatform app. In addition, the
BurnOut app integrates native iOS and Android services to
provide a powerful but native feel and look.

Both the iOS and Android versions of the BurnOut app were
implemented using Xamarin, a Microsoft framework. It was
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proven that the BurnOut app is robust. The Android and iOS
versions were compared in terms of several key points. The
efficiency on both platformswastested, resulting in very similar
performance.

The user experience was enhanced by using native APIs. This
hides the fact that amultiplatform framework was used to build

the app.

Overdll, the usability (with a 95.8 SUS score), efficiency, and
robustness of the app were good enough, as the people who
were surveyed had no problems when using the app, and most
of them felt confident (Table 7). We know that usersarewilling
to use persond health records[42], and it has been demonstrated
that it can help usersreach their goal s successfully while keeping
track of their heath data and assisting them to follow a
personalized plan that will fulfill their needs perfectly and help
improve their wellness.

Futuretrends could focus on theimplementation of notifications
to keep users motivated during long working days and encourage
them. These notification messages and tips and the frequency
with which they are sent would depend on the user’s registered
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results and health state. In addition, it could be used to remind ~ Asthe View-Model logic is the same across platforms such as
them to continue using the app and encourage them to continue  Android, i0S, or the web, an interesting new feature would be
with the process. porting the app to theweb to makeit easy for the usersto access

al their web-based data.
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Abstract

Background: Adverse reactions to drugs attract significant concern in both clinical practice and public health monitoring.
Multiple measures have been put into place to increase postmarketing surveillance of the adverse effects of drugs and to improve
drug safety. These measures include implementing spontaneous reporting systems and developing automated natural language
processing systems based on data from electronic health records and social mediato collect evidence of adverse drug events that
can be further investigated as possible adverse reactions.

Objective: While using social mediafor collecting evidence of adverse drug events has potentid, it is not clear whether social
mediaare areliable source for thisinformation. Our work aimsto (1) devel op natural language processing approachesto identify
adverse drug events on social media and (2) assess the reliability of social media data to identify adverse drug events.

Methods: We propose a collocated long short-term memory network model with attentive pooling and aggregated, contextual
representation generated by a pretrained model. We applied this model on large-scale Twitter data to identify adverse drug
event—related tweets. We conducted a qualitative content analysis of these tweets to validate the reliability of social media data
as ameansto collect such information.

Results. The model outperformed a variant without contextual representation during both the validation and eval uation phases.
Through the content analysis of adverse drug event tweets, we observed that adverse drug event—rel ated discussions had 7 themes.
Mental health-related, leep-related, and pain-rel ated adverse drug event discussions were most frequent. We al so contrast known
adverse drug reactions to those mentioned in twesets.

Conclusions: We observed a distinct improvement in the model when it used contextual information. However, our results
reveal weak generalizability of the current systemsto unseen data. Additional research is needed to fully utilize social mediadata
and improvetherobustnessand reliability of natural language processing systems. The content analysis, on the other hand, showed
that Twitter covered a sufficiently wide range of adverse drug events, aswell as known adverse reactions, for the drugs mentioned
in tweets. Our work demonstrates that social media can be a reliable data source for collecting adverse drug event mentions.

(JMIR Med Inform 2022;10(9):€38140) doi:10.2196/38140
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natural language processing; machine learning; adverse drug event; pharmacovigilance; social media; drug; clinical; public health;
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Introduction

Background

Adverse reactions to drugs are among the most significant
concernsin both clinical practice and public health monitoring,
but they do not have a consistent definition in the literature.
According to Edwards and Aronson [1], side effects of a
particular drug are defined as “ unintended effects related to the
pharmacological properties occurring at normal dose” of the
drug. Unintended effects can be either harmful or beneficial.
For example, B-blockers are mainly used for hypertension, but
they can also relieve chest pain (or angina) in patients [1].
According to a World Health Organization (WHO) report [2],
adverse reactions are defined as “any responseto adrug that is
noxious, is unintended, and occurs at doses normally used in
humans.” A similar definition of adverse reaction was used by
Asscher et a [3] and Pirmohamed et al [4], except that their
definitions included the condition that the drug was used in its
proper clinical application. In other words, the WHO definition
allowsfor animproper use of adrug with anormal dose, while
Asscher et a and Pirmohamed et a do not include such cases.
A definition of adverse reactions by Karch and Lasagna [5] is
similar but includes the effects of intentional overdoses and
drug abuse. Although various definitions of adverse reactions
are used, the most common component of these definitions is
unintended consequences caused by or suspected to be due to
the use of adrug [1-5].

Adverse events, on the other hand, are defined as “untoward
occurrences following exposure to a drug but not necessarily
caused by thedrug” [1,3]. While the terms “ adverse event” and
“adverse reaction” are similar, they cannot be used
interchangeably, because there is no causality assumption in
the definition of adverse events, while there is a causality
assumption in the definition of adverse reactions. Adverse
reactions are reported to be among the top 10 leading causes of
death [6,7]. To increase postmarketing surveillance of drugs
and improve drug safety, multiple measures have been put into
place. These include implementing spontaneous reporting
systems, such asthe US Food and Drug Administration Adverse
Events Reporting System (FAERS) [2,7,8].

On the other hand, researchers have aso looked at developing
automated systems that use electronic health records and social
media data [9-11] to collect experiences of adverse events that
can be further investigated as possible adverse reactions.
Recently, deep neural network—based models have been
developed to detect adverse events in tweets [12-14]. Long
short-term memory (LSTM) networks and pretrained language
models, such as bidirectional encoder representations from
transformers (BERT) [15] and generative pretraining language
models [16], have been chosen as models for this application
[12-14]. However, there is still room for improvement in the
implementation of such systems[9-11]. Various neural network
systems have been presented by other researchers, but no system
to date incorporates both recurrent-based networks (eg, LSTM)
and attention-based networks (eg, BERT). Capturing both
sequentially processed output and contextually processed output
could help the model better learn the data and the task. Lastly,

https://medinform.jmir.org/2022/9/€38140
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machine learning and deep learning models have shown their
effectiveness at detecting adverse event mentionsin social media
data[17], but it is still uncertain whether social mediaarevalid
as adata source for the purpose of adverse event detection.

Goal of This Study

In this paper, we use theterm “ adverse drug event” (ADE) rather
than “adverse event.” We formulated the task of identifying
ADE mentions from tweets as a classification task, that is,
labeling tweets based on whether or not they contain amention
of an ADE. We propose a neural network—based framework
that incorporates augmented medical representation and
contextual representation to build arobust classification model.
Our work aimsto develop anatural language processing (NLP)
system that identifies ADE mentions based on social media
textsand to assessthe reliability of social mediadata, especially
Twitter, as a means to collect that information. Our research
guestionsare asfollows: “ Could contextual representation from
a pretrained language model help enhance a moded for
classifying ADE tweets?’ and “ Could social mediabeareliable
data source to collect mentions of ADES?’

We conducted acomprehensive experimental anaysisto validate
the effectiveness of the model. In addition, we performed a
systematic evaluation study to determine the reliability of
Twitter as a data source for collecting mentions of ADEs. Our
work makes the following empirical contributions. (1) we
demonstrate that incorporating contextual representations with
augmented medical representations significantly improves the
performance of the adverse event detection task compared to
not incorporating contextual representations, (2) we show that
the current automated systemsto identify mentions of ADESIn
tweets are not sufficiently generalizable, and (3) we observe
that Twitter coversasufficiently widerange of ADEsrelatively
well, including known ADEs, and conclude that social media
can be areliable data source for collecting ADE mentions.

Related Work

Before a drug is released to market, an initial description of
related ADEs is abtained through randomized controlled trials
[18]. These trials may provide an initial description that is not
fully complete [19]. Dueto theincompleteness of theinitial list
of ADEs, pharmacovigilance plays a significant role in the
postmarketing phase and is necessary to collect any new
information on ADEs. Social media, including Twitter, have
been explored as platforms for pharmacovigilance, such as by
collecting mentions of ADEsthrough NLP [11,17,20-22]. The
text of tweets is relatively short but still conveys information
about patient experiences that are often self-disclosed. For a
tweet to be considered ADE-related, the tweet must not only
mention at least one adverse event, but must also mention a
drug by name. Notably, a tweet cannot be considered
ADE-related if there is no mention of drugs.

Data sets of labeled tweets for identifying mentions of ADEs
have been developed to benchmark NLP systems in shared
competitions [11-13,22-25]. These annotated data sets have
allowed researchersto devel op automated systems and compare
them against each other. Early systemsfor identifying mentions
of ADES in tweets were based on curated lexicons, heuristic

JMIR Med Inform 2022 | vol. 10 | iss. 9 |€38140 | p.29
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

rules, pattern matching, or supervised machine learning
approaches [23,24]. Various dictionary-based features, such as
ADE lexicons, drug names, and medical conceptswere explored,
along with linguistic and sentiment analysis. Recently, neural
network—based model s have been a popular choice dueto their
outstanding performance [11].

Methods

Data Sources

We used 3 Twitter-based data sets to develop and evaluate our
models—1 for training and 2 for evaluation. The training set
and thefirst evaluation set were obtained from a shared task for
automatic classification of English-language tweets that report
adverse effects, organized as part of the 2020 Social Media
Mining for Health (SMM4H) workshop [11]. According to the
organizers of the shared task, the tweets were collected via
Twitter’s public streaming API. Generic and trade names for
drugs, along with their common misspellings, were used as
keywords to collect data. After the collection, the tweets were
annotated independently by 2 annotators, with a Cohen k for
interannotator agreement of 0.82. Tweets with disagreements
were reannotated until the pair reached consensus. The second
evaluation set was obtained from a publicly available reference
data set called WEB-RADR (web-recognizing adverse drug
reactions), developed by Dietrich et a [22]. These tweets were
collected inasimilar fashion. Annotationswere done by 2 teams
of 9 annotators each; however, no measures for interannotator
agreement are reported.

Table 1. Statistics for the training and evaluation data sets.

Yu & Vydiswaran

Table 1 summarizes the statistics of the 3 data sets. After
preprocessing and removing duplicate tweets, there were 24,700
tweets in the training set. Of these, approximately 9% (2362)
of them were labeled as ADE tweets, that is, tweets containing
1 or more mentions of adverse events along with at least 1
mention of adrug. The remaining 91% (22,338) of tweetswere
labeled as non-ADE tweets, meaning that these tweets did not
contain any mention of an adverse reaction but contained adrug
mention. Of 24,700 tweets, 20,098 (81.4%) were used to train
the models while the other 4602 (18.6%) were used for
validation. The distribution of ADE versus non-ADE tweets
was more skewed in the SMM4H evaluation set. Of the 4759
tweets in the evaluation set, only 194 (4.1%) were labeled as
ADE tweetsand 4565 (95.9%) werelabeled asnon-ADE twests.

We also evaluated our models on WEB-RADR [22], which we
used as a second, independent data set. The original data set
consists of 57,473 tweets, with 1056 tweets (1.8%) labeled as
ADE tweetsand 56,417 (98.2%) asnon-ADE tweets. However,
from the original data set, we were able to successfully collect
only 34,369 (59.8%) tweets, possibly dueto suspended accounts
or deleted tweets. Of these, 645 (1.9%) were labeled as ADE
tweets, while the remaining 33,724 (98.1%) were non-ADE
tweets.

All tweets were preprocessed to separate punctuation marks,
remove special characters and URLS, replace user mentions
beginning with @, and repl ace text emoticonswith anormalized
token. No specific text cleaning packages were used.

Data set Tweets, N ADE?tweets,n  Non-ADE tweets,n  Uniquedrugs,n  Drugsin tweets but not in library, n
SMM4HP training 24,700 2362 22,338 1020 31

SMM4H evaluation 4759 194 4565 688 129

WEB-RADRC evaluation 34,369 645 33,724 685 25,646

8ADE: adverse drug event.
PSMM4H: Social MediaMining for Health.
“WEB-RADR: web-recognizing adverse drug reactions.

NL P System Development

Model Selection

In recent years, pretrained language models have been widely
deployed as base models for numerous NLP tasks that can be
fine-tuned to a data set for a particular downstream task, often
referred to as transfer learning. Despite relatively simple
training, such transfer learning approaches have been shown to
be powerful tools for many NLP tasks, including ADE
classification. Transfer learning makes downstream tasks
successful because these language modelsaretrained on alarge
corpus; hence, they gain strong representational power.

In our previous work, we proposed a collocated LSTM model
with attentive pooling and aggregated representation (CLAPA)

https://medinform.jmir.org/2022/9/€38140

that utilized neighborhood information to build a better
representation of medical concepts[26]. The model focused on
enhancing medical concepts by incorporating neighborhood
information through a collocation graph. While CLAPA
enriched the representation of medical concepts, it had relatively
weak representation of other context information, such as
semantics. The capability of a pretrained model to provide a
robust representation of context information may help assist
CLAPA to learn better. With this motivation, we extended
CLAPA to BERT-augmented CLAPA (baCLAPA), which
incorporated BERT’'s logits with CLAPA’'s trained
representation. BERT was chosen because it was the most
competitive model among pretrained models reported in the
2019 SMM4H task [13]. The 3 models compared in this task
areillustrated in Figure 1 and summarized below.
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Figurel. Schematic diagram of the 3 modelsthat highlights how each model isconfigured. A: CLAPA; B: BERT; C: baCLAPA. baCLAPA: bidirectiona
encoder representations from transformers—assisted collocated long short-term memory with attentive pooling and aggregated representation; BERT:
bidirectional encoder representations from transformers; CLAPA: collocated long short-term memory with attentive pooling and aggregated representation;

FC: fully connected; LSTM: long short-term memory; MHA: multi-head attention.
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CLAPA Model

CLAPA [26], illustrated in Figure 1A, uses collocation
information to improve the representation of medical concepts.
CLAPA requiresthree main components: (1) medical concepts,
(2) acollocation graph, and (3) amodel architecture.

First, for medical concepts, the generic names and brand names
of medications were collected from MedlinePlus [27]. A few
generic medical words or brand names, such as “Amen” and
“Heather,” were removed to reduce noise. Then, the list of
medical conceptswas expanded by adding medical wordsfrom
tweets in the training set that were missing in the drug list
obtained from MedlinePlus. Asaresult, atotal of 4888 medical
concepts were collected, including 4747 drug names from
MedlinePlus and 141 drug names from the SMM4H training
Set.

Second, for the collocation graph, each unique word in the
training set was assigned as a node, and edges were added
between node pairs if the corresponding pair of words were
adjacent to each other. After the graph was constructed, the
graph was reduced by retaining only the closest 15 neighbor
nodes per medical concept, following an empirical analysis of
neighborhood size [26].

Third, for themodel architecture, LSTM networkswith 4 layers
and 300 input sizeswereimplemented, followed by 3 multi-head
attention layers and max pooling and pooling layers. FastText
pretrained embedding [28] was used for word embedding. All
hyperparameters were jointly trained with a learning rate of
0.001 and a cross-entropy loss function.

BERT Model

Asanother baseline model, weinstantiated aBERT model [15],
illustrated in Figure 1B. The bert-base-uncased model was used
for classification and was tuned based on the recommendation
for hyperparameter settings [15]. The BERT model was
fine-tuned on the training set without any further modification
on hyperparameters. Two tokens, [CL S] and [SEP], were added
to the beginning and end of the input representation. Each
sentence was tokenized through BertTokenizer and fed into the

https://medinform.jmir.org/2022/9/€38140

RenderX

BERT model. Our BERT model contained the same parameters
as the base model, with 12 layers, 768 input sizes, and 12
multi-head attentions. The hyperparameters of the classification

layer were jointly trained with alearning rate of 5e™.

baCLAPA Model

Our proposed baCLAPA model isillustrated in Figure 1C. The
model consists of 2 parallel stacks—a CLAPA model and a
BERT model. The input sentence feeds into both the CLAPA
and BERT models. Each network independently learns input
embeddings. Once each model producesthefinal hidden states,
the states are reduced to representations with asize of 2, which
are commonly referred to as logits. The raw output
representation of BERT isthenincorporatedinto CLAPA, either
as large asthe final hidden states or as small as logits, mapped
to a 2-dimensional vector space for a binary classification. In
the task presented in this paper, BERT's logits were used to
assist CLAPA becauselogits provide abrief but comprehensive
representation of how networks have learned from inputs. Thus,
BERT’s logits were concatenated with CLAPA’s logits to
generate predictions. In Figure 1C, 2 bold boxesinsidethefully
connected layer show how BERT’s logits and CLAPA's logits
are concatenated. Formally, this can be written as follows:

]

where@ refersto the last fully-connected layer in CLAPA, [E]

and E are logits from CLAPA and BERT, and E is the final
logit. Once CLAPA and BERT produce their logits, BERT's
logits are passed to CLAPA. Then, a concatenation of their

logitsisfedinto =, which produces 2 . Finally, thefinal logits
are fed into Softmax for binary classification.

Basalines

Two additional models were used as baselines. First, we used
an SVM model with alinear kernel, with other hyperparameters
set to default values. The input representation included aterm
frequency—inverse document frequency weighted representation
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with trigram features. As a second baseline, we used arandom
model with weighted distribution.

Validation Study to Deter minethe Rdiability of Social
Media as a Data Source

Study Questions

To validate the reliability of the social media data as a means
to collect ADEs, we analyzed tweets that were collected by our
baCLAPA model. This study aimed to answer two questions
about social mediadata: (1) what kinds of ADEsare mentioned
on Twitter? and (2) of the ADE mentions for each known drug
on Twitter, how many also mentioned known adverse reactions
listed in an authoritative source? Answering the first question
would reveal how various kinds of ADESs are covered on social
media, and answering the second would reveal how many
relevant ADEs are mentioned on social media. The known
adverse events were collected from MedlinePlus, an
authoritative, popular, and credible website run by the US
National Library of Medicine.

Obtaining ADE Tweets: Data Source and ADE
Classification

The Twitter dataused for this study were obtained from a paper
by Vydiswaran et a [29]. The datawere collected viathe Twitter
API, user timelines, and the Decahose stream, which is a 10%
random sample of the real-time Twitter stream. First, the Twitter
API and user timelineswere used to collect all tweetsfrom users
near the Detroit metropolitan area. Then, the data set was
expanded through the Decahose stream. In total, the data set
contained 28.8 million tweets. More details about the data
collection can be found in the paper by Vydiswaran et al [29].

First, the 28.8 million tweetswere filtered through our drug list,
which consisted of 4888 drug names. This step allowed us to
sort out tweets containing at least one drug keyword. This let
us identify 34,536 of 28.8 million tweets as drug-mentioning
tweets. Then, our baCL APA model was applied to those tweets
and identified 1544 ADE tweets.

Qualitative Content Analysis of Tweets

We conducted a qualitative content analysis[30] to answer the
two questions mentioned above: (1) how many different types
of ADEsare covered on Twitter? and (2) how many ADE tweets
about aparticular drug identify an adverse event that isaknown
adverse reaction for that drug on MedlinePlus? We first
extracted 139 unique drugs mentioned in the 1544 tweets. Then,
we conducted a qualitative content analysis to derive themes
for the ADEs within the 1544 tweets. During the qualitative
coding process, we found that the drug word “ caffeine” mostly
referred to coffee and the word “vitamin” was too general to
determine which vitamin supplement was taken. Therefore,
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tweets containing only these drug words were dropped—462
tweets for “caffeine” and 141 tweets for “vitamin”. A total of
941 ADE tweetswerethus qualitatively analyzed. Thesetweets
were manually coded to identify themes for ADEs until the
themes were saturated. The themes were reviewed by adomain
expert after the analysis was compl eted.

Once we identified the themes, we collected information about
known adverse reactions for each drug through MedlinePlus
and compared them against themes identified by the content
analysis. For example, when analyzing ADE tweets about
ibuprofen, we identified two themes: nausea and sweating.
When reviewing information about ibuprofen on MedlinePlus,
we only found relevant mentions of ibuprofen potentialy
causing nausea, and did not find any sweating-related adverse
reactions. Thus, ibuprofen was paired with the nausea-related
ADE theme as a known adverse reaction but not with the
sweat-related ADE theme. Thisway, welinked all ADE tweets
and known adverse reactions to a particular drug to each ADE
theme.

Results

Experimental Results of the NLP System

Wefirst present the performance of the modelson the validation
set. This allows us to compare the overall performance of the
models, including the baselines. Both CLAPA and baCLAPA
were evaluated on the SMM4H evaluation set [31]. We further
evaluated the models on another data set, the WEB-RADR
evauation set, to validate whether the extended models
performed better than the original models on various data sets.

As shown in Table 2, the random and SVM baseline models
did not outperform the neural network—based models, but the
recall score for the SVM model was the second highest. Of all
models, baCLAPA performed the best for all performance
metrics. precision, recall, and F1. On average, it performed
about 0.026 F1 points better than CLAPA on the validation set.

To further evaluate our method, we picked the best CLAPA
and baCLAPA models from the 10 validation runs. Their
performance on the validation set is shown in the first 2 result
rows of Table 3. On both evaluation data sets, baCLAPA
outperformed CLAPA on the F1 metric. Precision and recall
values are not available for CLAPA on the SMM4H evaluation
set because it was used only for the best (baCLAPA) model
[31]. While baCLAPA performed better for F1 score than
CLAPA onthe SMM4H evaluation set by 0.07, theimprovement
was relatively small on the WEB-RADR evaluation set. Most
of thisimprovement was attributable to the significantly higher
recall. CLAPA outperformed baCLAPA on the precision
measure on WEB-RADR.
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Table 2. Average performance of 10 runs on the validation set. Italics represent the best model for each performance metric.

Model Precision (SD) Recall (SD) F1 score (SD)
Random 0.099 (0.01) 0.103 (0.01) 0.101 (0.0)
SVM& 0.386 (0) 0.638 (0) 0.481 (0)
CLAPAP 0.581 (0.03) 0.623 (0.03) 0.599 (0.01)
BERTS 0.54 (0.03) 0.602 (0.04) 0.567 (0.01)
baCL APAY 0.603 (0.02) 0.652 (0.03) 0.625 (0.007)

83V M: support vector machine.

BCLAPA: collocated long short-term memory with attentive pooling and aggregated representation.

®BERT: bidirectional encoder representations from transformers.

dpaCLAPA: bidirectional encoder representations from transformers—assisted collocated long short-term memory with attentive pooling and aggregated

representation.

Table 3. Evauation of collocated long short-term memory with attentive pooling and aggregated representation (CLAPA) and bidirectional encoder
representations from transformers—assisted CLAPA (baCLAPA) on 2 evaluation sets. Italics represent the best model for each performance metric.

Data set and model Precision Recall F1 score
Validation
CLAPA® 0.563 0.649 0.603
baCL APAP 0.589 0.676 0.629
SMM4H® evaluation
CLAPA _d — 0.44
baCLAPA 0.48 0.54 0.51
WEB-RADR® evaluation
CLAPA 0.356 0.386 0.371
baCLAPA 0.334 0.479 0.39%4

8CLAPA: collocated long short-term memory with attentive pooling and aggregated representation.
BhaCLAPA: bidirectional encoder representations from transformers—assisted collocated long short-term memory with attentive pooling and aggregated

representation.

®SMM4H: Social MediaMining for Health.

INot available.

SWEB-RADR: web-recognizing adverse drug reactions.

Qualitative Content Analysis of ADE Tweets

Table 4 summarizesthetop 7 ADE themes, showsthe frequency
of tweets for each theme, and provides paraphrased examples.
The major thematic areas include mental health—related ADEs
and sleep-related ADEs. Tweseters aso frequently shared their
experience of pain-related ADEs. The remaining themes were
discussed less frequently in our data set.

Each row in Figure 2 represents a drug. In the 108 tweets for
“ibuprofen,” mentions of 3 drugs are grouped together: Advil
(n=40), ibuprofen (n=36), and Motrin (n=32); the 73 tweets for
“acetaminophen” group together mentions of 2 drugs: Tylenol

https://medinform.jmir.org/2022/9/€38140

(n=71) and acetaminophen (n=2). The third column indicates
the number of themes with known adverse reactions from
MedlinePlus as well as the number of themes with ADE
mentions on Twitter. The fourth column can have 2 different
numbers, separated by a comma: the first is the number of
themes that overlap with known adverse reactions, while the
second, if present, isthe number of themes that do not overlap
with known adverse reactions. For example, Benadryl has 3
themes with known adverse reactions, al of which were
captured in tweets, and 1 theme that was not listed in
MedlinePlus but only mentioned in tweets. For Adderal, 6
themes contained known adverse reactions; 5 of these had
related tweets.
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Table 4. Top 7 adverse drug event themes with frequencies and examples (N=941).

Adversedrug event  Tweets, n (%) Paraphrased examples

theme

Mental health 204 (21.7) Feeling emotionally unstable, depressed, or high

Sleep 201 (21.4) Feeling sleepy, being knocked out by a drug, wanting to sleep, not being able to sleep, being able to
stay awake at night

Pain 151 (16) Experiencing other pains or aches, such as headache or stomachache

Tiredness 27(2.9) Feeling extremely tired

Nausea 21(2.2) Feeling nausea or a need to vomit

Sweating 20(2.1) Experiencing swesting

Itchiness 16 (1.7) Feeling itchy

Figure 2. Thetop 10 drugs with known adverse reactions found in MedlinePlus versus adverse drug events found in tweets. X: drug with at least one
known adverse reaction or adverse drug event related to a particular theme. Values before commas indicate themes mentioned in tweets as well as
MedlinePlus, while values after commas indicate values indicated only in tweets.

Tweet Drug Total Mental . ‘
co:int: el thcrlllws, i |oSiee Pain | Tiredness| Nausea | Sweat Itch
N E A0 A0 ADAE A EACAEA A EA LA
133 | Benadryl 3|31 X | X XX X
119 Adderall 6|5 X | X XTI XX X XXX
108 | Ibuprofen S22 X | X X[ X[ XX X X
74 Xanax ST4 X XXX XXX X]X
73 |Acetaminophen| 5 |[4.2 X X[ XXX X [ X . X
64 Vyvanse 6 15X | X XIX[X[X|[X]|X X1 X
34 Codeine 65| X|X X| X[ X XX | X X
17 Morphine 6|3 X | X XXX X X X
16 Ambien 5121 X | X XXX X X
12 Concerta 714X XIX[X[X[X][X]|X]X]|X X
lv‘ - MedlinePlus - Twitter
Discussion However, we made two observations: (1) there was a significant

Principal Results of the NLP System

By running our models on the validation set shown in Table 2,
we confirmed that the performance of CLAPA was almost the
same as that of previously published models, with an F1 score
of 0.5998 [26]. The performance of BERT was also similar to
that of BERT-based models reported in an overview of the
SMMA4H 2019 shared task [13]. This confirmation ensured that
our results did not include any noise due to unexpected
performance of the models. Our eval uation results demonstrate
that baCLAPA outperformed CLAPA on both evaluation sets.

https://medinform.jmir.org/2022/9/€38140

gap between the performance of each model on the SMM4H
evaluation set, and (2) there was a significant decrease in
performance on both eval uation sets compared to the validation
set. More detailed discussion of these observations follows.

First, whilethe gap in F1 scores on the WEB-RADR evaluation
set seems similar to the gap with the validation set, there was
a significant gap between the F1 score of the 2 models on the
SMM4H evaluation set. CLAPA's F1 score was 0.44, while
baCLAPA achieved an F1 score of 0.51. We believe this is
because CLAPA utilizes a training set to enhance medical
concept representation. That is, the model heavily relies on the
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training set, which may result in overfitting. BERT might help
diminish this problem because of its generaizability as a
language model, that is, it computes word embeddings based
onthefull context of a sentence given alargetext corpus. Thus,
incorporating BERT would help CLAPA not just to learn the
context better but also not overfit the model on the training set.
We plan to investigate this observation further once gold labels
arereleased by the data set devel opers, or if we observeasimilar
result in other data sets.

Second, the performance of both CLAPA and baCLAPA was
significantly lower on the evaluation sets than on the validation
set. This may be partly explained by the number of tweets in
which none of the drugs from the drug list were found. In
addition to the total number of tweets for each data set, Table
1 a'so shows the number of unique drugs found using our drug
list, and the number of tweetsthat did not have any drug names
fromthelist. Our drug list contained 4888 drug names, including
generic names and brand names. Since the collection was
initially built through MedlinePlus and expanded through the
training set, it covers amost all tweets, with the exception of
31 tweets that contained very specific typos, such as “vioxe’
or “viox” instead of “vioxx” (the correct spelling), and were
excluded from the data set. In the training set, atotal of 1020
unique drugswereidentified from our list. However, the number
of unique drugs was lower in the evaluation sets: 688 in the
SMM4H evaluation set and 685 in the WEB-RADR evaluation
set. The number of drugsfound in anew data set is expected to
berelatively low, because thelist isincomplete: our list did not
cover al drug names or common typos. However, the number
of tweets that did not contain any drug words was a significant
portion of the WEB-RADR evaluation set. The 25,646 tweets
affected by thisin the WEB-RADR data set would have been
considered as non—drug-relevant tweets by the models, whereas
the 129 tweets in the SMM4H evaluation set would have been
considered as non-relevant tweets. When the models are
uncertain whether or not atweset isdrug-rel evant, which depends
heavily on adrug list, the prediction task may suffer.

To summarize, baCLAPA achieved an F1 score of 0.51 on the
SMM4H evauation set and 0.394 on the WEB-RADR
evaluation set. BaCLAPA outperformed CLAPA on both
evaluation sets, whichillustrates the effectiveness of the method.
We observed a gap between the performance of the models on
the SMM4H evaluation set and an overall decreasein evaluation
performance. This trend seems to be valid for many current
ADE systems, since the average evaluation score was
significantly lower than the validation score in past SMM4H
tasks [11,13,25]. This shows that athough the suggested
improvements in baCLAPA appear to perform well, they may
not generalize as well on unseen data sets for the ADE
classification tasks, as also observed by Gattepaille et al [14].
Further research is necessary to eval uate the generalizability of
neural network—based models on the ADE classification task.

Principal Resultsfor the Content Analysisof ADE
Tweets

Our content analysis presentsthe ADE themes and acomparison
between the known adverse reactions and ADE mentions to
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answer two questions: (1) what kinds of ADE are mentioned
on Twitter? and (2) of ADEs mentioned for each known drug
on Twitter, how many are also known adverse reactions listed
on MedlinePlus?

Question 1: What Kinds of ADE Are Mentioned on
Twitter?

Table4illustratesthat there were 7 primary ADE-related themes
within the 941 tweets available for the qualitative content
analysis. Other themes that were found but not included in the
table because of their infrequency includethoserelated tojitters,
body weight, skin, sexua health, digestion, and seizure.
Similarly, other ADE themes, such as those related to vision
and breathing, may also be found for specific drugs.

Question 2: Of ADEsMentioned for Each Known Drug
on Twitter, How Many Are Also Known Adverse
Reactions Listed on MedlinePlus?

Figure 2 shows the top 10 drugs and their associated ADE
themesfound in MedlinePlus compared to mentions on Twitter.
Based on these 10 drugs, the Twitter data covered an average
of 69.6% of the known adverse reactions on MedlinePlus. When
we set the number of tweets to be 30 or more, the average
coverage increased to 78.4%. Based on the tweet counts, we
conclude that Twitter data can adequately identify known
adverse reactionsfor most drugs. However, this depends on the
number of tweets extracted for each drug. For example, when
we extracted fewer than 20 tweets, the model identified less
than half of the known adverse reaction themes. Setting an
appropriate minimum threshold may be a critical step for such
exploratory analyses.

Finally, social media analysis can help highlight potentially
new adverse reactions from drugs. For example, Figure 3 shows
tweetsthat pair the Benadryl and tiredness-related ADE themes,
which has not been reported as a known adverse reaction in
MedlinePlus, but is expressed in these tweets. Looking at
specific examples of tweets can help further elaborate on these
as-yet-unreported pairings. These examples could be directly
updated with a reporting system such as FAERS.

In-depth analysis of social mediato detect ADE mentions could
also show how laypersons report ADEs in their own language.
Learning such expressions could help fill a vocabulary gap
between patients and health professionals and enable better
communication when prescribing a drug and analyzing
patient-reported outcomes. Lastly, we observe that Figure 2
presents 12 new possible pairings. These occurrences could
signal the need for apotential testing of ADE hypotheses derived
from in-depth social media analysis.

Through this study, we have found that Twitter covers a
sufficiently wide range of ADEs given a set of drugs and aso
coversknown adversereactionsrelatively well, especially when
a sufficient number of drug-related tweets are anayzed.
Therefore, this study demonstrates that social media can be a
reliable data source for collecting ADE mentions.
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Figure 3. Paraphrased examples of adverse drug event themes related to Benadryl and tiredness.

AN e
Example 1 | (M Example 2 ' Example l)
this benadryl I wish benadryl apparently
is making me did not make me benadryl makes
| tired ) | sotired ) me tired J
. A M A M A

Limitations

Our NLP system and study have some limitations. First, we did
not focus on any causality relationships between adrug and an
ADE. Although our qualitative analysis may signal the need
for hypothesis testing, validating such claims of causality is
beyond the scope of this work. Second, one of the long-term
goals for this line of research is to build an automated system
to collect actual ADE mentions from social media. While the
classification model helpsfilter out large-scale data, it does not
provide the actual extent of such mentions, which prevents
obtaining further information, such as pairs of drug—-ADE
mentions, from the filtered data. To extract such mentionsfrom
tweets, we plan to work on developing an ADE extraction
model. Lastly, our system cannot yet be fully deployed in
practice. Our experimental results suggest that further research
and devel opment is necessary to fine-tune the modelsfor better
generalizability.

The approach presented in this paper serves as an analytical
tool to identify potential adverse events in data from Twitter
and other social media It highlights both away to validate some
of the known ADEs and uncover additional potential ADEs.
However, it does not fully demonstrate the relevance of social
media as an independent and comprehensive source for
identifying ADEs. Since there are no “gold standard” labeled
data sets on possible adverse eventsrelated to a particular drug,
none of the existing approaches present a comprehensive
solution to the challenge of identifying all known and unknown
adverse events related to a particular drug.

Further, our analysisisalso biased because of the demographics
of Twitter users and the differential coverage of drugs and their
adverse events on Twitter. Twitter users are typically younger
and more technically savvy [32]. Thisis especially relevant for
studies of population health, since individuals from a lower
socioeconomic status, underrepresented minorities, older adults,
and individuals with chronic conditions are less likely to tweet
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[29]. Similarly, there could have been bias in the coverage of
drugs and their adverse events. Although the analysis was
ultimately based on 28.8 million tweets, the datawere collected
for the purpose of a community-based study from the Detroit
metropolitan area. Tweetersin thisareamay discussaparticular
drug more or less often than those in other communities or
regions. Thus, the representation of drug usagein our data may
be different from the representation of tweets collected,
regardless of geographic location, making our anaysis
unrepresentative of overall drug usage and the types of drugs
mentioned on Twitter. Rather, our analysisislimited to acertain
set of drugs and their ADE mentions. However, the methodol ogy
and analysis could be repeated for other drugs.

Conclusion

In this paper, we present a neural network—based model,
baCLAPA, which incorporates a representation generated by
BERT with one by CLAPA. Our experimental results
demonstrate that baCLAPA outperformed CLAPA. The weak
performance on unseen data signals that there is still room for
improvement for the ADE classification task. Our validation
study suggests that Twitter data not only include a sufficiently
widerange of ADE mentions but al so cover most known adverse
reactions for drugs found in the relevant tweets.

Even though our work does not show any causal relationships
between the drugs and ADEs mentioned, it provides possible
directions to advance ADE-related work. For example, our
qualitative analysis of ADE tweets could provide a basis for
potential analyses and applications. It also implies that social
mediadatacan provide meaningful measurements once we have
an al-purpose NLP system for collecting ADE mentions,
including not just classification but also extraction. Our work
demonstratesthat social media can be areliable data source for
this purpose. While recent studies have devel oped and improved
such systems, our work suggeststhat ADE classification systems
need further research to study their robustness and reliability.
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Abstract

Background: Electronic health record (EHR) systems are becoming increasingly complicated, leading to concerns about rising
physician burnout, particularly for primary care physicians (PCPs). Managing the most common cardiometabolic chronic conditions
by PCPs during alimited clinical time with a patient is challenging.

Objective: This study aimed to evaluate a Cardiometabolic Sutter Health Advanced Reengineered Encounter (CM-SHARE),
aweb-based application to visuaize key EHR data, on the EHR use efficiency.

Methods: We developed algorithmsto identify key clinic workflow measures (eg, total encounter time, total physiciantimein
the examination room, and physician EHR time in the examination room) using audit data, and we validated and calibrated the
measures with time-motion data. We used a pre-post parallel design to identify propensity score-matched CM-SHARE users
(cases), nonusers (controls), and nested-matched patients. Cardiometabolic encounters from matched case and control patients
were used for the workflow evaluation. Outcome measures were compared between the cases and controls. We applied this
approach separately to both the CM-SHARE pilot and spread phases.

Results: Time-motion observation was conducted on 101 primary care encounters for 9 PCPs in 3 clinics. There was little
difference (<0.8 minutes) between the audit data—derived workflow measures and the time-motion observation. Two key
unobservable times from audit data, physician entry into and exiting the examination room, were imputed based on time-motion
studies. CM-SHARE was launched with 6 pilot PCPsin April 2016. During the prestudy period (April 1, 2015, to April 1, 2016),
870 control patients with 2845 encounters were matched with 870 case patients and encounters, and 727 case patients with 852
encounters were matched with 727 control patients and 3754 encountersin the poststudy period (June 1, 2016, to June 30, 2017).
Tota encounter time was dightly shorter (mean —2.7, SD 1.4 minutes, 95% CI -4.7 to —0.9; mean —1.6, SD 1.1 minutes, 95%
Cl -3.2to —0.1) for cases than controls for both periods. CM-SHARE saves physicians approximately 2 minutes EHR time in
the examination room (mean -2.0, SD 1.3, 95% CI -3.4 to —0.9) compared with prestudy period and poststudy period controls
(mean-1.9, SD 0.9, 95% CI -3.8to —0.5). In the spread phase, 48 CM-SHARE spread PCPs were matched with 84 control PCPs
and 1272 cases with 3412 control patients, having 1119 and 4240 encounters, respectively. A significant reduction in total
encounter time for the CM-SHARE group was observed for short appointments (<20 minutes; 5.3-minute reduction on average)
only. Total physician EHR time was significantly reduced for both longer and shorter appointments (17%-33% reductions).
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Conclusions: Combining EHR audit log files and clinical information, our approach offers an innovative and scalable method
and new measures that can be used to evaluate clinical EHR efficiency of digital tools used in clinical settings.

(JMIR Med Inform 2022;10(9):€38385) doi:10.2196/38385
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Introduction

Background

Approximately 34% of the population in the United States aged
>18 yearshas acardiometabolic condition (ie, diabetes mellitus
[DM], hypertension, and high cholesterol), which are among
the most common and costly health problems [1]. Managing
these chronic conditions is an important area of focus for
primary care physicians (PCPs) in the United States. However,
the effective management of these chronic conditions can be
challenging for patients and PCPs.

Patients spend <1% of their time with their PCPs and the rest
on their own, attempting to adopt the care plan prescribed by
their PCP into their daily lives[2]. During their limited time at
the point of care with patients, PCPs rarely have enough time
toreview all thecritical but scattered datain an electronic health
record (EHR); given that, on average, PCPs only have 15
minutes with patients for a face-to-face visit [3]. Health care
providers have expressed dissatisfaction with EHR systems
[4-6] used to manage patients, which have generally been poorly
designed for facilitating care delivery. Increasing evidence
indicates that an EHR imposes an additional burden on
physicians [7-10]. In particular, PCPs reported having the
highest burnout associated with EHR use [11]. The causes of
physician burnout are multifactorial, including the increasing
complexity and cognitive burden of using the EHR and
decreased face-to-face time with patients [12,13]. Moreover,
longer EHR use time is negatively associated with patient
satisfaction [14], especially with increased daytime EHR use,
potentialy occurring in the examination room, implying that
physicians have less time to communicate with patients, which
may adversely affect patient-physician relationships [15-17].
Therefore, technology or interventions that aim to reduce EHR
time in the examination room can potentially improve health
delivery quality from both physician and patient perspectives.
Digital health solutions, including clinical decision support
tools, hold the promise of helping physicians improve patient
clinical outcomes or quality of care [18-21]; however, itisless
clear whether these solutions have an impact on clinical EHR
efficiency [3].

A well-designed and integrated digital tool can be sufficiently
seamless so that the user feels unencumbered by the effort to
open the additional platform and perceive the EHR and digital
tool as one system [21]. Therefore, using principles of
user-centered design, we developed Cardiometabolic Sutter
Health Advanced Reengineered Encounter (CM-SHARE), a
web-based application designed to simplify care delivery for
patients with cardiometabolic conditions (DM, hypertension,
and dydlipidemia) [22]. CM-SHARE extracts essential health
data elements from the EHR in real time at the point of care

https://medinform.jmir.org/2022/9/e38385

and displays them in novel ways for both physicians and
patients. The main features of CM-SHARE include a snapshot
view, graphs, medication dispensing history, and risk calculators,
where the snapshot view provides an intuitive overview of
patient-specific data gathered from different areas that are
critical to review for patients with cardiometabolic conditions,
whereas graphs and medication dispensing history use graphic
views of longitudinal laboratories, vitals, medication dispense
and adherence history, and risk cal culatorsthat allow physicians
to change the values of different risk factors to help educate
patients on how changes that modify different risk factors can
affect cardiovascular risk. The primary design intent of
CM-SHARE is to reduce the time physicians spend “hunting
and clicking” for information in the EHR. A previous study
showed that CM-SHARE, avoluntary-usedigital health solution,
was successfully integrated into areal-world primary care setting
with high adoption and consistent usein caring for patientswith
cardiometabolic conditions [12]. In this study, following
principles of the digital health technology development and
deployment [23,24], wefirst tested CM-SHARE among asmall
group of pilot users (ie, PCPs) before spreading to a much
broader group of PCP end users. Although thereisanincreasing
availability of digita tools created by heath care or
high-technology companies, little is known about whether the
impact of these digital tools on pilot users is sustained when
the technology is spread to a much broader group of users
[25,26]. Therefore, we assess CM-SHARE's impact on
physician workflow and whether CM-SHARE achieves its
intended goal of improving provider EHR and encounter
efficiency in the pilot users and then assess whether similar
impacts are sustained after disseminating to a broader group of
PCPs.

Clinical workflow and EHR havetypically been measured using
time-motion studies, which are costly and not scalable [27-30].
Inrecent years, EHR audit log datahave been increasingly used
as an aternative approach to estimate the workflow and time
used inthe EHR, and this approach is scal able and reproducible
[31-34]. The audit logs record who (user), when (time), where
(location), and what EHR function has been used and are
routinely collected in health care systems [33-36]. EHR audit
data have been used previously in emergency departments [36]
and specialty settings [37,38] to assess the efficiency and have
been validated as a resource for analyzing workflows [39,40].

Objectives

The objective of this study was to thoroughly evaluate the
impact of CM-SHARE on physicians' clinical workflow in
primary care encounters. We conducted data collection and
analyses in the following order: time-motion observations to
develop and validate audit data—derived clinical workflow
algorithms, extrapolated for non-EHR clinical work (eg, patient

JMIR Med Inform 2022 | vol. 10 | iss. 9 |€38385 | p.41
(page number not for citation purposes)


http://dx.doi.org/10.2196/38385
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

examination and conversation with patients), followed by the
application of these algorithms to clinical workflow analysis
among CM-SHARE pilot users, and, finally, clinical workflow
analysis among a broader group of “spread users’ to whom
CM-SHARE was made available. Our analysis focused on
assessing the impact of CM-SHARE on physician workflows
and EHR use. We hypothesized that CM-SHARE's visual
display of health data would (1) reduce the overall encounter
time, EHR time, and physician EHR time in the examination
room; (2) result in differential reductions in EHR time based
on the scheduled visit length and the encounter primary
diagnosis; and (3) lead to observable reductions in pilot users
that are sustained when CM-SHARE is spread to a broader
group of PCPs.

Methods

Overview

Therewere 3 main componentsto this study. First, we conducted
a time-motion study to collect the main workflow time and
duration of primary care encounters observed on 3 randomly
selected workdays for 9 PCPs. We used these time-motion data
to validate the workflow steps and to refine algorithms that
capture the workflow based on the EHR audit |og data. Second,
we evaluated CM-SHARE using a pre-post paralel design,
where cases were defined as encounters in which CM-SHARE
was launched. Finally, we estimated theimpact of CM-SHARE
on the audit data—derived workflow outcomes in the matched
cohort. The second and third study components were first
conducted on the origina set of pilot CM-SHARE users
involved in the application devel opment. We then repested these
analysesin the spread phase of the study, in which CM-SHARE
was implemented and used by a new, broader group of PCPs

Yan et a

who were not involved in any aspect of the origina design and
pilot phase.

Validation of Audit Data Workflow

We devel oped algorithms to identify key steps (eg, check-in),
tasks performed (eg, EHR use), locations of tasks (eg,
examination room), and roles (eg, nurses and physicians)
involved in clinical ambulatory workflows using time-stamped
audit log files from the EHR and performed a time-motion
observation of 101 encounters from 9 PCPs a 3 different
primary care clinics. We compared the time-motion—observed
times of key workflow points in a patient encounter with
workflow measures from the EHR audit log files. The
time-motion data-tracking form can be found in Multimedia
Appendix 1.

Thecritical clinica workflow pointsincluded check-in, rooming
time (when a medical assistant [MA] or nurse takes a patient
to the examination room), nurse exiting the examination room,
physician entry into the examination room, physician’s total
EHR time in the examination room, physician exiting the
examination room, and patient check-out time. We used the
term “black holes’ to identify essentia steps in a clinical
workflow, which cannot be observed in the audit data as they
do not involve interaction with the EHR but can be observed
and recorded in time and motion observations. These black
holes include steps such as the physician entering the
examination room and the physician exiting the examination
room (Figure 1). These are important events to account for as
they affect the overall time of the encounter. For example, a
physician may enter the examination room and spend several
seconds to minutes conversing with the patient before logging
into the computer.

Figure 1. Illustration of outpatient visit workflow and corresponding audit data. EHR: electronic health record; MA: medical assistant.
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Measuresthat can bereliably observed in audit dataincludethe
physician’s start time, accessing the EHR in the examination
room, and the time of the last EHR access in the examination
room. We compared these key workflow time points recorded
in the audit log data with time-motion observations and
estimated the distribution of each black hole. We further
conducted an ANOVA for each black hole in relation to the
EHR user (ie, PCP) and patient. This assessment allowed usto
understand the variation among PCPs and among patients. We
then imputed the time duration of each black hole based on the
distribution, and arandom number was generated based on the
empirical distribution and imputed for the black hole.

The time duration of each key workflow point was calculated
based on the imputed audit data and compared again with the
time points from the time-motion observation data
Discrepancies were further analyzed, and audit data for
encounters with large discrepancies (discrepancy =2 SD) were
manually reviewed. EHR activity and time points that were
closest to the time recorded in time-motion observations were
selected for specific users, and the algorithms used to capture
each key workflow time point from the audit datawere updated.
After thisinitial validation process, we applied the algorithms
to 7474 office encounters on a random working day across all
Sutter Health primary care clinicsto assessthe generalizability.
We identified key clinical workflow steps using this method,
including check-in time, rooming time, nurse leave time, and
physician time in the examination room on the computer.
However, in this study, we focused only on the total encounter
time (defined as the duration between patient check-in time to
thetimethe patient exits the examination room), the physician’s
total time in the examination room, the physician’s time spent
in the EHR in the examination room, and the physician’s total
EHR click per encounter (Figure 1).

Study Population

The CM-SHARE application was devel oped and tested at Sutter
Health, a large not-for-profit health system in Northern
Cdliforniathat servesaracially and economically diverse patient
population. CM-SHARE was implemented in 2 phases. The
pilot study was initiated in April 2016 with 6 PCPs from 2
different primary care clinics. These PCPswereinvolved inthe
devel opment of the application and had frequent communication
(once amonth in the first year after the initial launch) with the
study team during the pilot-testing period. The spread of
CM-SHARE started in October 2019 to a new group of PCPs
at a large Sutter medical group that previously did not have
accessto CM-SHARE. In contrast, these new PCPswerelightly
touched by the study team; for example, they were offered group
(asopposed to one-on-onetraining asin the pilot phase) training
using a CM-SHARE user manual or training provided by
designated EHR trainers who were responsible for training
clinicians on al EHR features and capabilities, not just
CM-SHARE. Spread users were informed that CM-SHARE
was specifically developed for patients with cardiometabolic
conditions. When and for whom CM-SHARE was used was
completely voluntary and up to a physician’sdiscretion. Details
of CM-SHARE features and adoption have been previously
published [22].

https://medinform.jmir.org/2022/9/e38385
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At the patient level, primary care patients who had at least one
cardiometabolic condition and had at least one visit with pilot
PCPsor spread PCPs during the pil ot test period or spread period
were eligible for the study.

Outcomes

To assess efficiency, we measured (1) physician’stotal timein
the examination room, (2) physician’'s EHR time in the
examination room, (3) total encounter time (ie, from check-in
to check-out), and (4) total physician clicksin the EHR for an
encounter [41].

As illustrated in Figure 1, the physician’s total time in the
examination room was defined as the time between when the
physician entered and exited the examination room, estimated
based on audit data and imputed data for black holes described
previously in the time-motion explanation. The time at which
the physician entered the examination room was estimated by
identifying the first time the physician logged into the EHR in
the examination room, subtracting theimputed value for ablack
hole (ie, thetime between the physician entering the examination
room and logging into the EHR), and the physician exit time
was estimated based on the EHR log-off time by the physician
in the examination room and accounting for the imputed black
hole (ie, the time between physician EHR log-off time and the
exit examination room time). The physician's EHR time,
estimated based on audit data, was defined as the cumulative
time the physician spent in the EHR in the examination room,
which is a subset of the physician’s total time spent physically
present in the examination room. Thetotal number of physician
EHR mouse clicks for each encounter, captured using audit
data, was defined based on the cumulative number of EHR log
entries (which record the EHR features accessed by a user) for
a physician for a given encounter, including all previsit EHR
activities (preparation for the visit), during the visit, and postvisit
EHR activities (eg, clicking on adiagnosis, on medication tags
in EHR, and clicking on a patient message). The total number
of clicks reflects EHR information searching and access, and
usually, more clicksimplied more complex encounters as more
patient medical information was reviewed.

Study Design
Overview

A pre-post matched design was applied, in which we defined
the prestudy period as 12 monthsbeforetheinitial CM-SHARE
launch in April, 2016, and the CM-SHARE stabilization time
as at least 2 months after the initial launch time where the data
were not used in the evaluation. The poststudy period was
defined as 12 months after the stabilization period (Figure 2).
Owing to the disruption of the COVID-19 pandemic and to
allow for the stabilization of CM-SHARE use, we identified
spread userswho consistently used CM-SHARE startingin May
2020 (12 months after the initial spread) as stable CM-SHARE
users. Data from October 15, 2018, to October 14, 2019, were
used as the prestudy period to determine matched physicians.
We compared efficiency measures for encounters occurring
between May 2020 and December 2020.
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Figure2. Pre-post matched study design for CM-SHARE eval uation. CM-SHARE: Cardiometabolic Sutter Health Advanced Reengineered Encounter;

EHR: electronic health record.
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Propensity Matching

There are two levels of endogeneity, which we accounted for
in part via propensity matching. At the first level, physicians
who had used CM-SHARE regularly (ie, used it at least once a
week), denoted as case PCPs, may be systematically and
unobservably different from those who did not regularly use
CM-SHARE. To that end, case PCPs were matched to other
Sutter-wide PCPs based on physician panel information,
assuming that a physician’s clinical practice pattern, including
EHR use and information access, was affected by the
composition of their patient panel. A propensity score-matching
method was used to identify matched physicians, and a separate
method was used to identify matched patients. At the physician
level, a logistic regression model was developed, in which
covariates included annual patient volume, mean number of
appointments per day, average age of the patient (at time of
encounter, categorized into <30, 30-49, 50-64, and =65 years),
proportion of femal e patients, proportion of different ethnicities
(Hispanic and non-Hispanic) in the patient panel, proportion of
patientswith each cardiometabolic condition (DM, dydlipidemia,
and hypertension), practice type (family medicine and internal
medicine), and proportion of patients with different levels of
morbidity based on the Charlson Comorbidity Index (O, 1-2,
and =3). The model outcome was the CM-SHARE pilot status
(yes or no). Greedy matching was used in this study.

At the second level, patients for whom CM-SHARE was used
may aso be unobservably different from those for whom
CM-SHARE wasnot used. Therefore, within the pilot physicians
and matched control physicians, we performed one-to-one
matching at the patient level to determine cases (for which
CM-SHARE was used) and control patients (within the matched
physicians). The case patients, for whom CM-SHARE was used,
were matched to the control patients at the prestudy period and
separately at the poststudy period.

Patients were grouped into pre- or poststudy period based on
the first visit date in the prestudy period and poststudy period.
Inthe prestudy period, eligible patientsincluded those who had
encounterswith pilot physiciansand matched control physicians.
In the poststudy period, control patients were those who were
eligible and had encounters with matched control physicians.
Data from the prestudy period were used for prestudy period

https://medinform.jmir.org/2022/9/e38385
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matching, and poststudy period data were used for poststudy
period matching.

We developed a separate logistic regression model for patients
where the covariates were individual patient-level features,
including age, sex, race, ethnicity, percentage of 15-minute
scheduled appointments, percentage of 30-minute scheduled
appointments, percentage of the level of service (LOS) level 3
visits, percent of LOS level 4 visits, percentage of DM as
primary encounter diagnosis, percentage of hypertension as
primary encounter diagnosis, and percentage of dyslipidemia
asprimary encounter diagnosis. The outcome of thismodel was
the CM-SHARE launch status in any patient encounter (yes or
no). Greedy matching was also used.

We further defined eligible encounters to require that the
encounter diagnoses contain at least one cardiometabolic
diagnosis code, and encounters were made by matched case and
control patients in the pre- and postperiod. EHR audit data for
the eligible encounters were extracted and used in the analysis,
and outcome measures were derived from those encounters.

Stratification

Furthermore, based on the feedback from pilot PCPs on the
different use cases for CM-SHARE and guidelines on the
content and services provided at ambulatory encounters, the
complexity of a patient visit and documentation requirements
were usually reflected by LOS or length of the appointment
[42]. We expected EHR and CM-SHARE utility to differ
according to LOS or length of the appointment. Therefore, we
stratified the encounters according to the scheduled length of
appointments. To compare the workflow measures, we first
estimated the mean difference (and 95% CI) between casesand
matched controls in the prestudy period and separately in the
poststudy period. We used 2-tailed t tests to test the mean
difference between prestudy period control versus case patients,
poststudy period control versus case patients, and prestudy
period controls and poststudy period controls. The 95% Cl was
estimated by fitting a mixed linear regression model that
matched the case and control patientstreated asthe same cluster.
The cluster was taken as the random effect in the model. In
addition, the primary diagnosisusually reflectsthe main reason
for the visit; thus, we conducted the abovementioned analysis
stratified by the primary diagnosis and assessed whether the
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impact of CM-SHARE varies according to the reason for the
visit.

Sutter Health uses an instance of Epic Systems software (Epic
Systems Corporation) as its EHR [24]. All analyses were
performed using SAS Enterprise Guide 7.1 (SAS Ingtitute).
Ethics Approval

This study was reviewed and approved by the Sutter Health
Institutional Review Board (IRB #: 833549).

Results

Validation Results

Among the 101 encounters, time-motion observations recorded
check-in start and end times for all encounters, rooming start
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time, time the physician enters the examination room, and
patient check-out time for >91 (90%) encounters. MA or nurse
EHR log-in and log-off times in the examination room and
physician EHR log-in and log-off times were collected for 72
to 76 (71%-76%) encounters, respectively. Physician exiting
examination room time was collected for 88% (89/101) of the
encounters (Multimedia Appendix 2). We were able to capture
all EHR workflow time points from the audit log data. Table 1
shows the summary dSatistics of the differences
(time-motion—observed time and time derived from audit log
data) for each workflow time point.

Table 1. Summary statistics for the difference between time-motion—observed time and time derived from audit log data (N=101).

Workflow event

Encounter, n (%)

Observed and audit data

Values, mean (SD) Values, median (IQR)

Check-in start 101 (100) 0.6 (1.5) 0.3(0.1t00.7)
Check-in end 101 (100) 1.0(2.9 0.2(-0.1t01.0)
Room start _a — —

MAP logsin 76 (75) 0.2(1.7) 0.4 (-0.1t00.9)
MA logs off 79 (79) 0.1(0.5) 0.3(-0.1t00.7)
Physician enters — — —

Physician logsin 76 (75) -0.2(1.5) 0.2(-0.61t01.0)
Physician logs off 72(71) 0.3(1.9) -0.1(-0.5100.9)
Physician exits 87 (86) — —

Observed time between physician log-off and physician exit time 89 (88) 0.8(1.3) 0.3(0.1t00.7)

@Not available in audit log data; represents aworkflow “black hole” asillustrated in Figure 1.

BMA: medical assistant.

Audit data can capture most clinical workflow time pointswith
high accuracy. The difference between time-motion—observed
time and time derived from audit data is <1 minute, and for
most time points, the difference is <30 seconds. As shown in
Table 1, the largest differences between time-motion time and
audit data—derived time were for check-in start (mean 0.6, SD
1.5) and end times (mean 1.0, SD 2.9) as time-motion time
recorded the time the patient was called to the front desk to
check in and the time the patient left the front desk, whereas
audit data recorded the time front desk MAs started the EHR
check-in process. We also observed a large variation in the
patient exiting the examination room time, with a mean of 2.9
(SD 4.1) minutes, asthetime patients exit the examination room
was not available in the audit data, and we used the last EHR
log-off time by the physician in the examination room as the
surrogate to compare with time-motion observations.

https://medinform.jmir.org/2022/9/e38385

Asillustrated in Figure 1, we calculated the duration for each
black hole based on time-motion data. The duration of these
“black holes” varies from approximately half a minute to
approximately 2.6 minutes, where the black holes associated
with MAs are short (<1 minute in most encounters), and the
longest unobserved black hole was the interval between the
physician entering the examination room and the EHR log-in
(mean duration 4.6, SD 5.6 minutes). ANOVA showed that
physicians explained 62% of the duration variance, and patient
demographic factors explained approximately 15%. The mean
duration between physician exit and patient completion of the
encounter was 2.7 (SD 4.1) minutes, and the physician explained
39% of the variance, and 17% was explained by patient factors
(Table 2).
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Table 2. Observed duration for each black hole using time-motion data and output from ANOVA.

“Black hole” Timeinterval (minute), mean Variation explained by clinical  Variation explained by patient
(SD) staff (%) characteristics® (%)

MAP room to MA log-in 0.73(1.02) 11.6 35.1

MA log-off to exit 0.51 (1.39) 6.9 46.7

Physician entering examination roomtologin 2.62 (1.61) 62.2 14.8

Physician log-off to exit 0.82 (1.29) 11.1 23

Physician exit to patient exit 272 (4.11) 39.1 175

patient age, sex, race, and ethnicity.
PMA: medical assistant.

Results Among Pilot Users

We found 6 matched control physicians for only 50% (3/6) of
pilot physicians. Among the matched physicians, in the
pre-CM-SHARE period, 870 control patients associated with
2845 encounterswere matched with the same number of patients
(870 encounters where CM-SHARE was launched for their
encounters). In the poststudy period, 727 patients associated
with 852 encounters during which CM-SHARE was launched
(cases) were matched with 727 control patients associated with
3754 encounters.

Among all the eligible encounters with patients with
cardiometabolic conditions (N=6599; ie, 2845+3754), <10%
(595/6599, 9.02%) of the encounters also had a cardiometabolic
condition (DM, hypertension, and dyslipidemia) listed as a
primary diagnosis of the encounter.

Asshown in Table 3 (additional tablein Multimedia Appendix
3), thetotal encounter timewas slightly shorter (mean -2.7, SD
1.1 minutes, 95% CI —4.7 to —0.9; mean —1.6, SD 1.1 minutes,
95% CI —-3.2t0 —0.1) for cases compared with prestudy period
controls, aswell asfor poststudy period controls for 15-minute
appointments only, but not for 30-minute appointments. The
time saved may be explained by the reduction in the total EHR
time for physicians in the examination room, in which
CM-SHARE saves approximately 2 minutes (mean —2.0, SD
1.3 minutes; 95% Cl —3.4 to —0.9) compared with controlsin
the prestudy period and asimilar amount of timein the poststudy
period (mean -1.9, SD 0.9 minutes; 95% CI -3.8 to -0.5).
CM-SHARE had no impact on physicians' total time in the
examination room or on physicians total EHR clicks.

Table 3. Summary of difference in time and 95% CI in comparing controls versus cases workflow measures during pilot period.

Workflow measure and scheduled  Difference between matched control in preperiod and
matched cases (case and control; n=788)

appointment time (minutes)

Difference between matched control in postperiod and
matched cases (case and control; n=669)

Values, n (%) Mean (95% CI) Pvalue  Vaues n(%) Mean(95% Cl) P value

Total encounter time (minutes)

<20 325 (41.2) -2.7 (-4.7t0-0.9) .002 310 (46.3) -1.6(-32t0-0.1) .02

=30 463 (58.8) -0.6(-3.11t02.2) 11 359 (53.7) -0.3(-2.41t01.1) 18
Total physician timein the examination room (minutes)

<20 325 (41.2) -0.6 (-1.910 2.0) 35 310 (46.3) 05(-0.7t03.2) 46

=30 463 (58.8) -1.0(-2.9t02.4) 41 359 (53.7) -0.7 (-2.1102.0) 29
Physician EHR? timein the examination room (minutes)

<20 325(41.2) -2.0(-3.9t0-0.9) .006 310 (46.3) -1.9(-3.8t0-0.5) .009

=30 463 (58.8) -1.3(-3.4100.5) 12 359 (53.7) -1.1(-3.1100.7) 15
Physician total clicksin the EHR

<20 N/AP N/A N/A N/A 6(-24t07) .29

=230 N/A N/A N/A N/A 12 (=27 to 10) .33

3EHR: electronic health record.
BN/A: not applicable.

However, there was asignificant reduction in the total encounter
time, total physician timein the EHR, and total physician EHR
clicks for two subsets of encounters. encounters with DM as
the primary diagnosis and encounters with hypertension as the

https://medinform.jmir.org/2022/9/e38385

primary diagnosis. For diabetes encounters, the average total
encounter time was 51.3 (SD 5.7) minutes and 49.5 (SD 5.4)
minutes for controls in the prestudy period and the poststudy
period, respectively, and was reduced to 47.6 (SD 5.1) minutes
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in CM-SHARE encounters (MultimediaAppendix 4). Themean
reduction was 2.1 to 3.5 minutes within matched pairs (Table
4). A substantial reduction was observed intotal physician EHR
time for diabetes and hypertension encounters in the
CM-SHARE group, showing an approximately 30% reduction
(the reduction was approximately 2.9-3.5 minutes for
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hypertension and 4.1-4.3 minutes for diabetes encounters; Table
4). Physician clicks within the EHR were aso reduced
significantly when using CM-SHARE by 25% in hypertension
encounters (from 173 to 129) and 14% for diabetes encounters
(from 126 to 108; Multimedia Appendix 4; Table 4).

Table4. Summary of difference in time and 95% CI in comparing controls versus cases workflow measures during the pilot period.

Workflow measureand primary  Difference between matched control in prestudy period

Difference between matched control in poststudy period

diagnosis and matched cases (case and control) (n=283) and matched cases (case and control) (n=312)
Vaue, n (%) Mean (95% ClI) Pvaue  Vaue n(%) Mean (95% Cl) P value
Total encounter time (minutes)
Diabetes 129 (456) -2.8(-3.9t0-0.2) 03 145 (465)  -2.1(-3.7to-0.1) 03
Hypertension 114(40.3) -35(-5.2t0-0.1) 04 124(39.7) -3.4(-4.9t0-0.9) .008
Hyperlipidemia 40(141)  -37(-6.2101.8) 19 43(138)  -4.2(-5.9t00.6) .09
Total physician timein the examination room (minutes)
Diabetes 129 (45.6) -2.1(-3.9t00.8) 12 145(46.5) -2.2(-3.7100.7) 15
Hypertension 114(40.3) -05(-1.2t01.3) 36 124(39.7) -06(-13t01.2) 57
Hyperlipidemia 40 (14.1) -0.1(-1.0t01.7) 61 43(13.8) 1.0(-0.7t0 2.3) 15
Physician EHR? timein the examination room (minutes)
Diabetes 129 (456) -4.3(-5.2t0-2.4) 007 145 (465)  -4.1(-5.0t0-2.6) .005
Hypertension 114(40.3) -2.9(-3.8t0-0.5) .02 124(39.7) -35(-4.6t0-1.4) .009
Hyperlipidemia 40 (14.2) -2.2(-3.7t01.0) 14 43(13.8) -14(-3.1100.8) 10
Physician total clicksin EHR
Diabetes N/AP N/A N/A 145 (465)  -19(-34t0-2) 04
Hypertension N/A N/A N/A 124(39.7)  -50(-70t0-22) .006
Hyperlipidemia N/A N/A N/A 43 (13.8) 4(-11to15) .35

3EHR: electronic health record.
BN/A: not applicable.

Results Among Spread Users

We matched 48 CM-SHARE spread physicianswith 84 control
physiciansand further matched 1272 patientsin the CM-SHARE
group with 3412 control patients, associated with 1119 and 4240
eligible encounters, respectively. As shown in Multimedia
Appendix 5 and Table 5, a significant reduction in total
encounter time for the CM-SHARE group was only observed
for encounters with appointments <20 minutes (5.3-minute
reduction on average) but not for encounters with longer
appointment times. However, the total physician's EHR time
was significantly reduced for both longer and shorter
appointments (reduced by 17%-31%, respectively), and a 16%

https://medinform.jmir.org/2022/9/e38385

reduction was observed in physicians' total clicksfor both longer
and shorter appointments.

Furthermore, <10% of eligible encounters had cardiometabolic
as the primary diagnosis. Owing to the limited sample size for
matched cases, we only observed areduction in total encounter
time for diabetes as the primary diagnosis (mean —-3.2, 95% ClI
-4.9t0-0.9) and, to alesser degree, for hypertension encounters
(mean-2.9, 95% Cl —4.0to -0.1). For hypertension encounters,
we also observed an approximately 33% reduction of physician
EHR time in the examination room (mean -2.1, 95% CI -4.7
to —0.2) and a 19% reduction in physician total EHR clicks
(mean —-24, 95% CI —-38t0 —12; Multimedia Appendix 6; Table
6).
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Table 5. Summary of differences in time and 95% CI in comparing controls versus cases for the encounter-related workflow measures in the
Cardiometabolic Sutter Health Advanced Reengineered Encounter spread period, stratified by scheduled appointment time.

Workflow measure and scheduled appointment time (minutes)  Difference between matched control in postperiod and matched cases (case and control)

Values, mean (95% ClI) P value

Total encounter time (minutes)

<20 -5.3(-7.5t0-0.7) .002

=30 3.7(-6.1t03.9) 37
Total physician time in the examination room (minutes)

<2 -20(-421t01.7) 15

>30 34(-49t02.1) 23
Physician EHR? timein the examination room (minutes)

<20 -4.0(-5.7t0-1.8) <.001

230 -2.1(-45t0-0.3) .003
Physician total clicksin EHR

<20 -11(-17t0-2) .02

=30 -13 (-19to -4) .008

3EHR: electronic health record.

Table6. Summary of differencein timeand 95% CI in comparing controls versus cases workflow measures during spread period, stratified by primary

diagnosis.
Workflow measure and primary diagnosis Difference between matched control in postperiod and matched cases (case and control)
Values, n (%) Mean (95% Cl) P value
Case (n=132) Control (n=353)
Total encounter time (minutes)
Diabetes 54 (40.9) 157 (44.5) -3.2(-4.9t0-0.9) 01
Hypertension 41(31.1) 144 (40.8) -29(-4.0t0-0.1) .04
Hyperlipidemia 37(28.0) 52 (14.7) -39(-6.7t01.1) 14
Total physician timein the examination room (minutes)
Diabetes 54 (40.9) 157 (44.5) -15(-4.2101.9) 51
Hypertension 41 (31.1) 144 (40.8) -1.9(-5.2103.7) 49
Hyperlipidemia 37(28.0) 52 (14.7) -1.4(-5.0t0 3.4) 78

Physician EHR? timein the examination room (minutes)

Diabetes 54 (40.9) 157 (44.5) -3.3(-7.0t00.3) 12

Hypertension 41 (31.1) 144 (40.8) -2.1(-4.7t0-0.2) .03

Hyperlipidemia 37(28.0) 52 (14.7) -0.3(-4.2t03.5) .89
Physician total clicksin EHR

Diabetes 54 (40.9) 157 (44.5) -13(-24t0-3) 02

Hypertension 41 (31.1) 144 (40.8) -24 (-38t0-12) .009

Hyperlipidemia 37(28.0) 52 (14.7) -7 (2410 10) 51

3EHR: electronic health record.

web-based application and showed that physician EHR timein
the examination room was reduced by 17% to 31%, and clicks
in the EHR were reduced by 14% to 25%, varying by
characteristics of the encounter (ie, scheduled length of the
appointment and primary diagnosis of the encounter) when

Discussion

Principal Findings
We successfully used EHR audit data to evaluate efficiency
(time and clicks) in the EHR for physicians using a new
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using the web-based application in a pilot phase. More
importantly, we also replicated our method for evaluating
efficiency with a group of spread users and found similar
reductionsin timeand clicks on the computer in the examination
room for both long and short appointments. Few studies report
testing on validity [32] similar to ours, and when compared with
them, the workflow times derived from audit data in our study
are consistent with theirs [40,43,44]. Our study further offersa
methodology for using audit data to evaluate the impact of a
clinical decision support tool on physician workflow and
efficiency.

Comparison With Prior Work

CM-SHARE development was motivated by the desireto design
a dashboard with better data integration and an intuitive visual
display to facilitate physician decisions and communication
with patients [22]. We previously assessed the adoption in the
pilot phase and i dentified the target patient population for which
the CM-SHARE is most likely to be used [22]. In this study,
the reduction in total EHR time using CM-SHARE was seen
not only during pilot testing with physicians but also in the
spread physicians who were neither individually trained asin
thepilot phase nor frequently interacted with by the CM-SHARE
study team. This demonstrates that the initial design intention
of CM-SHARE was fulfilled. Furthermore, we observed a
significant reduction in physician EHR timein the examination
room and no change in the total physician time in the
examination room, implying that physicians are likely to have
more time to communicate with patients, improving patient
satisfaction. From qualitative data taken during the initial pilot
[22], we know that 2 pilot providersdescribe using CM-SHARE
for patient education and that users describe CM-SHARE as
leading to better discussionswith patients, which seemsto hold
truein spread physicians and may explain the reductionintime
spent on the computer with no changes in overall time spent
with the patient.

Thesefindingsin the initial pilot users and spread sites further
show that CM-SHARE is more valuable for patients with
diabetes or hypertension-related encounters and less valuable
for patients with dyslipidemia. Hyperlipidemia is a common
comorhidity for hypertension and diabetes, and the management
of dydlipidemia usually occurs either when patients encounter
hypertension or diabetes or as one component in encounters
related to cardiovascular disease management or prevention
[45,46]. Standal one hyperlipidemiaencountersarelesscommon
than those of hypertension or diabetes; therefore, itislesslikely
to detect atime reduction in hyperlipidemia-related encounters.
In contrast, compared with diabetes-related encounters,
physician EHR timefor hypertension-related encountersis much
shorter (10 minutesfor hypertension vs 14 minutes for diabetes
in controls), implying that lessEHR information isrequired for
physiciansto manage patientswith hypertension compared with
patients with diabetes. We observed asimilar percentage (4/14,
4/11, or ~30%) of physician EHR time saved by using
CM-SHARE for those 2 conditions, indicating that the
information that affects clinical decisions, EHR processes, and
clinical tasks for an encounter may not vary significantly for
those 2 cardiometabolic conditions. It also suggests considering
target population needs when designing and implementing
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clinical support tools to optimize the benefits to those
populations.

Interestingly, among pilot users, we only observed CM-SHARE
reducing physicians’' EHR time during encounters with shorter
scheduled appointment lengths (ie, <20 minutes) and not for
longer appointments (ie, 230 minutes); however, areductionin
EHR time for both long and short appointments was observed
in spread physicians. On the basis of the American Academy
of Family Physicians and Centers for Medicare and Medicaid
Services guidelines on the eval uation and management of office
visits [42], for appointment lengths <20 minutes, the number
and complexity of problems needing to be addressed during the
encounter and the complexity of data to be reviewed were
relatively fewer or simpler, whereas = 30-minute appointments
usualy imply more problems to be addressed and, thus, more
patient data to be reviewed. Longer appointments are usually
used for more complex patients with more comorbidities [47].
Giventhe EHR content provided by CM-SHARE, which mostly
includes the information directly related to cardiometabolic
conditions, and, to alesser degree, on comorbidities, we expect
that CM-SHARE's features may not be sufficient to produce
similar reductions in outcomes when addressing comorbidities
other than cardiometabolic conditions. It is surprising that
CM-SHARE reduces EHR time for longer appointments in
spread physicians but not in pilot physicians, in addition to the
larger sample size for the spreading evaluation. A possible
reason is that the practice pattern and use of CM-SHARE may
differ between pilot physicians and spread physicians. Pilot
physicians participated in the tool design and were well avare
of the target condition that CM-SHARE was designed for, the
limitations of CM-SHARE, and the “design thinking” that may
drive them more likely to go back to the EHR to manage other
comorbidities [48], whereas spread physicians may belikely to
“think out-of-box” to optimize the utility of CM-SHARE
functions and to use the CM-SHARE as a tool to manage
common risk factors for patients with comorbidities. More
studies, especialy qualitative interviews, are needed to
understand this discrepancy between physicians and the
differenceinwhether and how CM-SHARE isused in short and
long appointments.

In summary, CM-SHARE has shown improvement in data
integration and reduction of EHR time for certain encounters
(eg, encounters with a shorter schedul ed appointment time and
encounterswith chief complaints of diabetes and hypertension).
A similar design and evaluation approach (eg, user-centered
design, workflow integration, and pseudoexperimental design)
has the potential to be generalized to other similar clinical
decision support tools deployed in real-world settings. If similar
improvements in the physician EHR efficiency are observed in
other studies, it will provide great insight into redesigning the
EHR user interface and reorganizing disease-related contents
with a better, more user-friendly visual display.

Limitations

This study had several limitations. First, this study was
conducted at asingle center with asingle EHR system, and the
results may not be directly generalizable to other health care
systemsor systemswith adifferent EHR vendor [41]. However,
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the methodology, including the use of audit data, validation, Conclusions
imputation, and the study design, is generalizable. Second, audit  ompining audit log files and dlinical information from the
datamay overestimate physicians EHR timeintheexamination  gpp e were ableto evaluate theimpact of aclinical decision
room. For example, patient examinationtimeor imeaway from g ,500yt 100l (CM-SHARE) on the clinical workflow times and
the EHR talking to patients between EHR activities might be physicians EHR efficiency. The CM-SHARE web-based

counted as EHR ti me. Finally, this was not a randomized trial, application significantly reduced physicians EHR time in the
and 2-level matching was applied; therefore, we may not be gy amination room, particularly for hypertension- or

ableto control all confounding variablesand nested correlations i -petes rel ated encounters, and less for complex encounters.
between physicians and patients, which may berelated t0 EHR o anoroach offers an innovative way of evaluating digital

efficiency. tools used in clinical settings.
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Abstract

Background: The adverse impact of COVID-19 on marginalized and under-resourced communities of color has highlighted
the need for accurate, comprehensive race and ethnicity data. However, a significant technical challenge related to integrating
race and ethnicity datain large, consolidated databasesisthelack of consistency in how dataabout race and ethnicity are collected
and structured by health care organizations.

Objective: This study aims to evaluate and describe variations in how health care systems collect and report information about
the race and ethnicity of their patients and to assess how well these data are integrated when aggregated into a large clinical
database.

Methods: At the time of our analysis, the National COVID Cohort Collaborative (N3C) Data Enclave contained records from
6.5 million patients contributed by 56 health care institutions. We quantified the variability in the harmonized race and ethnicity
data in the N3C Data Enclave by analyzing the conformance to health care standards for such data. We conducted a descriptive
analysis by comparing the harmonized data available for research purposesin the database to the original source data contributed
by health care institutions. To make the comparison, we tabul ated the original source codes, enumerating how many patients had
been reported with each encoded value and how many distinct ways each category was reported. The nonconforming data were
also cross tabulated by 3 factors: patient ethnicity, the number of data partners using each code, and which data models utilized
those particular encodings. For the nonconforming data, we used an inductive approach to sort the source encodingsinto categories.
For example, values such as “Declined” were grouped with “Refused,” and “Multiple Race” was grouped with “Two or more
races’ and “Multiracial.”
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Results: “No matching concept” was the second largest harmonized concept used by the N3C to describe the race of patients
in their database. In addition, 20.7% of the race data did not conform to the standard; the largest category was data that were
missing. Hispanic or Latino patients were overrepresented in the nonconforming racial data, and data from American Indian or
Alaska Native patients were obscured. Although only a small proportion of the source data had not been mapped to the correct
concepts (0.6%), Black or African American and Hispanic/Latino patients were overrepresented in this category.

Conclusions: Differencesin how race and ethnicity data are conceptualized and encoded by health care institutions can affect
the quality of the datain aggregated clinical databases. The impact of data quality issuesin the N3C Data Enclave was not equal
across all races and ethnicities, which has the potentia to introduce bias in analyses and conclusions drawn from these data.
Transparency about how data have been transformed can help users make accurate analyses and inferences and eventually better

guide clinical care and public policy.
(IMIR Med Inform 2022;10(9):€39235) doi:10.2196/39235

KEYWORDS

socia determinants of health; health equity; bias; data quality; data harmonization; data standards; terminology; data aggregation

Introduction

The United States has had more COVID-19 cases and deaths
than any other country [1]. Black or African American, Hispanic
or Latino, and American Indian or Alaska Native (Al/AN)
communities have experienced disproportionate morbidity and
mortality from COVID-19 [2-5]. Compared with the
non-Hispanic White population, the Black or African American
population has a higher prevalence of COVID-19, as well as
higher mortality and hospitalization rates from the virus [2].
The Centersfor Disease Control and Prevention (CDC) reported
that, between February 2020 and May 2020, Hispanic or Latino
and non-White individuals under 65 years of age were 2 to 3
timesmorelikely to diefrom COVID-19 than their non-Hispanic
White counterparts[4]. COVID-19incidencefor AI/AN persons
isestimated to be 3.5 times higher than for non-Hispanic White
persons[5]. Thefull consideration of the social, economic, and
health impacts of COVID-19 on these communities relies on
data sets structured to answer such questions.

Resources have been created with the intention of tracking,
quantifying, and analyzing theimpact of COVID-19 withinand
across populations[6-8]. Thelargest such resourcein the United
States is the National COVID Cohort Collaborative (N3C), a
National Institutes of Health (NIH)-funded collaboration
between the National Center for Advancing Trandational
Sciences (NCATS) and the Center for Data to Health [8]. The
N3C Data Enclave is aso one of the largest collections of
COVID-19 patient-level dataglobally [7], providing harmonized
electronic health record (EHR) data from 56 hedth care
institutions and networks across the country. Currently, 1615
researchers representing 186 research institutions have been
granted access to the Enclave to work on 215 research projects

[9.

Large data sets like N3C, whether centralized or distributed,
face a substantial challenge in the form of data heterogeneity,
stemming from varying data collection, documentation, and
coding practices [10]. These upstream processes may result in
data quality problems and other artifacts that can lead to data
loss and possibly misleading signals in the data [11]. The
encodings used to represent race and ethnicity vary across
institutions and data models and require specialized
harmonization [12]. Indeed, a significant technical challenge

https://medinform.jmir.org/2022/9/€39235

related to integrating race and ethnicity dataacross EHR systems
isthe lack of consistency in how data about race and ethnicity
are collected and structured by health care organizations. The
Ingtitute of Medicine's landmark report on racial and ethnic
disparities in health care, Unequal Treatment: Confronting
Racial and Ethnic Disparities in Healthcare, highlighted the
need for standardized collection and reporting of race and
ethnicity data[13].

Data standardization and harmonization is one of the best tools
for combating heterogeneity and ensuring that observed signals
are genuine. The N3C provides a unique opportunity to assess
how different health care systems in various locations collect
and conceptualize information about their patients' race and
ethnicity and to examine efforts to integrate these categories
across different data models. In this paper, we discuss race and
ethnicity from the perspective of data standards and database
harmonization.

The standard most commonly used by health care systems to
collect and organize data about race and ethnicity was created
for the 2000 US Census. The Office of Management and Budget
(OMB) released this standard in 1997 [14], and shortly
afterward, the CDC added encodings to the OMB Standard;
both are shown in Table 1 [15]. To maintain clarity and
consistency, we used these terms throughout this paper.

The 1997 OMB classification system was then adopted with
minor changes by Health Level Seven International (HL7), the
creator of the standard most widely used by health care systems
to transmit and receive health records [16]; any references to
“the hedlth care standard” in our paper refer to how this
information is currently structured in HL7 Fast Healthcare
Interoperability Resources (FHIR).

The current health care standard uses terminology in a manner
different from how it is used colloquialy. For the purposes of
collecting and organizing self-reported patient demographic
data, race and ethnicity are considered distinct concepts, and
ethnicity refersonly to Hispanic or Latino origin. Thus, ethnicity
has 3 minimum codes: Patients can either be Hispanic or Latino
or non-Hispanic or Latino. However, this category is intended
to be hierarchical, and “granular” ethnicity refers to the 41
subcategories (e.g., Panamanian, Venezuelan) that are required
toroll up into Hispanic or Latino.
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Table 1. Office of Management and Budget (OMB) revisions to the Standards for the Classification of Federal Data on Race and Ethnicity, 1997.

OMB category HL7%code  Category definition

Race: American Indian or Alaska Native 1002-5 A person having originsin any of the original peoples of North and South Amer-
ica(including Central America) and who maintainstribal affiliation or community
attachment

Race: Asian 2028-9 A person having origins in any of the original peoples of the Far East, Southeast
Asia, or the Indian subcontinent including, for example, Cambodia, China, India,
Japan, Korea, Malaysia, Pakistan, the Philippine Islands, Thailand, and Vietnam

Race: Black or African American 2054-5 A person having originsin any of the black racial groups of Africa. Terms such
as“Haitian”; or “Negro”; can be used in addition to “ Black or African American”

Race: Native Hawaiian or Other Pacific Islander ~ 2076-8 A person having originsin any of the original peoples of Hawaii, Guam, Samoa,
or other Pacific Islands

Race: White 2106-3 A person having originsin any of the original peoplesof Europe, the Middle East,
or North Africa

Ethnicity: Hispanic or Latino 2135-2 A person of Mexican, Puerto Rican, Cuban, South or Central American, or other

Spanish culture or origin, regardless of race. Ethnicity is considered a distinct
category from race

3HL7: Health Level Seven International.

The 2009 Institute of Medicine Subcommittee on Standardized
Collection of Race/Ethnicity Data for Healthcare Quality
Improvement report provided direction for health care systems
on how to implement the federal standard [17]. Because the
health care standard treats race and ethnicity as separate
concepts, it is recommended that the question about Hispanic
of Latino origin be presented first when gathering demographic
information from patients. The standard has 5 minimum
categoriesfor race: (1) AI/AN, (2) Asian, (3) Black or African
American, (4) Native Hawaiian or Other Pacific Islander, and
(5) White. The health care standard for race dataishierarchical,
with almost 900 different subcategories that could be used to
describe more granular race categories, al of which arerequired
to collapse (or “roll up”) into ol of the 5 major categories.
“Other” race is deprecated within HL7, although “unknown”
and " asked but not answered” are permissible[16]. For patients
who identify as multiracial, the 1997 OMB Standard and the
Institute of Medicine Subcommittee both recommend allowing
for the selection of more than one race rather than offering a
single “multiracial” category [14,17]. However, the OMB
acknowledged that alowing for multiple selections creates
complications during tabulation and analysis, and the Institute
of Medicine noted that “some health information technology
systems are unable to support the collection and reporting of
datain a‘ Select one or more’ manner” [17].

The health care standard only recommends a structure for how
information about patient race and ethnicity should be stored;
in practice, therearewide variationsin how health care systems
collect this information. Studies have documented that it is
frequently missing from the patient record, and when it is
collected, it is often of poor quality [18-23]. Our objective was
to explore variations in how health care systems collect and
report information about the race and ethnicity of their patients.
To this end, we sought to assess the quality of ethnicity and
race data in N3C by focusing on conformance to standard
definitions, missingness, and misclassification.

https://medinform.jmir.org/2022/9/€39235

Methods

Data Source

Although the size of the N3C Data Enclave has continued to
grow, at the time of our analysis (July and August of 2021), the
N3C Data Enclave contained health records from 6.5 million
patients tested for COVID-19, including 2.1 million who had
tested positive. The datain the Enclave are updated weekly with
new information. To keep our numbers consistent, we used
Release-v40-2021-07-30 to conduct analyseswhenever possible;
small numerical inconsistencies may appear as the result of
occasions when different release versions were used.

Significant technical and regulatory hurdles were addressed to
make the N3C Data Enclave available to researchers seeking
insight into COVID-19. The clinical data are stored in the
Observational Medical Outcomes Partnership (OMOP) Common
DataModédl; ingtitutionsusing Accrual to Clinica Trials (ACT),
National Patient-Centered Clinical Research Network
(PCORnet), and TriNetX common data models have their data
mapped to OMOP, while those already using OMOP have their
dataingested directly. The Common DataModel Harmonization
project provided syntactic mapping with conversion logic and
semantic mapping to the OMOP vocabulary. N3C met with
subject matter experts from source common data models and
the Observational Health Data Sciences and Informatics
community to finalize these mappings, which are available to
the public on GitHub [12].

Ethical Review

The protocol for this study was approved by the Institutional
Review Board at Oregon Health and Science University (IRB
ID STUDY 00022764). Thisstudy was granted awaiver because
the study design—a retrospective review of existing
records—involved minimal risk. Waiver of the formal written
consent process did not adversely affect the rights or welfare
of the participants. This study was performed in accordance
with the ethical standards aslaid down in the 1964 Declaration
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of Helsinki and its later amendments or comparable ethical
standards.

Analyses

To quantify the variability in how health care institutions are
reporting data about patient race and ethnicity to N3C, we used
amultistep process that included data processing, terminology
harmonization, and descriptive analyses. First, we sorted the
harmonized data into “conforming” and “nonconforming”
categories. We defined race and ethnicity dataas “ conforming”
if they had been mapped to 1 of the 5 minimum categories for
race congruent with the health care standard: White, Black or
African American, Native Hawaiian or Other Pacific Islander,
Asian, or AlI/AN [14-16]. Ethnicity data were conforming if
they were harmonized into 1 of the 2 standard categories for
ethnicity: “Hispanic or Latino” or “Not Hispanic or Latino.”
All other data—including missing data—were deemed
“nonconforming.”

Next, we delved into these categories by comparing these
harmonized data to their original source encodings. To make
the comparison, we tabulated the origina source codes,
enumerating how many patients had been reported with each
encoded value and how many distinct ways each category was
reported. This allowed us to get a better idea of how the health
care ingtitutions were reporting the data to the N3C and to
approximate how well the source institutions were adhering to
the health care standard. The nonconforming data were also
cross tabulated by 3 factors: patient ethnicity, the number of
data partners using each code, and which data models utilized
those particular encodings. For the nonconforming data, we
used an inductive approach to sort the source encodings into
categories. For example, values such as “Declined” were
grouped with “Refused,” and “Multiple Race” was grouped
with “Two or moreraces’” and “Multiracial.”

Cook et al

These analyses were conducted within the N3C Data Enclave
using the software tools available within the platform during
July 2021 and August 2021. Additional descriptive statistics
weredonewith Excel. Figureswere devel oped using L ucidchart,
Excel, and Keynote.

Comparison With Other Data Sour cesand Repositories

To assess the externa validity of the N3C race and ethnicity
data, we compared race and ethnicity distributions across
multiple data sources, including the 2019 American
Communities Survey (ACS) demographic and housing estimates
and Cerner HealthFacts (CHF) [24]. ACS dataare compiled by
the US Census Bureau and provide yearly updates and estimates
to key demographic, economic, housing, and social data. CHF
is a data warehouse that includes ailmost 70 million patients
treated at hospitals and clinics throughout the United States
between 2001 and 2017 using the Cerner EHR platform. Total
unadjusted COVID-19 cases and deaths from the CDC are al'so
included for comparison [25,26].

Results

Harmonized, M apped Data

There are atotal of 25 harmonized categoriesfor race available
inthe N3C Data Enclave, representing mapped data contributed
by 56 health care institutions. The top 10 concepts used by the
N3C to describe the harmonized categories used to describe the
race of the patientsin the database are shown in Textbox 1. The
top 3 harmonized categories—White, “No matching concept,”
and Black or African American—account for 94.3%
(6,140,139/6,513,464) of the data. No patients with race of
Al/AN werefound; at the request of the NIH, the health records
of AlI/AN patientswereintentionally obscured during ingestion
(see Discussion) [27].

Textbox 1. Top 10 harmonized concepts used by the National COVID Cohort Collaborative (N3C) to describe the race of patientsin the database.

White

No matching concept
Black or African American
Asian

Null

Unknown

Other

Other race

© © N o g M~ w N E

Black

10. Noinformation

Following ingestion and mapping to standard OMOP race
categories, we identified 10 different reporting schema
(combinations of reported race categories) among contributing
institutions as shown in Figure 1. Of the 56 data partners, 41
(73%) had harmonized patient race data that adhered to the
standard OMB race categories other than AlI/AN, as noted in
the previous paragraph. Of the data partners, 5 had harmonized
data that included all the standard race categories, plus some
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additional categories such as Filipino or Korean that had not
been correctly rolled up into main categories for tabulation
purposes (both are subcategories of Asian). Data from 10
contributing institutions (10/56, 18%) omitted at least one of
the standard race categories other than AI/AN. The only OMB
race category present for all data partners was White. Ethnicity
was as a separate field present for 51 (51/56, 91%) of the data
partners.
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Figure 1. Race datareporting schema by contributing sites. Although data partners did contribute data on American Indian or Alaska Native patients,
as noted elsewhere, these data were intentionally obscured. OMB: Office of Management and Budget.
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Conforming Data

Of the data about race, 79.3% (5,167,969/6,513,464) had been
harmonized to 1 the 5 main categories recommended in the
health care standard. Examining the harmonized data that does
conformto the standard, Figure 2illustratestheracial and ethnic
makeup of patientsin N3C. The source data showed that White

race was originally reported to the N3C by hedth care
institutions atotal of 21 different ways, most commonly using
the PCORnet code 05 (1,442,961/4,007,091, 36.0% of al White
patients). “ Jewish” was the only granular category availablein
the source data for patients whose race had been mapped to
White, and 141 of the patients whose race had been mapped to
White had Jewish ancestry recorded in the source data.

Figure 2. Race and ethnicity datain the National COVID Cohort Collaborative (N3C) after harmonization.

Native Hawaiian or Pacific Islander
12,217 (0.19%)
26.28% Hispanic or Latino

Legend: Race among individuals who identify as
Hispanic or Latino (n=773,695)
» = Hispanic or Latino 399,831
(51.68%)

Asian
184,985 (2.84%)
1.42% Hispanic or Latino

Black or African American
063,676 (14.8%)
2.58% Hispanic or Latino

Nonconforming race data
1,345,495 (20.66%)
29.72% Hispanic or Latino

White
4,007,091 (61.52%)
8.56% Hispanic or Latino

n = Not Hispanic or Latino
» = 5000 palients

= 96,000 patients

343,137
(44.35%)

24,889
(3.22%)

3211
{0.42%)

2,627
(0.34%)

6,513,464 patients

Total 11.88% Hispanic or Latino

The most common code found in the source datato report Black
or African American patients was PCORnet’s encoding 03
(411,537/963,676, 42.7%). Although the source data contained
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The source data for patients whose race had been harmonized
to Asian showed 22 distinct encodings, most commonly using
the PCORnet code 02 (77,426/184,985, 41.9% of all Asian
patients). Source data revealed 6 more granular race categories
had been rolled up into Asian during the harmonization process,
these more granular data represented 546 patients. The most
common of these granular subcategories was Asian Indian
(n=388). However, in the harmonized data, there were 1534
additional Asian Indian patients who were not rolled up into
the Asian category.

Native Hawaiian or Other Pacific Islander isthe smallest of the
standardized racia categoriesfound in the Enclave, and the data
were initialy reported using 24 different encodings prior to
harmonization. In the source data, we found 2 granular

Figure 3. Weighted tree diagram of nonconforming race data. AI/AN:

. Missing (734,931)
. Other* (356,778)

Hispanic/Latino; N3C: National COVID Cohort Collaborative.

White (4,007,081)

Nonconforming Data (1,345,495)

EHR Cohort

6,513,464

Black or African American (963,676)

@ >

Asian (184,985)

0.2%
Native Hawaiian or Pacific Islander (12,217)

Missing

Incompl eteness was the most common reason for race data to
be nonconforming, and source data showed that 11.3%
(734,931/6,513,464) of al patients in the N3C Data Enclave
were marked as missing race data. Of the contributing health
care ingtitutions, 31 reported missing data in 29 distinct ways;
most often, a zero was recorded to indicate that the data were
incomplete (n=348,057). Of the patients missing data about
race, 13.6% (99,853/734,931) were noted as being Hispanic or
Latino in the ethnicity column.

Other

The second largest category of nonconforming race data was
patients labeled by health care systems as “Other” race. The
majority of these patients (217,476/356,778, 61.0%) was
recorded as being of Hispanic or Latino ethnicity. Currently,
al Al/AN patient data submitted to N3C are obscured and
aggregated in the “Other” category [28]. This transformation
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subcategories that had been rolled up into Native Hawaiian or
Other Pacific Islander: Guamanian/Chamorro and Polynesian.
This group contained the largest proportion of people who also
identified as Hispanic or Latino.

Overal, 83.8% (5,456,162/6,513,464) of the data about ethnicity
conformed to the standard. There was a total of 26 different
encodingsto represent Hispanic or Latino ethnicity in the source
data, including 7 granular subcategories such as Puerto Rican,
Mexican, and South American.

Nonconforming Data

About 20.7% (1,345,495/6,513,464) of the datain the N3C had
not been harmonized to one of the 5 primary race categories
described in the health care standard. As shown in Figure 3,
nonconforming data could be divided into 7 categories.

American Indian or Alaska Native; EHR: electronic health record; H/L:

Refused (107 ,445)

Multiracial (98,882)

Black or African American (18,415)
H/L ethnicity

P in race field (11,728)
Incorrectly mapped (42,617) ‘ =

More granular (2477)

Uninterpretable (2268)

13.6%

1.5% 3.8%
21.1%

8% aran 0%
61%

has thus far rendered data from this cohort unavailable to
researchers.

Refused

Patients who declined to answer questions about race
represented 8.0% (107,445/1,345,495) of the nonconforming
data. However, examining the data about ethnicity showed that
21.1% (22,683/107,445) of these patients were Hispanic or
Latino.

Multiracial

Multiracia patients represented 7.4% (98,979/1,345,495) of the
nonconforming data and 1.5% (98,979/6,513,464) of all the
patients in the N3C Data Enclave. Of the 257 different codes
used by systems to represent race in the nonconforming data,
119 of them were distinct codes used to represent multiracial
patients. Much of the variety was dueto some systemsallowing
patients to select multiple races, which was then reported as
several selections in a single column. Although only 3.8%
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(3764/98,979) of all multiracial patients actually had more than
one race recorded, this 3.8% represented 101 different
combinations of codes. The most common of these were
combinations of White and Black or African American
(n=1563).

Misclassified

Examining the source data revealed that 3.1%
(42,617/1,345,495) of the nonconforming race data, 0.6%
(42,617/6,513,464) of al datain the N3C, were not mapped to
the appropriate standard race concepts. Although only 14.8%
(963,676/6,513,464) of the patientsin the Enclave are Black or
African American, source data showed that 45.6%
(19,415/42,617) of these misclassified patients should have had
their race mapped to Black or African American. The next
largest group of misclassified patients was those whose source
institutions had recorded Hispanic or Latino ethnicity in the
race field (n=11,728)—the N3C Data Enclave treats Hispanic
or Latino separately from race. Confusingly, 19.3%
(2258/11,728) of the patients whose race was reported as
Hispanic or Latino were labeled as Not Hispanic or Latino in
the ethnicity field. Patients identified as White represented
15.9% (6557/42,617) of the misclassified nonconforming data;
7.4% (3067/42,617) of these misclassified patientswere Native
Hawaiian or Other Pacific Islander, and 4.5% (1850/42,617)
were Asian.

Uninterpretable

For 2268 patients, the source institution had provided a code
such as“@" that did not conform to those recognized by any
of the known data models. There were 2 encodings we were
unable to decipher, both of which came from institutions using
the TriNetX Common Data Model.

More Granular

Finally, 2477 patients did not map to 1 of the 5 categories
because they had been labeled with agranular racial subcategory
that had not been rolled up into 1 of the 5 main race categories.
Nine racial subgroups are available in the nonconforming data
inthe N3C; 6 of these (Asian Indian, Filipino, Chinese, Korean,
Vietnamese, and Japanese) should have been rolled up into the
larger category of “Asian” The most widely reported
subcategory we found in the nonconforming data was “Asian

Cook et al

Indian” (n=1534). These granular data al came from health
care systems using the OM OP Common Data Model.

For patientswith Hispanic or Latino ethnicity, “nonconforming”
wasthe singlelargest racial category (399,831/773,695, 51.7%).
One data partner mapped 2533 patients whose race had
originally been recorded as Hispanic or Latino to a racial
category that was subsequently labelled only as* non-White.”

Variations by Common Data M odel

Four common data models are used by the health care
institutions contributing datato the N3C Data Enclave: OMOP,
PCORnet, TriNetX, and ACT. Some OMOP sitesalso included
datain the PEDSnet common datamodel, which isan extension
of OMOP that includes pediatric-specific data fields and
standards such as age-normalized anthropometrics [29]. The
Enclave itself uses the OMOP model, and non-OMOP
contributing institutions preprocess their data so they can be
harmonized to the OMOP model. When stratifying the patient
data by the data model used by their health care institution, we
found that data about patient race from TriNetX had the best
conformance; 86.2% (711,075/825,001) of the TriNetX data
conformed to 1 of the 5 main categories. Only 66.2%
(64,242/97,097) of the race datafrom OMOP PEDSnet, on the
other hand, achieved conformance. We found that, depending
on the data model, the conformance of data about ethnicity
varied more widely than the race data; although 93.1%
(2,146,229/2,305,731) of datafrom health careinstitutions using
PCORnet’s data model conform to the standard for reporting
patient ethnicity, only 50.8% (271,304/534,179) of ethnicity
data from ingtitutions using the ACT model were adherent to
the standard.

Comparison With Other Data Sour ces

Figure 4 shows how the distribution of race and ethnicity data
in N3C compares with the United States overall (ie, the ACS)
and 1 other EHR-based data repository, CHF. N3C, similar to
CHPF, has fewer Hispanic or Latino and Asian patients than the
ACS but comparableratesfor other groups. Thisislikely related
to both the types of institutions that contribute data (and the
patients they serve) as well as the large amount of missing or
nonconforming datain both data sets.

Figure 4. Comparisons of race and ethnicity data across data sets. Datafrom American Indian or Alaska Native patientsin the National COVID Cohort
Collaborative (N3C) are labeled “not applicable’ because these data were obscured until the completion of the Tribal Consultation. ACS: American
Communities Survey; CDC: Centers for Disease Control and Prevention; CHF: Cerner HealthFacts.
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Discussion

Principal Findings

Our analyses of the N3C Data Enclave revealed a number of
factsthat areimportant for researchersto consider when drawing
conclusions based on these data. First, “no matching concept”
was the second largest harmonized racial group in the N3C. A
substantial portion of the records (20.7%) were in some way
nonconforming, including 11.7% of &l recordsthat weremissing
race or ethnicity data (missing data were considered a
subcategory of nonconformance in this study). Second, while
data collection at the point of care needs improvement, there
are also opportunities to improve the quality of these data at
various points in the data pipeline. Finally, the impact of these
dataquality issueswas not equal acrossall racesand ethnicities.
The magnitude and type of nonconformance varied acrossrace
and ethnicity, with patients of color and vulnerable communities
overrepresented in the misclassified data and nonconforming
data

Implicationsfor COVID-19 Research

Thefact that the datawere not randomly nonconforming means
thereis potentia to introduce biasin analyses and conclusions
drawn from these data. Because data in categories such as
“other” or “missing” are often discarded by data users, any
patients in those categories are at risk of being inadvertently
excluded from research. Data we refer to as nonconforming
included several categoriesthat should have been either mapped
or rolled up into a main category. For example, we found that
the harmonized data included 18,885 patients who had been
categorized as “Black” instead of being mapped into the
standardized “Black or African American” category. This
indicates a significant amount of heterogeneity in the data about
race, an issuethat may fracture research cohorts and create noise
in the data. This could cause problems if data users conducting
gueries on the N3C database pull the information from one
group and inadvertently omit the other. At best, this can be a
rate-limiting factor for researchers who must then spend extra
time harmonizing the data and doing the mapping themselves
rather than studying COVID-19.

It is, however, necessary to put these findings in context. The
problemswith the dataabout race and ethnicity are not exclusive
tothe N3C; indeed, areport from the CDC entitled “Addressing
Gaps in Public Health Reporting of Race and Ethnicity for
COVID-19” documented the sameissue with public health data
[30]. Compared with the CDC data on COVID-19 cases, the
N3C system has significantly lessmissingnessat 11%, compared
with 24% in the CDC COVID-19 case data set. Of the data,
79% conform to CDC standard racial categories (higher than
the 64% in the CHF data set), making this repository useful for
COVID-19 hedlth disparities research. Moreover, because the
N3C Data Enclave gives access to race and ethnicity source
values, we were able to assess misclassification and can update
the racial and ethnic categorization of patients for research
purposes. Though granular datarepresent asmall portion of the
overall data, they can be used for small-scale projectsanalyzing
differenceswithin racial categories. Given that this data set has
representation from all regions in the United States [8], it can
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be used to validate against the CDC COVID-19 positivity rates
by race.

Mismappings

Although an exhaustive assessment of the causes of mismapping
is not feasible given the various mapping and transformation
stepsthat occur upstream of the N3C Data Enclave, many occur
during site-level data entry and processing. For example,
contributing sites employ standard scripts to map EHR datato
common datamodels. When data preparation is automated using
such scripts, patientswho have been assigned deprecated codes
at the point of care may ultimately be harmonized to “No
matching concept.” Misclassification of patients might also
occur if multiple values have been entered into a single field,
aswhen more than one race has been sel ected or when sitesuse
the “single question” format when gathering demographic
information. We hope to utilize the results of this analysis to
add additional coding to these scriptsto prevent misclassification
and to identify ways to correct the race and ethnicity data
postingestion.

“Hispanic or Latino,” Race, and Ethnicity

Our finding that Hispanic or Latino patients are overrepresented
in the nonconforming race data may reflect that the 2-concept
system (ie, recording “race” and “ethnicity” separately)
continuesto be asource of variability. Although the health care
standard recommends that self-reported race and ethnicity be
collected as separate concepts, some health care systems
combine them and offer “Hispanic or Latino” as a possible
selection under Race. The current PCORNet common datamode!
specification recommends mapping data from patients whose
race has been recorded as Hispanic or Latino to “ Other,” which
explains some of our finding that 61% of the data harmonized
to the " Other” category come from Hispanic or Latino patients
[31]. During the 2010 Census, the US Census Bureau tested a
combined race-ethnicity question and found that including
Hispanic origin as aracial category dramatically reduced both
theitem nonresponse rate and the selection of “ some other race”
The results of the Census testing suggest that the issues with
Hispanic/Latino data are, at least in part, attributable to the
2-question structure [32]. However, it should be noted that
Hispanic or Latino patients were also overrepresented in other
categories of nonconforming data, such as “Refused” (21.1%
Hispanic or Latino) and “Multiracial” (47.4% Hispanic or
Latino). This suggests that the heterogeneity in the data from
Hispanic/Latino patients may also be a result of the difficulty
people have selecting from standardized categories that they
feel do not adequately represent them.

Obscured Data From American Indian or Alaska
Native Patients

Thelack of accessibledataon AI/AN populationsisalimitation
of the dataset. The Urban Indian Health Institute has stated that
“current standard data collection practices by many federal,
state, and local entities effectively omit or misclassify AI/AN
populations, both urban and rural. Thisis particularly concerning
in the midst of the COVID-19 pandemic as these current
standards of practice are resulting in a gross undercount of the
impact COVID-19 has on Native people” [33]. A number of
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federal laws, treaties, and executive orders has established the
sovereignty of Tribesand Tribal Nations over their dataand the
power to regulate research, although the gap between
recognition of those rights and the assertion of those rights
remainswide[34-36]. A legacy of harm, medical maltreatment,
and research misconduct has engendered mistrust between the
Tribal and clinical research communities [36]. To begin to
address these issues, Tribal leaders, scholars, and advocates
have established protocols and institutions to ensure human
protections for research involving the AI/AN community [37].
In 2010, the US Department of Health and Human Services
established a formal Tribal Consultation Policy to create a
mechanism for collaboration at the federal level [38].

In December of 2021, the NCATS formally initiated a Tribal
Consultation about the N3C Data Enclave. The NCATS Framing
Letter, “NIH Tribal Consultation onthe National COVID Cohort
Collaborative (N3C),” states, “Ideally, NIH would have sought
Tribal Consultation before the start of this program. However,
given other COVID-related Consultations and urgency of the
pandemic, NCATS decided to obscure AI/AN data until
consultation could occur. During the consultation, the NIH will
seek input on whether and how to make AI/AN data available
through N3C” [28]. The N3C Tribal Consultation took place
on February 11, 2022, and as of this writing, the testimony of
the Tribal Leadership is being collected. NCATS expects to
implement their recommendations by summer 2022.

It is important to note that our analysis is not an endorsement
of the standard developed by the OMB and implemented by
federal agencies but rather a description of how health care
institutions around the United States have been implementing
it. Indeed, our position is that deviations from the standard are
a signa of the manner in which such categories are both
arbitrary and reductionist. Our perspective is that race and
ethnicity are not biological categorizations; instead, they should
beviewed associa constructsthat are highly context-dependent
and tied to existing power dynamics. The US Census Bureau
stressesthis point, stating that these categories“generally reflect
asocial definition of race recognized in this country and not an
attempt to define race biologically, anthropologically, or
genetically” [39]. As variablesin clinical research, the utility
of race and ethnicity isthat they can be used as highly imperfect
proxies for the complex systemic factors (eg, racism,
colonialism, socioeconomic barriers to health care delivery
systems) that drive and perpetuate inequities [40,41].

Limitations

Finally, it should be noted that data partners, asthe contributing
health careinstitutions are referred toin the N3C, were provided
with anonymity as a consideration for contributing data. This
means that the provenance of these dataislimited, so we do not
know how they were initially collected. Finally, because most
of the contributing health care ingtitutions are recipients of a
Center for Tranglational Science Award with an established
relationship withthe NCATS, it islikely that academic medical
centers are overrepresented.
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Conclusion

Twenty-eight years after Congress mandated the inclusion of
racial and ethnic minority groups in federally funded clinical
research with the NIH Revitalization Act [42], the ongoing lack
of racially and ethnically diverse cohorts remains a challenge
to improving equity in research and health care [43]. Because
the COVID-19 pandemic disproportionately impacts
communities of color by exacerbating existing health inequities,
the accurate identification of these cohortswithin N3C iscrucia
to identifying, understanding, and ultimately addressing these
disparities. Data problems arise for many reasons, but primary
among them is the discrepancy between how institutions
conceptualize race and ethnicity and the far more varied ways
people identify themselves [44]. The complex history of racial
identification in the United States has resulted in shifting
concepts of race and ethnicity [45]. Self-identified race and
ethnicity are often dependent on physical attributes that,
although heritable, correlate poorly with genetic similarity or
ancestry. Nevertheless, race and ethnicity are well-established
predictors of health outcomes and access to care. However, a
multitude of factors that are both correlated with and are
independent of race and ethnicity may affect group differences
in health and health care. Race and ethnicity are only one of
many elements considered to be socia determinants of
health—nonmedical factorsthat influence health outcomesand
are known to have a significant relationship with these
disparities [46,47]. Teasing out which factors influence health
outcomes is challenging [48], and issues with data quality and
inappropriate or poorly applied standards around race and
ethnicity can greatly lessen our understanding of health
disparities[17].

Though there are some limitations to the racia representation
in this data set, it nevertheless remains a unique resource for
COVID-19research onracial disparities. COVID-19 has served
to emphasize the deadliness of these disparities and has made
socia conditions far worse for many Black, Hispanic, and
American Indian persons living in the United States. However,
these inequities are not immutable. The COVID-19 pandemic
provides an opportunity for clinicians, health systems, scientists,
and policy makers to address social disparities and thereby
improve the health and well-being of all personsin the United
States for both known and future illnesses.

Databases such as N3C spur discovery by collecting and
centralizing clinical data, making national, centralized data sets
available to researchers. Although intended to increase the
accessihility of data, governance can paradoxically create further
restrictions. Centralization efforts require that data be
transformed numerous times, and differences in how race and
ethnicity are conceptualized, documented, and encoded by health
careingtitutions affect the quality of the harmonized data. Across
thefull datalife cycle, more transparency about these numerous
decisionsiscritical if researchersare to make accurateinferences
from analyses. Careful and systematic analyses are important
to better guideclinical care and public policy but alsotoinform
iterative improvement of collection and harmonization across
the EHR datalife cycle.
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Abstract

Background: Many factors influence patient satisfaction during an emergency department (ED) visit, but the perception of
wait time plays a central role. A long wait time in the waiting room increases the risk of hospital-acquired infection, as well as
therisk of a patient leaving before being seen by a physician, particularly those with alower level of urgency who may have to
wait for alonger time.

Objective: We aimed to improve the perception of wait time through the implementation of a semiautomatic SM S text message
system that allows patients to wait outside the hospital and facilitatesthe recall of patients closer to the scheduled time of meeting
with the physician.

Methods: We performed a cross-sectional survey to evaluate the system using a tailored questionnaire to assess the patient
perspective and the Unified Theory of Acceptance and Use of Technology questionnaire for the caregiver perspective. We also
monitored the frequency of system use with logs.

Results: A total of 110 usable responses were collected (100 patients and 10 caregivers). Findings reveal ed that 97 of 100 (97%)
patients were satisfied, with most patients waiting outside the ED but inside the hospital. The caregiver evaluation showed that
it was very easy to use, but the adoption of the system was more problematic because of the perceived additional workload
associated with its use.

Conclusions; Although not suitable for all patients, our system allows those who have alow-severity condition to wait outside
the waiting room and to be recalled according to the dedicated time defined in the Swiss Emergency Triage Scale. It not only has
the potential to reduce the risk of hospital-acquired infection but also can enhance the patient experience; additionaly, it was
perceived asareal improvement. Further automation of the system needsto be explored to reduce caregiver workload and increase
its use.

(JMIR Med Inform 2022;10(9):€34488) doi:10.2196/34488
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Introduction

Background

Patients triaged with low priority in the emergency department
(ED) are likely to have a long wait before being seen by a
physician, asthose with life-threatening and serious conditions
areprioritized over patientsthat arelessacute[1]. A side effect
of long wait timesistherisk that patientsleave the ED without
being seen by aphysician, with thisrisk increasing significantly
after a 1-hour wait [2]. It has also been shown that long wait
times can result in staff interruptions by frustrated patients and
lead to violent behavior [3,4]. Additionally, it has been reported
that a long wait time increases the risk of contracting
hospital-acquired infections[5]. Asan example, Beggs et a [6]
showed that the number of new cases of airborne infections
increased substantially with time spent in the waiting room and
the number of peoplewaiting. However, reducing overcrowding
in the ED waiting room is not a simple task [7]. The space
available is often limited and the nature of the ED does not
allow for acontrol on its occupation, which varies significantly
over the course of asingle day [8,9].

Several attempts have been performed to improve the wait time
experiencein the ED, either by minimizing the duration between
triage and patient care or by acting on the actual perception of
wait time[7,10]. Although organizational measures canimprove
ED efficiency, such asfast track [11], improved triage [12], and
better team communication, they will never prevent
overcrowding situations, as ED staff cannot be adjusted as
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quickly astheinflux evolves. By contrast, improving the patient
experience during the wait has been favored through
interventions such as providing information to the patient about
the expected wait duration [13], comfort improvement in the
waiting room [14], or giving apager to patients, which allowed
them to wait in a place other than the waiting room [15]. These
interventions were shown to have a positive impact and are
promising strategies to be further explored.

To reduce ED congestion and improve the perception of wait
time, we developed a semiautomated message (SMS text
message) system that allows patients to wait outside the
emergency waiting room and to be recalled closer to the actual
time of the medical consultation. In this study, we explore the
perceptions of this system by patients and caregivers.

A Semiautomatic SM S Text M essage System

The system wasinitialy developed at the pediatric department
of Geneva University Hospitals (Geneva, Switzerland) [16],
adapted later for the adult setting and deployed in September
2017, and finaly introduced in the gynecology and obstetrics
setting in 2019. It aims at improving patient flow in EDs by
providing caregivers with a system to monitor the flow and ED
occupancy. The system alows triaged patients with a
low-severity grade to wait outside the ED and to be called back
by arecall SMS text message system shortly before they areto
be seen by a physician. A screen available to nurses provides
real-time occupancy of the emergency rooms and wait times by
triage level (Figure 1).

Figure 1. Main screen of the SM S text message recall system. The left-hand side represents the waiting queue in the emergency department waiting
room, with each line representing the emergency level and each circle a patient currently waiting. The vertical middle row represents the emergency
rooms and their occupancy, with each patient also represented by a circle. The right-hand side is the SM S text message recall system. The patients
enrolled are presented with information on their arrival time and expected meeting time with the physician.

Situation in Emergency Dept A fre | Patients to recall 12:03

Patient Information

Select a patient

00:03

23:56 00:17 01:52 03:03 00:08

cyrille dudu Must be recalled for his encounter at 12:23

Once triaged, each patient can be registered in the SMS text
message system by anurse. A screen displays the patient’s key
administrative information, allowing the administrative clerk
to verify the validity of the patient’s telephone number. The
nurse estimates the length of thewait and validatesthe patient’s
registration in the system. The patient then receives a
confirmation message and can leave the ED while remaining
virtualy in the queue. Whether they are physically present or
not, all patients are moved forward normally in the queue and
recalled based on their arrival time and emergency level. All

https://medinform.jmir.org/2022/9/e34488

RenderX

Priority  Expec

cyrille dudu

ted
%

Arrival at - 12201
Expected at - 12:23
Delai : 00:20

Report

registered patientswaiting outside the ED arevisible on ascreen
with atime bar individually associated with them and showing
the expected time to being seen by a physician. The time bar
progressively changes color based on the elapsed time and
actions that need to be taken by the caregiver responsible for
calling the patient back. A green bar indicates that no recall is
needed yet since the meeting with the physician is still distant.
The bar turns orange 20 minutes before the patient’s scheduled
return, suggesting that the triage nurse call the patient back,
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without being mandatory. If the scheduled return time has
passed, the bar turns red.

Dispatch of the first recall SMS text message is left to the
discretion of the triage nurse to determine the most opportune
time to return for the visit. If the patient does not arrive within
20 minutes of the first SMS text message, the system is
automated to send reminder messages every 20 minutes (total
of four SMS text messages). At any time, the nurse has the
possibility to inform the patient about the evolution of the
situation at the ED by sending a predefined message to the
patient. Depending on the situation, the message sent will inform
the patient that the visit is postponed due to a strong influx of
patients or that an early return is possible due to an improved
situation. If the patients do not arrive after three reminder SMS
text messages, afinal fourth SM Stext messageis sent toinform
them that the position in the queue is no longer guaranteed, but
the visit is still possible.

Methods

Study Design

This study is a cross-sectional descriptive investigation using
amixed methods methodol ogy, including an assessment of the
patients experience during their wait in the ED through a
tailor-made questionnaire, anaysis of the system log to
understand the use trend, and an assessment of nurses
acceptance of the SM S text message recall system. The survey
was conducted between March 13 and April 28, 2017, at the
24-hour ED outpatient unit at Geneva University Hospitals, the
largest public hospital in Switzerland with 70,000 patient
admissions each year. Utilization logs were collected from
October 2017 to August 2019.

ED Setting: Emergency Outpatient Unit

Medical and traumatic pathologies aretreated in 12 consultation
rooms. Patients wait in a semienclosed waiting room with
seating, atelevision, water, and newspapers. The staff (clinicians
and nurses) are the same for the entire unit. The median length
of stay is 3.5 hours, with a median waiting time of 1.5 hours.

When patients arrive at the main ED entrance, they are first
seen by a triage nurse who decides whether the patient is a
candidate for the outpatient unit, based on the Swiss Emergency
Triage Scale [17]. Level 1 is alife-/limb-threatening situation
where the patient must be seen immediately by a physician.
Level 2 must be seen within 20 minutes, level 3 within 120
minutes, and level 4 is considered nonurgent. A total of 80%
of patients who come to the ED are classified as level 3 and
10% as level 4. After triage, the patient goes through an
administrative registration process and is then directed to one
of the subunits by following colored lines on the floor. These
lead to a nurse's desk where a nurse escorts the patient to the
waiting room. Whenever possible, the nurses inform patients
of the estimated waiting time. As soon as a consultation room
and physician are available, the patient is taken to the room by
the nurse. After the medical visit, the patient can either go home
or may have to undergo an additional examination and return
to the waiting room. A small percentage of patients (8%) are
hospitalized and 5% leave the unit without being seen by a
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physician [18]. The probability of leaving the ED prematurely
is linked to flow concern as demonstrated in previous studies
[19].

Study Participants

Patients presenting to the ED outpatient unit with atriage level
of 3 and 4 (according to the 4-level Swiss Triage Scale) were
invited to participate in the questionnaire part of the study if
they were 16 years of age or older and spoke French. We used
a convenience sampling method and arbitrarily defined the
sample size as 100 participants. Exclusion criteriawere patients
not capable of discernment (eg, unconscious, intoxicated,
extreme trauma, or cognitive impairment), unable to
read/understand French, vision problems, severe pain or overly
aggressive, and those who had already completed the
guestionnaire.

M easurement | nstruments

Patient Satisfaction Questionnaire

A 12-item questionnaire was designed to assess the patient
experience among those who had used the SM S text message
system. This questionnaire was of our own design. It contained
an item aiming to determine the minimum expected wait time
before patients find the system useful. It also explored where
the patient waited until being taken care of, whether the
advertised waiting time matched the actual waiting time, and
whether the content of the SM S text message was clear. Users
were asked if they felt stressed during the wait, if they had
enough time to come back to the emergency room, and if they
were satisfied with the system overal. In addition, the actual
wait timefor each patient who compl eted the questionnaire was
extracted from the hospital clinical information system.

Caregiver Acceptance Questionnaire

The 21-item Unified Theory of Acceptance and Use of
Technology (UTAUT) questionnaire is a unified technology
acceptance model formulated by Venkatesh et a [20] as a
conceptual framework to understand users’ intended use and
acceptance of new information technologies, which can be
determined by 5 constructs: (1) performance efficiency (4
questions), (2) effort expectancy (4 questions), (3) social
influence (4 questions), (4) facilitating conditions (4 questions),
and (5) behavioral intention to use the system in the future (3
guestions). Each question is scored on a 7-point Likert scale.
The questionnaire was distributed anonymoudly to all nurses
working with the system.

System Use Logs

System use was assessed by analysis of the system uselogs. A
log, including atime stamp, was generated each time acaregiver
entered a patient into the SM S text message system, as well as
each time a SM S text message was sent.

Procedure and Ethical Consider ations

The Geneva Institutional Ethics Committee approved the study
protocol (Rég-2016-00555). Patient participation in the study
was voluntary, and oral consent was obtained prior to the
intervention. After verification of the inclusion criteria, the
nurse asked the patients if they agreed to use the SMS text
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message recall system. Information about the study and
confidentiality were given verbally. If accepted, the patients
were alowed to wait wherever they wanted (ie, in or outside
the ED). We did not verify where the patient waited asit would
have been difficult to trace. We arbitrarily decided to set the
number of questionnaires to be completed at 100.

Once back in the ED, the patient was immediately brought to
a consultation room. The patient was given the study
guestionnaire by a nurse while waiting for the physician. The
nurse remained available for any questions and to assist the
patient in completing the questionnaireif necessary. Instructions
were given to the medical staff to see the patientsimmediately
after completion of the questionnaire. Once completed,
guestionnaires were collected by nurses and placed in a
dedicated box in a secure room. Questionnaires were collected
each morning by a scientific collaborator, and the responses
were entered into an Excel (Microsoft Corporation) file. To link
the questionnaire datato data extracted from the hospital clinical
information system, we used a mapping file linking the
guestionnaire ID to the patient ID. Once al datawereincluded
in the Excel file, only the questionnaire ID was retained to
ensure anonymous analysis.

Statistical Analysis

Descriptive stati stics were generated to present the demographic
and medical characteristics of participants. The difference of
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the average mean between each level of patient satisfaction was
analyzed using an ANOVA performed on SPSS 26 (IBM Corp)
software. The caregiver acceptance questionnaire was analyzed
by computing the proportion of each response for agiven item.
UTAUT scores were reported as the average score given to all
items of a given dimension for al participants. System logs
were analyzed by looking at the number of SM S text messages
sent each month during the observation period.

Results

Demogr aphics

Patient questionnaires were distributed between March 13 and
April 28,2017, by atotal of 20 nurses during two different shifts
(7:30 AM to 4 PM and 3 PM to 11:30 PM). The total humber
of collected questionnaires was 100. One patient was excluded
because he visited the unit twice during the study period. The
guestionnaire took an average of 10 minutes to complete.
Baseline patient demographics and data related to the medical
encounter are shown in Table 1. Of the 100 respondents, 87
(87%) were classified with an emergency level of 3, and 12
(12%) were classified in level 4. No patients were classified as
levels 1 or 2 asthese acuity triagelevelsrequireimmediate care.
Thenurses' questionnaire was proposed to all nurses of the unit
(n=25) but was only completed by 10 nurses.

Table 1. Demographics of participants and information on their medical encounter.

Participants (N=100)

Age (years), mean (SD)
Sex, n (%)

Male

Female
Triagelevel, n (%)

3

4

Missing
Wait time (hours), n (%)

<1

1-2

2-3

>4

38 (14.75)

60 (60)
40 (40)

87 (87)
12 (12)
1(2)

32(32)
45 (45)
14 (14)
8(8)
1(1)

Patient Satisfaction Questionnaire

As presented in Table 2, of the total 100 respondents, 97%
(n=97) were satisfied with the SMS text message system.
Among these, approximately 75% (n=75) weretotally satisfied
with their waiting time and 56% (n=56) were satisfied. A total
of 79 (79%) respondents waited outside of the ED but inside
the hospital, as the facility offers the possibility to wait in

https://medinform.jmir.org/2022/9/e34488

pleasant places such asthe cafeteria, adjacent green spaces, and
the meditation room. The fact that patients waited close to the
ED was confirmed by the fact that 86% (n=86) of patients
returned to the ED on foot. Therefore, 92 (92%) patients had
sufficient time to return to the ED once recalled. A total of 95
(95%) patients considered the SM'S text message to be clear
and 72 (72%) did not feel particularly stressed waiting outside
the ED.
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Table 2. Questionnaire results.

Ehrler et al

Participants (N=100), n (%)

Where did you spend your time while waiting?
At home
Outside the hospital
Inside the hospital
Other

How do you rate your actual wait time compared to the wait time announced by the nurses?

Longer
Shorter
Equal
Not informed
The SM S text message content was clearly under standable?
Totally agree
Partly agree
Neither agree nor disagree
Partly disagree
Totally disagree

Did you experience a feeling of stresslinked to your absence from the emergency waiting room?

Totally agree

Partly agree

Neither agree nor disagree
Partly disagree

Totally disagree

Did you have enough timeto return to the emergency room after receiving the recall message?

Totally agree
Partly agree
Neither agree nor disagree
Partly disagree
Totally disagree
How did you return to the emergency room after receiving the recall message?
On foot
Public transport
Private transport
Other
Areyou satisfied with the SM Stext message recall service?
Totally agree
Partly agree
Neither agree nor disagree
Partly disagree
Totally disagree
Were you satisfied with your waiting time?
Totally agree
Partly agree

2(2
13 (13)
80 (80)
6(6)

25 (25)
49 (49)
25 (25)
1(2)

72 (72)
23(23)
4(4)
1(1)
0(0)

8(8)

10 (10)
11 (11)
22(22)
50 (50)

59 (59)
33(33)
4(4)
2(2)
0(0)

86 (86)
8(8)
2(2)
4(4)

75 (75)
22 (22)
3(3)
0(0)
0(0)

28 (29)
28 (28)
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Participants (N=100), n (%)

Neither agree nor disagree
Partly disagree
Totally disagree

20 (20)
12 (12)
11 (11)

By asking patients what would be the minimum duration of
expected wait that would trigger an interest to be enrolled in
the system in a future encounter (Table 3), we found that 45 of
the 100 (45%) patients were interested in the system regardless

of the waiting time. After 30 minutes of expected waiting time,
75 (75%) patients were interested in the system, and 87 (87%)
patients were interested after 1 hour.

Table 3. Patientsinterested in using the SM S text message system after n minutes.

Number of minutes

Patients, n (%)

0
10
20
30
40
50
60
70
80
90
100
110
120

45 (45)
51 (51)
63 (63)
75 (75)
75 (75)
75 (75)
87 (87)
87 (87)
88 (89)
93 (93)
93 (93)
93 (93)
100 (100)

Satisfaction and Waiting Time

To determine whether wait time duration influenced the level
of patient satisfaction with wait time, we assessed if the
differences in mean wait time across the five wait time
satisfaction modalities (ie, totally disagree, partly disagree,
neither agree nor disagree, partly agree, and totally agree) were

statistically significant (descriptive statistics are presented in
Table 4). As the homogeneity of variance using Levene was
not statistically significant (P=.42), meaning that the variances
were equal across groups, an ANOVA was performed. Wefound
no significant differences between wait time meansasafunction
of wait time satisfaction (P=.32; F,=1.193).

Table 4. Average wait duration according to user satisfaction with wait time.

Satisfaction with wait time

Wait time (min), mean (SD)

Participants (N=100), n (%)

Totally disagree 86.9091 (64.28) 11 (11)
Partly disagree 105.0833 (58.78) 12 (12)
Neither agree nor disagree 101.5000 (58.06) 20 (20)
Partly agree 98.3929 (47.88) 28 (28)
Totally agree 75.0357 (46.22) 28 (28)
Total 91.9495 (53.10) 99 (99)

Caregiver Acceptance Questionnaire

The UTAUT questionnaire distributed to all nurses using the
system was completed by 10 nurses (20% participation rate;
Table 5). Nurses emphasi zed the good ergonomics of the system
as they rated effort expectancy with an average score of 6.0.
Thiswas aso confirmed by the facilitating condition dimension,
including the resources and knowledge necessary to use the
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system, which were ranked above 5. Behavioral intention was
high as most usersintended to use the system frequently in the
future on adaily basis. The expected gain on performance was
less obvious for respondents. Although most users found the
system useful (mean 4.5, SD 1.9), they did not find that the
system increased their productivity (mean 3.2, SD 1.6) or speed
at work (mean 3.0, SD 1.4). Hedonic motivation ranked below
4 as users did not find the system enjoyable or fun to use.
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Finally, social influence scored the lowest (mean 2.3, SD 1.9) or hierarchy toward the use of the system.

as all users did not observe a positive influence on their peers

Table5. Score distribution for each UTAUT dimension.
UTAUT? dimension Nurses' scores, n (%) Score, mean

(SD)
1 2 3 4 5 6 7

Performance expectancy (n=33) 1(3) 13 (39) 4(12) 4(12) 5(15) 4(12) 2 (6) 3.6 (1.8)
Effort expectancy (n=44) 0(0) 3(7) 0(0) 3(7) 6 (14) 9 (20) 23(52) 6.0 (1.4)
Social influence (n=19) 12 (63) 0(0) 0(0) 4(21) 2(12) 0(0) 1(5) 2.3(1.9)
Facilitating condition (n=41) 1(2) 3(7) 1(2) 6 (15) 11 (27) 6 (15) 13(32) 5.3(1.6)
Hedonic motivation (n=24) 5(21) 5(21) 3(13) 4(17) 2(8) 2(8) 3(13) 35(2.1)
Behavioral intention (n=30) 0(0) 2(7) 3(10) 4(13) 6 (20) 6 (20) 9(30) 5.3(1.6)

3UTAUT: Unified Theory of Acceptance and Use of Technology.

Log Analysis

Figure 2 shows the number of unique patients entered into the
SMSS text message system from its introduction on October 1,
2017, to August 31, 2019. Although not always continuous,

there was a clear trend of an increase in system use over time,
ranging from 46 patients enrolled in November 2017 to 546 in
July 2019. This corresponds to the trend of a linear function
(18*x + 14) meaning that each month 18 additional patientsare
included in the system.

Figure 2. Number of unique patients enrolled in the SM S text message system each month (October 1, 2017, to August 31, 2019) and linear trend.
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Principal Findings

In this study, we found that 87 of the 100 (87%) patients with
low-to-moderate urgency wereinterested in waiting outsidethe
ED waiting room when the expected wait time was 1 hour or
more. In a previous study, we observed that patients perceived
the wait to be acceptableif it did not exceed 1 hour [21]. After
2 hours, they preferred to leavethe ED before seeing aphysician
[22]. We observed that waiting outside the emergency room
was perceived as a source of stress for <20% of participants,
possibly related to the perceived reduced control over the
situation when outside the room. Indeed, patientswaiting outside

https://medinform.jmir.org/2022/9/e34488

RenderX

easily imagine being forgotten by ED staff [23]. Patients may
also be concerned that their condition may worsen [24]. Thus,
it may be worthwhile to send a recall SMS text message at
regular intervals to indicate the patient’s current place in the
waiting queue to provide reassurance about their position and
the progression of the ED process [25]. The messages could
also inform the patient about the proper actions in case their
condition worsens, such as approaching a specific person or to
go to a specific desk to advise staff. This type of concern has
already been highlighted in another report showing that some
patients want to remain visible to the caregiver to avoid being
forgotten [26].
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By comparing the relationship between wait time and
satisfaction with our previous study [21] performed in asimilar
setting, we observed areduced negative influence of the average
wait time on patient satisfaction. Whereas in previous studies
longer wait times|led to significantly less satisfied patients, this
relationship was no longer observed in our study [27]. Thismay
indicate that patients are less concerned about the length of wait
if they can wait in another location than in awaiting room where
they have little to do but remain seated until they are taken care
of. This correlates well with our results indicating that most
patients were willing to use the system if the wait was longer
than 1 hour.

Use of the system by the nursing staff began at alow frequency
but increased steadily over time. Nurses' initial reaction to the
system was negative or neutral, and they initially perceived the
tool asan additional burden to their workload. This phenomenon
has already been observed in other studies [28,29]. The use of
the system by many patients allowed it to predict potential
benefits of the tool, such as reduced interruptions due to
inpatient patients and reduced aggressive behavior in thewaiting
room dueto long wait times [30]. However, informal feedback
from nurses using the system highlighted the difficulty of using
it when the ED was crowded. This is probably because busy
nurses have less time to use the system in addition to regular
duties that results in a contradictory effect that prevents the
system from being used when it would be most useful. There
are two solutions that can be considered to deal with this
problem. Either the system can be used by administrative staff
or the system can be automated. At our institution, the drive to
develop this system has been a top-down process, and we plan
to employ administrative workers to offload these tasks from
nursing staff.
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Limitations

A strong limitation of the paper isthe absence of astrict control
group. To compare the effect of our intervention on the
relationship between wait time and patient satisfaction, we used
theresults of aprevious study [21] conducted in the same setting
where we explored the factors associated with wait perception
as a preintervention finding. However, since the questionnaire
was not the same, the comparison is limited. The selection of
patients based on their interest in using the SM S text message
system must be taken into account asit certainly has an impact
on the high satisfaction rate, as well as on the low-stress rate
related to a wait outside the ED. Indeed, a patient with a
high-stress level could refuse to use the system.

Another limitation is the use of a questionnaire of our own
design. Since the questionnaire has not been scientificaly
validated, we cannot guarantee that it measured accurately the
investigated constructs. Unfortunately, we did not record the
acceptancerate of the system, and it would have been interesting
to see how many patients refused the system and preferred to
stay in the waiting room. The low participation rate of nurses
is also alimitation, and it will be useful to conduct a further
survey following thetraining of administrative staff to take over
tasks.

Conclusions

Waiting in the emergency waiting room isasource of frustration
for the patient. In addition to theincrease in aggressive attitudes
in some patients when the ED waiting room is crowded, it also
puts patients at risk of hospital-acquired infections. We observed
a high level of satisfaction with our SMS text message recall
system, allowing a wait outside the ED, but the adoption was
more difficult among nurses. Relying on further automation of
the system may be an interesting solution to reduce caregiver
workload, but this must be done with caution given the high
unpredictability of the ED waiting process.

We are grateful to Rosemary Sudan (freelance technical editor) for providing editorial assistance.

Authors Contributions

All authors contributed to the conception, design, analysis, and interpretation of data for this work. All authors contributed to
drafting, revising, and approving the final version of the manuscript.

Conflictsof Interest

JINS, FE, and CL haveindividual intellectual property rights on the SM S text message recall system and, as employees of Geneva
University Hospitals, might receive indirect institutional reward in case of commercialization. The other authors have no conflicts

of interest to declare.

References

1.  FarrohkniaN, Castrén M, Ehrenberg A, Lind L, Oredsson S, Jonsson H, et a. Emergency department triage scales and
their components: a systematic review of the scientific evidence. Scand J Trauma Resusc Emerg Med 2011 Jun 30;19:42
[FREE Full text] [doi: 10.1186/1757-7241-19-42] [Medline: 21718476]

2. LiD,Brennan J, Kreshak A, Castillo E, Vilke G. Patients who leave the emergency department without being seen and
their follow-up behavior: aretrospective descriptive analysis. J Emerg Med 2019 Jul;57(1):106-113. [doi:

10.1016/j.jemermed.2019.03.051] [Medline: 31078346]

https://medinform.jmir.org/2022/9/e34488

JMIR Med Inform 2022 | vol. 10 | iss. 9 |€34488 | p.74
(page number not for citation purposes)


https://sjtrem.biomedcentral.com/articles/10.1186/1757-7241-19-42
http://dx.doi.org/10.1186/1757-7241-19-42
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21718476&dopt=Abstract
http://dx.doi.org/10.1016/j.jemermed.2019.03.051
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31078346&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Ehrler et al

3.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

Cohen EL, Wilkin HA, Tannebaum M, Plew M S, Haley LL. When patients are impatient: the communication strategies
utilized by emergency department employees to manage patients frustrated by wait times. Health Commun
2013;28(3):275-285. [doi: 10.1080/10410236.2012.680948] [Medline: 22716025]

Morphet J, Griffiths D, Plummer V, Innes K, Fairhall R, Beattie J. At the crossroads of violence and aggression in the
emergency department: perspectives of Australian emergency nurses. Aust Health Rev 2014 May;38(2):194-201. [doi:
10.1071/AH13189] [Medline: 24670224]

Quach C, McArthur M, McGeer A, Li L, Simor A, Dionne M, et al. Risk of infection following avisit to the emergency
department: acohort study. CMAJ 2012 Mar 06;184(4):E232-E239 [FREE Full text] [doi: 10.1503/cmaj.110372] [Medline:
22271915]

Beggs CB, Shepherd SJ, Kerr KG. Potential for airborne transmission of infection in the waiting areas of healthcare premises:
stochastic analysis using a Monte Carlo model. BMC Infect Dis 2010 Aug 20;10:247 [FREE Full text] [doi:
10.1186/1471-2334-10-247] [Medline: 20727178]

Yen K, Gorelick MH. Strategies to improve flow in the pediatric emergency department. Pediatr Emerg Care 2007
Oct;23(10):745-9; quiz 750. [doi: 10.1097/PEC.0b013e3181568¢fe] [Medline: 18090112]

Otsuki H, Murakami Y, Fujino K, Matsumura K, Eguchi Y. Analysis of seasonal differencesin emergency department
attendance in Shiga Prefecture, Japan between 2007 and 2010. Acute Med Surg 2016 Apr;3(2):74-80. [doi: 10.1002/ams?2.140]
[Medline: 29123756]

Downing A, Wilson R. Temporal and demographic variationsin attendance at accident and emergency departments. Emerg
Med J 2002 Nov;19(6):531-535 [FREE Full text] [doi: 10.1136/emj.19.6.531] [Medline: 12421778]

Yuzeng S, Hui LL. Improving the wait timeto triage at the emergency department. BMJ Open Qual 2020 Feb;9(1):e000708
[EREE Full text] [doi: 10.1136/bmjoq-2019-000708] [Medline: 32019749]

HampersLC, ChaS, Gutglass DJ, BinnsHJ, Krug SE. Fast track and the pediatric emergency department: resource utilization
and patients outcomes. Acad Emerg Med 1999 Nov;6(11):1153-1159 [FREE Full text] [doi:
10.1111/j.1553-2712.1999.tb00119.x] [Medline: 10569389]

Sun BC, Adams J, Orav EJ, Rucker DW, Brennan TA, Burstin HR. Determinants of patient satisfaction and willingness to
return with emergency care. Ann Emerg Med 2000 May;35(5):426-434. [Medline: 10783404]

XieB, Youash S. The effects of publishing emergency department wait time on patient utilization patternsin acommunity
with two emergency department sites: a retrospective, quasi-experiment design. Int JEmerg Med 2011 Jun 14;4(1):29.
[doi: 10.1186/1865-1380-4-29] [Medline: 21672236]

Goodarzi H, Javadzadeh H, Hassanpour K. Assessing the physical environment of emergency departments. Trauma Mon
2015 Nov;20(4):e23734 [EREE Full text] [doi: 10.5812/traumamon.23734] [Medline: 26839860]

Scolnik D, Matthews P, Caulfeild J, Williams C, Feldman B. Pagersin a busy paediatric emergency waiting room: a
randomized controlled trial. Paediatr Child Health 2003 Sep;8(7):422-426 [FREE Full text] [doi: 10.1093/pch/8.7.422]
[Medline: 20019948]

Ehrler F, Lovis C, Rochat J, Schneider F, Gervaix A, Galetto-Lacour A, et al. [InfoKids: changing the patients' journey
paradigm in an Emergency Department]. Rev Med Suisse 2018 Sep 05;14(617):1538-1542. [Medline: 30226668]
Rutschmann O, Hugli O, Marti C, Grosgurin O, Geissbuhler A, Kossovsky M, et a. Reliability of the revised Swiss
Emergency Triage Scale: a computer simulation study. Eur J Emerg Med 2018 Aug;25(4):264-269 [FREE Full text] [doi:
10.1097/M EJ.0000000000000449] [Medline: 28099182]

Grosgurin O, Cramer B, Schaller M, Sarasin F, Rutschmann O. Patients |eaving the emergency department without being
seen by aphysician: aretrospective database analysis. SwissMed Wkly 2013;143:w13889. [doi: 10.4414/smw.2013.13889]
[Medline: 24317804]

Weiss SJ, Ernst AA, Derlet R, King R, Bair A, Nick TG. Relationship between the National ED Overcrowding Scale and
the number of patients who leave without being seen in an academic ED. Am JEmerg Med 2005 May;23(3):288-294. [doi:
10.1016/j.a/em.2005.02.034] [Medline: 15915399]

Venkatesh V, Morris M, Davis G, Davis F. User Acceptance of Information Technology: toward a unified view. MIS Q
2003;27(3):425 [FREE Full text] [doi: 10.2307/30036540]

Spechbach H, Rochat J, Gaspoz J, Lovis C, Ehrler F. Patients' time perception in the waiting room of an ambulatory
emergency unit: a cross-sectional study. BMC Emerg Med 2019 Aug 01;19(1):41 [EREE Full text] [doi:
10.1186/s12873-019-0254-1] [Medline: 31370794]

Shaikh S, Jerrard D, Witting M, Winters M, Brodeur M. How long are patientswilling to wait in the emergency department
before leaving without being seen? West J Emerg Med 2012 Dec;13(6):463-467 [FREE Full text] [doi:
10.5811/westjem.2012.3.6895] [Medline: 23359833]

Rochat CP, Gaucher N, Bailey B. Measuring anxiety in the pediatric emergency department. Pediatr Emerg Care 2018
Aug;34(8):558-563. [doi: 10.1097/PEC.0000000000001568] [Medline: 30020249]

Dubé L, Teng L, Hawkins J, Kaplow M. Emotions, the neglected side of patient-centered health care management: the case
of emergency department patientswaiting to see aphysician. In: Advancesin Health Care Management: Volume 3. Bingley,
West Yorkshire: Emerald Publishing Limited; 2002:161-193.

https://medinform.jmir.org/2022/9/e34488 JMIR Med Inform 2022 | vol. 10 | iss. 9 |[€34488 | p.75

(page number not for citation purposes)


http://dx.doi.org/10.1080/10410236.2012.680948
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22716025&dopt=Abstract
http://dx.doi.org/10.1071/AH13189
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24670224&dopt=Abstract
http://www.cmaj.ca/cgi/pmidlookup?view=long&pmid=22271915
http://dx.doi.org/10.1503/cmaj.110372
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22271915&dopt=Abstract
https://bmcinfectdis.biomedcentral.com/articles/10.1186/1471-2334-10-247
http://dx.doi.org/10.1186/1471-2334-10-247
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20727178&dopt=Abstract
http://dx.doi.org/10.1097/PEC.0b013e3181568efe
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18090112&dopt=Abstract
http://dx.doi.org/10.1002/ams2.140
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29123756&dopt=Abstract
https://emj.bmj.com/lookup/pmidlookup?view=long&pmid=12421778
http://dx.doi.org/10.1136/emj.19.6.531
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12421778&dopt=Abstract
https://bmjopenquality.bmj.com/lookup/pmidlookup?view=long&pmid=32019749
http://dx.doi.org/10.1136/bmjoq-2019-000708
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32019749&dopt=Abstract
https://onlinelibrary.wiley.com/resolve/openurl?genre=article&sid=nlm:pubmed&issn=1069-6563&date=1999&volume=6&issue=11&spage=1153
http://dx.doi.org/10.1111/j.1553-2712.1999.tb00119.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10569389&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10783404&dopt=Abstract
http://dx.doi.org/10.1186/1865-1380-4-29
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21672236&dopt=Abstract
http://europepmc.org/abstract/MED/26839860
http://dx.doi.org/10.5812/traumamon.23734
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26839860&dopt=Abstract
http://europepmc.org/abstract/MED/20019948
http://dx.doi.org/10.1093/pch/8.7.422
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20019948&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30226668&dopt=Abstract
http://europepmc.org/abstract/MED/28099182
http://dx.doi.org/10.1097/MEJ.0000000000000449
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28099182&dopt=Abstract
http://dx.doi.org/10.4414/smw.2013.13889
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24317804&dopt=Abstract
http://dx.doi.org/10.1016/j.ajem.2005.02.034
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15915399&dopt=Abstract
http://www.jstor.org/stable/30036540
http://dx.doi.org/10.2307/30036540
https://bmcemergmed.biomedcentral.com/articles/10.1186/s12873-019-0254-1
http://dx.doi.org/10.1186/s12873-019-0254-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31370794&dopt=Abstract
http://escholarship.org/uc/item/3f76719z
http://dx.doi.org/10.5811/westjem.2012.3.6895
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23359833&dopt=Abstract
http://dx.doi.org/10.1097/PEC.0000000000001568
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30020249&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Ehrler et al

25. Andrade CC, Devlin AS. Stress reduction in the hospital room: applying Ulrich's theory of supportive design. J Environ
Psychol 2015 Mar;41:125-134. [doi: 10.1016/j.jenvp.2014.12.001]

26. YoonJ, Sonneveld M. Anxiety of patients in the waiting room of the emergency department. In: Proceedings of the fourth
international conference on Tangible, embedded, and embodied interaction. 2010 Jan Presented at: TEI '10; January 24-27,
2010; Cambridge, MA p. 279-286. [doi: 10.1145/1709886.1709946]

27. Davenport P, O'Connor SJ, Szychowski J, Landry A, Hernandez S. The relationship between emergency department wait
times and inpatient satisfaction. Health Mark Q 2017;34(2):97-112. [doi: 10.1080/07359683.2017.1307066] [Medline:
28467280]

28. Mares J. Resistance of health personnel to changesin healthcare. Kontakt 2018 Oct 12;20(3):€262-e272. [doi:
10.1016/j.kontakt.2018.04.002]

29. S4fi S, Thiessen T, Schmailzl KJ. Acceptance and resistance of new digital technologies in medicine: qualitative study.
JMIR Res Protoc 2018 Dec 04;7(12):€11072 [FREE Full text] [doi: 10.2196/11072] [Medline: 30514693]

30. Efrat-Treister D, Moriah H, Rafaeli A. The effect of waiting on aggressive tendencies toward emergency department staff:
Providing information can help but may also backfire. PLoS One 2020;15(1):€0227729 [EREE Full text] [doi:
10.1371/journal .pone.0227729] [Medline: 31995583]

Abbreviations

ED: emergency department
UTAUT: Unified Theory of Acceptance and Use of Technology

Edited by G Eysenbach; submitted 26.10.21; peer-reviewed by A Benis, R Rivera; comments to author 24.11.21; revised version
received 14.01.22; accepted 29.04.22; published 06.09.22.

Please cite as:

Ehrler F, Rochat J, Sebert JN, Guessous |, Lovis C, Spechbach H

Use of a Semiautomatic Text Message System to Improve Satisfaction With Wait Time in the Adult Emergency Department:
Cross-sectional Survey Study

JMIR Med Inform 2022;10(9): €34488

URL: https://medinform.jmir.org/2022/9/€34438

doi: 10.2196/34488

PMID: 36066921

©Frederic Ehrler, Jessica Rochat, Johan N Siebert, Idris Guessous, Christian Lovis, Hervé Spechbach. Originally published in
JMIR Medica Informatics (https://medinform.jmir.org), 06.09.2022. This is an open-access article distributed under the terms
of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work, first publishedin IMIR Medical Informatics, is properly
cited. The complete bibliographic information, alink to the original publication on https://medinform.jmir.org/, as well as this
copyright and license information must be included.

https://medinform.jmir.org/2022/9/e34488 JMIR Med Inform 2022 | vol. 10 | iss. 9 |[€34488 | p.76
(page number not for citation purposes)

RenderX


http://dx.doi.org/10.1016/j.jenvp.2014.12.001
http://dx.doi.org/10.1145/1709886.1709946
http://dx.doi.org/10.1080/07359683.2017.1307066
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28467280&dopt=Abstract
http://dx.doi.org/10.1016/j.kontakt.2018.04.002
https://www.researchprotocols.org/2018/12/e11072/
http://dx.doi.org/10.2196/11072
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30514693&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0227729
http://dx.doi.org/10.1371/journal.pone.0227729
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31995583&dopt=Abstract
https://medinform.jmir.org/2022/9/e34488
http://dx.doi.org/10.2196/34488
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36066921&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Modi & Feldman

Review

The Value of Electronic Health Records Since the Health
Information Technology for Economic and Clinical Health Act:
Systematic Review

Shikha Modi®, MBA, PhD: Sue S Feldman?, RN, MEd, PhD

1Department of Political Science, Auburn University, Auburn, AL, United States
2Department of Health Services Administration, University of Alabamaat Birmingham, Birmingham, AL, United States

Corresponding Author:
ShikhaModi, MBA, PhD
Department of Political Science
Auburn University

7074 Haley Center

Auburn, AL, 36849

United States

Phone: 1 2563355796

Email: szs0308@auburn.edu

Abstract

Background: Electronic health records (EHRS) are the electronic records of patient health information created during =1
encounter in any health care setting. The Health Information Technology Act of 2009 has been a major driver of the adoption
and implementation of EHRs in the United States. Given that the adoption of EHRs is a complex and expensive investment, a
return on this investment is expected.

Objective: This literature review aims to focus on how the value of EHRs as an intervention is defined in relation to the
elaboration of value into 2 different value outcome categories, financial and clinical outcomes, and to understand how EHRs
contribute to these 2 value outcome categories.

Methods: This literature review was conducted using PRISMA (Preferred Reporting Items for Systematic Reviews and
Meta-Analyses). Theinitial search of key terms, EHRS, values, financial outcomes, and clinical outcomesin 3 different databases
yielded 971 articles, of which, after removing 410 (42.2%) duplicates, 561 (57.8%) were incorporated in the title and abstract
screening. During the title and abstract screening phase, articles were excluded from further review phasesif they met any of the
following criteria: not relevant to the outcomes of interest, not relevant to EHRS, nonempirical, and non—peer reviewed. After
the application of the exclusion criteria, 80 studies remained for a full-text review. After evaluating the full text of the residual
80 studies, 26 (33%) studies were excluded as they did not address the impact of EHR adoption on the outcomes of interest.
Furthermore, 4 additional studies were discovered through manual reference searches and were added to the total, resulting in
58 studies for analysis. A qualitative analysistool, ATLAS.t. (version 8.2), was used to categorize and code the final 58 studies.

Results: The findings from the literature review indicated a combination of positive and negative impacts of EHRs on financial
and clinical outcomes. Of the 58 studies surveyed for thisreview of the literature, 5 (9%) reported on the intersection of financial
and clinical outcomes. Toinvestigate thisintersection further, the category “Value-I ntersection of Financial and Clinical Outcomes’
was generated. Approximately 80% (4/5) of these studies specified a positive association between EHR adoption and financial
and clinical outcomes.

Conclusions: Thisreview of the literature reports on the individual and collective value of EHRs from a financial and clinical
outcomes perspective. The collective perspective examined the intersection of financial and clinical outcomes, suggesting a
reversal of the current understanding of how I T investments could generate improvements in productivity, and prompted a new
guestion to be asked about whether an increase in productivity could potentially lead to more I T investments.

(JMIR Med Inform 2022;10(9):€37283) doi:10.2196/37283
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Introduction

Electronic health records (EHRS) are described as electronic
records of patient health information created by >1 encounter
in any health care setting and include patient demographics,
issues, medication information, laboratory data, radiology
reports, and history [1]. EHRs enable health information
exchange, clinical decision support, diagnostic support, patient
health portals, and more [2]. EHR use has the potential to
improve the quality of care and patient safety [3] and has
become an important part of the modern health system because
of government policies, technology developments, health care
challenges, and market situations [4]. The Health Information
Technology for Economic and Clinical Health (HITECH) Act
has been a major driver of the increase in the adoption and
implementation of EHRs [5].

The HITECH Act of 2009 was passed to decrease health care
costs, improve quality, and increase patient safety through
incentives for providers (physicians) and organizations that
provided proof of their meaningful use (MU) of certified EHR
systems [5]. Approximately US $27 billion in incentives was
given to physicians and hospitals that adopted and used EHRs
according to federally defined “meaningful use” criteria [6].
Out of US$27 billion, US $406 million wasallotted to Medicare
Advantage Organizationsfor eligible providers. The Center for
Medicare and Medicaid Services (CMS) provided subsidy
payments of US $63,750 over 6 years for Medicaid or US
$44,000 over 5 years for Medicare to individua physicians if
they used certified EHRS beginning in 2011 and exhibited MU
criteria[7]. It isworth noting that in 2018, the CM S refocused
MU on increasing health information exchange and patient
access to data, renaming MU as Promoting Interoperability
Programs.

Given that it has been over adecade sincethe HITECH Act was
passed, sufficient data are available to understand how EHR
adoption investment adds value to the hospitals that have EHR
systems in place. It is important to first define “value” to
understand the value of EHR adoption from a comprehensive
perspective.

When reviewing the cost and resources associated with EHR
adoption, it is generaly considered to be an expensive
investment [8,9], with an expectation of a return or value on
the investment. Typicaly, return on investment (ROI) is
measured by dividing the net profit by the net investment [10].
ROI-related concerns about EHR adoption were considered to
be a major barrier to the adoption of EHRs, primarily as the
value was unknown [11]. Jang et al [9] calculated the ROI for
EHR adoption by looking at the breakeven point of EHR
adoption investment. This study focused on 17 community
primary care practices targeting the financial aspect of EHR
adoption but did not consider thefinancial aspect of multilayered
decisions such as system selection, employeetraining, updating
or maintaining systems, and training employees for updated
systems[11].

Moving beyond ROI, value can be defined as “considering
(someone or something) to be important or beneficial” [12]. To
simplify this definition, anything that benefits or is important
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to anindividual is considered to be valuable to that individual,
regardless of it being an action or intervention. Valueis defined
in multiple ways within the health care industry. Payne et al
[13] describe value asdollars (financial), productivity (clinical),
or effectiveness (clinical). Payne et a [13] also suggest that
health IT (HIT) literature is primarily focused on productivity
(process) and effectiveness (outcome), followed by dollars
(outcome). Feldman et al [14] explain value as a combination
of tangible (dollars, financial) and intangible (doing the right
thing; trust relationships, social) components. In terms of
examining the EHR value component, another study analyzed
the value of EHRs in terms of efficiency (clinical) and cost
savings (financial). This study further used efficiency to derive
value by looking at the quality of care and cost savings from
better claims management and reduced payments [11]. Riskin
et al [15] highlighted the national focus on health reform and
defined its value in terms of improved outcomes (clinical) and
reduced costs (financial). Yeung [16] discussed EHR in terms
of value as it is connected to improving services (clinical)
delivered at local health departments. Hepp et al [17] evaluated
the value of EHRs by looking at EHRs as a cost-effective
strategy to improve medication safety (clinical). Adler-Milstein
et al [18] analyzed different scopes of the value of EHRSs by
gauging process adherence (clinical), patient satisfaction
(clinical), and efficiency outcomes (clinical).

The environment in which HIT is used may have an impact on
the value that is derived from HIT [19]. For example, Peterson
et al [11] suggested that current users of EHR systemsfocuson
value in terms of improving workflows and, as a result, better
clinica outcomes, whereas loca health departments or
community clinics may focus on value in terms of capturing
patient information to improve the services that are provided
[16] or for ambulatory settings on increasing medication safety
[17]. Thinking about EHRS' value more holistically, the value
could equate with increased revenue and reduced cost
(financial). For patients, it could mean improved health and
prevention of illness (outcomes); for providers, it could signal
reduced errorsand an increase in the efficiency of care (process);
and for the government, it could correspond with improvements
in population health through timely public health reporting and
population well-being (process and outcomes) [13]

The World Health Organization defines an outcome measure
as“achangein the health of an individual, group of people, or
population that is attributable to an intervention or series of
interventions’ [20]. Outcomes, in the conventional health
services sense, are usually regarded as clinical outcomes [21];
however, to represent the scope of the Triple Aim of health care,
the authors built upon the literature to broaden the definition of
outcomes to include financial and social outcomes, in addition
to traditional clinical outcomes.

This review of the literature aimed to describe how the value
of EHRs, as an intervention, is defined in relation to the
elaboration of value into 2 different value outcome categories,
financial and clinical outcomes, and by understanding the
contributions that EHRs make to these 2 value outcome
categories.
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Methods

This review was conducted using the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
[22]. This method has been used for other qualitative analyses
of literature and is therefore regarded as a suitable method for
this qualitative systematic review of the literature [23,24]. To
capturethe multidisciplinary evidencein thisfield, thefollowing
databases were used to conduct the initial search: PubMed,
Scopus, and Embase. To capture the decade that followed the
enactment of the HITECH Act, the literature published in
English between January 2009 and December 2019 was used
as afilter to refine the results. The initial keywords used were
“electronic health records” “EHR;” “vaue” *“financid
outcomes” and “clinical outcomes” To ensure the
comprehensiveness of the literature search, al the outcome
categories were searched separately and in conjunction with
one another. The search strings and gathered results were
extensive and lengthy and are recorded in Table 1. To optimize
the chance of finding relevant studies on the value of EHR from
the financial and clinical outcomes perspective after the
enactment of the HITECH Act, thefollowing filterswere applied
to the searches: (1) keywords in the title or abstract, (2)
published in English, (3) published in the United States only,
and (4) published between 2009 and 2019, when applicable.

A total of 971 articles was included in the initial literature
screening, of which, after removing 410 (42.2%) duplicates,
561 (57.8) wereincorporated in thetitle and abstract screening.
During the title and abstract screening phase, articles were
excluded from further review phase if they met any of the
following criteria: (1) not relevant to the outcomes of interest,
(2) not relevant to EHRSs, (3) nonempirical, and (4) non—peer
reviewed. After the application of the exclusion criteria, 80
studiesremained for afull-text review. After evaluating the full
text of the residual 80 studies, 26 (33%) studies were excluded
as they did not address the impact of EHR adoption on the
outcomes of interest. Following this, 4 additional studies were
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discovered through manual reference searches and were added
tothetotal, resultingin 58 studiesfor analysis. Figure 1 displays
this process in a flow diagram. Both authors were involved in
the article search, selection, and review process.

The 58 studies selected for inclusion are exhibited in the Results
section and are organized by outcome category. ATLASHi
(version 8.2), a qualitative data analysis tool, was used to
categorize and code the fina 58 studies. All studies were
uploaded into ATLAS.ti asfull-text documentswith names that
included the first author, year of publication, and article title.
Qualitative data analysis software was deemed fitting for this
type of analysis as it allows for the possibility of applying a
recurring and reiterative approach to data analysis that is
efficient and would have been difficult to replicate using a
spreadsheet application [25].

The coding process began by anayzing each article to
understand the context in relation to how each outcome category
isdefined in theliterature and learn about the eval uation process
of the impact of EHRs on these outcome categories. For this
study, overarching a priori categories (financial outcomes and
clinical outcomes) were used, and the studies were further
categorized under these 2 overarching categories. Additional
categories that were devel oped included the following:

- Financial outcomes: cost, revenue, profit margins,
reimbursement, and return on assets

- Clinical outcomes: productivity, workflow efficiency,
medical errors, patient safety, patient satisfaction, clinical
volume, readmission rates, length of stay (LOS), and quality
indicators at individual patient levels

Additional categories were added as necessitated throughout
the coding and category generation process, which was part of
the larger data analysis process. For example, introduction and
gap categories were generated as they assisted in the writing of
the introduction and gap and supplied context for this review
of literature; however, quotations included in these categories
did not necessarily factor into the results presented.
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Table 1. Search strings from the literature search for the impact of electronic health records on financial and clinical outcomes (N=971).

Database and keywords

Results, n (%)

Filters Results after apply-
ing filters, n (%)

PubMed

([(([(((Finance* [ Title] OR monetary[Title] OR economic*[Title] OR fiscal[Ti-
tle] OR commercia[Title] OR cost[Title])) OR (Finance*[Other Term] OR
monetary[Other Term] OR economic*[Other Term] OR fiscal[Other Term]
OR cost[Other Term])) OR “Economics’ [Mesh]]) OR ([(Clinical[Title] OR
quality[Title] OR)] OR [Clinical[Other Term] OR quality[Other Term]]) AND
((((((Adopt*[Title] OR (Adopt*[Other Term]) OR implement* (Title)] OR
implement*[Other Term])] AND [([(Follow-up-stud* [ Title] OR prognos*[Title]
OR predict*[Title] OR course[Title] OR followup-stud* [Title] OR efficacy[Ti-
tle] OR complication[Title] OR chang*[Title] OR effective*[Title] OR evalu-
at*[Title] OR improve*[Title] OR indicat*[Title] OR impact*[Title] OR con-
sequence*[Title] OR development*[Title] OR Result*[Title] OR outcome*[Ti-
tle])] OR [Follow-up-stud* (Other Term) OR prognos* [Other Term] OR pre-
dict* (Other Term) OR course(Other Term) OR followup-stud* (Other Term)
OR efficacy(Other Term) OR complication(Other Term) OR chang* (Other
Term) OR effective* (Other Term) OR evaluat* (Other Term) OR improve* (Oth-
er Term) OR indicat* (Other Term) OR impact* (Other Term) OR conse-
guence* (Other Term) OR development* (Other Term) OR Result* (Other Term)
OR outcome* (Other Term)]) OR “follow-up studies’ (mesh)]) AND ([([Elec-
tronic-health-record* (Title) OR electronic-medical -record* (Title) OR comput-
erized-health-record* (Title) OR computerized-medical-record* (Title) OR
EHR(Title) OR electronic-patient-record* (Title)]) OR (Electronic-health-
record*[Other Term] OR el ectronic-medical-record* [ Other Term] OR compuit-
erized-health-record*[Other Term] OR computerized-medical-record* [ Other
Term] OR EHR[Other Term] OR electronic-patient-record*[Other Term])]
OR “électronic health records’ [mesh])

([“electronic hedlth records adoption” (Title/Abstract)] OR “EHR adoption”[Ti-
tle/Abstract]) AND “financial outcomes’ (Title/Abstract)

([“electronic hedlth records adoption” (Title/Abstract)] OR “EHR adoption”[Ti-
tle/Abstract]) AND “financia” (Title/Abstract)

([“electronic hedlth records adoption” (Title/Abstract)] OR “EHR adoption”[Ti-
tle/Abstract]) AND “clinical outcomes” (Title/Abstract)

([“electronic health records adoption” (Title/Abstract)] OR “EHR adoption”[Ti-
tle/Abstract]) AND “clinical” (Title/Abstract)

Scopus

(TITLE-ABS-KEY [€lectronic-health-record* OR electronic-medical-record*
OR computerized-health-record* OR computerized-medical-record* OR ehr
OR électronic-patient-record* OR “electronic health record”] AND TITLE-
ABS-KEY [finance* OR monetary OR economic* OR fiscal OR “economic”]
AND TITLE-ABS-KEY [clinical OR quality] AND TITLE-ABS-KEY [“fol-
low-cup studies’ OR follow-up-stud* OR prognos* OR predict* chang®* OR
effective* OR evaluat* OR improve* OR indicat* OR impact* OR conse-
quence* OR outcome*] AND TITLE-ABS-KEY [Adopt* OR implement*])

TITLE-ABS-KEY (“EHR adoption” OR “€lectronic health records adoption”
AND “financia outcomes”)

TITLE-ABS-KEY (“EHR adoption” OR “€lectronic health records adoption”
AND “financia”)

TITLE-ABS-KEY (“ehr adoption” OR “electronic health records adoption”
AND “clinical outcomes”)

TITLE-ABS-KEY (“EHR adoption” OR “€lectronic health records adoption”
AND “clinical™)

Embase

193 (19.9)

0(0)

39 (4)

1(0.1)

99 (10.2)

70(7.2)

0(0)

61 (6.3)

2(0.2)

173 (17.8)

Years: 2009-2019; lan- 179 (18.4)
guage: English

N/A® 0(0)

Years: 2009-2019; lan- 33 (3.4)

guage: English

Years: 2009-2019; lan- 1 (0.1)
guage: English

Years: 2009-2019; lan- 89 (9.2)
guage: English

Years: 2009-2019; lan- 35 (3.6)
guage: English; coun-
try: United States

N/A 0(0)

Years: 2009-2019; lan- 41 (4.2)
guage: English; coun-
try: United States

Years: 2009-2019; lan- 2 (0.2)
guage: English; coun-
try: United States

Years: 2009-2019; lan- 155 (16)
guage: English; coun-
try: United States
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Database and keywords

Results, n (%)

Filters

Results after apply-
ing filters, n (%)

(“electronic health record*” :ti,ab,kw OR “electronic medical record*”:ti,ab,kw
OR “computerized health record*” :ti,ab,kw OR “computerized medical
record*”:ti,ab,kw OR ehr:ti,ab,kw OR “electronic patient record*”:ti,ab,kw
OR “électronic health record”:ti,ab,kw) AND (finance* :ti,ab,kw OR mone-
tary:ti,ab,kw OR economic* :ti,ab,kw OR fiscal:ti,ab,kw OR “econom-
ic”:ti,ab,kw) AND (clinical:ti,ab,kw OR quality:ti,ab,kw) AND (“follow-up
studies’:ti,ab,kw OR “follow up stud*”:ti,ab,kw OR prognos*:ti,ab,kw OR
predict* :ti,ab,kw OR course:ti,ab,kw OR “followup stud*”:ti,ab,kw OR effica-
cy:ti,ab,kw OR complication:ti,ab,kw OR chang* :ti,ab,kw OR effec-
tive*:ti,ab,kw OR eval uat* :ti,ab,kw OR imptove* :ti,ab,kw OR indicat* :ti,ab,kw
OR impact*:ti,ab,kw OR consequence* :ti,ab,kw OR development* :ti,ab,kw
OR result*:ti,ab,kw OR outcome* :ti,ab,kw) AND (adopt*:ti,ab,kw OR imple-
ment* :ti,ab,kw)

(“electronic health records adoption”:ti,ab,kw OR “ehr adoption”:ti,ab,kw)
AND “financia outcomes’:ti,ab,kw

(“electronic health records adoption”:ti,ab,kw OR “ehr adoption”:ti,ab,kw)
AND “financial”:ti,ab,kw

(“electronic health records adoption”:ti,ab,kw OR “ehr adoption”:ti,ab,kw)
AND “clinical outcomes”:ti,ab,kw

(“electronic health records adoption”:ti,ab,kw OR “ehr adoption”:ti,ab,kw)
AND “clinical”:ti,ab,kw

350 (36)

0(0)

42 (4.3)

3(0.3)

104 (10.7)

Years: 2009-2019

N/A

Years: 2009-2019

Years: 2009-2019

Years: 2009-2019

303 (31.2)

0(0)

35 (3.6)

3(0.3)

95 (9.8)

8N/A: not applicable.
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Figurel. PRISMA (Preferred Reporting Itemsfor Systematic Reviews and Meta-Analyses) flow diagram [22]. EHR: electronic health record.
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Information from the reviewed articles (n=58) was analyzed to
ascertain how the value of EHRs is determined regarding
financial and clinical outcomesrelative to how they are defined
earlier in this paper. In addition, findings from this review of
the literature describe how EHR adoption affects each outcome
category.

Financial Outcomes

Of the 58 studies reviewed, 21 (36%) studies incorporated
segments that were coded under the “Vaue-Financial
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wereused in these studies, such as cost [26-29], revenue[28,29],
profit margins [8,27], reimbursement [30], and return on assets
[8]. These different financial outcome measures are described
and detailed in Table 2. Theincluded studies contained positive
(17/58, 81%), negative (4/58, 19%), and no (3/58, 14%)
association relationships between EHR adoption and financial
outcomes. Therewere overlapping positive and negative impacts
of EHR adoption on financial outcomesin some of thereviewed
studies.
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Study Journal or conference Study period or dataset  Objective Outcome measures Financia Clinica
(n=21) (n=54)

Adler-Milsteinet  Health ServicesRe-  AHA IT Supplement To examinetherelation-  Efficiency (measured by ¢ g
al [18] search Survey (2008-2011), ship between EHR adop-  theratio of a hospital’s

AHA Annual Survey tion and hospital out- total expendituresto ad-

(2009-2012), CMS? comes justed patient days), pro-

Hospital Compare data cess adherence, and pa-

set (2009-2012), and tient satisfaction

CMSEHR Incentive

Program Reports

Appari et al [31] TheAmericanJournal  Cross-sectional retrospec-  To determine whether Adverse event indicators O
of Managed Care tive stgdy, dataon hospi- y 7d systemsareassoci-  developed by AHRQ®

tal patient safety perfor-  gteq with better patient  (death among surgical
mance (2008-2010) COM- ety in acute care set-  patients with serious,
bined with IT systems  {jngg treatable complications;
data (2007; n=3002 non- collapsed lung that re-
federal acute care hospi- sults from medical treat-
tals) ment [iatrogenic pneu-
mothorax]; breathing
failure after surgery
[postoperative respiratory
failure]; blood clotsin
thelung or alarge vein
after surgery [postopera-
tive pulmonary embolism
or deep venous thrombo-
sis]; wounds that split
open after surgery [post-
operative wound dehis-
cence]; accidental cuts
and tears [accidental
puncture or laceration];
death after surgery to re-
pair aweakness in the
abdominal aorta[abdom-
inal aortic aneurysm
mortality rate]; and death
among patients with hip
fractures [hip fracture
mortality rate])

Baeet a [32] BioMed Central National Ambulatory To analyze theimpact of Duration measured in O
Health ServicesRe-  Medica Care Survey EHRson primary care  minutes of the face-to-
search (37,962 patient visitsto  physicians workloads  face encounter between

1470 primary care physi- physicians and patients

ciansfrom 2006 to 2009) (patient facetime) for di-
rect patient care during
the office visit and num-
ber of total patient office
visits per physician per
week (patient volume)

Behkami et al [33] Sudiesin Health Simulation of clinic-type To describe aframework Revenue O
Technology and Infor-  scenarios to capturethe  that allows decision-
matics dynamic nature of policy makersto efficiently

interventions that affect
the adoption of EHR

evaluate factors that af-
fect EHR adoption and
test financial incentives
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Study Journal or conference Study period or dataset  Objective Outcome measures Financia Clinical
(n=21) (n=54)
Bishopeta [34]  Health Affairs Interviews of medical Tounderstand how prima-  The convenience of ac- O
group leaders (n=21) ry care practices can use  cess, patient satisfaction,
who use electronic com-  electronic communica-  efficiency, safety and
munication with patients tion to manage clinical  quality of care, and
extensively and staff issues that are usually workload
from 6 of the groups managed during clinic
visits; determine per-
ceived advantages and
disadvantages of the
electronic communica-
tion programs for pa-
tients, physicians, and
practices; and determine
the barriers to and facili-
tators of theimplementa-
tion of the electronic
communication programs
Brown Jreta [29] Journal of Addiction Datacollected frompa- Toevauatetheimpactof Financia performance g
Medicine per patient charts (for an EMR system onthe ~ (révenue), quality (timeli-
preimplementation data) Opioid Agonist Treat- ness of medical assess-
and electronic patient ment Program ments), productivity
charts(for postimplemen- (clinicvisits), patient sat-
tation data); patients, isfaction, and risk man-
clinicians, and manage- agement (incident re-
ment stakehol ders partic- ports)
ipated in surveys
Bucher etal [35]  Journal of the Ameri-  c\S SCIPI measuring 10 @nalyze theimpact of - Hospital compliancewith o
can College of Sur- compliance rates; EHR adoption on hospi-  SCIP core measures
eons . tal compliancewith qual-
’ HI Ms.sh hospital EHR ity and I;))rocess meag.]res
adoption survey from
2006 to 2012
Burke et al [36] Journal of Innovation Notesof outpatientswith  To analyze the impact of HbA 1 values O
in Health Informatics type 2 diabetes analyzed EHR use on clinical
(n=537) for 5.5 years quality measures and
HbA ¢
Cheriff et a [37] International Journal Thepracticemanagement To describe the changes  Average monthly charge, g
of Medical Informat-  system used to extract inphysician productivity visit volume, and work-
ics physician productivity inan academic multispe- relative value units
data (n=203) cialty group because of
ambulatory EHR adop-
tion
Chiangeta [38]  Journal of American  Academic pediatric oph- To analyze theimpact of Clinical volume g
Association for Pedi- thalmology practicedata EHR implementation on
atric Ophthalmology ~ for the year 2006 (n=4  the volume and time for
and Srabismus faculty providers) pediatric ophthalmology
Chiangeta [39]  Transactions of the Outpatient clinical exam- To evaluate clinical vol-  Clinical volume, timere- g
American Ophthalmo-  inations (n=120,490) ume, time requirements,  quirements, and nature of
logical Society from faculty providers  and nature of clinica clinical documentation
(n=23) at an academic documentation related to
ophthalmology depart-  EHR implementation
ment analyzed for 3years
Choi et a [40] Journal of Medical Retrospective chartre-  To analyze the organiza-  Documentation of medi- O

Systems

view study—a conve-
nience sample of 60 to 80
chartsreviewed every

tional performance and
regulatory compliance
before and after imple-

month from (January 1, mentation of the Anesthe-
2006, to October 4,2009, sialnformation Manage-
n=3997; October 5,2009, ment System

to December 31, 2010,
n=984)

cation and patient status
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Study Journal or conference Study period or dataset  Objective Outcome measures Financia Clinical
(n=21) (n=54)
Collumet a [8] Healthcare Manage-  AHAl Annual survey To examine how EHR Profit marginsand return  J
ment Review (2007-2010), AHA IT adoption affects hospital  on assets
Supplement (2007-2010), financial performance
and CM S Medicare Cost
Reports (2007-2011)
Dandu et al [41] Clinical Orthopedics Datawerecollectedfrom Toevaluatetheimpact of Billing, outpatient vol- [ O
and Related Research  a combination of the EHRson provider produc-  ume, and surgical volume
Physician Compare data tivity, billing, and ortho-
set (2016), Meaningful ~ pedic surgery
UseEligible Professiona
public use files (2011-
2016), and Medicare Uti-
lization and Payment da-
ta sets (2012-2016)
Daniel et al [42] Academic Emergency Health planand electron-  To evaluate the use of Plan payment for ED en- 0O a
Medicine ic hospital datafroma  paper-based EHRinan  countersand ED LOS
large urban EDX ED onLOS and plan
(November 1,2004,t0  payments
March 31, 2005, n=1509
ED encounters compared
with September 1, 2005,
to February 17, 2006,
n=779 ED encounters)
Delly et a [43] Health Researchand Administrativeclaims ~ Toexaminewhether HIT  Incidence of obstetric O
Educational Trust datain Pennsylvania at nonhospital facilities  traumaand preventable
from 1998 to 2004 improves health out- complications; LOS
(n=491,832) comes and decreases re-
source use at hospitals
within the same network
and whether the effect of
HIT differs as providers
obtain more experience
with it
Edwardson et & Medical Care Re- Financial panel datafrom To examine the effect of ~ Average per-patient O
[44] search and Review thepediatric primary care  EHR adoption on charge charge, average per-pa-
network comprising 260 capture tient collections, and
providersacross42 prac- charge-to-collection ra-
tices (2008-2013) tios
Ehrlicheta [45]  AppliedClinical Infor- Survey responsesfrom  To comprehend and de-  Documentation quality, g
matics 32 ophthamologistsafter  scribe the perceptions of  workflow, and efficiency
implementation, 28 a 3  ophthalmologists during
months, 35 at 7 months, EHR implementation in
40 at 13 months, and 39  an academic department
at 24 monthsafter imple-  of ophthalmology
mentation (implementa-
tionin 2012)
Flatow et al [46] Applied Clinical Infor- Retrospective chartre-  To evaluate key quality ~ LOS, mortality, central g
matics view for al patientsad-  measures of asurgical line—associated blood-
mitted to the surgical in-  intensivecareunitfollow-  stream infection rates,
tensive care unit ing EHR implementation  clostridium difficile coli-
(n=3742; January 1, in atertiary hospital tis rates, readmission
2009, to December 31, rates, and number of
2010) coded diagnoses
Furukawaet d Journal of the Ameri- Data collected from Toevaluatetheimpact of ~Rate of adverse drug O
[47] canMedical Informat- Medicare Patient Safety  meaningful use capabili- events

ics Association

Monitoring System
(2010-2013) and HIMSS
Analytics database
(2008-2013)

ties on in-hospital ad-
verse drug events
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Study Journal or conference Study period or dataset  Objective Outcome measures Financia Clinical
(n=21) (n=54)
Han et al [48] American Journal of A prospective observa-  To determinethe effect  MICU mortality, hospital O
the Medical Sciences  tional study (n=797 pa= of EHRonMICU mortal- LOS, and medication er-
tients) at an urban teach- ity, hospital LOS, and rors
ing hospital from July medication errors
2010 to June 2011 inthe
Micu™
Hepp et al [17] Value in Health The decision-analytic To assess the cost-effec-  Costs (CPOE system a a
model was used to esti-  tiveness of CPOE inthe  costs, personnel costs,
mate the cost-effective-  reduction of medication  administrative costs, and
nessof CPOE"inamulti- €rorsand adversedrug  prescribing costs), finan-
disciplinary medical eventsin an ambulatory  cial incentives (Health
group for the years 2010 Setting Information Technology
t0 2014 (n=400 for Economic and Clini-
providers) cal Health meaningful
use incentives and pay-
for-performance incen-
tives), medication error
probability, and adverse
drug event probability
Herasevich et a Critical Care A prospective study at To design and test an Prevalence of acute lung d
[49] Medicine Mayo Clinic, Rochester, electronic algorithm that  injury
Minnesota (n=1159 pa-  includespatient character-
tients) from February 16, istics and ventilator set-
2008, to February 16, tings, alowing notifica-
2009 tion to bedside providers
about potentialy injuri-
ous ventilator settings to
improve the safety of
ventilator care and de-
creasetherisk of ventila-
tor-related lung injury
Hesselset al [50]  Online Journal of Data on 854,258 adult To examinetherelation- Prolonged LOS and pa- d
Nursing Informatics  patients discharged from  ship betweenthe EHR tient satisfaction
70 New Jersey hospitals  adoption stage, missed
and 7679 nursesworking nursing care, nursing
in those same hospitals  practice environment,
for the year 2006 and adverse outcomes
and satisfaction of pa-
tients who are hospital-
ized
Howley et a [51]  Journal of the Ameri- Compared practicepro-  To evaluate how EHR Reimbursement and a a
canMedical Informat-  ductivity and reimburse- implementation affects  practice productivity
ics Association ment of ambulatory prac- thefinancia performance (number of patient visits)
tices (n=30) for 2years  of ambulatory practices
after EHR implementa-
tiontotheir per-EHR im-
plementation baseline
Jones et a [52] American Journal of Databasewith 2021 hos- To analyze longitudinal  Composite measures of O
Managed Care pitals collected by link-  dataon EHR adoptionto hospital process quality
ing the AHA Annual eva uate the impact of for acute myocardial in-
Survey database, Hospi- new EHR adoption on farction, health failure,
tal Compare database, quality improvement and pneumonia
and HIMSS database for
the years 2004 and 2007
Katzer et al [53] Applied Clinical Infor-  Prehospital patient care  To describe whether im-  Mean physical exam O

matics

reports (n=154) at
Georgetown University's
student-run Emergency
Medical Servicesorgani-
zation

plementing an electronic
patient care report system
influenced improvement
in physical exam docu-
mentation

documentation
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Study Journal or conference Study period or dataset  Objective Outcome measures Financia Clinical
(n=21) (n=54)
Kritz et a [54] Journal of Evaluation Opioid treatment pro- Prospective, comparative Revenue, quality, produc- [ O
inClinical Practice  gramclinics(7 clinics)in  study using apre- and tivity, risk management,
New York State—paper  postimplementation de-  and satisfaction
patient chartsand elec-  sign to establish whether
tronic patient charts (to  EHR implementation
analyze pre- and postim-  yielded any improve-
plementation data), as-  ments
sessment meetings and
surveyswith patients, di-
rect care providers, and
supervisors or managers
Lam et d [55] BioMed Central Data from physicians To analyze the impact of  Patient volume per g
Health ServicesRe-  with practicesat theUni- EHR adoption on patient  provider
search versity of Washington visit volume at an aca-
Department of Ophthal-  demic ophthalmology
mology for the years department
2008 to 2012 (n=8 physi-
cians)
Limeta [28] Journal of American  Population-based, cross- To evaluate the adoption  Net revenuesand produc- [ O
Medical Association — sectiona study (n=348) rate and perceptionsof  tivity
Ophthal mology financial and clinical
outcomes of EHRs
among ophthalmologists
in the United States
Loveetd [3] Journal of American 2007 state-widesurvey  To characterizeand de-  Medical errors, quality of O
Medical Informatics  of Massachusetts physi-  scribe physicians’ atti- care, and physician satis-
Association cians (n=541) tudestoward EHR'spo-  faction
tential to cause new er-
rors, improve health care
quality, and change
physician satisfaction
Loweet a [56] Journal of Wound Os- Datawere collected from To evaluatetheimpact of Documentation of wound g

tomy Continence
Nurses Society

aregiona Veterans Af-
fairs database and com-
puterized patient medical
records for ayear after
implementation of the
EMR wound care tem-
plate (October 1, 2006,
to September 30, 2007)
and 2 yearsbeforethein-
tervention

a l-year intervention of
an EMR wound care
template on the complete-
ness of wound care docu-
mentation and medical
coding and compare re-
sultswith the preinterven-
tion period

care and documentation
of coding for diagnoses
and procedures
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Study Journal or conference Study period or dataset  Objective Outcome measures Financia Clinical
(n=21) (n=54)
McCulloughetal  Health Affairs AHA Annual Survey, To analyzetheimpact of Quality indicators: per- O
[57] HIMSS Analytics,and  HIT on the quality of centage of patients with
CMS Hospital Compare carein US hospitals heart failure given an-
database for the years giotensin-converting en-
2004 to 2007 (n=3401 zyme inhibitor or an-
nonfederal acutecareUS giotensin Il receptor
hospitals) blocker for left ventricu-
lar systolic dysfunction;
the percentage of smok-
erswith heart failure and
pneumoniawho were
given smoking cessation
advice; the percentage of
patients with pneumonia
assessed and given pneu-
mococca vaccination if
indicated; the percentage
of patientswith pneumo-
niawhose initial blood
cultureinthe ED preced-
ed their first dose of the
hospital-administered an-
tibiotics; and the percent-
age of patients with
pneumonia given the
most appropriate initial
antibiotic
McCulloughetal  Generating Evidence Manual review of thepa-  To analyze the quality Clinical quality mea- ad
[58] and Methods to im- per and electronic charts measure performancein  sures: antithrombotic
prove patient out- for 6007 patientsacross  small practices before therapy, BMI recorded,
comes) 35 small primary care and after EHR adoption  smoking status recorded,
practices smoking cessation inter-
vention offered, HbA ¢
testing and control,
cholesterol testing and
control, and BP° control
Mirani and ACM Transactionson “Dataand Reports’ and  To analyze theimpact of Theaveragecost of ancil- [ ad
Harpalani [27] Management Informa-  “Hospital Cost Report”  theMedicareEHRincen- lary services per patient,
tion Systems fromthe CMSwebsite tive program on acute profit margins, inpatient
for 2008 to 2010 care hospitals bed debts, outpatient bed
debts, and patient stay
durations
Mitchell et a [59] TheJournal of Rural AHA EHR adoption sur-  To investigate whether Percentage of hospitals ad
Health vey and CMS Hospital ~ thereisan association meeting quality require-
Compare data set for the  between clinical decision  ments and pneumonia
year 2009 support systemuseand  process composite scores
quality disparitiesin
pneumonia process indi-
cators between rural and
urban hospitals
Patterson et al [60] AppliedClinical Infor- Dataused fromthe AHA  To compare 30 daysal- 30-day all-causereadmis- ad

matics

Health IT survey and
Medicare Part A claims
(n=52,048 Medicare ben-
eficiaries discharged for
heart failure anytime
during the calendar year
2008)

cause readmission rates
for Medicare patients
with health failure dis-
charged from hospitals
with fully implemented
comprehensive EHR vs
without it

sion rates
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Study Journal or conference  Study period or dataset  Objective Outcome measures Financial Clinical
(n=54)
Persell et al [61] Medical Care Timeseriesanalysisata Toimplementand ana=  Quality measurespertain- O
largeinternal medicine  lyzeamultifaceted quali- ing to coronary heart dis-
practicefrom February 1, ty improvementinterven- ease, health failure, dia-
2007, to February 1, tion using EHRs astools betes mellitus, and pre-
2009 (n=12,299 patients  for improving perfor- vention
dligible at the beginning mance
of the intervention)
Radley eta [62]  Journal of American  Systematic literaturere- To analyze the adoption  Likelihood of medication g
Medical Informatics  view and random-effects of CPOE systemson the errors
Association meta-anaytictechniques, reduction in medication
American Society of errorsin hospitals
Health System Pharma-
cists Annual survey
(2007), AHA Annuad
Survey (2007), and AHA
EHR Adoption Database
supplement (2008)
Rao et al [63] Journal of American  Mailed surveystoana-  To analyzevariationin  Physician perceptions of g
Medical Informatics  tionally representative  the adoption of EHR quality of clinical deci-
Association random sampleof practic- functionalities and their  sion, quality of communi-
ing physiciansfromthe  use patterns, barriersto  cation with patients and
Physician Masterfileof ~ adoption, and perceived  other providers, delivery
the American Medica benefits by physician of preventive or chronic
Association (n=2769) practice size care that met the guide-
lines, avoiding medica-
tion errors and prescrip-
tion refills
Risko et al [64] Healthcare Patient processing met-  To analyze theimpact of  Patient workup timesand g
rics(n=374 observations) EHR implementationon LOS
were collected for ED ED physician efficiency
physicians (34 physi- and patient throughput
cians) at 2 hospitalsfor 7
months before and 10
months after EHR imple-
mentation
Ryan et a [65] Medical Care Data collected from 143 Toanayzewhether EHR Quality of care was ana- g
practiceswith EHRim-  implementation and lyzed from 8 separatein-
plementation (2009- complementary interven-  dicators; 4 cardiovascular
2011) tions, such asclinical de-  measures (smoking cessa
cision support, technical  tion intervention, BP
assistance, and financial  control, cholesterol con-
incentives improved, the trol, and aspirin or an-
quality of care provided tithrombotic treatment)
and 4 additiond clinical-
ly important measures
(BMI measurement,
HDbA 1. control, pneumo-
coccal vaccine, and asth-
ma control)
Schreiber and Sha-  Journal of Innovation Data collected from a To evaluate whether an LOS and cost measured O
ha[66] in Health Informatics community hospital for  increasein adoptionof by LOS
5 years after CPOE CPOE leadsto adecrease
adoption inLOS
Scott et a [67] The Journal of Bone  Datacollectedfroman  Toevaluatetheimpact of Labor cost, documenta- g

and Joint Surgery

outpatient adult recon-
struction clinic (n=143
patients) before imple-
menting the hospital sys-
tem—wide EMR system
and 2 months, 6 months,
and 2 years after imple-
mentation

EMR implementation us-
ing advanced cost-ac-
counting methods on or-
thopedic surgeonsin an
outpatient setting

tion time for providers,
and time spent interact-
ing with patients
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Study Journal or conference Study period or dataset  Objective Outcome measures Financia Clinical
(n=21) (n=54)
Shen et al [68] International Journal Nationa Inpatient Sam-  To examine how EHR Cost of carefor the 8 g O
of Healthcare Technol- pleand AHA EHRimple- adoption affectedthecost quality indicators(cardio-
ogy and Management mentation survey for the of careand quality out-  vascular and cerebrovas-
year 2009 comesinanacutecare  cular) and quality indica-
hospital setting torsfor 5 cardiovascular
and 3 cerebrovascular
conditions and proce-
dures
Silow-Carroll et a  IssueBrief (Common- Interviewswithindividu- To analyze the experi- Communication among O
[69] wealth Fund) asinthe 9 hospitalsthat ence of 9 hospitalsinus- providers, care coordina-
implemented acompre-  ing EHR to improve tion, patient engagement,
hensive EHR system quality and efficiency and medical errors
Singh et a [70] Journal of American  Retrospective case-con-  To evaluatetheimpact of Net revenue, revenueto [ O
Medical Association  trol study comparing the EHR systemimplementa= volumerratio, capital and
Ophthalmology pre- (n=13,969 patient  tion from clinical and implementation costs,
encounters) and post- economic perspectivesat  EHR incentive payments
EHR (n=14,191 patient  alarge multidisciplinary received, patient volume,
encounters) implementa-  ophthalmic practice diagnostic and procedure
tion periods at an eyein- volume, and coding vol-
stitute umes
Sockolow et al Applied Clinical Infor-  Pre- and postobservation-  To compare workflows,  Number of daysrequired O O
[30] matics a mixed methods study, financia billing, and pa-  to create afinancial reim-
Philadel phia-based tient outcomes before bursement bill, productiv-
homecare agency with and after implementation ity, behavioral outcomes,
137 clinicians—datain-  to analyze the effect of a and clinicians' percep-
cluded clinician EHR homecare point of care  tions of patient safety
documentation comple- EHR
tion, EHR use data,
Medicare billing data, an
EHR Nurse Satisfaction
survey, clinician observa-
tions, clinician inter-
views, and patient out-
comes
Thirukumaranetal Health ServicesRe-  Datacollected fromthe  To evaluate the effect of ~ SCIP scores O
[71] search SCIP Core Measuredata EHR placement on SCIP
set fromthe CMSHospi- measuresin atertiary
tal Inpatient Quality Re-  care teaching hospital
porting (n=1816) pro-
gram (March 2010 to
February 2012)
Tidwell eta [72] Obstetricsand Gyne- Datacollected froman  To evaluate whether a Net profit, daysin ac- g g
cology obstetrics and gynecolo-  low-cost electronic prac-  counts receivables, pa-
gy practice comprising 6 tice management system  tient visits, no-show rate,
physicians and 6 mid- (EHR) canimprove care and quality data gather-
wiveswith 150 daily vis-  coordination and finan-  ing
its cial measures
Varpio et a [73] Medical Education A 2-phaselongitudina  Toevaluatetheimpact of Clinician experiencewas ad

study; data collected
through field observa-
tions (146 hourswith 300
providers, 22 patients,
and 32 patient family
members), think-aloud
(n=13) and think-after
(n=11) sessions, inter-
views (n=39) and docu-
ment retrieval (n=392)

adopting EHR on clini-
cian experience

measured in terms of
cognitiveworkload, clin-
ical reasoning support
mechanisms, and know!-
edge about the patient
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Study Journal or conference Study period or dataset  Objective Outcome measures Financia Clinical
(n=21) (n=54)
Walker-Czyzeta Journal of Nursing Datafor aquantitative,  To evaluate how aninte- Cost (nursehoursper pa- O O
[74] Administration retrospective analysis grated EHR innovation  tient day, nurse turnover,
collected from urban adoption affects cost, and nurse overtime),
hospitals (431 beds) with  nurse satisfaction, and quality nursing care out-
10 medical-surgical units nursing care delivered in - comes (hospital-acquired
and 2 critical careunits  terms of quality falls and pressure ulcers,
ventilator-associated
pneumonia, central
line—associated blood-
stream infections, and
catheter-associated uri-
nary tract infections)
Wang et a [75] Preventing Chronic ~ Clinical quality measure To analyze how clinical 4 key quality measures: O
Disease performancedatacollect- quality measuresforinde-  antithrombotic therapy,
ed from 151 primary care  pendent primary care BP control, HbA ;¢ test-
practicesthat implement-  practicesimproveasa  ing, and smoking cessa-
ed EHR (October 2009  result of EHR use and tion intervention
to October 2011) technical support from a
local public health agen-
cy
Wang et al [26] International Journal Definitive health careda- To evaluate how HIT ex- Returnon assets, produc- [ O
of Accounting Informa-  ta set for hospital-level  pensesand intermediate tivity ([net revenue, 1
tion Systems datafor theyears2011to businessprocessesaffect million]), and number of
2016 (n=3266 observa-  hospital financial perfor- staff beds)
tions) mance and productivity
Xiao et a [76] PerspectivesinHealth Chartswerereviewedto  To describehow electron-  Note completion and g
Information Manage- collect datafrom alarge ic charting implementa-  documentation of medica-
ment tertiary public medical tioninalargepublicout- tion
center (3 years before patient clinic improves
and 3 years after EHR clinical documentation
implementation in July
2009)
Yeung [16] International Journal 433 local health depart-  To determinetheimpact The health of a popula- O
of Medical Informat- ments’ population-based  of the adoption of EHR  tion at the county level,
ics datafor 433 counties and healthinformation ~ asmeasured by health
exchange changes by lo-  outcomes such asprema-
cal hedlth departmentson  ture death and health-re-
population health lated quality of life
Wani and Malhotra Journal of Operations Acute care hospitalsin ~ To analyze theimpact of LOS and readmission O
[77] Management Cadlifornia EHR adoptioninterms  rates

of full adoption vs mean-
ingful assimilation on
clinical outcomes
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Study Journal or conference Study period or dataset  Objective Outcome measures Financia Clinical
(n=21) (n=54)
Zhou et a [78] Journal of the Ameri- To evaluate the extent of Quality measuresareag- Quality measuresaggre- [

EHR use and how the
quality of care delivered
in ambulatory care prac-
tices varied according to
the duration of EHR
availability

can Medical Informat-
ics Association

gregated into 6 clinical
categories (asthma care,
behavioral and mental
health, cancer screening,
diabetes care, well-child
and adol escent visits, and
women'’s health screen-

ings)

gated into 6 clinical cate-
gories (asthma care, be-
havioral and mental
health, cancer screening,
diabetes care, well child
and adolescent visit,
women'’s health screen-

ings)

3EHR: electronic health record.

BCMS: Centers for Medicare and Medicaid Services.

0: indicates that the outcome was discussed in the studly.
9HIT: health IT.

€AHRQ: Agency for Healthcare Research and Quality.
FEMR: electronic medical record.

9SCIP: Surgical Care Improvement Project.

PHIMSS: Healthcare Information and Management Systems Society.
iHbAlc: hemoglobin A .

IAHA: American Hospital Association.

KED: emergency department.

ILos: length of stay.

™M ICU: medical intensive care unit.

"CPOE: certified provider order entry.

OBP: blood pressure.

Most of the studiesincluded in thisreview of the literature had
financial outcome measures that demonstrated some form of
improvement. One of the studies reported that costs that
increased during the implementation period were equivalent to
the preimplementation level after 6 months[67]. Hepp et al [17]
found that the certified physician order entry (CPOE) system
(part of the EHR system) generated lower costs in addition to
improving medication safety. A few other studiesa so confirmed
that patientsin facilitieswith EHR systemsincurred lower costs
than those in facilities without an EHR system [54,68,69].

In terms of mixed financial outcomes, the analysis of
Adler-Milstein et a [18] exhibited that greater EHR adoption
did not improve financial efficiency (measured by the ratio of
a hospital’s total expenditures to adjusted patient days) for
nonfederal acute care hospitals immediately after the adoption
of EHR; however, the results from this study reported
improvements in financia efficiency for the years 2010 and
2011 compared with the years 2008 and 2009 [18].

Regarding the reimbursement measure, EHR systems were
thought to be responsible for significant improvements in the
timeliness of clinicad documentation and billing for
reimbursement [30,41,76]. The analysis of Cheriff et a [37]
documented that physicians who adopted EHRs in a large
academic multispeciaty physician group captured higher
average monthly chargesthan before the use of EHRs. Similarly,
another study reported that the introduction of EHRs was
associated with an increase in average per-patient charge and
an increase in average per-patient collection [44].

In terms of revenues, profit margins, and return on assets,
revenues were reported to have increased in conjunction with

https://medinform.jmir.org/2022/9/e€37283

EHR adoption [29,51]. A few studies reported improved
financial performance concerning savings [42], net profit, and
days in account receivables [72] as a result of EHR adoption.
One of the studies examined the association among HIT
expenses, hospital financial performance, and productivity, with
EHR adoption being an intermediate variable. This study
indicated a direct and positive association between HIT
investment and positive financial performance regarding return
on assets [26].

By contrast, a set of results from a survey of ophthalmologists
indicated increasing costs and decreasing revenue and
productivity with the adoption of EHRs[28]. Other studies have
similarly reported findings in terms of a decrease in revenue
[54,70] and anincreasein cost [29] asaresult of EHR adoption.
Dandu et a [41] did not provide any statistically significant
evidence to report a direct association between EHR adoption
and higher-level hilling [41]. Similarly, Mirani and Harpalani
[27] did not provide any statistically significant evidence to
report a direct association between EHR adoption and revenue.
Findings from Collum et a [8] suggested that aterationsin the
level of EHR adoption were not related to increasesin revenue
and the reduction of operating margins.

Clinical Outcomes

Of the 58 reviewed studies, 55 (95%) contained segments that
were coded under the category of “Value-Clinical Outcomes.”
The differing measures for clinical outcomes in these studies
were productivity [26,28,30], workflow inefficiency, medical
errors, patient safety [3], patient satisfaction, clinical volume,
readmission rates, patient LOS [27], and quality indicators at
the individual patient level. The different measures of clinical
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outcomes are listed and described in depth in Table 2. The
studies detailed both positive (33/58, 57%), negative (16/58,
28%), and no (7/58, 12%) association relationships between
EHR adoption and clinical outcomes. Similar to financia
outcomes, an overlap of both positive and negative impacts
pertaining to EHR adoption on clinical outcomes was observed
in some of the studies.

Most of the clinical outcome measures involved in this review
exhibited some form of improvement. The Hessels et a [50]
study reported a statistically significant association between
EHR adoption and LOS. A significant reduction of LOS in
emergency departments [42] and medical errors in emergency
and critical care departments[48,49], aswell asinpatient acute
care settings [62], were indicated as a result of EHR adoption.
Therising and falling CPOE rates were also determined to be
in correlation with the increase and decrease in LOS [66].

In connection with workflow efficiency and productivity, EHR
use was reportedly helpful in improving the promptness of
clinica documentation [30], enhancing productivity and
efficiency in the workloads of primary care physicians [32],
and increasing productivity [37]. Furthermore, EHR wasfound
to beresponsible for an increase in patient visits (which results
in increased revenue), a decrease in no-show rates (also
increasing revenue), and improved care coordination [72]. There
was dtatistically significant progress in terms of completion
rates of assessments [29,54], better documentation of
medication, patients' vital signs and pain scores [40], and
improved clinical documentation [53,56,76] asaresult of EHR
adoption.

For the category of patient satisfaction, physicians recognized
electronic communication permitted through EHR as a secure
and efficient way of communicating with patients, resulting in
improvements in patient satisfaction [34]. A study discovered
evidence that higher levels of EHR adoption were positively
associated with performance and patient satisfaction. This study
detected improvements in performance and patient satisfaction
for the years 2010 and 2011 compared with the years 2008 and
2009 [18].

With regard to patient safety and medical errors, surgical IT
systems (asasubset of EHR systems) positively affected levels
of patient safety, compliance, and quality and process measures
for patients undergoing surgical proceduresin hospitals[31,35].
Outside of surgical IT systems, clinical decision support has
also been shown to address other areas of patient safety [59].
For example, adverse drug events decreased by 20% [47], and
CPOE was reported to provide exceptional value by improving
medication safety in a cost-effective manner [17].

Indicators of quality at theindividual patient level, such asrates
of antithrombotic therapy and nicotine use documentation,
increased immediately following EHR adoption [58]. Similarly,
another study reported improvements in antibiotic therapy,
blood pressure control, hemoglobin A, testing, and smoking

cessation interventions because of EHR systems[75].

In contrast, for productivity and workload efficiency, the results
of a survey indicated that physicians perceived that EHR
adoption harmed productivity and increased their workload
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[28,34,45]. EHR implementation was reportedly associated with
increased documentation effort and time, with little to no
increasein clinical volume and littleto no or perhaps anegative
impact on clinical and surgical volume [38,39,41]. Increased
documentation time because of EHR adoption resulted in a
decrease in the time spent reviewing patient records and
performing physical examinations [67]. The results from one
of the studies did not identify any differences in productivity
(total visit volume) resulting from EHR adoption [ 70]; however,
3% (2/58) of other studies detailed a decrease in productivity
immediately following the adoption of EHR [51,64]. Another
exampleincludes significant and consistent decreasesin patient
volume spanning 4 years after EHR adoption in an academic
outpatient ophthalmology practice[55]. EHR systemswere said
to increase the number of missed assessments, decrease the
timely completion rate of assessments, and negatively affect
the productivity of clinicians [54]. A study reported that
physicians were mostly checking boxes to complete the EHR
data process instead of developing or using investigative
strategies, which are common among diagnosticians [ 73].

Considering the patient satisfaction, quality, safety, LOS, and
readmission rate perspectives, EHR useresulted in lower patient
satisfaction [79] and quality of care [71] for a few years
following the adoption of EHRs. In addition, EHR use was
associated with an increase in hospital-acquired conditions
during EHR implementation [74]. No relationship was found
to exist between practice size and the impact of EHR on the
quality of patient care from the perspectives of physicians[63].
Some studies reported no association between EHR adoption
and improvement in the quality of care provided [36,52,68,78],
readmission rates [60], and LOS [48]. Findings from another
study that examined physician perceptions of EHRSs indicated
that physicians believed that EHRs could create new
opportunities for error [3].

The Intersection of Financial and Clinical Outcomes

Having reported on studies that examined financial and clinical
outcomes as individual factors, we now report on studies that
examined both financial and clinical outcomes.

Overall, 9% (5/58) of studies surveyed for this review of the
literature reported on the intersection of financial and clinical
outcomes. To further investigate this intersection, the category
“Value-Intersection of Financia and Clinical Outcomes’ was
generated. Furthermore, 80% (4/5) of these studies specified a
positive association between EHR adoption and financial and
clinical outcomes.

In terms of the financial outcomes, hospitals that had adopted
EHR selectively increased the efficiency of their turnover rate
of Medicare patients to receive higher MU incentives [27].
These findings point toward the impact of EHR adoption on a
patient’s stay duration on average (clinical outcome), which, in
turn, affects their compensation because of the loss of patient
days (financial outcome) from CMS. EHR adoption was
associated with enabling the prioritization of improvementsin
clinical documentation time to improve agency cash flow [30].
EHR use was thought to contribute to shortened emergency
department LOS, which led to a positive impact in terms of
CMS compensation [42]. Similarly, CPOE, a subset of EHR,
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was said to be an independent factor in the impact of LOS;
therefore, it indirectly contributed to lower costs [66]. By
contrast, 20% (1/5) of the studies reported that EHR adoption
required a learning period, where increased medical assistant
time, patient time, and physician documentation time incurred
additional costs [67].

Discussion

Principal Findings

The primary goal of this literature review was to substantiate
how EHR value is described concerning 2 different outcome
categories, financial and clinical outcomes, and to further the
exploration of the impact of EHR adoption on these 2 outcome
categories. Subsequently, this review incorporated studies that
described relationships between EHR adoption along with
financial and clinical outcomeswith apriori categories (financia
outcomes and clinical outcomes) and with an additiona category
that included theintersection of financial and clinical outcomes.
Thisreview of the literature included atotal of 58 studies.

Overdll, 76% (16/21) of the studies that discussed the financial
outcomes of EHR adoption presented a positive relationship
between EHR adoption and financial outcomes. These studies
observed changesin financial outcomesin termsof profit ratios,
costs, revenues, reimbursements, and return on assets. Consistent
with the literature, value realization, especialy in terms of
financial outcomes, islagging asit involvesalarge upfront cost
[18].

Regarding clinical outcomes, 76% (35/58) of the studies that
examined the clinical outcomes of EHR adoption indicated a
positive relationship between EHR adoption and clinica
outcomes in terms of LOS, readmission rates, patient
satisfaction, medical errors, patient safety, user productivity,
and quality indicators at individual patient levels. Similar to
financia outcomes, vauerealization regarding clinical outcomes
also improved over time. For instance, clinical outcome
measures such as rates of hemoglobin A, testing, recorded
BMI, and cholesterol testing decreased before rebounding,
following the adoption of EHR [57].

Of the 58 studiesin thisreview of the literature, 5 (9%) studies
highlighted the intersection of financial and clinical outcomes.
EHR adoption alowed for improvements in clinica
documentation time and LOS and sequentially reduced overall
costsand improved reimbursement [27,30,42,66]. EHR adoption
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was aso responsible for an increase in personnel costs in
association with the new technology’s initial steep learning
curve [67]. Overall, these studies indicated interdependence
between financial and clinical outcomes, in essence, how one
was associated with the other in some form.

This review of the literature discovered some studies with
contradictory findings. For example, financial outcomes such
as profit margins, return on assets, and costs were some of the
measuresthat reported contradictory findings. A potential reason
could be that the studies that reported an inverse relationship
reviewed these measures right after the adoption, as opposed
to studies that reported it after a longer period. Organizational
performance measures such asreturn on assets, ROI, and return
on equity could be examined to explore the cyclical relationship
between IT inputs and productivity [80]. Future research may
be required to investigate the trajectory and extent of the
relationship between IT investments and reinvestments, such
as EHR adoption or readoption, and clinical outcomesto further
expand upon this question.

Limitations

The comprehensive findings of this literature review should be
considered along with the limitations. Concerning the searched
databases, PubMed, Scopus, and Embase—the primary health
services and HIT databases—were used. It is possible that
studies on the value of EHRs were published outside of
health-focused journals and if so, may not have been included
in this literature review. Another limitation of this review
involvesthe keywords used in the selection criteriaof thearticle
search process. It is possible that the used keywords were not
exhaustive, and studies could have been overlooked. Finally,
this review included English-only studies that were conducted
inthe United States. It ispossiblethat other countrieswith EHRs
may have had an experientia understanding that could have
contributed to this review. To mitigate bias, manual screening
of al the references of included studies was conducted.

Conclusions

This review of the literature reports on the individual and
collective value of EHRsfrom afinancial and clinical outcomes
perspective. The collective perspective examined theintersection
of financial and clinical outcomes, suggesting areversal of the
current understanding of how IT investments could generate
productivity improvements, and prompted a new question to be
asked about whether an increasein productivity could potentially
lead to more IT investments.

References

1.  Electronic Health Records. Healthcare Information and Management Systems Society. 2011. URL : https.//www.himss.org/

library/ehr [accessed 2022-09-12]

2. Garrett P, Seidman J. EMR vs EHR —What is the Difference? Health IT Buzz. 2011 Jan 4. URL : https.//www.healthit.gov/
buzz-bl og/el ectronic-heal th-and-medi cal -records/emr-vs-ehr-difference [ accessed 2022-09-12]

https://medinform.jmir.org/2022/9/e€37283

JMIR Med Inform 2022 | vol. 10 | iss. 9 |[e37283 | p.94
(page number not for citation purposes)


https://www.himss.org/library/ehr
https://www.himss.org/library/ehr
https://www.healthit.gov/buzz-blog/electronic-health-and-medical-records/emr-vs-ehr-difference
https://www.healthit.gov/buzz-blog/electronic-health-and-medical-records/emr-vs-ehr-difference
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Modi & Feldman

3.

10.

11.

12.
13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.
26.

Love JS, Wright A, Simon SR, Jenter CA, Soran CS, Volk LA, et al. Are physicians' perceptions of healthcare quality and
practice satisfaction affected by errors associated with electronic health record use? JAm Med Inform Assoc
2012;19(4):610-614 [FREE Full text] [doi: 10.1136/amiajnl-2011-000544] [Medline: 22199017]

Redd TK, Read-Brown S, Choi D, Yackel TR, Tu DC, Chiang MF. Electronic health record impact on productivity and
efficiency in an academic pediatric ophthalmology practice. JAAPOS 2014 Dec;18(6):584-589 [FREE Full text] [doi:
10.1016/j.jaapos.2014.08.002] [Medline: 25456030]

McAlearney AS, Sieck C, Hefner J, Robbins J, Huerta TR. Facilitating ambulatory electronic health record system
implementation: evidence from a qualitative study. Biomed Res Int 2013;2013:629574 [FREE Full text] [doi:
10.1155/2013/629574] [Medline: 24228257]

Adler-Milstein J, Green CE, Bates DW. A survey analysis suggests that electronic health records will yield revenue gains
for some practices and losses for many. Health Aff (Millwood) 2013 Mar;32(3):562-570. [doi: 10.1377/hlthaff.2012.0306]
[Medline: 23459736]

Medicare and Medicaid Promoting Interoperability Program Basics. Centers for Medicare & Medicaid Services. 2018.
URL: https://www.cms.gov [accessed 2019-01-16]

Collum TH, Menachemi N, Sen B. Does electronic health record use improve hospital financial performance? Evidence
from panel data. Health Care Manage Rev 2016;41(3):267-274. [doi: 10.1097/HM R.0000000000000068] [Medline:
26052785]

Jang Y, LortieMA, Sanche S. Return on investment in el ectronic health recordsin primary care practices: amixed-methods
study. IMIR Med Inform 2014 Sep 29;2(2):€25 [EREE Full text] [doi: 10.2196/medinform.3631] [Medline: 25600508]
Pine R, Tart K. Return on investment: benefits and challenges of baccal aureate nurse residency program. Nurs Econ
2007;25(1):13-19. [Medline: 17402673]

Peterson LT, Ford EW, Eberhardt J, Huerta TR, Menachemi N. Assessing differences between physicians realized and
anticipated gains from electronic health record adoption. JMed Syst 2011 Apr;35(2):151-161. [doi:
10.1007/s10916-009-9352-7] [Medline: 20703574]

value definition. Oxford Dictionary. 2019. URL : https://en.oxforddictionaries.com/definition/val ue [accessed 2019-01-16]
Payne TH, Bates DW, Berner ES, Bernstam EV, Covvey HD, Frisse ME, et al. Healthcare information technology and
economics. JAm Med Inform Assoc 2013;20(2):212-217 [FREE Full text] [doi: 10.1136/amiagjnl-2012-000821] [Medline:
22781191]

Feldman SS, Horan TA. Collaboration in electronic medical evidence devel opment: a case study of the Social Security
Administration's MEGAHIT System. Int JMed Inform 2011 Aug;80(8):€127-e140. [doi: 10.1016/j.ijmedinf.2011.01.012]
[Medline: 21333588]

Riskin L, Koppel R, Riskin D. Re-examining health IT policy: what will it take to derive value from our investment? JAm
Med Inform Assoc 2015 Mar;22(2):459-464. [doi: 10.1136/amiajnl-2014-003065] [Medline: 25326600]

Yeung T. Local health department adoption of electronic health records and health information exchanges and its impact
on population health. Int JMed Inform 2019 Aug;128:1-6. [doi: 10.1016/j.ijmedinf.2019.04.011] [Medline: 31160006]
Hepp Z, Forrester SH, Roth J, Wirtz HS, Devine EB. Cost-effectiveness of a computerized provider order entry systemin
improving medication safety: a case study in ambulatory care. Value Health 2013 May 1;16(3):A205-A206. [doi:
10.1016/j.jval.2013.03.1038]

Adler-Milstein J, Everson J, Lee SD. EHR adoption and hospital performance: time-related effects. Health Serv Res 2015
Dec;50(6):1751-1771 [FREE Full text] [doi: 10.1111/1475-6773.12406] [Medline: 26473506]

Shah GH, Leider JP, Castrucci BC, Williams KS, Luo H. Characteristics of local health departments associated with
implementation of el ectronic health records and other informatics systems. Public Health Rep 2016;131(2):272-282 [FREE
Full text] [doi: 10.1177/003335491613100211] [Medline: 26957662]

World Health Organization. 2019. URL : https.//www.who.int/en/ [accessed 2022-09-12]

Velentgas P, Dreyer NA, Nourjah P, Smith SR, Torchia MM. Developing a Protocol for Observational Comparative
Effectiveness Research: A User's Guide. Rockville, MD, USA: Agency for Healthcare Research and Quality; 2013.
Liberati A, Altman DG, Tetzlaff J, Mulrow C, Ggtzsche PC, loannidis JP, et al. The PRISMA statement for reporting
systematic reviews and meta-analyses of studies that evaluate health care interventions. explanation and elaboration. PL0S
Med 2009 Jul 21;6(7):€1000100 [FREE Full text] [doi: 10.1371/journal.pmed.1000100] [Medline: 19621070]

Fond G, Hamdani N, Kapczinski F, Boukouaci W, Drancourt N, Dargel A, et al. Effectiveness and tolerance of
anti-inflammatory drugs add-on therapy in major mental disorders: a systematic qualitative review. Acta Psychiatr Scand
2014 Mar;129(3):163-179. [doi: 10.1111/acps.12211] [Medline: 24215721]

Pichler G, Cheung PY, Aziz K, Urlesberger B, Schmolzer GM. How to monitor the brain during immediate neonatal
transition and resuscitation? A systematic qualitative review of the literature. Neonatology 2014;105(3):205-210 [FREE
Full text] [doi: 10.1159/000357162] [Medline: 24481411]

Friese S. Qualitative Data Analysiswith ATLAS.ti. 2nd edition. Thousand Oaks, CA, USA: Sage Publications; 2014.
Wang T, Wang Y, McLeod A. Do health information technology investments impact hospital financial performance and
productivity? Int J Account Inf Syst 2018 Mar;28:1-13. [doi: 10.1016/j.accinf.2017.12.002]

https://medinform.jmir.org/2022/9/e€37283 JMIR Med Inform 2022 | vol. 10 | iss. 9 |[e37283 | p.95

(page number not for citation purposes)


https://europepmc.org/abstract/MED/22199017
http://dx.doi.org/10.1136/amiajnl-2011-000544
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22199017&dopt=Abstract
https://europepmc.org/abstract/MED/25456030
http://dx.doi.org/10.1016/j.jaapos.2014.08.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25456030&dopt=Abstract
https://doi.org/10.1155/2013/629574
http://dx.doi.org/10.1155/2013/629574
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24228257&dopt=Abstract
http://dx.doi.org/10.1377/hlthaff.2012.0306
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23459736&dopt=Abstract
https://www.cms.gov
http://dx.doi.org/10.1097/HMR.0000000000000068
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26052785&dopt=Abstract
https://medinform.jmir.org/2014/2/e25/
http://dx.doi.org/10.2196/medinform.3631
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25600508&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17402673&dopt=Abstract
http://dx.doi.org/10.1007/s10916-009-9352-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20703574&dopt=Abstract
https://en.oxforddictionaries.com/definition/value
https://europepmc.org/abstract/MED/22781191
http://dx.doi.org/10.1136/amiajnl-2012-000821
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22781191&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2011.01.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21333588&dopt=Abstract
http://dx.doi.org/10.1136/amiajnl-2014-003065
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25326600&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2019.04.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31160006&dopt=Abstract
http://dx.doi.org/10.1016/j.jval.2013.03.1038
https://europepmc.org/abstract/MED/26473506
http://dx.doi.org/10.1111/1475-6773.12406
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26473506&dopt=Abstract
https://europepmc.org/abstract/MED/26957662
https://europepmc.org/abstract/MED/26957662
http://dx.doi.org/10.1177/003335491613100211
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26957662&dopt=Abstract
https://www.who.int/en/
https://dx.plos.org/10.1371/journal.pmed.1000100
http://dx.doi.org/10.1371/journal.pmed.1000100
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19621070&dopt=Abstract
http://dx.doi.org/10.1111/acps.12211
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24215721&dopt=Abstract
https://www.karger.com?DOI=10.1159/000357162
https://www.karger.com?DOI=10.1159/000357162
http://dx.doi.org/10.1159/000357162
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24481411&dopt=Abstract
http://dx.doi.org/10.1016/j.accinf.2017.12.002
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Modi & Feldman

27.

28.

29.

30.

31.

32.

33.

35.

36.

37.

38.

39.

40.

41.

42.

43.

45,

46.

47.

48.

Mirani R, Harpalani A. Business benefits or incentive maximization? Impacts of the medicare EHR incentive program at
acute care hospitals. ACM Trans Manage Inf Syst 2013 Dec;4(4):1-19. [doi: 10.1145/2543900]

Lim MC, Boland MV, McCannel CA, Saini A, Chiang MF, Epley KD, et al. Adoption of electronic health records and
perceptions of financial and clinical outcomes among ophthalmologistsin the United States. JAMA Ophthalmol 2018 Feb
01,136(2):164-170 [FREE Full text] [doi: 10.1001/jamaophthalmol.2017.5978] [Medline: 29285542]

Brown Jr LS, Kritz S, Lin M, Zavala R. Evaluation of an electronic medical record system at an opioid agonist treatment
program. JAddict Med 2014;8(2):96-101 [ FREE Full text] [doi: 10.1097/ADM.0000000000000018] [Medline: 24562402]
Sockolow PS, BowlesKH, Adelsberger MC, ChittamsJL, Liao C. Impact of homecare el ectronic health record on timeliness
of clinical documentation, reimbursement, and patient outcomes. Appl Clin Inform 2014 Apr 30;5(2):445-462 [ FREE Full
text] [doi: 10.4338/ACI-2013-12-RA-0106] [Medline: 25024760]

Appari A, Johnson EM, Anthony DL. Information technology and hospital patient safety: a cross-sectional study of US
acute care hospitals. Am JManag Care 2014 Nov;20(11 Spec No. 17):eSP39-eSP47 [ FREE Full text] [Medline: 25811818]
Bae J, Encinosa WE. National estimates of theimpact of electronic health records on the workload of primary care physicians.
BMC Health Serv Res 2016 May 10;16:172 [FREE Full text] [doi: 10.1186/s12913-016-1422-6] [Medline: 27160147]
Behkami NA, Dorr DA, Morrice S. A business case for HIT adoption: effects of "meaningful use" EHR financial incentives
on clinic revenue. Stud Health Technol Inform 2010;160(Pt 1):779-783 [FREE Full text] [Medline: 20841792]

Bishop TF, PressMJ, Mendel sohn JL, Casalino L P. Electronic communication improves access, but barriersto itswidespread
adoption remain. Health Aff (Millwood) 2013 Aug;32(8):1361-1367 [FREE Full text] [doi: 10.1377/hithaff.2012.1151]
[Medline: 23918479]

Bucher BT, Swords DS, Robinson J, Jackson GP, Finlayson SR. Advanced electronic health record adoption improves
hospital compliance with surgical careimprovement project core measures. JAm Coll Surgeons 2016 Oct;223(4):€33. [doi:
10.1016/j.jamcollsurg.2016.08.088]

Burke HB, Becher DA, Hoang A, Gimbel RW. The adoption of an electronic health record did not improve Alc valuesin
type 2 diabetes. J Innov Health Inform 2016 Apr 15;23(1):144 [EREE Full text] [doi: 10.14236/jhi.v23i1.144] [Medline:
27348484]

Cheriff AD, Kapur AG, Qiu M, Cole CL. Physician productivity and the ambulatory EHR in alarge academic multi-specialty
physician group. Int JMed Inform 2010 Jul;79(7):492-500. [doi: 10.1016/j.ijmedinf.2010.04.006] [Medline: 20478738]
Chiang MF, Read-Brown S, Tu DC, Beaudet K, Yackel TR. Electronic health record implementation in pediatric
ophthalmology: impact on volume and time. J AAPOS 2013 Feb 1;17(1):€3. [doi: 10.1016/].jaap0s.2012.12.011]

Chiang MF, Read-Brown S, Tu DC, Choi D, Sanders DS, Hwang TS, et al. Evaluation of electronic health record
implementation in ophthalmology at an academic medical center (an American Ophthalmological Society thesis). Trans
Am Ophthalmol Soc 2013 Sep;111:70-92 [FREE Full text] [Medline: 24167326]

Choi CK, Saberito D, Tyagara C, Tyagaraj K. Organizational performance and regulatory compliance as measured by
clinical pertinence indicators before and after implementation of Anesthesia Information Management System (AIMS). J
Med Syst 2014 Jan;38(1):5. [doi: 10.1007/s10916-013-0005-x] [Medline: 24424430]

Dandu N, Zmistowski B, Chen AF, Chapman T, Howley M. How are electronic health records associated with provider
productivity and billing in orthopaedic surgery? Clin Orthop Relat Res 2019 Nov;477(11):2443-2451 [FREE Full text]
[doi: 10.1097/CORR.0000000000000896] [Medline: 31389875]

Daniel GW, Ewen E, Willey VJ, Reese Iv CL, Shirazi F, Maone DC. Efficiency and economic benefits of a payer-based
electronic health record in an emergency department. Acad Emerg Med 2010 Aug;17(8):824-833 [FREE Full text] [doi:
10.1111/j.1553-2712.2010.00816.x] [Medline: 20670319]

Deily ME, Hu T, Terrizzi S, Chou SY, Meyerhoefer CD. Theimpact of health information technology adoption by outpatient
facilities on pregnancy outcomes. Health Serv Res 2013 Feb;48(1):70-94 [FREE Full text] [doi:
10.1111/j.1475-6773.2012.01441 x] [Medline: 22742682]

Edwardson N, Kash BA, Janakiraman R. Measuring the impact of electronic health record adoption on charge capture.
Med Care Res Rev 2017 Oct; 74(5):582-594. [doi: 10.1177/1077558716659408] [Medline: 27416948]

Ehrlich JR, Michelotti M, Blachley TS, Zheng K, Couper MP, Greenberg GM, et al. A two-year longitudinal assessment
of ophthalmologists' perceptions after implementing an electronic health record system. Appl Clin Inform 2016 Oct
12;7(4):930-945 [FREE Full text] [doi: 10.4338/ACI-2016-05-RA-0075] [Medline: 27730248]

Flatow VH, IbragimovaN, Divino CM, Eshak DS, Twohig BC, Bassily-Marcus AM, et al. Quality outcomesin the surgical
intensive care unit after electronic health record implementation. Appl Clin Inform 2015 Oct 7;6(4):611-618 [FREE Full
text] [doi: 10.4338/ACI-2015-04-RA-0044] [Medline: 26767058]

Furukawa MF, Spector WD, Rhona Limcangco MR, Encinosa WE. Meaningful use of health information technology and
declinesin in-hospital adverse drug events. JAm Med Inform Assoc 2017 Jul 01;24(4):729-736 [FREE Full text] [doi:
10.1093/jamia/ocw183] [Medline: 28339642]

Han JE, Rabinovich M, Abraham P, Satyanarayana P, Liao TV, Udoji TN, et al. Effect of electronic health record
implementation in critical care on survival and medication errors. Am JMed Sci 2016 Jun;351(6):576-581. [doi:
10.1016/j.amjms.2016.01.026] [Medline; 27238919]

https://medinform.jmir.org/2022/9/e€37283 JMIR Med Inform 2022 | vol. 10 | iss. 9 |[e37283 | p.96

(page number not for citation purposes)


http://dx.doi.org/10.1145/2543900
https://europepmc.org/abstract/MED/29285542
http://dx.doi.org/10.1001/jamaophthalmol.2017.5978
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29285542&dopt=Abstract
https://europepmc.org/abstract/MED/24562402
http://dx.doi.org/10.1097/ADM.0000000000000018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24562402&dopt=Abstract
https://europepmc.org/abstract/MED/25024760
https://europepmc.org/abstract/MED/25024760
http://dx.doi.org/10.4338/ACI-2013-12-RA-0106
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25024760&dopt=Abstract
https://www.ajmc.com/pubMed.php?pii=85898
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25811818&dopt=Abstract
https://bmchealthservres.biomedcentral.com/articles/10.1186/s12913-016-1422-6
http://dx.doi.org/10.1186/s12913-016-1422-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27160147&dopt=Abstract
https://pubmed.ncbi.nlm.nih.gov/20841792/
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20841792&dopt=Abstract
https://europepmc.org/abstract/MED/23918479
http://dx.doi.org/10.1377/hlthaff.2012.1151
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23918479&dopt=Abstract
http://dx.doi.org/10.1016/j.jamcollsurg.2016.08.088
https://informatics.bmj.com/lookup/pmidlookup?view=long&pmid=27348484
http://dx.doi.org/10.14236/jhi.v23i1.144
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27348484&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2010.04.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20478738&dopt=Abstract
http://dx.doi.org/10.1016/j.jaapos.2012.12.011
https://aosonline.org/assets/xactions/2013/1545-6110_v111_p070.pdf
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24167326&dopt=Abstract
http://dx.doi.org/10.1007/s10916-013-0005-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24424430&dopt=Abstract
https://europepmc.org/abstract/MED/31389875
http://dx.doi.org/10.1097/CORR.0000000000000896
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31389875&dopt=Abstract
https://doi.org/10.1111/j.1553-2712.2010.00816.x
http://dx.doi.org/10.1111/j.1553-2712.2010.00816.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20670319&dopt=Abstract
https://europepmc.org/abstract/MED/22742682
http://dx.doi.org/10.1111/j.1475-6773.2012.01441.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22742682&dopt=Abstract
http://dx.doi.org/10.1177/1077558716659408
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27416948&dopt=Abstract
https://europepmc.org/abstract/MED/27730248
http://dx.doi.org/10.4338/ACI-2016-05-RA-0075
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27730248&dopt=Abstract
https://europepmc.org/abstract/MED/26767058
https://europepmc.org/abstract/MED/26767058
http://dx.doi.org/10.4338/ACI-2015-04-RA-0044
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26767058&dopt=Abstract
https://europepmc.org/abstract/MED/28339642
http://dx.doi.org/10.1093/jamia/ocw183
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28339642&dopt=Abstract
http://dx.doi.org/10.1016/j.amjms.2016.01.026
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27238919&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Modi & Feldman

49,

50.

51.

52.

53.

55.

56.

57.

58.

59.

60.

61.

62.

63.

65.

66.

67.

68.

69.

Herasevich V, Tsapenko M, Kojicic M, Ahmed A, Kashyap R, Venkata C, et al. Limiting ventilator-induced lung injury
through individual electronic medical record surveillance. Crit Care Med 2011 Jan;39(1):34-39. [doi:
10.1097/CCM.0b013e3181fa4184] [Medline: 20959788]

Hessels A, Flynn L, Cimiotti J°, Bakken S, Gershon R. Impact of heath information technology on the quality of patient
care. Online J Nurs Inform 2015;19:1 [FREE Full text] [Medline: 27570443]

Howley MJ, Chou EY, Hansen N, Dalrymple PW. Thelong-term financial impact of electronic health record implementation.
JAm Med Inform Assoc 2015 Mar;22(2):443-452. [doi: 10.1136/amiajnl-2014-002686] [Medline: 25164255]

Jones SS, Adams JL, Schneider EC, Ringel JS, McGlynn EA. Electronic health record adoption and quality improvement
in US hospitals. Am J Manag Care 2010 Dec;16(12 Suppl HIT):SP64-SP71 [EREE Full text] [Medline: 21314225]
Katzer R, Barton DJ, Adelman S, Clark S, Seaman EL, Hudson KB. Impact of implementing an EMR on physical exam
documentation by ambulance personnel. Appl Clin Inform 2012 Jul 25;3(3):301-308 [FREE Full text] [doi:
10.4338/ACI-2012-03-RA-0008] [Medline: 23646077]

Kritz S, Brown LS, Chu M, John-Hull C, Madray C, ZavalaR, et al. Electronic medical record system at an opioid agonist
treatment programme: study design, pre-implementation results and post-implementation trends. J Eval Clin Pract 2012
Aug;18(4):739-745 [FREE Full text] [doi: 10.1111/].1365-2753.2011.01664.x] [Medline: 21414112]

Lam JG, Lee BS, Chen PP. The effect of electronic health records adoption on patient visit volume at an academic
ophthalmology department. BMC Health Serv Res 2016 Jan 13;16:7 [FREE Full text] [doi: 10.1186/s12913-015-1255-8]
[Medline: 26762304]

Lowe JR, Raugi GJ, Reiber GE, Whitney JD. Does incorporation of aclinical support template in the electronic medical
record improve capture of wound care datain a cohort of veterans with diabetic foot ulcers? J Wound Ostomy Continence
Nurs 2013;40(2):157-162 [FREE Full text] [doi: 10.1097/WON.0b013e318283bcd8] [Medline: 23466720]

McCullough JS, Casey M, Moscovicel, Prasad S. The effect of health information technology on quality in U.S. hospitals.
Health Aff (Millwood) 2010 Apr;29(4):647-654. [doi: 10.1377/hithaff.2010.0155] [Medline: 20368594]

McCullough CM, Wang JJ, Parsons AS, Shih SC. Quality measure performancein small practices before and after electronic
health record adoption. EGEM S (Wash DC) 2015 Jan 6;3(1):1131 [FREE Full text] [doi: 10.13063/2327-9214.1131]
[Medline: 25848635]

Mitchell J, Probst J, Brock-Martin A, Bennett K, Glover S, Hardin J. Association between clinical decision support system
useand rural quality disparitiesin thetreatment of pneumonia. JRural Health 2014;30(2):186-195. [doi: 10.1111/jrh.12043]
[Medline: 24689543]

Patterson ME, Marken P, Zhong Y, Simon SD, Ketcherside W. Comprehensive electronic medical record implementation
levels not associated with 30-day all-cause readmissions within Medicare beneficiaries with heart failure. Appl Clin Inform
2014 Jul 30;5(3):670-684 [FREE Full text] [doi: 10.4338/ACI-2014-01-RA-0008] [Medline: 25298808]

Persell SD, Kaiser D, Dolan NC, Andrews B, Levi S, Khandekar J, et al. Changes in performance after implementation of
amultifaceted electronic-health-record-based quality improvement system. Med Care 2011 Feb;49(2):117-125. [doi:
10.1097/MLR.0b013e318202913d] [Medline: 21178789]

Radley DC, Wasserman MR, Olsho LE, Shoemaker SJ, Spranca MD, Bradshaw B. Reduction in medication errorsin
hospital s dueto adoption of computerized provider order entry systems. JAm Med Inform Assoc 2013 May 01;20(3):470-476
[FREE Full text] [doi: 10.1136/amiajnl-2012-001241] [Medline: 23425440]

Rao SR, Desroches CM, Donelan K, Campbell EG, Miralles PD, Jha AK. Electronic health recordsin small physician
practices: availability, use, and perceived benefits. JAm Med Inform Assoc 2011 May 01;18(3):271-275 [EREE Full text]
[doi: 10.1136/amiajnl-2010-000010] [Medline: 21486885]

Risko N, Anderson D, Golden B, Wasi| E, Barrueto F, Pimentel L, et al. Theimpact of electronic health record implementation
on emergency physician efficiency and patient throughput. Healthc (Amst) 2014 Sep;2(3):201-204. [doi:
10.1016/j.hjdsi.2014.06.003] [Medline: 26250507]

Ryan AM, McCullough CM, Shih SC, Wang JJ, Ryan M S, Casalino LP. The intended and unintended consequences of
quality improvement interventionsfor small practicesin acommunity-based el ectronic health record implementation project.
Med Care 2014 Sep;52(9):826-832. [doi: 10.1097/M L R.0000000000000186] [Medline: 25100231]

Schreiber R, Shaha SH. Computerised provider order entry adoption rates favourably impact length of stay. JInnov Health
Inform 2016 Apr 18;23(1):166 [FREE Full text] [doi: 10.14236/jhi.v23i1.166] [Medline: 27348485]

Scott DJ, Labro E, Penrose CT, Bolognesi MP, Wellman SS, Mather 3rd RC. The impact of electronic medical record
implementation on labor cost and productivity at an outpatient orthopaedic clinic. JBone Joint Surg Am 2018 Sep
19;100(18):1549-1556. [doi: 10.2106/JBJS.17.01339] [Medline: 30234619]

Shen JJ, Cochran CR, Neish S, Moseley CB, Mukalian R. Level of EHR adoption and quality and cost of care - evidence
from vascular conditions and procedures. Int J Healthcare Technol Manag 2015 Jul 13;15(1):4-21. [doi:
10.1504/ijhtm.2015.070514]

Silow-Carroll S, Edwards JN, Rodin D. Using electronic health records to improve quality and efficiency: the experiences
of leading hospitals. Issue Brief (Commonw Fund) 2012 Jul;17:1-40. [Medline: 22826903]

https://medinform.jmir.org/2022/9/e€37283 JMIR Med Inform 2022 | vol. 10 | iss. 9 |e37283 | p.97

(page number not for citation purposes)


http://dx.doi.org/10.1097/CCM.0b013e3181fa4184
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20959788&dopt=Abstract
https://europepmc.org/abstract/MED/27570443
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27570443&dopt=Abstract
http://dx.doi.org/10.1136/amiajnl-2014-002686
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25164255&dopt=Abstract
https://www.ajmc.com/pubMed.php?pii=12788
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21314225&dopt=Abstract
https://europepmc.org/abstract/MED/23646077
http://dx.doi.org/10.4338/ACI-2012-03-RA-0008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23646077&dopt=Abstract
https://europepmc.org/abstract/MED/21414112
http://dx.doi.org/10.1111/j.1365-2753.2011.01664.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21414112&dopt=Abstract
https://bmchealthservres.biomedcentral.com/articles/10.1186/s12913-015-1255-8
http://dx.doi.org/10.1186/s12913-015-1255-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26762304&dopt=Abstract
https://europepmc.org/abstract/MED/23466720
http://dx.doi.org/10.1097/WON.0b013e318283bcd8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23466720&dopt=Abstract
http://dx.doi.org/10.1377/hlthaff.2010.0155
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20368594&dopt=Abstract
https://europepmc.org/abstract/MED/25848635
http://dx.doi.org/10.13063/2327-9214.1131
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25848635&dopt=Abstract
http://dx.doi.org/10.1111/jrh.12043
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24689543&dopt=Abstract
https://europepmc.org/abstract/MED/25298808
http://dx.doi.org/10.4338/ACI-2014-01-RA-0008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25298808&dopt=Abstract
http://dx.doi.org/10.1097/MLR.0b013e318202913d
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21178789&dopt=Abstract
https://europepmc.org/abstract/MED/23425440
http://dx.doi.org/10.1136/amiajnl-2012-001241
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23425440&dopt=Abstract
https://europepmc.org/abstract/MED/21486885
http://dx.doi.org/10.1136/amiajnl-2010-000010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21486885&dopt=Abstract
http://dx.doi.org/10.1016/j.hjdsi.2014.06.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26250507&dopt=Abstract
http://dx.doi.org/10.1097/MLR.0000000000000186
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25100231&dopt=Abstract
https://informatics.bmj.com/lookup/pmidlookup?view=long&pmid=27348485
http://dx.doi.org/10.14236/jhi.v23i1.166
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27348485&dopt=Abstract
http://dx.doi.org/10.2106/JBJS.17.01339
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30234619&dopt=Abstract
http://dx.doi.org/10.1504/ijhtm.2015.070514
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22826903&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Modi & Feldman

70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

Singh RP, Bedi R, Li A, Kulkarni S, Rodstrom T, Altus G, et a. The practice impact of electronic health record system
implementation within alarge multispecialty ophthalmic practice. JAMA Ophthalmol 2015 Jun;133(6):668-674. [doi:
10.1001/jamaophthalmol.2015.0457] [Medline: 25880083]

Thirukumaran CP, Dolan JG, Reagan Webster P, Panzer RJ, Friedman B. The impact of electronic health record
implementation and use on performance of the Surgical Care Improvement Project measures. Health Serv Res 2015
Feb;50(1):273-289 [FREE Full text] [doi: 10.1111/1475-6773.12191] [Medline: 24965357]

Tidwell C, Wolfberg A, Corrigan H. Leveraging technology to improve finances and care coordination in asmall rural
practice. Obstetrics Gynecology 2016 May;127:54S-55S. [doi: 10.1097/01.a09.0000483870.50355.52]

Varpio L, Day K, Elliot-Miller B, King JW, Kuziemsky C, Parush A, et a. The impact of adopting EHRs: how losing
connectivity affectsclinical reasoning. Med Educ 2015 May;49(5):476-486. [doi: 10.1111/medu.12665] [Medline: 25924123]
Walker-Czyz A. The impact of an integrated el ectronic health record adoption on nursing care quality. J Nurs Adm
2016;46(7-8):366-372. [doi: 10.1097/NNA.0000000000000360] [Medline: 27379908]

Wang JJ, Sebek KM, McCullough CM, Amirfar SJ, ParsonsAS, Singer J, et al. Sustained improvement in clinical preventive
service delivery among independent primary care practices after implementing electronic health record systems. Prev
Chronic Dis 2013 Aug 01;10:E130 [FREE Full text] [doi: 10.5888/pcd10.120341] [Medline: 23906330]

Xiao AQ, Acosta FX. Implementation and impact of psychiatric electronic medical recordsin a public medical center.
Perspect Health Inf Manag 2016 Oct 1;13(Fall):1e [FREE Full text] [Medline: 27843422]

Wani D, MalhotraM. Does the meaningful use of electronic health records improve patient outcomes? J Oper Manag 2018
Jun 22;60(1):1-18. [doi: 10.1016/j.jom.2018.06.003]

Zhou L, Soran CS, Jenter CA, Volk LA, Orav EJ, Bates DW, et a. The relationship between electronic health record use
and quality of care over time. JAm Med Inform Assoc 2009;16(4):457-464 [FREE Full text] [doi: 10.1197/jamia.M 3128]
[Medline: 19390094]

Marmor RA, Clay B, Millen M, Savides TJ, Longhurst CA. The impact of physician EHR usage on patient satisfaction.
Appl Clin Inform 2018 Jan;9(1):11-14 [FREE Full text] [doi: 10.1055/s-0037-1620263] [Medline: 29298451]

Baker J, Song J, Jones DR. Closing theloop: empirical evidencefor apositive feedback model of I T businessval ue creation.
J Strategic Inf Syst 2017 Jun;26(2):142-160. [doi: 10.1016/j.jsis.2016.12.001]

Abbreviations

CMS: Center for Medicare and Medicaid Services

CPOE: certified physician order entry

EHR: electronic health record

HIT: health IT

HITECH: Health Information Technology for Economic and Clinical Health
LOS: length of stay

MU: meaningful use

PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
ROI: return on investment

Edited by C Lovis; submitted 14.02.22; peer-reviewed by M Pinto da Costa, C Ta; comments to author 27.03.22; revised version
received 10.05.22; accepted 31.07.22; published 27.09.22.

Please cite as:

Modi S, Feldman SS

The Value of Electronic Health Records Since the Health Information Technology for Economic and Clinical Health Act: Systematic
Review

JMIR Med Inform 2022;10(9):€37283

URL: https://medinform.jmir.org/2022/9/e37283

doi:10.2196/37283

PMID: 36166286

©Shikha Modi, Sue S Feldman. Originaly published in IMIR Medica Informatics (https://medinform.jmir.org), 27.09.2022.
This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first publishedin IMIR Medicd Informatics, isproperly cited. The complete bibliographic information,
alink to the original publication on https://medinform.jmir.org/, aswell asthis copyright and license information must beincluded.

https://medinform.jmir.org/2022/9/e€37283 JMIR Med Inform 2022 | vol. 10 | iss. 9 |[e37283 | p.98

RenderX

(page number not for citation purposes)


http://dx.doi.org/10.1001/jamaophthalmol.2015.0457
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25880083&dopt=Abstract
https://europepmc.org/abstract/MED/24965357
http://dx.doi.org/10.1111/1475-6773.12191
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24965357&dopt=Abstract
http://dx.doi.org/10.1097/01.aog.0000483870.50355.52
http://dx.doi.org/10.1111/medu.12665
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25924123&dopt=Abstract
http://dx.doi.org/10.1097/NNA.0000000000000360
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27379908&dopt=Abstract
https://www.cdc.gov/pcd/issues/2013/12_0341.htm
http://dx.doi.org/10.5888/pcd10.120341
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23906330&dopt=Abstract
https://europepmc.org/abstract/MED/27843422
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27843422&dopt=Abstract
http://dx.doi.org/10.1016/j.jom.2018.06.003
https://europepmc.org/abstract/MED/19390094
http://dx.doi.org/10.1197/jamia.M3128
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19390094&dopt=Abstract
https://europepmc.org/abstract/MED/29298451
http://dx.doi.org/10.1055/s-0037-1620263
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29298451&dopt=Abstract
http://dx.doi.org/10.1016/j.jsis.2016.12.001
https://medinform.jmir.org/2022/9/e37283
http://dx.doi.org/10.2196/37283
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36166286&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Shi et al

Corrigenda and Addenda

Correction: Identifying Patients Who Meet Criteria for Genetic
Testing of Hereditary Cancers Based on Structured and
Unstructured Family Health History Data in the Electronic Health
Record: Natural Language Processing Approach

Jianlin Shi**3, MS, MD, PhD; Keaton L Morgan®**, MS, MD; Richard L Bradshaw?®, MS, PhD; Se-Hee Jung®°, BSN;
Wendy Kohlmann®’, MS; Kimberly A Kaphingst”®, SCD; Kensaku Kawamoto®, MPH, MD, PhD; Guilherme Del
Fiol*, MD, PhD

Weterans Affairs Informatics and Computing Infrastructure, Department of Veterans Affairs Salt Lake City Health Care System, Salt Lake City, UT,

United States

%Division of Epidemiology, Department of Internal Medicine, School of Medicine, University of Utah, Salt Lake City, UT, United States
3Department of Biomedical Informatics, University of Utah, Salt Lake City, UT, United States
4Department of Emergency Medicine, University of Utah, Salt Lake City, UT, United States

5College of Nursing, University of Utah, Salt Lake City, UT, United States

6Department of Population Health Sciences, University of Utah, Salt Lake City, UT, United States
"Huntsman Cancer Institute, University of Utah, Salt Lake City, UT, United States
8Department of Communication, University of Utah, Salt Lake City, UT, United States

Corresponding Author:
Guilherme Del Fiol, MD, PhD
Department of Biomedical Informatics
University of Utah

421 Wakara Way

Ste 140

Salt Lake City, UT, 84108-3514
United States

Phone: 1 801 581 4080

Fax: 1 801 581 4297

Email: guilherme.delfiol @utah.edu

Related Article:

Correction of: https://medinform.jmir.org/2022/8/e37842

(IMIR Med Inform 2022;10(9):e42533) doi:10.2196/42533

In“Identifying Patients Who Mest Criteriafor Genetic Testing
of Hereditary Cancers Based on Structured and Unstructured
Family Health History Data in the Electronic Health Record:
Natural Language Processing Approach” (JMIR Med Inform
2022;10(8):€37842), the authors noted the following corrections:

(1) In the originally published paper, the following sentence
was present in the Methods section of the Abstract:

Algorithms were developed based on the National
Comprehensive Cancer Network (NCCN) guidelines
for genetic testing for hereditary breast or ovarian
and colorectal cancers.

This has been changed to:

Algorithms were developed based on the National
Comprehensive Cancer Network (NCCN) guidelines

https://medinform.jmir.org/2022/9/e42533

for genetic testing for hereditary breast, ovarian,
pancreatic, and colorectal cancers.

(2) Textbox 1 has been revised for clarity and accuracy, and to

comply with the citation guidelines of the Nationa
Comprehensive Cancer Network (NCCN).

(3) In the originaly published paper, the following sentence
was present in the Background section:

The National Comprehensive Cancer Network
(NCCN) has published a set of evidence-based
guidelines for genetic testing of hereditary cancers,
including breast, ovarian, and colorectal cancers.

This has been changed to:
The National Comprehensive Cancer Network
(NCCN) has published a set of evidence-based
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guidelines for genetic testing of hereditary cancers, permission fromthe National Comprehensive Cancer
including breast, ovarian, pancreatic, and colorectal Network, Inc. 2020] . [doi: 10.6004/jnccn.2020.0017]
cancers. [Medline: 32259785]
(4) References [6] and [7] have been updated to the following 7. Gupta S Provenzale D, Llor X, Halverson AL,
with NCCN's permission and disclaimer statements: Grady W, Chung DC, et al. NCCN guidelinesinsights:

genetic/familial high-risk assessment: colorectal,
version 2.2019. J Natl Compr Canc Netw 2019 Sep
01;17(9):1032-1041 [Referenced with permission
from the National Comprehensive Cancer Network,
Inc. 2020]. [doi: 10.6004/jnccn.2019.0044] [ Medline:
31487681]

Textbox 1. Excerpt of National Comprehensive Cancer Network (NCCN) criteria for unaffected individuals' family history—based genetic testing of
breast, ovarian, pancreatic, and colorectal cancers (referenced with permission).

6. Daly MB, Pilarski R, Yurgelun MB, Berry MP,
Buys SS, Dickson P, et al. NCCN guidelinesinsights:
genetic/familial high-risk assessment: breast, ovarian,
and pancreatic, version 1.2020. J Natl Compr Canc
Netw 2020 Apr;18(4):380-391 [Referenced with

Breast or ovarian cancer:

First- or second-degree relative with breast cancer at age <45 years

First- or second-degree relative with ovarian cancer

First-degree relative with pancreatic cancer

Breast cancer in amale relative

Three or more first- or second-degree relatives with breast or prostate cancer on the same side of the family

Ashkenazi Jewish and any breast or prostate cancer in any relative at any age

BRCA1/2, CHEK2, ATM, PALB2, TP53, PTEN, or CDH1 genes, Cowden Syndrome, Li-Fraumeni Syndromein any relative at any age

N o o0k~ 0w DN P

Colorectal cancer:

1. MLH1, MSH2, PMS2, MSH6, EPCAM, MYH, or MUTYH genes, Lynch syndrome, familial adenomatous polyposis (FAP), adenomatous
polyposis coli (APC), serrated polyposis or polyposis discovered in the coded family history

2. First-degree relative with colon cancer at <50 years
3. First-degree relative with endometrial cancer at <50 years

4. Three or more first- or second-degree relatives with Lynch syndrome, HNPCC, colon cancer, endometrial, uterine, ovarian, stomach, gastric,
small bowel, small intestine, kidney, ureteral, bladder, urethra, brain, pancreas, also all on the same side of the family

The correction will appear in the online version of the paper on  made after submission to PubMed, PubMed Central, and other
the IMIR Publicationswebsite on September 13, 2022, together ~ full-text repositories, the corrected article has also been
with the publication of this correction notice. Becausethiswas resubmitted to those repositories.
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Abstract

Background: Triage of textual telemedical queriesis a safety-critical task for medical service providers with limited remote
health resources. The prioritization of patient queries containing medically severe text is necessary to optimize resource usage
and provide care to those with time-sensitive needs.

Objective: We aim to evaluate the effectiveness of transfer learning solutions on the task of telemedical triage and provide a
thorough error analysis, identifying telemedical queriesthat challenge state-of-the-art natural language processing (NLP) systems.
Additionally, weaimto provide apublicly availabletelemedical query data set with labelsfor severity classification for telemedical
triage of respiratory issues.

Methods: We annotated 573 medical queries from 3 online health platforms: HealthTap, HealthcareMagic, and iClinig. We
then evaluated 6 transfer learning solutions utilizing various text-embedding strategies. Specifically, wefirst established abaseline
using alexical classification model with term frequency—inverse document frequency (TF-IDF) features. Next, we investigated
the effectiveness of global vectors for text representation (GloVe), a pretrained word-embedding method. We evaluated the
performance of GloVe embeddings in the context of support vector machines (SVMs), bidirectiona long short-term memory
(bi-LSTM) networks, and hierarchical attention networks (HANS). Finally, we evaluated the performance of contextual text
embeddings using transformer-based architectures. Specifically, we eva uated bidirectional encoder representation from transformers
(BERT), Bio+Clinical-BERT, and Sentence-BERT (SBERT) on the telemedical triage task.

Results: We found that a simple lexical model achieved a mean F1 score of 0.865 (SD 0.048) on the telemedical triage task.
GloVe-based modelsusing SYMs, HANS, and bi-L STMsachieved a0.8-, 1.5-, and 2.1-point increase in the F1 score, respectively.
Transformer-based models, such as BERT, Bio+Clinical-BERT, and SBERT, achieved a mean F1 score of 0.914 (SD 0.034),
0.904 (SD 0.041), and 0.917 (SD 0.037), respectively. The highest-performing model, SBERT, provided a statistically significant
improvement compared to all GloVe-based and |exical baselines. However, no statistical significance was found when comparing
transformer-based models. Furthermore, our error analysisrevealed highly challenging query types, including those with complex
negations, temporal relationships, and patient intents.

Conclusions; We showed that state-of-the-art transfer learning techniques work well on the telemedical triage task, providing
significant performance increase over lexical models. Additionally, we released a public telemedical triage data set using labeled
guestions from online medical question-and-answer (Q&A) platforms. Our analysis highlights various avenues for future works
that explicitly model such query challenges.

(IMIR Med Inform 2022;10(9):e37770) doi:10.2196/37770

KEYWORDS
natural language processing; transfer learning; telemedicinetriage; COVID-19; health resource; health care; patient query; learning
solution; telemedical; lexical model; machine learning; BERT; telehealth
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Introduction

Background

The COVID-19 pandemic has led to an increased demand for
telemedicine services [1]. Projections state that up to 50% of
consultations could be performed through telehealth by 2025
for certain demographic groups [2]. The general demographic
makeup of telemedicine patients, 1 study finds, is most often
White English-speaking females using private medical
insurance, with minority groups using significantly less
telemedical services [3]. Patients use these services to
communicate with adiverse set of medical specialists, including
dentists, rheumatol ogists, and prenatal care specialists, among
many others, all with high levels of satisfaction [2]. These
studies, however, examine patients who utilize telemedicine
servicestointeract with their existing care providersin aremote
setting. Recently, there has been a rise in affordable and
accessible telemedicine platforms that connect anyone with an
internet connectionto licensed medical professional sworldwide.
Such platforms include HealthTap [4], iClinig, and
HealthcareMagic. HealthTap, for example, isaHed th Insurance
Portability and Accountability Act (HIPAA)—certified website
that provides online userswith accessto aqualified doctor with
an active US medical license [4]. These platforms are easy to
access and provide greater accessibility to professional medical
consultation. However, such ease and accessibility can cause
these servicesto be flooded with questionsthat are not medically
severe or relevant. This is a safety-critical problem, as an
abundance of nonsevere medical queries will hinder the speed
at which medical professionals can respond to time-sensitive
issues. Evidence of this phenomenon was observed with
COVID-19 hotlines, where confusion about coronavirus caused
long wait times, with Margolius et a [5] finding that of the
12,512 calls madeto their triage system between March 13 and
April 20, 2020, “52% were not COVID-19 related or required
no additional care” Large numbers of nonsevere telemedical
gueries not only are dangerous but also may unnecessarily
increase health care spending, as telemedical service
convenience may encourage patientsto inquire about negligible
health concerns [6].

This situation necessitates a system for prioritizing which
gueries require immediate care. To address this problem, we
examined data from 3 telemedicine platforms: HealthTap,
iClinig, and HealthcareMagic. These platformsfacilitate written
medical queries to be answered remotely by licensed doctors.
Our goal wasto optimize the time spent by health care workers
by ranking patient queries by severity so that potentially severe
gueries are answered first. In this study, a query was deemed
severe when a patient had at least 1 active COVID-19- or
pneumonia-related symptom. Nonsevere queries, however, were
from patients with no active symptoms who submitted general
information requests, nonsensical text, or extremely vague
guestions. Telemedical triage conserves the limited amount of
professional health care provider resources available to
telemedicine platforms by prioritizing severe queries,
encouraging remote medical care to be provided to those most
desperately in need.
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In this work, we examined telemedical triage through the lens
of online medical question-and-answer (Q&A) forums.
Specifically, weformulated triage asabinary text classification
problem, where we aimed to classify medical queries [7] as
either severe or not severe. We noted that this formulation does
not capture the full spectrum of severity but is useful for
lowering the priority of queries with no medical urgency. To
do so, we introduced an extension to the publicly available data
set COVID-Dialogue [8], which contains 603 doctor-patient
conversations extracted from HealthTap, iClinig, and
HealthcareMagic, with labels for severe query classification.
Given the limited number of available samples, we then
investigated various transfer learning approaches to text
classification and contrasted them with a lexical approach.
Specifically, we explored the applicability of different
embedding methods, such as global vectors for text
representation (GloVe) and transformers, pretrained using both
general and medica texts, in comparison to term
frequency—inverse document frequency (TF-1DF) features. Our
experiments showed that transformer-based solutions are a
superior transfer learning approach for identifying severe
medical queries. Additionally, we found that pretraining on
medical texts provides no benefit when classifying our
telemedical triage data set. Finally, we provided an in-depth
error analysis of sentence bidirectional encoder representation
from transformers (sentence-BERT or SBERT) [9], identifying
challenging patient query patternsthat motivate future work on
telemedical triage. Specifically, we noticed difficulties in
modeling the negation, temporality, and intent of symptom
mentionsin patient-generated textual queries.

Our contributions are as follows:

«  We established baseline results across 6 relevant natural
language processing (NLP) modelsonthetelemedical triage
task—identifying optimal pretraining strategies for query
ranking according to severity. We identified contextual
embedding models to work best for triage, with all
transformer-based approaches achieving statistically
significant improvements over both lexical and word
embedding—based approaches. We found no benefit of
pretraining transformer models with clinical text.

« We provided a thorough error analysis of SBERT and
identified several medical query typesthat pose difficulties
to NLP systems—where the core challengeisidentified as
the modeling of complex symptom presentations.

« To the best of our knowledge, we have provided the first
publicly available telemedical triage classification data set
using real samples from online telemedical services. All
code and data for this study have been made publicly
available [7].

Related Works

Transfer Learning for Medical Text Classification

The need for data privacy and patient anonymity makes
large-scale collection and labeling of health care texts extremely
difficult. This has motivated the use of transfer learning in
medical NLPto aleviate the challengesin resource-constrained
modeling. In recent years, transfer |earning has benefited greatly
from leveraging large amounts of unlabeled text to train
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transformer-based models [10] using a masked language
modeling objective. Thisframework allows common linguistic
pattern understanding to be transferred to other downstream
tasks, reducing the need for large amounts of labeled data to
solve various low-resource problems.

Bidirectional encoder representation from transformers (BERT)
[11] is a popular transformer-based model that has been
pretrained on general text, such as the Wikipedia and Brown
corpus. Medical inference tasks that require domain-specific
linguistic knowledge, such asmedical natural languageinference
[12] or medical concept extraction [13], have been shown to
benefit significantly from pretraining on medical-specific text
[14]. In this study, we explored transfer learning using both
general and medical text as pretraining methods. Analysis of
optimal pretraining strategiesfor telemedical triageisof interest
as patient queries are typically composed of common language
but often interwoven with complex medical terminology.

Machine Learning for Triage

The COVID-19 pandemic overwhelmed the US health care
system, bringing about ademand for machinelearning solutions
for the telemedicine triage problem. For example, Lai et a [15]
found that COV1D-19 hotlines became overwhelmed with calls,
prompting the development of an artificial intelligence (Al)
system of patient ranking. Lai et a [15] used an Al chatbot to
prescreen callers by asking questions that reveal whether a
patient has COVID-19 symptoms. Theresulting information is
fed to alogic-based inference model, which determines whether
further consultation from the hotline’s health care workers is
required.

Hospital emergency departments (EDs) have similarly become
overwhelmed with patients [16], causing dangerous treatment
delays for those coming to the ED with an urgent need. Yao et
al [16] trained a deep learning model to predict which patients
will eventually require hospitalization by using incoming patient
emergency medical records. This alows for an automated
system of patient care prioritization that does not depend on
nursing resources. Similar work was done by Gligorijevic et a
[17], where a deep attention model was used to triage patients
using multimodal electronic health record (EHR) data, where
triage was formulated as a classification problem based on the
Emergency Severity Index [18].

Unlike the aforementioned work, we viewed triage solely
through the lens of textual queries—specifically those submitted
by patients to telemedicine platforms. With rising demand for
textual medical support, through either public medical Q&A
platforms, such as HedthTap, or private doctor-patient
messaging apps, we foresee a growing need for NLP solutions
for the triage problem over free-text patient queries.

Medical Risk | dentification

A similar work for triage of telemedicine platform messages
was performed by Si et al [19], who classified doctor-patient
messages based on their urgency by using data collected from
adults at a university hospital. The data are unfortunately not
public. Additionally, the message content contains queries about
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cardiology from patients to their existing cardiologists. Thisis
in stark contrast to our data set, which is public, has a different
label space, and contains samples about respiratory illnesses
from patients to doctors they have never spoken to before (and
thus are unable to make decisions using prior knowledge of
medical history). Both our work and that of Si et a [19],
however, explore BERT-based solutions to triage.

Additional, similar work resides in the realm of medical risk
identification from text. For example, Fu et al [20] introduced
a knowledge graph-based distant supervision approach to
suiciderisk prediction from social media posts, Wang et al [21]
explored transformer-based solutions for depression risk
prediction from social media data, and Klein et al [22] applied
a BERT-based classifier to identify potential COVID-19 cases
from tweets.

Thiswork issimilar in that we explored BERT-based solutions
for medical risk identification. However, unlike social media
data, medical queries submitted to tel emedicine platforms often
contain complex clinical terminology. Furthermore, the
telemedical servicesthrough which doctorsinteract with patients
contain less restrictive character limits, requiring modeling of
long-range textual dependencies. Finally, social media—based
studies have theluxury of large-scale datamining. In thisstudy,
we operated in an extremely resource-constrained data setting,
which challenged our capacity to model and understand medical

query text.
Methods

Data Set

In this study, we utilized the publicly available COVID-Diaogue
data set [8]. This data set contains 603 anonymized patient
queries extracted from 3 telemedicine platforms, namely
HealthTap, iClinig, and HealthcareM agic. The original data set
was collected with the intention to facilitate better Al dialogue
systemsduring the COVID-19 pandemic. Thus, each of the 603
doctor-patient conversations includes the full patient query, a
summarized patient query, and the doctor’s response. The data
set was not curated for text classification; thus, after filtering
samples unusable in our classification setting (ie, duplicate,
non-English, and out-of-scope entries—where “out of scope”
is defined as entries not regarding COVID-19 or pneumonia
symptoms), we annotated 573 (95%) samples. All multiturn
dialogues were truncated to theinitial patient utterance, and no
doctor responses were used in our pipeline.

Each sample in the COVID-Dialogue data set contains queries
regarding either COVID-19 or related pneumonia symptoms.
Each sample includes no patient demographics or medical
history; thus, severity was detected solely using asingle free-text
inquiry. Table 1 provides an example from each class in our
labeled data set. The general goal of our labeling schema was
to prioritize those with active symptoms and reduce the priority
of the hundreds of samples that exhibit no medically severe
text. Our final data set contained 314 (55%) severe samplesand
259 (45%) nonsevere samples.
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Table 1. Samplesfrom the COVID-Diaogue dataset with our introduced severity |abel. Nonsevere samples are often irrel evant queries or from patients
with little to no symptoms. Severe samples always contain patients with active symptoms that may require medical attention.

Patient query

Ground truth label

“Should | shave my beard to reduce my chances of contracting coronavirus/covid-197"

Not severe

“My daughter is 11 years old she has has pneumonia she has been sick since January 3rd symptoms keep changing. sheisup Severe
at night itching all over her upper torso, head, and ears. She has major headache and abdominal pain.”

Ethical Considerations

Given that the data are publicly available, no Institutional
Review Board approval was required for this study.

The data set used for the development and evaluation of the
solution isanonymous and does not reveal theidentity of doctors
and patients. No demographic information is available for this
data set.

We consulted 3 professional health care providers about the
real-world implications of such a telemedicine triage system.
We consulted Drs Timothy E. Burdick, Stephen K. Liu, and
Jiazuo H. Feng. All of them serve as primary care providers at
alocal teaching hospital. An interesting question regarding the
ethical use of future telemedical triage systems is whether to
include demographic, socioeconomic, physiological, or other
EHR information in future medical triage systems, given such
information isavailable. Although demographic or past medical
history (eg, age of the patient, pre-existing conditions) might
be relevant to determine the actual severity of the patient's
guery, sucn information can also introduce bias. Related works
on telemedical triage, such as Si et al [19], similarly propose
the use of demographic information in futurework. Determining
thefairness and equity of such systemswould require additional
exploration with additional ground truth from the user that is
avalable in the EHR data, including but not limited to
emergency visits, urgent care visits, and scheduling new
appointments immediately after receiving a response from the
care provider. Thisis out of scope of this paper. However, we
are currently designing a study to investigate this question by
using EHR data collected from a loca hospital, as mentioned
later.

Data Sources

Next, we describe the sources used in the collection of the
COVID-Diaogue data set [8], which was publicly released in
March 2020. Samples in this data set were collected between
February 7 and March 25, 2020.

HealthTap

Founded in 2010, HealthTap is a telemedicine platform that
remotely connects patients with US licensed medical
professionals for a variety of services, including virtual
consultationsand doctor-patient Q& A. According to Dahl [23],
patients have had close to 1 billion questions answered on
HealthTap. Additionally, HealthTap accepts over 100 insurance
plans and employsdoctorsfrom over 140 specialties. HealthTap
data in the COVID-Diaogue data set were collected from its
medical Q&A forum.

https://medinform.jmir.org/2022/9/e€37770

iClinigq

iClinigisavirtual hospital providing video, voice, and text chat
medical servicesto patientsworldwide. iClinig workswith more
than 3500 licensed doctors internationally, covering over 80
medical specialties. Samples from iCliniq were drawn from its
medical Q&A forum.

HealthcareMagic

Unlike Healthtap and iCliniq, HealthcareMagic is strictly an
online medical Q& A forum. With over 18,000 doctors across
78 medical speciaties, 1.7 million questions have been answered
on HealthcareMagic.

Annotation Details

Each sample in our data set was annotated by 3 of the authors
as either severe or nonsevere. Use of authors as annotators for
small-scale medical web information has been successful in
other studies [24,25]. Each annotator has a college degree and
an adequate level of health literacy and has invested significant
timeto educate themsel ves on the potential symptoms associated
with the 2 illnesses observed in this data set. We noted that the
use of nonmedical professionalslimited the degree of granularity
with which we could label thisdata set. However, the annotators
carefully reviewed the response to the original query to
determine potential severe queries. In addition, the annotators
observed that there were alot of irrelevant samples compared
to those exhibiting significant symptoms. For example, the
following query can be safely annotated as “not severe” since
it does not warrant significant medical knowledge to answer
“Where can | get a COVID-19 test?” This question can be
answered using Google Search for most parts of the United
States. We noted, however, that assuming internet search
availability might bias annotation against thosein rural, remote
areaswithout reliable accessto theinternet and familiarity with
a web search for health. However, those without access to
Google Search or an intent to use aweb search for health issues
would be also lesslikely to rely on telemedicine services [2].

We additionally noted that there might be some sampleswhere
the perceived severity based on the query and theresponsefrom
the medical professional would be different from the actual
severity of the condition of the patient. However, since we do
not have any ground truth from the actual user, such cases
cannot be resolved. This motivated usto pursue future work in
this direction by utilizing our collaboration with doctors in a
local hospital, as reported in the Future Work section. In
addition, we performed a thorough error analysis of the
performance of our proposed solution and illustrated its strengths
and limitations with respect to this annotated data set. Thefinal
annotation for each sample was the majority vote label from
the 3 annotators. The interannotator agreement across all
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samples was 82%. Next, we detail the annotation schema for
both nonsevere and severe samples.

Not Severe

The guiding principle behind a nonsevere annotation was a
patient query that did not indicate an active symptom, an
immediate need for diagnosis, or an immediate need for a
medical response. This included queries that were unspecific
or speculative. Examples selected from the data set and their
nonsevere annotation rationale are listed next.

Where can | get a covid test?

This query does not indicate immediate danger, a need for
diagnosis, or aneed for amedical response. Thisquery can aso
be served by Google Search and thus does not need feedback
from amedical professional.

WII I haveto be hospitalised if | get thevirus, | have
type 1 diabetes.

Although thisquery ismedically valid and deserves aresponse,
the need is not deemed immediate as the patient has no active
symptoms.

Severe

A severe annotation was given to a patient who indicated an
active symptom that may present danger to the patient, an
immediate need for diagnosis, or an immediate need for a
medical response. Thisincluded queriesin which apatient listed
current symptoms or demonstrated aneed for actionabl e doctor
advice. Examples selected from the data set and their severe
annotation rationale are listed next.

My son is not feeling well. He has a very snotty nose,
sore throat, occasional flemmy cough, uneasy
stomach. He had a headache last night. No fever. Is
it a common cold or must he be checked for Covid
19. Not travelled or been in contact with anyone?

This query describes symptoms that are consistent with
COVID-19 and demonstrate asufficient need for medical advice.

Preauricular lymph node on left side very tender,
scalp on left side of head tender and hurts to touch,
superficial parotid lymph node area on left side
swollen and tender. Pain behind both ears. Noinjury.
Came on suddenly, has been 1 day. Temp 100.1°.

This query contains a clear, immediate danger to the patient
and requires a medical response.

Transfer Learning M ethods

Bidirectional Encoder Representation From
Transformers

BERT is a state-of-the-art transformer-based model that
leverages unlabeled text to produce contextualized language
representations [11]. In this study, we used standard BERT for
the text classification pipeline outlined by Devlin et a [11],
where we first generated contextualized text features using a
pretrained BERT model, followed by feeding the special CLS
token to a linear classification head, which outputs the final
query label. We explored BERT for telemedical triage, asBERT
has been shown to be successful in related tasks, such as
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depression risk prediction [21], suiciderisk prediction [20], and
COVID-19 case identification [22].

Bio+Clinical-BERT

The Bio+Clinical-BERT architecture is the same as that of
BERT but with weights pretrained on medical texts. Specificaly,
this pretraining procedure first takes the BioBERT model [26],
whichisBERT fine-tuned on biomedical research text collected
from PubMed. Next, BioBERT is fine-tuned on clinical notes
from the Medical Information Mart for Intensive Care
(MIMIC)-111 database[27], producing Bio+Clinica-BERT [14].
The combination of BERT, biomedical research texts, and
clinical notes was shown to significantly outperform BERT on
the medical natural language inference task [12]. Thus, we use
Bio+Clinical-BERT as our medically informed architectural
baseline for the patient query task. This is our only transfer
learning approach leveraging knowledge from medical texts.

SBERT With Triplet Loss

We also explored the effectiveness of SBERT [9] for telemedical
triage. Unlike BERT, which learns to output a contextualized
embedding for every input token, SBERT produces a single
embedding for a given input. SBERT has proved effective in
adjacent medical NLP tasks, such as COVID-19 vaccine
sentiment analysis[ 28] and COV1D-19 misinformation detection
[29]. In this study, we used SBERT as it permits both text
classification and useful methods of embedding interpretability.

To perform text classification with SBERT, we first fine-tuned
an SBERT model to minimizethefollowing triplet lossfunction:

@

where A isan anchor sample, Pisapositive sample (sameclass
asA), N isanegative sample (opposite class of A) and disthe
cosine-similarity distance function. This objective can be
interpreted aslearning to push query embeddings from the same
class closetogether in embedding space, while pushing samples
from opposite classes further apart. The margin parameter a
influences the distance between positive and negative pairsin
embedding space. To generate atraining triple, a given sample
was randomly paired with asample from the same and opposite
classes. This process was repeated 10 times per sample,
generating 4580 training triplets.

Using the embeddings from the fine-tuned SBERT model, we
then trained a K-nearest neighbor (KNN) classifier using the
Scikit-Learn package [30]. Specifically, we set the number of
neighbors K=10, otherwise using the default parameters
provided by Scikit-Learn (which uses the Minkowski distance
metric with p=2). The KNN wastrained using the sametraining
set as all other experiments and then used to label the test set
gueries based on their relationship to the training samples in
the embedding space.

Baseline Experiments

For TF-IDF+SVM, wefed the TF-IDF [31] feature vector from
the patient query to the support vector machine (SVM) classifier
[32]. This baseline examined the effectiveness of a simple
lexical model on telemedical triage.
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For GlIoVE+SVM, we obtained the pretrained GloVe [33]
embedding for each word in the patient query and fed the mean
vector to the SVM classifier. This baseline tested the
performance of transfer learning without the use of contextual
modeling.

A 2-layer bidirectiona long short-term memory (bi-LSTM)
model wastrained on GloVe embeddingsfor classification. The
bi-LSTM model examined the effectiveness of contextual
sequence modeling on pretrained word embeddings. Bi-LSTM
models have been shown to be effective in a variety of clinical
text prediction tasks [34].

The hierarchical attention network (HAN) [35] for text
classification mimicsthe natural language hierarchy by modeling
attention at the sentence and word level for document
classification. HAN word embeddings in this experiment were
initialized using GloVe. Other prior works have established a
HAN to be an effective classifier for medical text [36].

Evaluation Setting

For each experiment, we reported the weighted mean F1,
precision, and recall scores over a 5-fold cross-validation.
Additionally, we reported the 95% ClI for the reported mean.
Finally, we conducted statistical significance testing using the
McNemar test [37] for each model with respect to our
top-performing approach, SBERT. Each train and test split
contained approximately 458 and 115 samples, respectively.

Results

In this section, we present our results of the telemedical triage
task across various NLP baselines. Our goal is to answer the
following research questions (RQs):

« How effective are transfer learning models for telemedical
triage for COVID-19—related queries when compared to
other text classification models?

«  What types of health queries challenge state-of-the-art NLP
systems?

Analysis

Our results showed that telemedical triage benefits greatly from
transfer learning as our lowest-performing model,
TF-IDF+SVM, used no transfer learning. TF-IDF features
achieved a reasonable mean F1 score of 0.865 (SD 0.048).

https://medinform.jmir.org/2022/9/e€37770
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However, we found a 0.8-, 1.5-, and 2.1-point increase in the
F1 score by applying GloVE-based models, such as
GloVetSVM, HAN, and bi-LSTM models, respectively.
Generally, light-weight modeling options, such as TF-1DF and
GloVe, report reasonable F1 scores and are thus viabl e solutions
in cases with limited computational resources.

RQL1: How Effective Are Transfer-Learning Models on
Telemedical Triage ?

We found transformer-based models to be the superior method
of transfer learning, with BERT, Bio+Clinica BERT, and
SBERT achieving mean F1 scores of 0.914 (SD 0.034), 0.904
(SD 0.041), and 0.917 (SD 0.037), respectively (Table 2). We
noted that Bio+Clinical-BERT did not outperform the BERT
baseline. Thisislikely due to the difference in language found
in BERT versus Bio+Clinical-BERT training data. Clinical
notes used to train Bio+Clinical-BERT are written by medical
practitioners and thus far more technical than queries written
by patients. Thus, although telemedical query texts do contain
medical terminology, clinical note pretraining is not helpful in
this setting.

Our results showed that SBERT, on average, isthe best predictor
of query severity, producing both the highest average F1,
precision, and recall scores compared to other approaches. A
higher recall is particularly important in the realm of triage as
reducing false negatives is more important in such a
safety-critical task.

Using the McNemar test for statistical significance, we found
SBERT to perform significantly better than TF-IDF+SVM
(P<.001), GIoVE+SVM (P=.001), bi-LSTM (P=.03), and HAN
(P=.001). However, testsfor statistical significance failed when
comparing SBERT with other transformer-based models, such
as BERT (P=.81) and Clinica-BERT (P=.22). Thus, the
differencein predictive distributions between transformer-based
approaches is insignificant, with all being valid options for
transfer learning solutions to telemedical triage.

Although the performance of the transformer-based modelswas
high (all F1 scores>0.9), it isimportant to note that the general
problem of telemedical triage is far from solved. This study
looked at triage through the narrow lens of COVID-19- and
pneumonia-related queries; diseases involving nonrespiratory
complications would not be recognized by this system.
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Table 2. Results displaying triage performance for all models. Each metric is the mean result over 5-fold cross-validation, surrounded by the 95% ClI

computed using the metric score for each validation fold.

Model F1 score, mean (SD)

Precision, mean (SD) Recall, mean (SD)

TF-IDFA4+SvMP 0.865 (0.048)
GloVeS+SVM 0.873 (0.036)
Bi-LSTMY 0.886 (0.051)
HANS 0.880 (0.035)
BERT' 0.914 (0.034)
Bio+Clinical-BERT 0.904 (0.041)
SBERTY 0.917 (0.037)

0.871 (0.043) 0.865 (0.048)
0.878 (0.030) 0.874 (0.035)
0.880 (0.049) 0.879 (0.052)
0.890 (0.031) 0.880 (0.033)
0.917 (0.033) 0.914 (0.034)
0.905 (0.040) 0.904 (0.041)
0.920 (0.034) 0.918 (0.036)

3TF-1DF: term frequency—inverse document frequency.

bsvM: support vector machine.

GloVe: global vectors for text representation.

dBi-LSTM: bidirectional long short-term memory.

€HAN: hierarchical attention network.

BERT: bidirectional encoder representation from transformers.

9SBERT: sentence bidirectional encoder representation from transformers.

RQ2: What Types of Telemedical Queries Challenge
State-of-the-Art NLP Systems?

In the previous section, weidentified transformer-based models
to be the most effective form of pretraining for triage. To
identify telemedical queries that are difficult to triage, we
investigated SBERT, as this architecture outputs a single
embedding for an entire query, which is useful for
interpretability.

Wefirst visualized the SBERT embedding for each test sample
in 1 of our test splits using t-distributed stochastic neighbor
embedding (t-SNE) [38], projecting the 768D SBERT
embeddings for each sample down to a 2D space that aims to
preserve the embedding distance found in higher dimensions.

Figure 1 visualizesthe projected embeddings of our test queries
before and after SBERT was fine-tuned using triplet loss. We
found that SBERT learned meaningful clusters that largely
separated severe from nonsevere samples. Using K-means
clustering, we produced Figure 2, where the convex hull of each
cluster is highlighted.

Wewereinterested in analyzing patient queriesthat did not fall
into the correct cluster. Textbox 1 highlights all the fase
positives, as determined by the K-means clusters shown in
Figure 2. Specifically, these are the nonsevere (blue) samples
in Figure 2 that appear in the Severe cluster.

A common theme among the fal se positiveswasthat all samples
mentioned a symptom or disease. SBERT was thus dependent
on symptom interpretation for proper query embedding and
likely misinterpreted how some symptomswere being presented.
A qualitative analysis of Textbox 1 highlighted the following
challenges:

- Symptom negation: Samples 1 and 4 highlight how negated
symptoms may confusetelemedical triage symptoms. When
analyzing sample 1, for example, a triage system must

https://medinform.jmir.org/2022/9/e€37770

understand that the mentions of dry cough, fever, and sore
throat are to highlight their absence and are not indicative
of severity.

+  Symptom temporality: Samples 4, 5, and 11 all have
symptom mentions amidst complex temporal relationships.
Automatic triage systems must be able to identify that not
all symptom mentions are active, while highlighting what
symptoms pertain to a given query.

«  Ambiguousquestions: Samples 2, 3, and 5 highlight atricky
subset of what we call “ambiguous questions,” where
symptom mentions may occur but the purpose of the query
is unclear or the proposed question is difficult to answer.
Such samples were marked as not severe by the annotators.

«  Generd queries: Samples 6, 7, 9, and 10 contain symptom
mentions within the context of ageneral, nonsevere query.
For example, the purpose of query 7, which came from a
patient with pneumonia, was to obtain more information
about how pneumonia manifests in the lung. This was not
deemed severe by the annotators, as general-information
requests should not be ranked higher over more relevant,
specific, serious medical needs.

« Sdf-answered questions. Samples 8 and 11 contain valid
explanations or resolutions to the problem being inquired
about. For example, the patient in sample 11 had a
continuous dry cough and sore throat. However, they had
aready taken all requisite COVID-19 precautions
(COVID-19 test, self-quarantine). These samples were
labeled not severe and may prove challenging for future
telemedical triage systems.

Textbox 2 highlights all the false negatives, as determined by
the K-means clusters shown in Figure 2. Specifically, these are
the severe (red) samples in Figure 2 that appear in the Not
Severe cluster.

A qualitative analysis of Textbox 2, which contains all false
positives, identified other potential triage challenges:
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«  Sparse symptom representation: Sample 1 contains patient this as meaning there is likely cough, loss of taste/smell,
symptom mentions (boop, HIV, anemia), which contain etc, present in the patient. SBERT is unable to make this
little representation in the training data. Assimilar data sets inference, making this type of sample challenging.

expand the number of diseases for which they are able to
triage, learning good representations of large symptom sets
may prove challenging.

- Implicit symptom mentions: Sample 2 states they have all
COVID-19 symptoms except fever. The reader understands

In summary, SBERT’s errors are focused on samples with
complex symptom presentation. Future work on telemedical
triage may focus on explicit modeling of presented symptoms
such that temporality, negation, intention, and other linguistic
phenomena are accounted for.

Figure 1. SBERT embeddings projected to 2 dimensions using t-SNE. The left image depicts how the test samples are distributed in the embedding
space prior to triplet loss-based fine-tuning. The right image displays how SBERT learns to separate query embeddings in the embedding space. Note:
The comp-1 and comp-2 axes denote the names of the 2 dimensions onto which t-SNE projects the 768D embeddings, where “comp” is short for
“component”. SBERT: sentence bidirectional encoder representation from transformers; t-SNE: t-distributed stochastic neighbor embedding.
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Figure 2. Visualizing the output of K-means clustering on test set t-SNEs. Note: The comp-1 and comp-2 axes denote the names of the 2 dimensions
onto which t-SNE projects the 768D embeddings, where “comp” is short for “component”. t-SNE: t-distributed stochastic neighbor embedding.
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Textbox 1. False-positive samples from the patient query test set.

1. “I cameinto close contact with someone who just flown back from Australia, | have been in self isolation since he landed, am I'm not showing
any symptoms (dry cough, fever, sore throat) what is the next protocol ? Do | go into work?’

2. “I have been recently diagnosed w the flu (nose swab test done). | am 34 years old- ex-smoker (quit completely for 7 years now) however each
year | get ‘walking pneumonia’ at least once. I'm almost certain I've got it again now. Anything | can do to stop getting pneumonia??’

3. “Hi! SoI'm a 20 year old female. | started working out about a year ago. | noticed some lower abdominal pain after partaking in abdominal
workouts. But also notice it around the time of my period. It's right next to/under my hip bone on left side.”

4. "l recently got over either the flu or pnemonia. I've noticed my feces are increasingly yellow or whitish. | had quit smoking thrity days ago and
have been on the nicotine gum and now the lozenges. | don't feel bad, but this is unusual. Could the nicotine products be contributing to the
discoloration? Thank you.”

5. “Last year during flu season had a severe cough, difficulty breathing and xray show there was fluid in my chest/lungs. Any advice on what to do
with this covid 19"

6. “Hi. What medication can | take for sinus and headaches during this time of the virus? Thank you.”

7. "l wasrecently diagnosed with Pneumonia. | had pneumoniawhen | was a baby but never since. | was shocked when | heard the diagnosis. The
symptoms became apparent on March 28. | began taking Doxycycline Monohydrate on Monday April 3 and must take them for seven days. |
am mega healthy and have not been sick in years. | can t even remember the last time | was sick. This has really knocked me out. | have zero
energy and very little appetite. How does pneumoniamanifest in the lung and how does bacteria get in there? How long will it be until | recover?
| am really having a hard time with this. Help!”

8. “Hi,my sinuses usually act up during seasonal change (like now). My worry is my symptoms resemble that of covid-19. Throat has been a bit
irritated, lately nose has been runny. Wanted to know how | could get myself tested as| don't live alone, thanks?’

9. “Throat abit sore and want to get agood imune booster, especially in light of the virus. Please advise. Have not been in contact with Nyone with
the virus.”

10. “Hello, I am astudent and dealing with a microbiology assignment.| am given a paitent sample.My paitent is 4 years old -diagnosis Pneumonia
- summary of peresent illness =Recurrant colds, ear infections,and bronchitis.She has been sick for past 3 weeks. Developed afever yesterday.Also
nausiaand vomiting,muscle aches. Past Medical history= Cystic Fibrosisdiagnosed at age 3. | did all thelab work and found out that the bacteria
causes the disease is Psudomonas aeruginosa. What is the appropriate treatment? Please help.”

11

“Hi. ThisCOVID-19 outbreak is scary. | got screened thisweek and it was negative. But prior to screening | had aweek of continuous dry coughs
and also throat was sore. I've put myself in aquarantine. What next? Do | still need to screen again?’

Textbox 2. False-negative samples from the patient query test set.

1

“My dr. Did aroutine CNBC last week. His nurse called and my blood showed signs of anemia. Ok today his nurse called and the blood they
deeper searched on showed: the disease of chronic pneumonia? Ok | do not have hiv/AIDS. My question is she said no cure. My mom died from
achronicinfection in her longs acronym Boop. | contacted cdc.gov they put mein touch with center for rare diseases. No cure for mom. Question:
the told me Boop was not genetically transferred. Thisis exactly how my momslung diseases started. isthimy lung disease genetic? Isit curable?
Help please.”

“Good morning | have al the symptomsfor the coronavirusexcept ahigh fewer. | have been in contact with someone (who now also are displaying
these symptoms) who are staying with a person who visited Indiain the last few weeks. Should | be worried?’

Discussion

a solution can benefit from online learning approaches,
especialy in the context of the pandemic (eg, temporal and

Principal Results

spatial factors are important for detecting outbreaks of a new
variant of infection).

In this study, we provided a novel extension of the
COVID-Didoguedata set with telemedical query severity labels.
Further, we thoroughly investigated the capability of severa
transfer learning approaches to predict severity in a
resource-constrained  setting.  We  concluded  that
transformer-based models are ableto triage with high efficiency
(al F1 scores>0.9). Further, we provided a thorough error
analysis of SBERT, highlighting challenging samples that
require a deep understanding of symptom presentation. Our
error analysis highlights various avenues for future work that
explicitly model various patient query types.

Thisis anew area of research and requires more investigation
to define the requirements of areal deployment. It should be
noted that such systems should not be used for diagnosis. Such

https://medinform.jmir.org/2022/9/e€37770

Interpretability: Performance Trade-off

A commonly discussed limitation of deep neural networks
(DNNs) istheir lack of anatural way to explain the predictions
they have made [39,40], so the use of DNNs makes it difficult
to ask why a certain sample was predicted as severe or not
severe. Models such as long short-term memory (LSTM) and
transformer-based models makeit challenging to identify when
unfair biases or spurious correlations drive predictions. Thus,
the use of transfer learning in telemedical triage must be done
with care, as biases |earned from other data sets may influence
triage decisions.
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Lexical models, such as TF-IDF, in combination with a linear
classifier, provide straightforward accessto amodel’s utilization
of certain vocabulary terms.

Given that our BERT-based models only provided up to a
5-point increasein the F1 score, we compared the test set errors
of SBERT and TF-IDF+SVM to highlight specific sampletypes
that require complexity and knowledge transferability of the
transformer architecture for accurate prediction (Table 3).

Across al test sets (ie, the test set from each fold in 5-fold
cross-validation), we found that the lexical model using TF-IDF
made 77 errors, while SBERT made 47 errors. Additionally,
81% of the errors made by SBERT were also made by TF-IDF.
Of the 39 samples predicted correctly by SBERT but incorrectly
by TF-IDF, we highlighted 7 queries in Table 3 that are
representative of the TF-IDF errors. A qualitative analysis of
Table 3 highlighted the following:

«  Genera queries: These sampleseither inquire about general
medical knowledge or request information about COVID-19
testing from a nonsymptomatic patient. Samples 1 and 2
highlight an example of each general query type. These

Gatto et a

sampleswere challenging for TF-IDF, given lexical models
may struggle to understand query intent without contextual
modeling, as our TF-IDF model only considers unigram
features. From our 39-sample evaluation set, 22 predictions
made by TF-IDF were false positives, with 59% of them
being on general query samples.

- Ambiguous questions: These samples are queries that do
not contain enough information for a valid response or do
not pose aquestion that can benefit from aremote physician.
Samples 3 and 4 are exampl es of ambiguous questions. We
found that 15% of the TF-IDF errorsthat SBERT predicted
correctly are predictions on ambiguous questions.

Many of the false negatives had no obvious content-based
justification for TF-IDF's failure. In other words, TF-IDF's
issue with the false negatives in Table 3 appear to be due to
symptom sparsity and spelling errors. The ability of
transformer-based models to transfer knowledge and analyze
subwords makes it better suited for such samples, which are
realistic issuesto be faced by any telemedical triage system put
into production.

Table 3. Subset of samples predicted incorrectly by TF-IDF+SVM b put predicted correctly by SBERT.

Samplenumber Patient query

Ground truth |abel

1 “About the ibuprofen and covid 19 should | quit taking it? It's got me paranoid. The way the mediasbeen 0
talking about it. | take it everyday for my neck pain and back pain. | can't take pain pills because they make

me nauseas. Any insight please”

2 “Hi, | arrived from the Netherlands on Monday morning. No symptoms but have been around my helper. 0
Should we get tested”
3 “I'm finding difficult to maintain precisely 6 ft in grocery stores. Today, as | was leaving, someone entering 0

the store that was (possibly) 3 ft away was coughing lightly, and | took a shower when | got home. I'm a

hypochondriac. Possible covid-197"

“Hi, My uncle has been diagnosed with liver cancer and he isin the last stage. After the first chemotherapy
he has been admitted to hospital due to pneumonia. Is he again diagnosed with lung cancer? And what are
the chances of getting cure? What treatment you would like usto get it done.”

“1 believe | might have Covid 19 symtoms. It's possible to get testing done at home to confirm? Currently |
have soar throat, started last night around 19:30.”

“Hi my husband has been puking since thismorning, has serious vertigo + is off balance. |m suspecting food
poisoning but want to be sure. | gave him a pill for nausea, which isworking. Do | still take him to a doctor
to check that its nothing else?’

“1 live in france.and now 7days for home quarantine.i have no fever.but | have parangitiesin my thoart. last
few yearsit'scomes and goes. now | am worried because of covid-19. Does only parangitiesisonly symptoms

of this???’

3TF-1DF: term frequency—inverse document frequency.
bsvM: support vector machine.
CSBERT: sentence bidirectional encoder representation from transformers.

Limitations and Future Work

We were unfortunately only able to look at telemedical triage
through the lens of patients with COVID-19 or related
pneumonia symptoms. Real-world systems will need to
understand a diverse set of diseases and symptoms to handle
the variance in queries doctors will receive. For example,
HealthTap offers medical advice in over 147 specialties,
necessitating a system with a deeper understanding of different
medical conditions. In the future, we plan to extend our system

https://medinform.jmir.org/2022/9/e€37770

so that it can classify patient queries that span a more diverse
set of medical conditions.

Like any other automatic recommendation system, the
performance of such an automated triage system might be
affected based on the quality of user queries. For instance, an
automatic triage system can assign lower severity to queries
that have missing information (ie, a patient forgets to mention
relevant symptoms or does not share enough details) or are not
well written. Thisis similar to Google Search, wherethe quality
of search results depends on the user query and where user
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satisfaction is correlated with the quality of the query. Such
automatic triage can still be useful and significantly improve
longitudinal user interaction at scale, as has been shown in other
recommendation systems (eg, Google Search or Amazon
recommendations). Another limitation isthe binary classification
system, asit ignoresthe spectrum of potential perceived severity.
Futurework could devel op a score-based system where severity
is scored on a continuous scale. Further research with
multidisciplinary research teams is required to determine the
impact of such automated solutions and identify potential
techniques to address such limitations.

In future work, we will extend this system beyond the online
medical Q&A forum and into doctor-patient messaging apps.
We are actively in conversation with aloca teaching hospital
regarding the issue of doctors being overwhelmed with textual
medical queries. Thus the NLP models explored in this paper
may prove useful in future works modeling doctor-patient
messaging data, including tasks such as the relative ranking of
patient query importance of in-hospital private messaging
systems. However, the triage problem becomes more challenging
in the hospital messaging system context as patients will
naturally assume their doctor is familiar with their medical
history, providing narrow and incomplete information in their
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textual queries. To handle this problem, future systems must be
able to make inferences using multiple modalities (eg, EHRS,
medical images), aswell as past conversations, which will likely
require a shift in deep learning architecture as BERT-based
models are restricted to processing of 512 tokens.

Conclusion

Telemedical triage is an important task in the world of
telemedicine. Ranking medical queries according to severity
both optimizes the doctor’'s time and alows care to be
administered to more of those with time-sensitive issues. We
showed that even in the presence of alimited amount of data,
transfer learning can be used to triage for COVID-19 and
pneumonia patients with high accuracy. Specifically, we found
a statistically significant difference in performance between
transformer-based solutions and both lexical and GloVe
embedding-based solutions. We additionally categorized all
mode errorsinto numerousinterpretable categories, highlighting
sample types that challenge our NLP-based triage systems.
Queries with complex negation, temporality, and ambiguity
(among other linguistic phenomena) were shown to be highly
present in SBERT's errors, giving specific direction for future
work on telemedical triage.
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Abstract

Background: Knowledge discovery from treatment data records from Chinese physicians is a dramatic challenge in the
application of artificia intelligence (Al) modelsto the research of traditional Chinese medicine (TCM).

Objective:  This paper aims to construct a TCM knowledge graph (KG) from Chinese physicians and apply it to the
decision-making related to diagnosis and treatment in TCM.

Methods: A new framework leveraging a representation learning method for TCM KG construction and application was
designed. A transformer-based Contextualized Knowledge Graph Embedding (CoKE) model was applied to KG representation
learning and knowledge distillation. Automatic i dentification and expansion of multihop relationswere integrated with the CoKE
model as a pipeline. Based on the framework, a TCM KG containing 59,882 entities (eg, diseases, symptoms, examinations,
drugs), 17 relations, and 604,700 triples was constructed. The framework was validated through alink predication task.

Results: Experiments showed that the framework outperforms a set of baseline models in the link prediction task using the
standard metrics mean reciprocal rank (MRR) and Hits@N. The knowledge graph embedding (KGE) multitagged TCM
discriminative diagnosis metrics also indicated the improvement of our framework compared with the baseline models.

Conclusions:  Experiments showed that the clinical KG representation learning and application framework is effective for
knowledge discovery and decision-making assistance in diagnosis and treatment. Our framework shows superiority of application
prospects in tasks such as KG-fused multimodal information diagnosis, KGE-based text classification, and knowledge
inference—based medical question answering.

(IMIR Med Inform 2022;10(9):€38414) doi:10.2196/38414

KEYWORDS
knowledge graph; knowledge embedding; traditional Chinese medicine; knowledge discovery; medicine; clinical; framework

has the advantages of precise clinical efficacy, relatively safe
medication, flexible treatment, and relatively low cost [1].
However, a large amount of empirical knowledge exists with
Chinese physicians, which is difficult to be applied directly in
assisting clinical decision-making systems. At the same time,
the dismantling of medical guidelines alone cannot cope with
all situations, and existing clinical assisted decision-making

Introduction

Background

Having a long history of 5000 years, traditional Chinese
medicine (TCM) isfeatured asthe scientific thinking of holistic
view and syndrome differentiation, as well as the long-time
practice of technical methods of personalized treatment. TCM
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systems cannot explain the ins and outs of diagnostic decisions
as senior experts do.

The combination of knowledge graphs (KGs) and artificial
intelligence (Al) models has the bilateral advantages of “black
box” and “logic.” Using knowledge graph embedding (KGE)
techniques, KGE models may partially simulate the cognitive
process of the human brain by representing massive entities,
relations, and attributes. By combining with the causal events
extracted from the text of event descriptions by causality
extraction techniques, event information can be presented in
structured form. KGs and machine learning model s are expected
to be integrated to assist machine understanding and concept
interpretation, allowing the decision-making process of machines
to be interpretable. However, how to construct aTCM KG and
apply it with KGE modelsis still a challengeable problem.

To that end, this paper proposes a new framework leveraging
arepresentation learning method for TCM K G construction and
application. TCM knowledge is extracted from Chinese
physicians based on 1 of our previous works [2] by using an
automatic procedure of information extraction concept
normalization, entity alignment. The framework collects
multimodal information about Chinese medicines to support
the automatic construction of personalized KGs according to
clinical disease treatments by Chinese physicians. Our
framework has application potential in text classification,
KG-based question answering, and recommendations of
practitioners and specialties.

The main contributions of this paper are threefold: (1) A new
framework for the construction and application of TCM KG by
leveraging representation learning is proposed, (2) a
transformer-based Contextualized K nowledge Graph Embedding
(CoKE) model is applied to KG representation learning and
knowledge digtillation by integrating multihop relations, and
(3) a TCM KG containing 59,882 entities, 17 relations, and
604,700 triplesis constructed.

Related Work

Medical Knowledge Graph

The concept of KG was proposed by Googlein 2012. Research
applications evolved by previously improving the capabilities
of search engines and enhancing the search quality and
experience of users related to finance, healthcare, geography,
e-commerce, and medical care. Thereexist many KGs, including
on Google Knowledge Graph [3], DBpedia [4], Yet Another
Great Ontology (YAGO; Max Planck Institute for Computer
Science) [5], and FreeBase (Metaweb Technologies, Inc.) [6].
In China, there are Zhi Cube (Sogou), Zhi Xin (Baidu),
zhishi.me (Shanghai Jiao Tong University) [7], and the GDM
Lab Chinese KG project (Fudan University) [8]. In the medical
field, the KG of medicine NKIMed [9] was developed by the
Institute of Computer Technology of the Chinese Academy of
Sciences, and the KG of Chinese medicine[10] was constructed
by the Institute of Chinese Medicine Information of the Chinese
Academy of Traditiona Chinese Medicine. The Traditional
Chinese Medicine Language System (TCMLYS) is arelatively
large semantic network for the KG of Chinese medicine [11],
containing more than 100,000 concepts and 1 million semantic

https://medinform.jmir.org/2022/9/e38414
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relations, which basically coversthe conceptual system of TCM
disciplines. The TCML Swasin theleading position of the TCM
community in terms of its scale and completeness. Rotmensch
et al [12] extracted positive mentions of diseasesand symptoms
(concepts) from structured and unstructured data in electronic
medical records (EMRs) and used them to construct a health
KG automatically.

Knowledge Graph Representation Learning

Graph neural networks (GNNSs) are deep |learning architectures
for graph-structured data, which combine end-to-end learning
with inductive reasoning. GNNs are promising research topics
of Al, and they are expected to solve the problems of causal
inference and interpretability that cannot be handled by
traditional deep learning models. KG representation learning is
acritical branch of the research on GNNsand playsanontrivial
rolein knowledge acquisition and downstream application. KG
representation learning consists of elements such as
representati on spaces (pointwise space, complex vector space,
gaussian distribution, manifold, and group), scoring functions
(distance-based and semanti c-matching scoring functions), and
encoding models (linear/bilinear, factorization modelsand neural
networks).

Translational models leverage trandational distances (eg, L1
or L2 norm) to model relations between head and tail entities.
TranskE is one of the representative trandational models [13].
Dealing with 1-to-N, N-to-1, and N-to-N relations, TransE
suffered from inefficiency problemsin representing head or tail
entities. To aleviate such problems, KGE models, including
TransH [14], TransR [15], and TransD [16], were designed to
imposetrandational distance constraintsthrough different entity
projection strategies. RotatE considers the embedding vectors
of relations as rotations from source entities to target entitiesin
acomplex space [17].

The basic idea of factorization models is to decompose the
matrix of each slice in a 3-way tensor into a product of entity
vectors and relation matrices in the lower-dimensional space.
The RESCAL mode leveraged arelation-associated matrix to
capture interactions between head and tail entities, which
required alarge number of parameters to model relations[18].
Therefore, vector forms of relationswereintroduced in DistMult
[19] to decrease model parameters by restricting theinteraction
matrices to diagonal matrices. To increase the interactions
between head and tail entities, a circular correlation operation
was leveraged as the score function in the expressive HolE
model [20]. Inspired by DistMult, the Compl Ex model extended
the representations of entities and relations by utilizing
embedding vectorsin acomplex space[21]. An expressive KGE
model named SimplE used 2 vectors for each entity to learn
independent parameters through simplifying ComplEx by
removing redundant computation [22].

In recent years, inspired by convolution operations,
convolution-based KGE models, such as ConvE [23], ConvKB
[24], and CapsE [25], were designed as different strategies to
capture features between entities and relations for KG
representation learning. A KGE model named knowledge base
attention (KBAT) extended the graph attention (GAT) network
by exploring the multihop representation of a given entity for
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representation aggregation via multihead attention and graph
attention mechanisms [26]. The natural language pretraining
model BERT [27] learned to integrate contextua information
in the KG based on the representation of the transformer [28].
CoKE [29] used a transformer to encode edge and path
sequences. These promising methods have attracted much
attention due to the high efficiency of convolution in
representation learning. CoKE aimed to learn the dynamic
adaptive representations of entitiesand relationsbased on arich

https://medinform.jmir.org/2022/9/e38414

Weng et al

graph structure context. Compared with static representations,
the performance of contextual models is state of the art, since
the representations combined with contextual semantic
information are richer and more flexible. Despite the use of a
transformer, CoKE was dtill parameter-efficient to obtain
competitive performance with fewer parameters. The
comparison of the KG representation learning modelsis shown
in Table 1.
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Table 1. Comparison of baseline KGE? models.

Weng et al

Model

Scoring function f(h,t)

Entity and relation embedding

Trandational model
Transk [13]

TransH [14]

Transk [15]

TransD [16]

Linear/bilinear model

SimplE [22]

HolE [20]

Rotational model
QuatE [30]

RotatE [17]

Convolutional neural network

ConvE [23]

ConvKB [24]

GNNP

KBATC [26]

Neural network transfor mer

CoKEY [29]

E] E]

|
|

|
|

|
|

|
|

|
|

|
|

|
|

|
|

|
|

|
|

|
|

3 GE: knowledge graph embedding.

BGNN: graph neural network.

‘K BAT: knowledge base attention.

dCoK E: Contextualized Knowledge Graph Embedding.

Application of Medical Knowledge Graphs

The hot topics related to the application of medical KGs are
K G-fused multimodal information diagnosis, KGE-based text
classification, and knowledgeinference—based medical question
answering and assisted diagnosis. Shen et a [31] reused the
existing knowledge base to build a high-quality KG and
designed a prediction model to explore pharmacology and KG

https://medinform.jmir.org/2022/9/e38414

RenderX

features. The model alowed the user to gain a better
understanding of the drug properties from a drug similarity
perspective and insights that were not easily observed in
individual drugs. Zheng et al [32] took advantage of 4 kinds of
modality data (X-ray images, computed tomography [CT]
images, ultrasound images, and text descriptions of diagnoses)
to construct a KG. The model leveraged multimoda KG
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attention embedding for diagnosis of COVID-19. The
experimental results demonstrated that it was essential to capture
and join the importance of single- and multilevel modality
information in a multimodal KG. Li et a [33] designed an
Al-powered voice assistant by constructing a comprehensive
knowledge base with ontologies of defined Alzheimer disease
and related dementia (ADRD) diet care and user profiles. They
extended the model with external KGs, such as FoodData
Central and DrugBank, which personalized ADRD diet services
provided through a semantics-based KG search and reasoning
engine.

With the development of deep learning methods, diagnostic
decisions have become interpretable. Theoretically, rule-based
engines may infinitely approximate the performance of nonlinear
classifiers by mining the expanded knowledge. In other words,
through the integration of interpretable knowledge rules,
rule-based engines may approximate the performance of deep
learning models. Through deep mining of rules, the clinical
assisted decision-making system may be able to perform
multiple rounds of rule expansion under dynamic thresholds
and further extend the capability of decision-making based on
existing knowledge.

Methods

TCM Knowledge Graphs

To construct a TCM KG (Table 2) for ordinary usage, such as
disease diagnosis and treatment assistance, we cleaned the EMR
data set of diagnosis and treatment of TCM diseases and
represented the relations of entitiesin triples. For instance, given
adescription text of insulin resistance as a mechanism of type
2 diabetes, the entities and relations in the sentence were
extracted and organized into a disease mechanism triple of
(insulin resistance, mechanism=>disease, diabetes). A KG was
defined as G=(E,R,S), where entities, relations, and triples are

E, respectively, and |E| and |R| are the counts of entities and
relations. Thetriples consisted of entities, relations, describing
concepts, or attributes.

Traditional KGE models are designed to learn static
representations of entities and relations. The features of graph
contexts are obtained by representing neighbor entities and
relations. Different meanings are expressed by entities and
relationsin diverse contexts, aswords appear in different textual
contexts. Multihop relations (ie, paths between entities) can
provide rich contextual features for reasoning in KG [29].
Existing work [34] shows that multihop relation paths contain
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rich inference patterns between entities. Since not all relation
paths arereliable, we designed a causal-constraint algorithm to
filter the reliability of relation paths. Relation paths were
represented via semantic composition of relation embeddings.
The screened multihop relations were extended to triple
alternative combinations.

The rules for screening potential multihop causal relations are
shown in Figure 1. For example, there exist triples (insulin
resistance, treat, diabetes mellitus) and (metformin, mechanism,
insulin resistance) in a clinical KG describing the relations
between clinical mechanism and disease (or drug) as a positive
exampleinthefigure. Therelations can beinferred asthe causal
multihop relation between a drug and a disease by the rules
drug=>mechanism and mechanism=>disease, indicating that
metformin can treat insulin-resistant diabetes. The triples
(dydlipidemia, symptom, diabetes mellitus) and (dydlipidemia,
symptom, CKD [where CKD refersto chronic kidney disease])
co-occurred and thus could not reflect the causa relation
between diabetes mellitus and CKD or dyslipidemia. Such
negative triples were screened according to the rules.

An example of a casua multihop relation of TCM disease
(abdominal mass)=>mechanism (phlegm dampness, toxin, blood
stasis)—-mechanism=>mechanism (clearing heat-toxin,
eliminating dampness)—disease=>drug (root of Chinese
Pulsatilla) can be inferred according to the rules (abdominal
mass, disease=>drug, phlegm dampness, toxin, blood stasis),
(phlegm dampness, toxin, blood stasis,
mechanism=>mechanism, clearing heat-toxin, eliminating
dampness), and (abdominal mass, disease=>drug, root of
Chinese Pulsatilla). In other words, casual multihop relations
of TCM can be inferred, which conform to the cognition of
di seases—syndrome—principle-method—recipe-medicines  of
TCM, including the aforementioned path
di sease=>mechanism=>treatment=>drug.

The semantics of the entities diabetes mellitus and metformin
were enriched by the embeddings of the 2-hop path inferred by
triples (metformin, mechanism, insulin resistance) and (insulin
resistance, treat, diabetes mellitus). To represent multihop
relations, given the 2-hop path from the entity metformin to
diabetesmellitus, triple forms (metformin, mechanism-treat,
diabetes mellitus) were used for consistency. Since the multihop
features were integrated, the representations of entities and
relations tended to have strong inference capability, which
facilitated entity link prediction. The KG was represented as
textual triples that described multihop relations of entities.
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Table 2. Overview of the TCM2KGP.

Relation name Heads, n Tails, n Triples, n
symptom=>symptom 8101 8544 51,345
disease=>symptom 12,225 15,071 133,648
disease=>drug 12,650 11,526 84,524
mechanism=>mechanism 527 51 590
symptom=>drug 3941 6145 24,724
symptom=>mechanism 6544 1096 10,906
symptom=>disease 8101 10,391 87,651
mechanism=>department 1908 65 4408
symptom=>body parts 318 85 548
mechanism=>body parts 2217 72 3221
mechanism=>symptom 2147 4101 16,377
symptom=>department 10,157 178 24,870
disease=>mechanism 7774 5304 46,425
disease=>body parts 7607 110 13,505
disease=>department 14,484 284 40,762
disease=>disecase 9728 10,545 40,575
mechanism =>disease 2228 5443 20,621

3TCM: traditional Chinese medicine.
K G: knowledge graph.
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Figure 1. Positive and negative examples of multihop relation filtering and generation. CKD: chronic kidney disease; T2DM: type 2 diabetes mellitus.
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" The patient with T2DM (insulin resistance +
diabetes mellitus) may use metformin.

Knowledge Graph Representation Framework

After preprocessing of the TCM K Gs, we applied a CoK E-based
KG representation learning model based on a diagnosis and
treatment KG of Chinese and Western medicine and proposed
anew KG representation framework. Compared with popular
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The patient with diabetes mellitus and CKD
may not have dyslipidemia.

knowledge representation learning models, such as Transk and
KBAT, our framework features the fusion of CoKE and
multihop relations. The framework was verified with
downstream applications, such as assisted decision-making and
guestion answering, as shown in Figure 2.
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Figure 2. Proposed framework of TCM KG representation learning. CoKE: Contextualized Knowledge Graph Embedding; KG: knowledge graph;

TCM: traditional Chinese medicine.
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The CoK E model wasleveraged asthe base model in this paper.
The BERT model was leveraged to learn contextualized
embeddings of entities and relations in CoKE. The input
sequence X = (X4, Xy, ..., X,,) consisted of the embeddings of a
head entity x; and a tail entity x,, while the embeddings of
relations were denoted as x, from x,,_;. Given x;from the input
sequence, the hidden representation h, was expressed as
Equation 1:

@

where |E is the embedding of an element and |E is the
positional embedding of an element. The former was used to

identify the current entities or relations in E, and the latter
presented the positional features of the element in the sequence.
The constructed hidden representationswerefed into transformer
encoders of L layers as Equation 2:

@

where = is the hidden representation of x; at the |-th layer of
the encoder. A multihead self-attention mechanism was
leveraged by the transformer, which allowed each element to
attend to other elements in the sequence effectively for
contextual feature modeling. As the use of transformers has
become ubiquitous recently, we omitted a detailed description

of the transformer. The final hidden representations [E] are
representations for entities and relations within the sequence
X. The learned representations were naturally contextualized
and automatically adaptive to the input.
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Multihop Relational Representation Learning

Given atriple (sr,0) in aKG, the contexts between a head and
atail entity can be described as an edge and a path. An edge
S- I - o0ispresented asasegquencethat can beviewed asatriple.
For instance, an edge metformin— mechanism- insulin
resistance can form a triple (metformin, mechanism, insulin
resistance) eguivalently. Asthe basic unit of aKG, an edge (or
atriple) isthe simplest form of a graph context describing an
entity. Another contextisapaths—r; - ... -, — 0 asasequence

consisted of head and tail entities and alist of linked relations

between them. For instance, the path |E describes multihop
relations between the head entity metformin and the tail entity
diabetesmellitus, where insulin resistance is the intermediate
entity in the path, while mechanism and treat are the relations.
The path can be expressed as a triple (metformin,
mechanism-treat, diabetes mellitus). Consisting of contextual
features of entities, the multihop path representation can be
leveraged for reasoning in aKG.

To verify the effectiveness of the model, experiments of entity
link predictionin knowledge graph completion (KGC) [35] and
multihop rel ation representation learning were conducted. Entity
link prediction refers to a task that predicts missing target
entities of triples (h, r, ?) and (?, r, t) with a candidate entity set
by semantic constraints of KGE models. PathQuery answering
[36] was utilized in the experiments of multihop relation
representation learning. Given a source entity s and arelation
path p, aset of target entitiesthat were inferred from the source
entity sviathe path p was predicted.

In entity link prediction, our model was trained to predict
missing target entities, given a context in the KG, answering
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1-hop or multihop queries. Different strategieswere considered
to train our model with respect to the cases of edges and paths.
Each edge s— r - 0 is associated with 2 instances ? - r - 0 and
s-r - ?, which can be regarded as 1-hop query answering. For
instance, metformin - mechanism- ? is to answer the query,
What is the mechanism of metformin? Similarly, each path
—TI—0 is aso associated with 2 instances, one to

predict s and the other to predict o, which can be viewed as

S—>r1—>...

multihop question answering. For instance, El isto answer the
query, What disease can be treated by the mechanism of
metformin?

In the training procedure, edges or paths were unified as an
input sequence X = (X4, Xy, ..., X,). TWO instances were created
by replacing x; with a special token [MASK] for s prediction
and by replacing x,, with [MASK] for o prediction. The masked
sequence wasfed into the transformer encoding blocksto obtain
the final hidden representation for target entity prediction.

As in the BERT model, the representations of the masked
entities were fed into a feedforward neural network and a
standard Softmax layer was leveraged for classification
(Equation 3):

Weng et al

[E]
where z; and z,, are the representations of h-; and h*, produced

by the feedforward layer, while E isamatrix shared with the
input element embedding matrix for classification. D is the
hidden size, V is the size of the entity vocabulary, and p; and
p, are the predicted distributions of target entities s and o.
Cross-entropy loss was leveraged as the loss function for
classification (Equation 4):

@
wherey, and p; are thet-th components of the 1-hot label vector
y and the distribution vector p, respectively. A label-smoothing
strategy was leveraged to lessen the restriction of 1-hot labels.
In other words, the value of the target entity was set to €, while
y; = (1-¢)/(V —1) for incorrect entities in the candidate entity
Set.

Knowledge Digtillation

Inspired by the idea of TinyBERT [37] for knowledge
distillation, our model CoK E-distillation containsateacher and
a student model for knowledge distillation, as shown in Figure
3.

Figure 3. Architecture of CoKE-distillation. CoKE: Contextualized Knowledge Graph Embedding.
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Our proposed CoKE-distillation model consists of 3 levels of
distillation: embedding layer distillation, transformer -layer
distillation, and prediction layer distillation. At the embedding
layer distillation level, the embedding matrices of the student
and teacher model are constrained by the mean-square error
(MSE) loss (Equation 5):

@

where @ isatrainable linear transformation matrix to project
the embedding of the student model into the semantic space of
the teacher model. The embedding matrices of the student and

teacher models are denoted by E, where | is length of the
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sequence, d, isthe size of the embeddings of the teacher model,
and d is the size of the embeddings of the student model.

At the level of transformer layer distillation, the
CoKE-distillation model distillsknowledgein k-layer intervals.
For instance, if the student model has 4 layers, a transformer
lossiscalculated every 3 layers, since the teacher model has 12
layers. The first layer of the student model corresponds to the
third layer of the teacher model, while the second layer of the
student mode! correspondsto the sixth layer of the teacher model
and so on. The transformer loss of each layer isdivided into 2
parts, attention-based knowledge distillation and implicit
state-based knowledge distillation. The loss of each layer
consists of an attention-based knowledge distillation loss and
a hidden state-based knowledge distillation loss.
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The attention-based knowledge distillation lossis expressed as
Equation 6:

@

where h is the number of attention heads, El refers to the
attention matrix corresponding to the i-th head of the teacher
or the student, and | isthe length of the input text.

The hidden state-based knowledge distillation lossis expressed
as Equation 7:

B

where the matrices [El refer to the hidden representations of
student and teacher models, respectively. At the level of
prediction layer distillation, prediction lossis shown as Equation
8

@

where z" and Z° are the logit vectors predicted by the student
and the teacher respectively, CE means the cross-entropy loss,
and t means the temperature value. In our experiment, t was set
to.

Results

Data Set

To evaluate the proposed model, a widely used standard data
set FB15k-237 [38] was used, which isa subset of the Freebase
knowledge base [6] with 14,541 entities and 237 relations. Due
to redundant relations existing in the FB15k data set,
FB15K-237 removes the inverse relations, preventing models
from directly inferring target entities by inverse relations. The
FB15k-237 data set is randomly divided into 3 sets (training,
validation, and test sets), with 272,115 triples in the training

Weng et al

set, 17,535 triplesin the validation set, and 20,466 triplesin the
test set.

We constructed a medical diagnosis and treatment data set of
TCM, called TCMdt, consisting of entities and relations as
triples. The data set contained 17 kinds of relations, 59,882
entities, and 604,700 triples without repetitive and inverse
relations. There were 3811 kinds of N-1 relations, such as
relation  combinations mechanismbody parts and
mechanism-mechanism. The rest of the relations were N-N
relations, 600,868 in total. Therewereno 1-1 and 1-N relations
in the data set. The data set was divided into a training, a
validation and a test set, containing 59,882 entities and 17
relationsin total. The details of the FB15k-237 and TCMdt data
sets are shown as Table 3.

The hypertension data set (Table 4) in TCM for the multilabel
modeling task was used in our experiment to evaluate the
effectiveness of KGE learning. TCM has been used for the
diagnosis of hypertension and has significant advantages.
Symptom analysis and modeling of TCM provide a way for
clinicians to accurately and efficiently diagnose hypertension.
In this study, the initial data were collected from trained
practitioners and clinical practitioners. Details of 928 cases of
hypertension were collected from the clinical departments of
the Guangdong Provincial Hospital, with both inpatient and
outpatient medical records from the Liwan district [39]. All
cases with incomplete information were removed from the data
set, and the remaining 886 (95.47%) caseswere used for analysis
in this study.

Each casein the data set had 129 dimensions of TCM symptom
features and syndrome diagnosis labels in 1-hot format. Each
case had 2-5 labels of TCM syndrome diagnosis reidentified
by trained clinicians. The KGE of the syndrome entities and
the symptom vectors and matrix were constructed from the
aforementioned TCMdt data set.

Table 3. Statistics of the FB15k-237 data set and the constructed TCMdit data set.

Data set Entities, n Relations, n Triplesinthetraining set, n  Triplesinthevaidation set, n  Triplesin the test set, n
FB15k-237 14,541 237 272,115 17,535 20,446
TCMdt 59,882 17 544,230 30,235 30,235

Table 4. Statistics of the hypertension data set in TCM2,

Features, n Classes, n

Total cases, N Validation

121 8

886 10-fold cross-validation

8T CM: traditional Chinese medicine.

Basdlines

Baseline methods were used for comparison in the experiments,
including translational models, bilinear models, a rotational

https://medinform.jmir.org/2022/9/e38414

model, a GNN, and a transformer-based model. The details of
the models and their types are shown in Table 5.
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Table 5. Baseline methods for KG? representation learning.

Weng et al

Type of model

Models

Translational model
Linear/bilinear model

Rotational model

GNNP
Transformer-based model

TransE [13], TranH [14], TransR [15], TransD [16]
ComplEx [21], DistMult [19], SimplE [22]
RotatE [17]

KBAT®[26]

CoKEY [29]

3 GE: knowledge graph.

bGNN: graph neural network.

®K BAT: knowledge base attention.

dCoK E: Contextualized Knowledge Graph Embedding.

Evaluation Metrics

With respect to the evaluation metrics, Sun et al [40] found that
some high performance can be attributed to the inappropriate
evaluation protocols and proposed an evaluation protocol to
address this problem. The proposed protocol was more robust
to handle bias in the model, which could substantialy affect
the final results. Ruffinelli et a [41] conducted systematic
experiments on the training methods used in various KGE
models and found that some early models (eg, RESCAL) can
outperform the state-of-the-art models, after adjusting the
training strategies and exploring a larger search space of
hyperparameters. This indicated that the performance
improvement of the models might not reflect their advantage,
sincethetraining strategies might play acritical role. Therefore,
we established a unified eval uation standard to minethe valuable
ideas and superiority of the models.

We used the mean reciprocal rank (MRR) and Hits@N, which
are frequently used evaluation metrics for link prediction task
in KGs (Equations 9 and 10). Applying the filtered settings
given by Wang et al [14], the rank of the head or tail entitiesin
atesttriple (g, ry, §) was computed within afiltered entity set.
The filtered entity set contained entities that could be used to
generate valid triples without valid head or tail entitiesin the
training set. A large value of the MRR indicates that the KGE
model havethe capability of precise entity representation, while
Hits@N denotes arate of head and tail entitiesthat rank within
N (1, 3, or 10) empirically.

@
@
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Inthe equations, || isthe size of testing tripleset I'; and I(+) is

an indicator function, while E denote values of ranks for a
head and atail entity & and g, respectively.

M odel Performances

During the comparison, we evaluated the models with
embedding vectors of 256, 512, 1024, and 2048 dimensions and
sufficient iterations to ensure the obtained embeddings were
qualified for the sake of the downstream task. The results are
shown in Tables 6 and 7. Compared with the baseline models,
the CoKE model showed a competitive performance on both
the standard data set and the constructed TCMdt data set. The
CoKE model had the highest MRR and CoK E-multihop model
had the best Hits@10. The CoK E-multihop-distillation model
gtill showed a competitive performance on the MRR and
HIT@10 compared to the CoK E model.

To evaluate the effectiveness of the KGE learning, 10-fold
cross-validation was used in the multilabel modeling task
experiments. Compared with typical models multilabel k nearest
neighbors (MLKNN), RandomForest-RAKEL (where RAKEL
refersto random k-label sets), L ogisticRegression-RAKEL , and
deep neural network (DNN) [42], the proposed model
outperformed the baseline models on metrics precision, recall,
and the F1 score, as shown in Table 8. In addition, multilabel
models with KGE had better performance than those without
KGE. The results demonstrate that learned KGE is capable of
improving the performance of deep learning models.

As shown in Figure 4, the DNN+BILSTM-KGE (where
BILSTM refers to bidirectional long short-term memory)
outperformed the DNN on eval uation metrics (eg, precision and
F1 score) in the training procedure. Compared with the DNN,
the average precision and F1 score of DNN+BILSTM-KGE
showed improvement, with the Hamming loss significantly
decreasing for the first 50 iterations.
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Table 6. Performance comparison of link prediction on the FB15k-237 data set.

Models MRR2 Hits@N
@10 @3 @1

Transk 0.296 0.499 0.330 0.196
SimplE 0.306 0.496 0.341 0.212
RotatE 0.314 0.505 0.347 0.221
ComplEx 0.296 0.489 0.333 0.200
DistMult 0.309 0.506 0.346 0.211
KBATP 0.103 0.337 0.248 0.103
ConvKB 0.407 0.527 0.333 0.200
CoKES 0.362 0.550 0.400 0.269

3\ SE: mean-square error.
bK BAT: knowl edge base attention.
®CoK E: Contextualized K nowledge Graph Embedding.

Table 7. Performance comparison of link prediction on the TCMdt data set.

Models MRR? Hits@N
@10 @3 @1
TransE 0.243 0.428 0.279 0.150
SimplE 0.162 0.436 0.222 0.113
RotatE 0.146 0.424 0.193 0.090
ComplEx 0.137 0.411 0.177 0.080
DistMult 0.164 0.438 0.223 0.117
ConvKB 0.271 0.464 0.302 0.192
CoKED 0.332 0.491 0.365 0.250
KBATE 0.129 0.369 0178 0.088
CoKE-multihop 0.251 0.515 0.278 0.261
CoKE-multihop-distillation 0.32 0.483 0.374 0.260

8\ SE: mean-square error.
PK BAT: knowl edge base attention.
CCoKE: Contextualized K nowledge Graph Embedding.
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Table 8. Results of 10-fold cross-validation of deep learning multilabel models.
Index Precision Recall F1 score
MLKNN? (Hamming loss=0.186; best parameter: K=26)
Micro-avg 0.810 0.710 0.760
Macro-avg 0.800 0.610 0.660
RandomForest-RAKELP (Hamming l0ss=0.186; best parameter: n_estimator s=800)
Micro-avg 0.790 0.740 0.760
Macro-avg 0.760 0.640 0.670
L ogisticRegression-RAKEL (Hamming loss=0.173; best parameter: C=0.5)
Micro-avg 0.810 0.750 0.780
Macro-avg 0.760 0.660 0.700
DNN® (Hamming l0ss=0.186; best parameters: hidden=500, layer=3)
Micro-avg 0.790 0.740 0.760
Macro-avg 0.750 0.670 0.700
DNN+LSTMY-K GE® (Hamming loss=0.167; best parameters. hidden=500, layer=3, L STM=128)
Micro-avg 0.800 0.790 0.790
Macro-avg 0.740 0.740 0.740
DNN+BILSTM'-KGE (Hamming l0ss=0.127; best parameter: L STM=128)
Micro-avg 0.860 0.820 0.840
Macro-avg 0.810 0.770 0.790

AMLKNN: multilabel k nearest neighbors.
PRAKEL : random k-labelsets.
°DNN: deep neural network.
dLsT™: long short-term memory.
€K GE: knowledge graph embedding.
fBILSTM: bidirectional long short-term memory.
Figure 4. Performances of DNN and DNN+BILSTM-KGE. BILSTM: bidirectiona long short-term memory; DNN: deep neura network; KGE:

knowledge graph embedding.
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Learned representations of entities were visualized by t-SNE,
as shown in Figure 5. Symptoms and TCM syndrome elements
are denoted by O and X, respectively. The representation
distribution conformed to theoretical common sense in TCM
with obvious boundaries (ie, silhouette score>0.44) between
different classes of TCM syndromes. Intuitively, the learned
representati ons preserved the semantic information about TCM
syndromes by using the proposed KGE learning methods. In

Figure5. Learned representations of entity visualization.

Weng et al

addition, the relation between entities Yang hyperactivity and
dizziness was similar to the relation between entities liver
depression and stringy pulse, indicating that the semantic
congtraint of trandlational distance is preserved after training.
The results show that representations learned by the proposed
KGE learning method are capable of providing semantic
information in TCM.
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Discussion

Principal Findings

The experiments show that the CoKE model has a more stable
performance and can be used for improving downstream tasks.
We assume that downstream tasks may be improved by KGE
learning, since semantic information provided by KGE is
preserved in learned representations of missing entities and
relations in a KGC task. KGE is suitable to be applied in
scenarios that suffer from incompleteness issues, including
knowledge discovery for diagnosis and treatment and assisted
decision-making in TCM. Based on the clinical KGE model,
we automatically extracted the information about dominant
diseases treated by Chinese physicians, evidence, symptoms,
theories, treatment methods, prescriptions, medicines, and
concept mappings according to the definition of clinica
knowledge ontology by the physicians. Inspired by Luo et a
[43] and Jin et al [44], the triplesin aclinical KG are used to
learn a personalized KGE model of Chinese physicians.

The problem of incompleteness of aKG is dleviated by entity
link prediction of the personalized KGE model. Through the
visualization of the KG, our system assists expertsin identifying

https://medinform.jmir.org/2022/9/e38414

and expanding the potential relations and neighbors of entities
in order to obtain explicitness of the implicit knowledge.
Through multiple iterations of embedded learning, the KGE
model is suitable for treatment decision-making of Chinese
physicians. The theories, treatment methods, prescriptions,
capability of cause-effect reasoning, and interpretability are
enhanced.

Consisting of theories, treatment methods, prescriptions, and
medicines of endometriosis (EM) in TCM, the visualization of
our KGisshowninFigure6. A personalized KG for gynecology
is constructed to assist experts in knowledge discovery and
decision-making. The thickness of the arrows represents the
strength of the potential causality, and the size of the nodes
represents their importance in the KG of EM in gynecology.
Our system clustersthe nodes and represents them with different
colors of the clusters. Different shapes of nodes represent
different entity types.

We referred to alarge amount of ancient and modern literature
and the diagnosis and treatment data of Chinese and Western
medicine, combined with the techniques of entity extraction
and causality extraction in natural language processing.
According to the definition of domain knowledge by Chinese
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physicians, valid entities and relations from real cases include
the names of TCM diseases, Chinese medicines and
prescriptions, tests and examinations, names of Western
medicines and diseases, TCM symptoms, and hospital
departments. In thetraining procedure, theweights of the CoKE
model were updated until convergence in order to generate
embedding vectors that captured semantic features for clinical

Weng et a

interpretability. The proposed model can be applied for
personalized recommendations of Chinese physicians, question
answering, and optimization of diagnostic models.

Inspired by the heterogeneous network representation learning
model [45], a framework for knowledge discovery and
decision-making in TCM was proposed, as shown in Figure 7.

Figure6. Visuaization of apersonalized KG that consists of theories, treatment methods, prescriptions, and medicinesof EM in TCM. EM: endometriosis;

KG: knowledge graph; TCM: traditional Chinese medicine.
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Figure7. Application of theframework to knowledge discovery and decision-making in TCM. CKG: collaborative knowledge graph; TCM: traditional

Chinese medicine; QA: question and answer.
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For medical recommendation and assisted decision-making, the
first step is to collect objective information about the four
diagnostic methods. The clinical KG incorporates multimodal
information recognized from tongue and facial diagnosis
equipment, which can be used to improve the performance of
models, even in few-shot learning scenarios. KGs can be used
to effectively solve the problems of sparsity and cold start in
recommendation systems. Integrating K Gsinto recommendation
systems as externa information facilitates the systems with
common-sense reasoning capability. Based on the powerful
capability of information aggregation and the inference of
GNNSs, we designed a recommendation system to recommend
symptoms, diseases, and Chinese physicians, which effectively
improves the performance of recommendations. In addition,
the information propagation and inference capability of GNNs
also provideinterpretability for the results of recommendations.

Themodel can be used for high-quality assisted decision-making
in diagnosis and treatment based on multimodal information
and speciaty questionnaires. Our system helps practitioners
and patients efficiently build online profiles, which enhances
the research value of clinical cases. Constructed from natural
language, KGs have a strong connection to text mining. KGE
can be used to boost the performance of models for text
classification and generation. For example, KGE can be
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Conclusion
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research will be conducted on the knowledge fusion of
heterogeneous GNNs, complex inference of KGs with GNNs,
and interpretable learning of GNNs.

Thework was supported by grantsfrom the National Natural Science Foundation of China (#61871141) research and devel opment
plan projects in key areas of Guangdong Province (#2021A1111120008), the Collaborative Innovation Team of Guangzhou
University of Traditional Chinese Medicine (#2021XK08), and the State Key Laboratory of Dampness Syndrome of Chinese

Medicine (#522021273004, SZ20217701).

https://medinform.jmir.org/2022/9/e38414

RenderX

JMIR Med Inform 2022 | vol. 10 | iss. 9 |€38414 | p.131
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Weng et a

Conflictsof Interest
None declared.

References

1.

Du J, Shi D. The advantages of TCM in treating chronic diseases and the inspiration of TCM to modern medical treatment
model. Beijing J Tradit Chin Med (in Chinese) 2010;29(4):3.

2. WengH,LiuZz, Yan S. A framework for automated knowledge graph construction towards traditional chinese medicine.
Health Info Sci 2017:170. [doi: 10.1007/978-3-319-69182-4 18]

3. Google Knowledge Graph Search API. URL: https://devel opers.google.com/knowledge-graph [accessed 2022-08-09]

4.  Paulheim H. Data-driven joint debugging of the dbpedia mappings and ontology. 2017 Presented at: 14th International
European Semantic Web Conference; May 28 to June 1, 2017; Portoroz, Slovenia p. 404-418. [doi:
10.1007/978-3-319-58068-5 25]

5. Suchanek FM, Kasneci G, Weikum G. Yago: acore of semantic knowledge. 2007 Presented at: 16th International Conference
on World Wide Web; May 8-12, 2007; Banff, Alberta, Canada p. 697-706. [doi: 10.1145/1242572.1242667)

6. Bollacker K, Evans C, Paritosh P. Freebase: a collaboratively created graph database for structuring human knowledge.
2018 Presented at: SIGMOD/PODS '08: International Conference on Management of Data; June 9-12, 2008; Vancouver
Canadap. 1247-1250. [doi: 10.1145/1376616.1376746]

7. LiuZz, Cui A. Big Data Intelligence: Machine Learning and Natural Language Processing in the Internet Age. Beijing:
Publishing House of Electronics Industry; 2016.

8. Cheng X, Jin X, Wang Y, Guo J, Zhang T, Li G. Survey on big data system and analytic technology. J Softw
2014(9):1889-1908.

9.  Zhou X, Cao C. Medical Knowledge Acquisition: An Ontology - Based Approach. China: Key Laboratory of Intelligent
Information Processing, Institute of Computing Technology, Chinese Academy of Sciences,; 2003.

10. JiaL,LiuJ, YuT, ZhuL, Gao B, Liu L. Construction of traditional chinese medicine knowledge graph. JMed Inform
2015:51-53.

11. JialL, ZhulL, Dong Y. Study and establishment of appraisal system for traditional chinese medicine language system. Chin
Digit Med 2012;07(010):13-16.

12.  Rotmensch M, Halpern Y, Tlimat A, Horng S, Sontag D. Learning a health knowledge graph from electronic medical
records. Sci Rep 2017 Jul 20;7(1):5994 [FREE Full text] [doi: 10.1038/s41598-017-05778-z] [Medline: 28729710]

13. Bordes A, Usunier N, Garcia-Duran A. Translating embeddings for modeling multi-relational data. Adv Neura Info Proc
Syst 2013:26.

14. Wang Z, Zhang J, Feng J, Chen Z. Knowledge graph embedding by translating on hyperplanes. AAAI 2014 Jun
21;28(1):1112-1119. [doi: 10.1609/aaai.v28i1.8870]

15. LinY,LiuZz, SunM, LiuY, Zhu X. Learning entity and relation embeddings for knowledge graph completion. AAAI 2015
Feb 19;29(1):2181-2187. [doi: 10.1609/aaai.v29i1.9491]

16. Xiao H, Huang M, Zhu X. From one point to a manifold: knowledge graph embedding for precise link prediction. 2015
Presented at: 25th International Joint Conference on Artificial Intelligence; July 9-15, 2016; New York, NY p. 1315-1321.

17. Ji G,HeS, Xul,LiuK, Zhao J. Knowledge graph embedding viadynamic mapping matrix. 2015 Presented at: 53rd Annual
Meeting of the Association for Computational Linguistics and the 7th International Joint Conference on Natural Language
Processing; July 2015; Beijing, Chinap. 687-397. [doi: 10.3115/v1/p15-1067]

18. Nickel M, Tresp V, Kriegel HP. A three-way model for collective learning on multi-relational data. 2011 Presented at: 28th
International Conference on Machine Learning; June 28 to July 2, 2011; Bellevue, WA p. 809-816.

19. YangB, Yih W, He X, Gao J, Deng L. Embedding entities and relations for learning and inference in knowledge bases.
ICLR 2015:13.

20. Nickel M, Rosasco L, Poggio T. Holographic embeddings of knowledge graphs. AAAI 2016 Mar 02;30(1):1955-1961.
[doi: 10.1609/aaai.v30i1.10314]

21. Trouillon T, Welbl J, Riedel S, Gaussier E, Bouchard G. Complex embeddings for simple link prediction. ICML
2016:2071-2080.

22. Kazemi SM, Poole D. Simple embedding for link prediction in knowledge graphs. 2018 Presented at: Neurl PS 2018: Annual
Conference on Neural Information Processing Systems; December 3-8, 2018; Montréal, Canada p. 4284-4295.

23. Dettmers T, Minervini P, Stenetorp P, Riedel S. Convolutional 2D knowledge graph embeddings. 2018 Apr 25 Presented
at: AAAI-18: Thirty-Second AAAI Conferenceon Artificial Intelligence; February 2-7, 2018; New Orleans, LA p. 1811-1818.
[doi: 10.1609/aaai.v32i1.11573]

24.  Nguyen DQ, Nguyen T, NguyenPhung D. A novel embedding model for knowledge base compl etion based on convolutional
neural network. 2018 Presented at: 2018 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies; June 1-6, 2018; New Orleans, LA p. 327-333. [doi: 10.18653/v1/n18-2053]

https://medinform.jmir.org/2022/9/€38414 JMIR Med Inform 2022 | vol. 10 | iss. 9 |€38414 | p.132

(page number not for citation purposes)


http://dx.doi.org/10.1007/978-3-319-69182-4_18
https://developers.google.com/knowledge-graph
http://dx.doi.org/10.1007/978-3-319-58068-5_25
http://dx.doi.org/10.1145/1242572.1242667
http://dx.doi.org/10.1145/1376616.1376746
https://doi.org/10.1038/s41598-017-05778-z
http://dx.doi.org/10.1038/s41598-017-05778-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28729710&dopt=Abstract
http://dx.doi.org/10.1609/aaai.v28i1.8870
http://dx.doi.org/10.1609/aaai.v29i1.9491
http://dx.doi.org/10.3115/v1/p15-1067
http://dx.doi.org/10.1609/aaai.v30i1.10314
http://dx.doi.org/10.1609/aaai.v32i1.11573
http://dx.doi.org/10.18653/v1/n18-2053
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Weng et a

25.

26.

27.

28.

29.

30.

31.

32.

33.

35.

36.

37.

38.

39.

40.

41.

42.

43.

45,

46.

47.

Vu T, Nguyen TD, Nguyen DQ. A capsule network-based embedding model for knowledge graph completion and search
personalization. 2019 Presented at: 2019 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technol ogies; June 1-8, 2019; Minneapolis, MN p. 2180-2189. [doi: 10.18653/v1/n19-1226]
Nathani D, Chauhan J, Sharma C. Learning attention-based embeddings for relation prediction in knowledge graphs. 2019
Presented at: 57th Annual Meeting of the Association for Computational Linguistics; July 28 to August 2, 2019; Florence,
Italy p. 4710-4723. [doi: 10.18653/v1/p19-1466]

Devlin J, Toutanova LK. BERT: pre-training of deep bidirectional transformersfor language understanding. 2019 Presented
at: 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language
Technologies; June 1-8, 2019; Minneapolis, MN p. 4171-4186.

Vaswani A, Shazeer N, Parmar N. Attention is all you need. 2017 Presented at: 31st International Conference on Neural
Information Processing Systems; December 4-9, 2017; Long Beach, CA p. 6000-6010.

Wang Q, Huang P, Wang H. Coke: Contextualized knowledge graph embedding. arXiv 2019:2168. [doi: 10.1090/mbk/121/79]
QianW, FuC, Zhu Y, Cai D, He X. Trandating embeddings for knowledge graph compl etion with relation attention
mechanism. 2018 Presented at: Twenty-Seventh International Joint Conference on Artificial Intelligence; July 13-19, 2018;
Stockholm, Sweden p. 4286-4292. [doi: 10.24963/ijcai.2018/596]

ShenY, Yuan K, Dai J, Tang B, Yang M, Lel K. KGDDS: a system for drug-drug similarity measure in therapeutic
substitution based on knowledge graph curation. J Med Syst 2019 Mar 05;43(4):92. [doi: 10.1007/s10916-019-1182-7]
[Medline: 30834481

Zheng W, Yan L, Gou C, Zhang ZC, Jason Zhang J, Hu M, et al. Pay attention to doctor-patient dial ogues: multi-modal
knowledge graph attention image-text embedding for COVID-19 diagnosis. Inf Fusion 2021 Nov;75:168-185 [FREE Full
text] [doi: 10.1016/j.inffus.2021.05.015] [Medline: 34093095]

Li J, Maharjan B, Xie B, Tao C. A personalized voice-based diet assistant for caregivers of Alzheimer disease and related
dementias: system development and validation. JMed Internet Res 2020 Sep 21;22(9):€19897 [FREE Full text] [doi:
10.2196/19897] [Medline: 32955452]

LinY, LiuZ, Luan H. Modeling relation pathsfor representation learning of knowledge bases. 2015 Presented at: Conference
on Empirical Methods in Natural Language Processing; September 17-21, 2015; Lisbon, Portugal p. 705-714. [doi:
10.18653/v1/d15-1082]

Kadlec R, Bajgar O, Kleindienst J. Knowledge base completion: baselines strike back. 2017 Presented at: 2nd Workshop
on Representation Learning for NLP; August 2017; Vancouver, Canada p. 69-74. [doi: 10.18653/v1/w17-2609]

Guu K, Miller J, Liang P. Traversing knowledge graphs in vector space. 2015 Presented at: Conference on Empirical
Methodsin Natural Language Processing; September 2015; Lisbon, Portugal p. 318-327. [doi: 10.18653/v1/d15-1038]
Jiao X, YinY, Shang L, Jiang X, Li L, Wang F, et al. TinyBERT: distilling BERT for natural language understanding. In:
Findings of the Association for Computational Linguistics. Stroudsburg, PA: Association for Computational Linguistics;
2020:4163-4174.

Toutanova K. Observed versus latent features for knowledge base and text inference. 2015 Presented at: 3rd Workshop on
Continuous Vector Space Models and their Compositionality; 2015; Beijing, Chinap. 57-66. [doi: 10.18653/v1/w15-4007]
OuA, Lin X, Li G. LEVIS: ahypertension dataset in traditional Chinese medicine. 2013 Presented at: |EEE International
Conference on Bioinformatics and Biomedicine; December 18-21, 2013; Shanghai, Chinap. 192-197. [doi:
10.1109/bibm.2013.6732672]

Sun Z, Vashishth S, Sanyal S. A re-evaluation of knowledge graph completion methods. 2020 Presented at: 58th Annual
Meeting of the Association for Computational Linguistics; July 5-10, 2020; Seattle, WA p. 5516-5522. [doi:
10.18653/v1/2020.acl-main.489]

Ruffinelli D, Broscheit S, Gemulla R. You can teach an old dog new tricks! on training knowledge graph embeddings.
2019 Presented at: 7th International Conference on Learning Representations; May 6-9, 2019; New Orleans, LA. [doi:
10.4324/9781315657691-66]

Maxwell A, Li R, Yang B, Weng H, Ou A, Hong H, et al. Deep learning architectures for multi-label classification of
intelligent health risk prediction. BMC Bioinform 2017 Dec 28;18(Supp! 14):523 [FREE Full text] [doi:
10.1186/s12859-017-1898-7] [Medline: 29297288]

Luo Y, Hou H, Lu J. Analysis of the law of Professor Yang Nizhi for diabetic kidney disease based on knowledge graph
experimental mining. Modernizat Tradit Chin Med Materia Med-World Sci Technol 2020;22(5):1464-1471.

JnL, Zhang T, He W. An analysis of clinical characteristics and prescription patterns of Professor Zhang Zhongde.
Modernizat Tradit Chin Med Materia Med-World Sci Technol 2021:1-11.

Yang C, Xiao Y, Zhang Y, Sun Y, Han J. Heterogeneous Network Representation Learning: A Unified Framework with
Survey and Benchmark. |EEE Transactions on Knowledge & Data Engineering 2020;01:1-1.

HuL, Yang T, Shi C. Research progress of knowledge graph based on graph neural network. Commun CCF
2020;016(008):38.

QiuX, SunT, XuY, Shao Y, Dai N, Huang X. Pre-trained models for natural language processing: a survey. Sci Chin
Technol Sci 2020 Sep 15;63(10):1872-1897. [doi: 10.1007/s11431-020-1647-3]

https://medinform.jmir.org/2022/9/€38414 JMIR Med Inform 2022 | vol. 10 | iss. 9 |€38414 | p.133

(page number not for citation purposes)


http://dx.doi.org/10.18653/v1/n19-1226
http://dx.doi.org/10.18653/v1/p19-1466
http://dx.doi.org/10.1090/mbk/121/79
http://dx.doi.org/10.24963/ijcai.2018/596
http://dx.doi.org/10.1007/s10916-019-1182-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30834481&dopt=Abstract
https://europepmc.org/abstract/MED/34093095
https://europepmc.org/abstract/MED/34093095
http://dx.doi.org/10.1016/j.inffus.2021.05.015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34093095&dopt=Abstract
https://www.jmir.org/2020/9/e19897/
http://dx.doi.org/10.2196/19897
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32955452&dopt=Abstract
http://dx.doi.org/10.18653/v1/d15-1082
http://dx.doi.org/10.18653/v1/w17-2609
http://dx.doi.org/10.18653/v1/d15-1038
http://dx.doi.org/10.18653/v1/w15-4007
http://dx.doi.org/10.1109/bibm.2013.6732672
http://dx.doi.org/10.18653/v1/2020.acl-main.489
http://dx.doi.org/10.4324/9781315657691-66
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-017-1898-z
http://dx.doi.org/10.1186/s12859-017-1898-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29297288&dopt=Abstract
http://dx.doi.org/10.1007/s11431-020-1647-3
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Weng et a

48. DuB,Wan G, J Y. A review of knowledge graph techniques from the view of geometric deep learning. Aero Weaponry
(in Chinese) 2020;27(3):1-10.

49. Guan S, Jin X, JaY, Wang Y, Cheng X. Knowledge reasoning over knowledge graph: a survey. j Softw
2018;29(10):2966-2994.

Abbreviations

ADRD: Alzheimer disease and related dementia

Al: artificial intelligence

BILSTM: bidirectional long short-term memory
CKD: chronic kidney disease

CoKE: Contextualized Knowledge Graph Embedding
DNN: deep neural network

EM: endometriosis

EMR: electronic medical record

GNN: graph neural network

KBAT: knowledge base attention

K G: knowledge graph

K GC: knowledge graph completion

K GE: knowledge graph embedding

MLKNN: multilabel k nearest neighbors

MRR: mean reciprocal rank

M SE: mean-square error

RAKEL : random k-label sets

TCM: traditional Chinese medicine

TCMLS: Traditional Chinese Medicine Language System

Edited by T Hao; submitted 31.03.22; peer-reviewed by C Zhang, J Li; commentsto author 09.05.22; revised version received 04.07.22;
accepted 27.07.22; published 02.09.22.

Please cite as:

Weng H, Chen J, Ou A, Lao Y

Leveraging Representation Learning for the Construction and Application of a Knowledge Graph for Traditional Chinese Medicine:
Framework Development Study

JMIR Med Inform 2022;10(9):€38414

URL: https.//medinform.jmir.org/2022/9/€38414

doi:10.2196/38414

PMID: 36053574

©Heng Weng, Jielong Chen, Aihua Ou, Yingrong Lao. Originally published in JMIR Medica Informatics
(https:.//medinform.jmir.org), 02.09.2022. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the origina work, first published in IMIR Medical Informatics, is properly cited. The complete
bibliographic information, alink to the original publication on https://medinform.jmir.org/, as well asthis copyright and license
information must be included.

https://medinform.jmir.org/2022/9/€38414 JMIR Med Inform 2022 | vol. 10 | iss. 9 |€38414 | p.134
(page number not for citation purposes)

RenderX


https://medinform.jmir.org/2022/9/e38414
http://dx.doi.org/10.2196/38414
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36053574&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Xieet d

Original Paper

|dentification of Preterm Labor Evaluation Visits and Extraction
of Cervical Length Measures from Electronic Health Records
Within a Large Integrated Health Care System: Algorithm
Development and Validation

Fagen Xie', PhD; Nehaa K hadka!, MPH; Michael J Fassett>3, MD; Vicki Y Chiu*, MS; Chantal C Avila', MA; Jiaxiao
Shi', PhD; Meiyu Yeh', MS; Aniket Kawatkar', PhD; NanaA Mensah', PhD; David A Sacks', MD; Darios Getahun™*,
MD, MPH, PhD

1Department of Research and Evaluation, Kaiser Permanente Southern California, Pasadena, CA, United States

2Department of Obstetrics & Gynecology, Kaiser Permanente West Los Angeles Medical Center, Los Angeles, CA, United States
3Department of Clinical Science, Kaiser Permanente Bernard J Tyson School of Medicine, Pasadena, CA, United States
4Department of Health Systems Science, Kaiser Permanente Bernard J. Tyson School of Medicine, Pasadena, CA, United States

Corresponding Author:

Fagen Xie, PhD

Department of Research and Evaluation
Kaiser Permanente Southern California
100 S. Los Robles Avenue

2nd Floor

Pasadena, CA, 91101

United States

Phone: 1 626 564 3294

Fax: 1 626 564 787

Email: fagen.xie@kp.org

Abstract

Background: Preterm birth (PTB) represents asignificant public health problem in the United States and throughout the world.
Accurate identification of preterm labor (PTL) evaluation visitsis the first step in conducting PTB-rel ated research.

Objective: We aimed to develop avalidated computerized algorithm to identify PTL evaluation visitsand extract cervical length
(CL) measures from electronic health records (EHRS) within alarge integrated health care system.

Methods: We used data extracted from the EHRs at Kaiser Permanente Southern California between 2009 and 2020. First, we
identified triage and hospital encounters with fetal fibronectin (fFN) tests, transvaginal ultrasound (TVUS) procedures, PTL

medications, or PTL diagnosis codeswithin 24%7-34%7 gestational weeks. Second, clinical notes associated with triage and hospital

encounters within 24%7-34%7 gestational weeks were extracted from EHRs. A computerized algorithm and an automated process
were developed and refined by multiple iterations of chart review and adjudication to search the following PTL indicators: fFN
tests, TVUS procedures, abdominal pain, uterine contractions, PTL medications, and descriptionsof PTL evaluations. An additional
process was constructed to extract the CLs from the corresponding clinical notes of these identified PTL evaluation visits.

Results. A total of 441,673 live birth pregnancies were identified between 2009 and 2020. Of these, 103,139 pregnancies
(23.35%) had documented PTL evaluation visits identified by the computerized algorithm. The trend of pregnancies with PTL
evaluation visits slightly decreased from 24.41% (2009) to 17.42% (2020). Of the first 103,139 PTL visits, 19,439 (18.85%) and
44,423 (43.97%) had an fFN test and a TVUS, respectively. The percentage of first PTL visits with an fFN test decreased from
18.06% at 24”7 gestational weeks to 2.32% at 34%7 gestational weeks, and TVUS from 54.67% at 24°7 gestational weeks to
12.05%in 34%7 gestational weeks. The mean (SD) of the CL was 3.66 (0.99) cm with amean range of 3.61-3.69 cm that remained
stable across the study period. Of the pregnancies with PTL evaluation visits, the rate of PTB remained stable over time (20,399,
19.78%). Validation of the computerized a gorithms against 100 randomly selected recordsfrom these potential PTL visits showed
positive predictive values of 97%, 94.44%, 100%, and 96.43% for the PTL evaluation visits, fFN tests, TVUS, and CL, respectively,
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along with sensitivity values of 100%, 90%, and 90%, and specificity values of 98.8%, 100%, and 98.6% for the fFN test, TVUS,
and CL, respectively.

Conclusions. Thedeveloped computerized algorithm effectively identified PTL evaluation visits and extracted the corresponding
CL measures from the EHRs. Validation against this algorithm achieved a high level of accuracy. This computerized algorithm

can be used for conducting PTL- or PTB-related pharmacoepidemiologic studies and patient care reviews.

(JMIR Med I nform 2022;10(9):€37896) doi:10.2196/37896

KEYWORDS

preterm labor; preterm birth; fetal fibronectin; transvaginal ultrasound; cervical length; natural language processing; computerized
algorithm; data extraction; patient records; clinical notes; evaluation notes; patient care; patient notes; electronic health records

Introduction

Preterm birth (PTB, the birth of a child before 3777 weeks of
gestation) occurs in nearly 10% of live hirths in the United
States[1,2]. It is one of the leading causes of infant morbidity
and mortality in the United States and throughout the world
[3,4] and constitutes asignificant public health burden [2]. The
majority of PTBs are spontaneous or idiopathic, whereas the
remaining are medically indicated due to fetal or maternal
complications [5-7]. Surviving infants are at significantly
increased risk for long-term sequelae, including respiratory,
gastrointestinal, central nervous system, hearing, and vision
problems, aswell aslong-term cognitive, motor, and behavioral
delays with long-lasting effects[2].

Theidentification of pregnant women at high risk for imminent
spontaneous PTB (sPTB) is critical for appropriate and timely
management of preterm labor (PTL), including timely
administration of antenatal corticosteroids and magnesium
sulfate for accelerating fetal lung maturation and neuroprotection
[8-11]. On the other hand, accurate assessment of the risk of
SPTB including cervical examination and observation of clinical
signs and symptoms can allow for better timing of antenatal
corticosteroid administration, avoid unnecessary interventions,
and reduce costs. Fetal fibronectin (fFN) testing [12] and
transvaginal ultrasound (TVUS) measurement of the cervical
length (CL) prior to 24 weeks[13] have been used asindicators
of potential sPTB risk. For instance, a CL measuring over 3cm
[14] or anegative fFN test [15] obtained from a pregnant woman
with presumed PTL may rule against PTL and therefore avoid
overdiagnosis and unnecessary treatment. Standardized clinical
procedures for the assessment and management of pregnant
women with suspected signs and symptoms of PTL have been
established [16,17], and although not widely implemented, they
have shown significant health care cost reduction by avoiding
unnecessary hospitalization of pregnant women who may have
signs and symptoms of PTL but are not likely to deliver
prematurely [18].

Onehistorical challengein the eval uation of retrospective patient
data has been with respect to the ability to incorporate some of
these free-text elements in the electronic health record (EHR);
despite being rich sources of data, they have been challenging
to incorporate into studies without reliable, consistent, and
efficient ways to identify these elements and classify them in
data analyses. Natural language processing (NLP) is afield of
computer-based methods aimed at standardizing and analyzing

https://medinform.jmir.org/2022/9/e37896

freetext, for allowing inclusion of these free-text data el ements
even in large data sets[19-23]. It converts medical information
residing in natural language into a more structured format for
various medical research and patient care management purposes
[24-27]. Although there have been fruitful attempts to predict
therisk of sSPTB [12-15,28,29] with structured EHRs or machine
learning approaches, to our knowledge, there is no available
automated algorithm to identify PTL evaluation visits among
patients presenting at triage or hospitals from the EHR. The
ability to examine all cases of threatened PTL in alarge data
set, thelir associated methods of evaluation, and their outcomes
and costswill ultimately help inform the discussion surrounding
the standardization of threatened PTL assessment and the
associated use of TVUS and fFN. The purpose of the present
study was to develop and validate a computerized NLP
algorithm and process to effectively identify PTL evaluation
visits and extract corresponding CL data from the EHRS,
including free-text clinical notes, within alargeintegrated health
care system.

Methods

Study Setting and Population

Kaiser Permanente Southern California (KPSC) is a large
integrated health care system providing comprehensive medical
services to over 4.7 million members across 15 large medical
center areas. The demographic characteristics of KPSC members
are diverse and largely representative of the residents in
Southern California [30] with health insurance through group
plans, individual plans, Medicare, and Medicaid programs,
representing >260 ethnicities and >150 spoken languages.
KPSC's extensive EHR data contain individual-level structured
data (including diagnosi s codes, procedure codes, medications,
immunization records, laboratory results, and pregnancy
episodes and outcomes) and unstructured data (including
free-text clinical notes, radiology reports, pathology reports,
imaging, and videos) covering all medical visitsacrossall health
care settings (ie, outpatient, inpatient, emergency department,
virtual, etc). Clinical care of KPSC members provided by
external contracted providers is captured in the EHR through
reimbursement claim requests.

Ethics Approval

The study protocol was reviewed and approved by the KPSC
Ingtitutional Review Board with a waiver of the requirement
for informed consent (approva number: 12670). Only authorized
persons were given access permission to perform all analyses.
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Identification of PTL Evaluation Visits

The details of PTL assessments are documented in the EHR
system in both structured (eg, fFN results, TVUS, and
medication) and unstructured (eg, contraction frequency and
CL) formats. We conducted a retrospective cohort study
including all pregnancies and live births delivered at KPSC
hospitals (N=441,673) between 2009 and 2020. The encounters

between 24%7 and 34%7 weeks of gestation for each pregnancy
episode and the corresponding medical information including
clinical noteswere extracted from the KPSC EHR system. The
extracted informati on was then used to devel op the computerized
algorithm and process for identifying PTL evaluation visits
through arefined iterative chart review process by the following

steps. The encounters between 20°7 and 23%7 weeks as well as

those between 35”7 and 36%” weeks of gestation were excluded
because fFN testing was not indicated in these gestational age
groups.

Step 1: Based on the codes described in Table A1 of Multimedia
Appendix 1, any of the following potential PTL-related
encounters for each pregnancy episode were identified and
assembled: encounter involving fFN testing, encounter involving
TVUS, encounter with PTL diagnosis codes, and encounter
with PTL medication.

If any of the above encounters was detected, it was passed to
Step 3 for further processing.

Step 2: The evidence or indicator of PTL evaluation was
identified from the clinical notesthrough the following process:

1 Clinical notes associated with triage or hospitalization

encounters between 24%7and 34%7 weeks of gestation for
each pregnancy episode were extracted, but these were
limited to the notes of interest to the study, as shown in
Table A2 of MultimediaAppendix 1. Experienced obstetric
gynecologists determined these note types.

2. Extracted clinical notes were preprocessed through letter
lowercase conversion and sentence separation and
tokenization (ie, segmenting text into linguistic units such
as words and punctuation) [20]. The separated sentences
were further cleaned up by removing the nondigital or
nonletter characters except for spaces, periods, commas,
and colons, while correcting misspelled words and
standardizing abbreviated words or terms detected from the
process of agorithm development. The complete corrected

https://medinform.jmir.org/2022/9/e37896
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and standardized word lists are summarized in Table A3
of Multimedia Appendix 1.

3. Sentences extracted with at least one of the following
predefined keywords are listed in Table A4 of Multimedia
Appendix 1: preterm labor, fetal fibronectin, transvaginal
ultrasound, abdominal pain, and uterine contraction. These
keywords of interest to the study were compiled through
consultations with experienced obstetric gynecologists.
Sentenceswithout any predefined keywordswere not passed
for further processing.

Thefollowing indicators of PTL evaluation were extracted from
the above extracted sentences: performed fetal fibronectin test,
performed transvaginal ultrasound, abdominal pain, uterine
contraction, and explicit descriptions regarding preterm labor
evaluation, such as “in preterm labor,” “ruled out PTL,” and
“assessment: preterm labor” Any negated, genera,
history-related, and uncertain descriptions were excluded.

If any of the above indicators was detected, the corresponding
encounter was defined as a PTL evaluation encounter.

Step 3: The PTL evaluation encountersidentified in Step 1 and
Step 2 were combined, and deduplication was performed if the
same encounter was found multipletimes. However, encounters
with the following conditions were excluded:

1. The encounter was a delivery encounter in patients with
the pre-eclampsialeclampsia diagnosis code. These were
excluded due to potential confounding results related to a
medically indicated PTB.

2. The encounter had a PTL diagnosis code but without any
other evidence of evaluation for PTL in the same encounter
(eg, TVUS, uterine contraction, and fFN test). The
percentage of this group was relatively small (1.9%). We
decided to exclude these potential cases due to the low
confirmed rate from the chart review of arandomly selected
sample (see the chart review process below).

Step 4: If the identified PTL encounters had an overlapping
time window, these encounterswere consolidated asacombined
PTL encounter, in which the admitted time was the earlier
admitted time, whereas the discharge time was the later
discharge time.

Figure 1 presents the number of encounters derived from the
process between 24°%7 and 34%7 weeks.
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Figure 1. Flowchart showing preterm labor evaluation visits. fFN: fetal fibronectin; PTL: preterm labor; TVUS: transvaginal ultrasound.

Pregnancies with live birth between 2009 and 2020
N=441,673

A

Encounters with at least one condition of fFN test,
TVUS, PTL diagnosis code or PTL medication: 59,670
Encounters without any of above conditions: 408,891

Y
Triage or hospital encounters
between 24°"- 34% gestational
weeks
N=468,561

Exclusion

» Encounters without PTL evidences: 301,944

Y
PTL evaluation encounters
between 24%7- 34% gestational
weeks
N=166,617

Exclusion

PTL diagnosis only: 3101
p-| Preclampsia/eclampsia: 4131
Consolidated encounters: 7684

Y
PTL evaluation visits between
24%7-34%7 gestational weeks after
exclusion and consolidation
N=151,701

Exclusion

Y

_| Second or more PTL evaluation visits between 24"
"1 34%7 gestational weeks: 48,562

First PTL evaluation visits between
24%7-34%7 gestational weeks after
exclusion and consolidation
N=103,139

fFN only: 7322

| TVUS only: 32,306

| Both fFN and TVUS: 12,117
None of fFN or TVUS: 51,394

CL Measurement Extraction

Cervical assessment may be performed via transvagina or
transabdominal ultrasound to determine CL during PTL
evaluation visits; it can be used as aguide for either admission
to the hospital or discharge home, as well as for making
management decisionswhen interpreted in the context of clinical
assessment and fFN where possible [16,17]. The measured CL
was usually documented in the clinical notes or radiology reports

https://medinform.jmir.org/2022/9/e37896

RenderX

by the examining health care provider. However, retrieving and
formatting this measure presented a challenge due to the wide
variety of free-text formats used. Therefore, a computerized
process was developed to extract CL measures from clinical
notes associated with a particular PTL evaluation encounter as
in the following steps.

Step 1: Lists of keywords or phrases used to describe CL were
compiled based on the knowledge of conventional usage by
experienced obstetric gynecologists and enriched by iterative
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refinement. The complete lists are summarized in Table A5 of
Multimedia Appendix 1 and separated into 3 priority groups.

Step 2: The sentences in each clinical note were searched for
the preidentified keywords or phrases. If one of the predefined
keywords was identified in a sentence, then Step 3 was
performed. If no keyword was detected, the search was stopped,
and the algorithm moved to the next note.

Step 3: The numeric values associated with the keyword
“forward” within 10 tokensin the same sentence were searched
starting from the position where the predefined keyword was
found. If no values were found during forward searching, then
the potentially associated values were searched “backward”
within 5 tokens before the keyword position because some
values were described before the keyword. However, the
extracted value was ignored or excluded if it described other
measures rather than the CL, such as cervical dilation. The
retrieved measures could be 1 or multiple values or arange of
values. In addition, each value could contain aunit (cm or mm)
or not have any unit. Examples include “cervica length
measures 1.6 cm,” “tvus cl 2.6-2.7 cm no funneling,” “ cervical
length 3.3 to 4.4,” and “transvaginal ultrasound at bedside 41
mm long cervical length.”

Step 4: The final CL measure was determined for each clinical
note based on the keyword or phrase priority. If multiple
keywords with different priorities were found in the note, the
measured val ues associated with the keywords with the highest
priority wereretained. If theretained highest priority group still
contained multiple different values, the shortest one was
retained.

Step 5: The CL measures were determined for each PTL
evaluation visit. A PTL evaluation visit could contain multiple
CL values measured at different times. If the encounter was a
delivery encounter, the first measure was used as the final CL.
Otherwise, the measure closest to discharge was used as the
final CL.

Step 6: The CL was standardized and finalized for each PTL
evaluation visit. If the measure did not have an associated unit,
it was considered cm by default. When the unit was
mm/millimeter, the valueswere divided by 10. Finally, if ranges
or multiple values were extracted, then the average value of the
extracted values was considered the CL.

Chart Reviews and Validation Process

To vaidate the computerized algorithm for identifying true PTL
evaluation visitsin the EHRs, an iterative chart review process
was completed by trained research chart abstractors and
adjudicated by experienced obstetrician-gynecologists via
multiple iterations. The trained research chart abstractors were
provided a spreadsheet with the patients’ unique medical record
numbers and visit encounters with the encounter start and end
dates. An encounter was considered atrue PTL evaluation visit
if any of the following criteriawere met based on the review of
free text in the medica notes: fFN test performed, TVUS
performed, clinician description or mention of PTL in the
encounter note, clinician description of contractions or
abdominal pain in the encounter note, CL obtained, and
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administration of a PTL-related medication (eg, tocolysis,
magnesium sulfate, and corticosteroids).

If any of the evaluation criteriawere marked as “yes,” then the
encounter was categorized asaPTL evaluation visit. Otherwise,
it was not categorized as a PTL evauation visit. The
corresponding supporting information for the decision was
documented in detail aswell.

First, a sample of 20 encounters was randomly selected from
the group with PTL diagnosis codes only but without any other
evidence of evaluation for PTL, and the trained research chart
abstractors reviewed the chart. Of the 20 encounters, 7 (35%)
PTL diagnosis codes were confirmed as PTL evaluation
encounters. Dueto the low confirmed rate, the encounters with
PTL diagnosis only were excluded from further processing.
Second, another sample of 20 potential PTL evaluation visits
identified by the computerized process was randomly selected
for chart review. Among these, 17 (85%) were confirmed as
true PTL evaluation visits, and the chart review results were
then used for refining and finalizing the process. Finally, 100
potential PTL evaluation visits were randomly selected for full
chart review, and the chart review results were used as the
reference standard to assess the algorithm's performance to
accurately identify true cases of threatened PTL evaluation.

Data Analysis

Results of PTL evaluation visits, fFN tests, TVUS procedures,
and CL measurements generated from the computerized
algorithm and process were first evaluated against the
chart-reviewed and adjudicated reference standard, including
their sensitivity, specificity, and positive predictive value (PPV).
Descriptive analyses were then conducted to report the
distribution of the first identified PTL evauation visit of each
preghancy episode by birth year, PTB status, and gestational
agein detail. Gestational age at birth was based on the clinical
estimate and captured as a structured format in the EHRs.

Results

A total of 441,673 live birth pregnancy episodes were extracted
from the KPSC EHR system from January 1, 2009, to December
31, 2020. Of them, 103,139 (23.35%) were identified by the
computerized algorithm and process with at least 1 PTL

evaluation visit between 24%7 and 34%7 gestation weeks. The
percentage of pregnancieswith PTL evaluation visitswas stable
at approximately 24% between 2009 and 2015 and decreased
starting in 2016 (Table 1). The annual trend of PTB associated
with PTL among these pregnancies with PTL evaluation visits
is shown in Table 2. The overall rate of PTB among pregnant
women triaged for PTL evaluation was 19.78% and stable at a
range of 18%-20% across the study period.

Table 3 presents the distribution of the identified first PTL
evaluation visit of each pregnancy with fFN tests, TVUS
procedures, and CL measures by hirth year. The rate of the
performed fFN tests decreased from 28.33% in 2009 to 9.01%
in 2020, whereasthe percentage of TV US proceduresincreased
from 36.72% in 2009 to 45.22% in 2020 and the rate of CL
reporting increased from 35.32% in 2009 to 42.36% in 2020.
In addition, the rate of PTL with both the fFN test and TVUS
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procedure decreased from 14.64% in 2009 to 6.85% in 2020.
The mean CL was 3.66 cm (SD=0.99 cm) and remained
relatively stable over the study period.

Table 4 summarizes the distribution of the identified first PTL
evaluation visit of each pregnancy with PTB, fFN tests, TVUS
procedures, and CL measurements by the corresponding
gestation age at the PTL evaluation visit. For the percentage of

Xieetd

patientswho ultimately had an sSPTB varying by gestational age
at the time of assessment, the sSPTB decreased from 20.75% in

patients presenting at 24%7-24%" gestational weeksto 16.7% at
27%7-27%7 gestational weeks; it stayed in the range of 16%-19%
between 27°7 and 30%7 gestational weeks and then increased
from 19.38% at 3197-31%7 gestational weeks to 24.52% at
34%7-34%7 gestational weeks.

Table 1. Trend showing pregnancies resulting in live births with preterm labor evaluation visits within 240073487 gestational weeks by birth year.

Birth year Live birth pregnancy, N Live birth pregnancy with preterm labor evaluation visit, n (%)
2009 31,476 7682 (24.41)
2010 31,388 7798 (24.84)
2011 32,896 8084 (24.57)
2012 34,765 8514 (24.49)
2013 34,968 8477 (24.24)
2014 36,148 8993 (24.88)
2015 37,782 9109 (24.11)
2016 39,605 9486 (23.95)
2017 40,030 9412 (23.51)
2018 41,026 9511 (23.18)
2019 41,326 9061 (21.93)
2020 40,263 7012 (17.42)
Overdl 441,673 103,139 (23.35)

Table 2. Live birth pregnancies with preterm labor evaluation visits between 2497 and 3497 weeks of gestation by birth year and preterm birth status.

Birth year Preterm birth status

Yes? n (%) No, n (%) Total (N)
2009 1556 (20.26) 6126 (79.74) 7682
2010 1602 (20.54) 6196 (79.46) 7798
2011 1638 (20.26) 6446 (79.74) 8084
2012 1698 (19.94) 6816 (80.06) 8514
2013 1644 (19.39) 6833 (80.61) 8477
2014 1645 (18.29) 7348 (81.71) 8993
2015 1755 (19.27) 7354 (80.73) 9109
2016 1859 (19.6) 7627 (80.4) 9486
2017 1870 (19.87) 7542 (80.13) 9412
2018 1814 (19.07) 7697 (80.93) 9511
2019 1809 (19.96) 7252 (80.04) 9061
2020 1509 (21.52) 5503 (78.48) 7012
Overall 20,399 (19.78) 82,740 (80.22) 103,139

@Yes: preterm births among those pregnancies with preterm labor evaluations.
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Table 3. First preterm labor evaluation visit of each pregnancy identified by the computerized algorithm between 2497 and 34%7 weeks of gestation
by birth year.

Birthyear Total PTLa, N Yesfor fFNb, n (%) Ye<* for TVUSd, n (%) Yesfor both fFN and TVUS, n (%) Cervical length

n (%) Mean (SD), cm
2009 7682 2176 (28.33) 2821 (36.72) 1125 (14.64) 2713(35.32)  3.62(L01)
2010 7798 2145 (27.51) 2958 (37.93) 1129 (14.47) 2847 (36.51)  3.63(1.01)
2011 8084 2223 (27.5) 3221 (39.84) 1233 (15.25) 3131(38.73)  3.63(0.99)
2012 8514 2155 (25.31) 3579 (42.04) 1276 (15) 3482 (40.9) 3.64 (0.99)
2013 8477 2106 (24.84) 3846 (45.37) 1349 (15.91) 3685 (43.47)  3.61(0.99)
2014 8993 1848 (20.55) 4134 (45.97) 1264 (14.05) 3949 (4391)  3.64(1.00)
2015 9109 1653 (18.15) 4278 (46.96) 1113 (12.22) 4103 (45.04)  3.69 (1.00)
2016 9486 1470 (15.5) 4269 (45) 991 (10.44) 4097 (43.19)  3.68(0.99)
2017 9412 1172 (12.45) 4045 (42.98) 803 (8.53) 3881(40.23)  3.69 (0.96)
2018 9511 1009 (10.61) 4025 (42.32) 714 (7.51) 3805 (40.01)  3.68(0.98)
2019 9061 850 (9.38) 3976 (43.88) 640 (7.06) 3762 (4152)  3.70(0.98)
2020 7012 632 (9.01) 3171 (45.33) 480 (6.85) 2970 (43.36)  3.65(1.00)
Overall 103,139 19,439 (18.85) 44,423 (43.97) 12,117 (11.75) 42,425 (41.13)  3.66 (0.99)

3PTL: preterm labor.

BfEN: fetal fibronectin.

Yes: It means that the column contains patient records with documented transvaginal ultrasound assessment or cervical length values.
drvus: transvaginal ultrasound.
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Table 4. First preterm labor evaluation visit of each pregnancy identified by the computerized algorithm between 2497 and 34%7 weeks of gestation

by gestational age.

Gestationageof ~ Total PTL cas-  prgP_ves® n(9%) fFN%-Yes n(%) TVUSS-Yed,n BothfFNand Cervical length
PTL?(weeks) &N (%) TVUS-Yes, n (%)

n (%) Mean (SD)
2407_04617 7691 1596 (20.75) 1397 (18.16) 4205 (54.67) 1013 (13.17) 4009 (52.13)  3.70 (1.06)
250/7_o58/7 7496 2468 (19.58) 1403 (18.72) 3983 (53.14) 971 (12.95) 3813(50.87) 3.73(1.03)
2607065/ 7923 1392 (17.57) 1524 (19.24) 4060 (51.24) 1037 (13.09) 3894 (49.15)  3.76 (1.01)
0700757617 8122 1356 (16.7) 1733 (21.34) 4186 (51.54) 1143 (14.07) 3995 (49.19)  3.75 (0.97)
280/7_ogb/7 8417 1562 (18.56) 1771 (21.04) 4220 (50.14) 1166 (13.85) 4060 (48.24) 3.71(0.98)
2g0/7_og8/7 8823 1535 (17.4) 2032 (23.03) 4229 (50.2) 1290 (14.62) 4262 (48.31) 3,68 (0.97)
30%7_30%7 9224 1709 (18.53) 2114 (22.92) 4436 (48.09) 1279 (13.87) 4274 (46.34) 3.67 (0.94)
310/7.316/7 9932 1925 (19.38) 2446 (24.63) 4638 (46.7) 1475 (14.85) 4492 (45.23)  3.59(0.97)
30073617 11,158 2234 (20.02) 2639 (23.65) 4752 (42.59) 1520 (13.62) 4567 (40.93)  3.58 (0.95)
3307_336/7 11,770 2537 (21.55) 2088 (17.74) 3898 (33.12) 1113 (9.46) 3722(31.62) 3.50(0.97)
34017_34617 12,583 3085 (24.52) 292 (2.32) 1516 (12.05) 100 (0.8) 1337 (10.63)  3.42(1.08)
Overall 103,139 20,399 (19.78) 19,439 (18.85)  44,423(43.97) 12117 (11.75) 42,425(41.13) 3.66 (0.99)

8PTL: preterm labor.
bpTB: preterm birth.

CYes: It implies preterm births among those pregnancies with preterm |abor evaluations.

9fFN: fetal fibronectin,
®TVUS: transvaginal ultrasound.

fYes: It means that the column contains patient records with documented transvaginal ultrasound assessment or cervical length values.

The percentage of PTL evaluation visitswith fFN tests, TVUS
procedures, and CL measurements also varied over the
gestational age at presentation. fFN testing increased from

18.16% at 24%7-24%7 gestational weeksto 24.63% at 3197-3157
gestational weeks and then dropped significantly to 2.32% at

34973457 gestational weeks. In contrast, the percentage
decreased from 54.67% at 24Y7-24%" gestational weeks to
12.05% at 3497-34%7 gestational weeks for TVUS procedures,
and 52.13% at 24%7-24%" gestational weeks to 10.63% at

34973457 gestational weeks for CL measurements. The mean
CL also dlightly decreased from 3.7 cm (SD=1.06 cm) at

24972497 gestational weeks to 3.43 cm (SD=1.08 cm) at

34973457 gestational weeks. Thetrend of PTL evaluation with
both fFN tests and TVUS procedures by gestational age had a
pattern similar to PTL visits with fFN tests.

https://medinform.jmir.org/2022/9/e37896

The validation of 100 randomly selected PTL evaluation visits
identified by the computerized algorithm against the manual
chart review (which served as the gold standard) is presented
in Table 5. Of the 100 PTL evaluation visits identified by the
NLP agorithm, 18 PTL evauations involved fFN tests, 27
involved TVUS procedures, and 28 involved CL measures.
Further, 97 of the 100 were confirmed PTL evaluation visits,
17 of 18 had confirmed fFN tests, all 27 had confirmed TVUS
procedures, and 27 of 28 had confirmed CL measurements
recorded. The computerized algorithm missed 3 PTL evaluation
visits with TVUS performed and 3 CL measurements. The
algorithm yielded PPV's of 97%, 94.44%, 100%, and 96.43%
for PTL evaluation visits, fFN tests, TVUS procedures, and CL
measurements, respectively, and sensitivity values of 100%,
90%, and 90%, along with specificity values of 98.8%, 100%,
and 98.6% for fFN tests, TVUS procedures, and CL
measurements, respectively, as observed in Table 6.
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Table5. Validation results of the preterm labor evaluation and cervical length measures extraction algorithm.

Xieetd

Computerized results Total (N) Status after chart review
Yes, n No, n

Preterm labor evaluation visits 100 97 3
Fetal fibronectin test

Yes 18 17 1

No 82 0 82
Transvaginal ultrasound

Yes 27 27 0

No 73 3 70
Cervical length

Yes-same value 27 27 0

Yes-different value 1 1 0

No 72 3 69

Table 6. Performance metrics of the algorithm.

Performance PPV (%) Sensitivity (%) Specificity (%)
Preterm labor evaluation visit 97 NEP NE
Fetal fibronectin test 94.44 100 98.8
Transvagina ultrasound 100 90 100
Cervical length 96.43 90 98.6

3ppV: positive predictive value.
BNE: not estimated.

Discussion

When pregnant women presented in triage with signs and
symptoms of PTL, a PTL assessment was performed, and the
details of the assessment were documented and stored in the
EHR system in both structured and unstructured formats. In this
study, we developed a computerized algorithm and process to
identify PTL evaluation visits and extract associated methods
of evaluation for threatened PTL, including fFN, TVUS, and
CL. This algorithm identified the population of patients who
presented with threatened PTL and underwent these associated
assessments with high sensitivity and specificity. With this
algorithm, 23.35% of pregnanciesin the study were identified
with PTL evaluation visits within 24%7-34%7 gestational weeks
and 19.78% of these pregnancies ultimately led to sSPTB. This
result is consistent with findings reported in previous studies
[18,31,32].

It is worth exploring the details of misclassifications against
the manual chart review, although the disagreement between
manual chart review and NLP outputs was small. Of the 3 false
positive PTL evaluation visits, 1 presented for a scheduled
cesarean section at 36 gestational weeks; the visit mentioned
uterine contractions, which was one of the conditions used to
define PTL. The second case with uterine contractions presented
for elective induction of labor at 39 gestational weeks and was
not excluded due to the inaccurate estimation of the pregnancy

https://medinform.jmir.org/2022/9/e37896

start date. Thethird case was not excluded because the algorithm
detected documented discussion of untreated infection
potentially increasing the risk of PTL rather than the true PTL
assessment. Thealgorithm produced only 1 false positivefinding
for fFN because it wrongly identified the phrase “fFN
uninterpretable given a recent sex activity” as a positive fFN
result. The algorithm missed 3 TV US procedures, among which
2 were missed because the terms “vaginal ultrasound” and
“formal ultrasound” were used to describe ultrasound for CL
measurements, and these were not present in the compiled term
list. The other missed case was due to the location of the
imaging; TVUS was performed during the regular obstetrician
office visit rather than in the hospital triage unit. Additionally,
the algorithmincorrectly extracted 1 CL measure but missed 3.
The CL measures of the missed cases were falsely excluded
because the measures were inaccurately associated with other
terms by the algorithm, such as “cervix opening/dilation” or
“deepest vertical amniotic fluid pocket.” The incorrect one
resulted from the false selection of a measurement performed
during the obstetrician office visit rather than as part of the
hospital triage service because both were mentioned in the same
triage clinical notes.

Clinicians routinely conduct PTL assessments when pregnant
women present with signs and symptoms of PTL. Such
assessments may help distinguish true PTL cases from false
ones, for which the subsequent application of appropriate
i nterventions may improve neonatal outcomes[33]. Conversely,
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discharges to home for false PTL cases prevent unnecessary
hospitalization, as well as unnecessary, costly, and potentially
harmful interventions[34]. The current use of CL measuresand
fEN tests during pregnancy is limited to situations where a
negative result can avoid unnecessary interventions. Our study
algorithm tried to identify all PTL evaluation visits aslong as
the performed assessment was detected from clinical notes
regardless of whether the encounter resulted in an sPTB or the
continuation of the pregnancy. The identified PTL evaluation
visits will provide a unique opportunity to explore the
association of PTL assessment with fetal outcomes. This
approach will aso provide us the opportunity to accurately
ascertain sSPTB outcomes and its impact on successive
pregnancies as well as differentiate PTBs by subtypes (sPTB
from indicated PTB) in future studies.

In recent years, NL P applications have either embraced machine
learning techniques alone or in combination with rule-based
NLP[27,35]. Machinelearning techniques proved advantageous
because they improved accuracy when used in situations where
the performance obtai ned with the existing rule-based algorithms
was not satisfactory [36]. This technique has been applied in
the prediction of PTBs using structured EHR data[27]. To our
knowledge, thisis the first NLP approach in the medical field
to be used for identifying PTL evaluation visits based on either
structured or unstructured data. Future work warrants further
research in thisareaviamachine learning approachesto improve
the performance in terms of identifying PTL evaluation visits.

Xieetd

Our study has several potential limitations. First, our algorithm
relied on the available (structured and unstructured) information
and the accuracy of the variable in our EHR system. Although
clinical notesare not availablefor individuals receiving outside
care, it islesslikely that pregnant women would receive their
care elsewhere as long as a pregnancy episode was established
in our care system. Second, athough PTL visits with
concomitant medical indications for preterm delivery were not
the focus of the study (no PTL assessment performed, directly
admitted for delivery), our algorithm only excluded the PTL
visitswith pre-eclampsia/eclampsia. Other medical conditions,
such as scheduled cesarean sections and medically indicated
induction of labor, were not integrated into the exclusion criteria
of the algorithm due to relatively small sample sizes. Third,
when applying to other health care systems and settings, this
specific computerized algorithm may require some modifications
dueto variationsin theformat and presentation of clinical notes
in different health care settings. Finally, this computerized
algorithm was limited by the precompiled search terms and
lexicons of interest in screening for potentially relevant clinical
notes. It may be enhanced by more extensive and representative
chart review samples in future work.

In conclusion, the developed NLP algorithm effectively
identified PTL evaluation visits and extracted corresponding
methods of evaluation for PTL, including fFN, TVUS, and CL
measurements from the EHRs. Validation of this algorithm
indicated a high level of accuracy. This NLP algorithm can be
used to conduct PTL- or PTB-related pharmacoepidemiologic
studies and patient care reviews.
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Abstract

Background: Severe drug hypersensitivity reactions (DHRs) refer to alergic reactions caused by drugs and usually present
with severe skin rashes and internal damage as the main symptoms. Reporting of severe DHRs in hospitals now solely occurs
through spontaneous reporting systems (SRSs), which cliniciansin charge operate. An automatic i dentification system scrutinizes
clinical notes and reports potential severe DHR cases.

Objective: Thegoa of the research wasto devel op an automatic identification system for mining severe DHR cases and discover
more DHR cases for further study. The proposed method was applied to 9 years of data in pediatrics electronic health records
(EHRSs) of Beijing Children’s Hospital.

Methods: The phenotyping task was approached as a document classification problem. A DHR dataset containing tagged
documents for training was prepared. Each document contains al the clinical notes generated during 1 inpatient visit in this data
set. Document-level tags correspond to DHR types and a negative category. Strategies were evaluated for long document
classification on the openly available National NLP Clinical Challenges 2016 smoking task. Four strategies were evaluated in
this work: document truncation, hierarchy representation, efficient self-attention, and key sentence selection. In-domain and
open-domain pretrained embeddings were eval uated on the DHR dataset. An automatic grid search was performed to tune statistical
classifiersfor the best performance over the transformed data. | nference efficiency and memory requirements of the best performing
models were analyzed. The most efficient model for mining DHR cases from millions of documentsin the EHR system was run.

Results: For long document classification, key sentence selection with guideline keywords achieved the best performance and
was 9 times faster than hierarchy representation models for inference. The best model discovered 1155 DHR cases in Beijing
Children’s Hospital EHR system. After double-checking by clinician experts, 357 cases of severe DHRs were finally identified.
For the smoking challenge, our model reached the record of state-of-the-art performance (94.1% vs 94.2%).

Conclusions: The proposed method discovered 357 positive DHR cases from a large archive of EHR records, about 90% of
which were missed by SRSs. SRSs reported only 36 cases during the same period. The case analysis also found more suspected
drugs associated with severe DHRs in pediatrics.

(JMIR Med Inform 2022;10(9):€37812) doi:10.2196/37812
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Introduction

Drug hypersensitivity reactions (DHRs) are one of the adverse
drug reactions resembling allergy occurs. DHRs affect more
than 7% of the population and are a significant cause of the
postmarketing withdrawal of drugs[1]. Severe DHRS, such as
anaphylactic shock, drug-induced hypersensitivity syndrome,
Stevens-Johnson syndrome, and epidermolysis bullosa, have
been observed worldwide with an annual incidence of 0.05 to
3 persons per million population. With mortality rates varying
between 5% to 30%, severe DHRs in pediatric populations,
including children, infants, and even newborns, comprise 10%
to 20% of reported cases[2,3].

Reporting of severe DHRs in hospitals now solely occurs
through spontaneous reporting systems (SRSs), which clinicians
in charge operate. Previous studies showed that only 10% to
30% of severe adverse drug reactions were reported in SRSs
[4]. Even though the missed cases were properly handled and
simply not logged into the SRS system, a more thorough report
would have hel ped improve drug guidelines. Recently, routinely
collected medical datasuch as electronic health records (EHRS)
areincreasingly being used to complement the SRS and enable
active pharmacovigilance. EHR systems contain detailed data
with timestamps for admissions, discharges, diagnoses,
medications, and laboratory tests. However, severe DHR rely
on symptoms and signsfor detection, which in turn often reside
in the free-text areas of EHRs and require the use of natural
language processing to extract information.

One of the most well-studied medical language processing
applications is phenotyping (eg, the automatic evaluation of
phenomics traits such as smoking status) [5]. Automatic
identification of severe DHRs in patients can also be explored
as a phenotyping task. When no structural data are available,

the phenotyping of clinical notes can be formulated as a
document classification task, which has been well studied in
the natural language processing field.

Recent work [6-8] has reported that clinical documents are too
long for contextualized language models to process. Our
research group has integrated the medical data from a hospital
and established a vertical data warehouse in its early stage.
Unlike previous works that only process discharge summaries
[5-7], this DHR task deals with documents consisting of all
clinical notesassociated with 1 inpatient visit. The average word
length of discharge summariesistypically hundreds of words.
However, in this DHR data set, the average word length is up
to severa thousand Chinese characters, and some documents
contain tens of thousands of Chinese characters. Therefore,
picking the best strategy for long document classification is
crucia for achieving our objective.

Methods

Pipeline Design

Thiswork approaches the automatic identification of DHR cases
as a long document classification problem. For training
purposes, domain experts prepared a corpus containing
document-level tags.

Figure 1 demonstrates the proposed system pipeline. First, 4
strategies for long document classification on the openly
available smoking task were compared and evaluated. Second,
the best strategy for the DHR task was applied. The pretrained
embedding models of Chinese medical text on our own DHR
task were compared and evaluated. A grid search to tune
machine learning classifiersfor the best document classification
performance on the DHR data set was performed. Finally, the
best pipdineto 9 years of datain aparamedic EHR was applied.

Figure 1. Proposed system pipeline in this study. DHR: drug hypersensitivity reaction; EHR: electronic health record.
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Ethics Approval

The study was reviewed and approved (2019-k-5) by the
Ingtitutional Ethics Committee of Beijing Children’s Hospital
in China, with awaiver of informed consent.

Table 1. Thetraining and test data distribution of the smoking task.

Yuet a

Data Set and Metrics

Smoking Task

The smoking challenge [5] automatically determines patients’
smoking status from their discharge summaries. The 502
discharge summaries present 5 statuses. past smoker, current
smoker, smoker, nonsmoker, and unknown. Following previous
work, the class smoker was ignored. Table 1 showsthetraining
and test data distribution.

Past smoker Current smoker Nonsmoker Unknown Total
Train data set 36 35 66 252 389
Test data set 11 11 16 63 101

Severe DHR Task

Data Source

Beijing Children’s Hospital’s information system allows for a
patient’s history and physician notes to be digitally recorded
and instantaneously available via the network to all patient
departments. A vertical data warehouse was built based on the
integration of medical datain the early stage. It contains 431,972
hospitalization records of 315,608 patients from January 1,
2012, to December 31, 2020, including detailed diagnostic
information, medication information, laboratory tests, disease
course data, etc. Among them, ahospitalization record represents
a hospitalization process. If a patient is hospitalized multiple
times, the same patient will have multiple hospitalization
records.

Corpus Construction

Positive cases that present severe DHRs were collected from 2
pools: the 31 positive caseslogged to National Medical Products

Administration reporting system and the 183 positive cases
discovered by chart review. After deduplication, 200 positive
cases were collected. Each positive case was assigned 1 of 4
subcategories. Furthermore, 400 negative cases were randomly
sampled from Beijing Children’sHospital’sSEHR system. These
cases were assigned a negative (NEG) tag and hand-checked
by physiciansto ensure they did not present severe DHRs.

The definitions of the 4 subtypes of severe DHR are shown in
Multimedia Appendix 1 asfound inthe Guidelinesfor Medical
Nomenclature Use of Adverse Drug Reactions issued by the
Center for Drug Reevaluation of the China National Medical
Products Administration in 2016 [9].

Training and Test Data Set

These 5 categories of documents were randomly sampled into
the training and test data sets. The training and test data
distribution isshown in Table 2. The positive and negative ratio
is close to the corresponding ratio in the smoking task.

Table 2. Thetraining and test data distribution of the severe drug hypersensitivity reaction data set.

SI? DIHSP AS® B¢ NEGE Total
Training data set 56 44 18 32 323 473
Test data set 18 3 5 7 77 110

83JS: Stevens-Johnson syndrome.

bDIHS: drug-induced hypersensitivity syndrome.
CAS: anaphylactic shock.

deB: epidermolysis bullosa.

®NEG: negative.

Evaluation Metrics

The micro-averaged F1 score was used to evaluate the
performance of different models following previous study [6].
This metric is used for multiclass classification problems,
measuring a balance between precision and recall and giving
equal weights to each category.

Strategiesfor Long Document Classification

Four strategies were evaluated and compared: document
truncation [10], hierarchy representation [6,11], more efficient
self-attention [12], and key sentence selection [7,8,13,14]. The

https://medinform.jmir.org/2022/9/e37812

best strategy for long document classification was based on the
openly available National NLP Clinica Challenges 2016
smoking task results [5]. The results of this task can be more
fairly compared to other related works.

Document Truncation

The most straightforward way to apply a transformer model
with a length limit is to truncate the input and pick the first
block of tokens. These models typically require alength limit
of 512 words.
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More Efficient Self-Attention

Self-attention models, such as bidirectiona encoder
representation from transformer (BERT), require quadratic
computational time and space with respect to theinput sequence
length. The Longformer model uses sparse sdlf-attention instead
of full self-attention to process longer documents (up to 4096
tokens).

Hierarchy Representation

In ahierarchy approach, sentence representations are built first
and then aggregated into a document-level representation. In
previous work on the phenotyping task of clinical notes,
document representation is built by a sampling layer on top of
the BERT blocks of each sentence [6].

Key Sentence Selection

A few key sentences could be enough for the document
classification task. In previous works, unsupervised methods
were explored to generate key sentences, which did not always
performwell [13,15]. In thiswork, the keywords extracted from

Yuet a

the task-specific guidelines were explored. The sentences
containing keywords were selected as key sentences.

For the smoking task, unigrams and bigrams from previous
work weretaken asthe keyword list: cigarette, smoke, smoked,
smoker, smokes, smoking, tobacco [16].

For the DHR task, 2 sets of keywords were evaluated and
compared. As an unsupervised method, the term
frequency-inverse document frequency (TF-IDF) algorithm
computed top feature words. Those containing numbers, foreign
alphabets, and special characterswere removed from these 2000
words. A total of 163 feature words with a score higher than
zero were added to the keyword list.

The parts of the clinical notes that make references to the
corresponding guidelines are most relevant for differential
classification. Each positive category in the DHR data set is
well defined in the corresponding guideline [17-20]. Medical
terms were hand-picked from the guidelines. No domain
knowledge was required to distinguish medical terms from
general text. These keywords are shown in Textbox 1in Chinese
and Textbox 2 in English.

Textbox 1. The guideline keywords for the severe drug hypersensitivity reaction task in Chinese. AS: anaphylactic shock; DIHS: drug-induced
hypersensitivity syndrome; EB: epidermolysis bullosa; 1VIG: intravenous immunoglobulin; SJS: Stevens-Johnson syndrome; TEN: toxic epidermal

necrolysis.

1. Stevens-JohnsonZZ& 1, I HUIEIRTE, 2B R NESHE, KFERKEMAE, AS, EB, TEN, SIS, DIHS

2. &, BE, FMIE, 4B, N, WIE, X5EEE, &4, FRRERETHE, NKOBR, SRP, mMEMKM, %K4H, K
SEMENLE, B2, BEP, TEMRE, S8, RBMREE, MEaRh, RitkE, *kEWNR, KE, RERER, HREE,
REFE, BLARME, REH, e, FERM, XE

3. BERERAE, BLRER, BEERNRE, ARBHR, HEXRK, IVIG, B

Textbox 2. The guideline keywords for the severe drug hypersensitivity reaction task in English. AS: anaphylactic shock; DIHS: drug-induced
hypersensitivity syndrome; EB: epidermolysis bullosa; IVIG: intravenous immunoglobulin; SJS: Stevens-Johnson syndrome; TEN: toxic epidermal
necrolysis.

1
2.

Stevens-Johnson syndrome, anaphylactic shock, drug-induced hypersensitivity syndrome, epidermolysis bullosa, AS, EB, TEN, SJS, DIHS

Allergy, hypersensitivity, mucous membrane, erythema, epidermolysis, wheezing, bronchospasm, cyanosis, decreased peak expiratory flow,
dystonia, urticaria, angioedema, hypovolemic hypotension, macula, maculopapular, sterile pustules, purpura, confluent, flaccid blister, bulla,

exfoliative, scales, Scarlet fever—like, measles, diffuse, mucosal erosion, IVIG

3. glucocorticoid, adrenaline, prednisolone, prednisone, dexamethasone, methylpred

Data Set With Selected Text

An oracle test was conducted to evaluate whether the strategy
of key sentence selection affects performance. This oracle test
was performed as follows: (1) for each document that contains
any keyword, assign its gold tag, and (2) for all the documents
that contain no keywords, assign the UNKNOWN tag (for the
smoking task) or the NEG tag (for the DHR task).

As shown in Table 3, key sentence selection reduced the
maximum word count and the average word count for both data
sets of the smoking task. The oracle micro-F1 was 1.0 for both

https://medinform.jmir.org/2022/9/e37812

the training and test set, which meant that the key sentence
selection strategy did not affect the overall performance.

Two listsof keywordswere evaluated for the DHR task: TF-IDF
keywords and guideline keywords. As shown in Table 4, key
sentence selection reduced the maximum word count and the
average word count for both training and test data sets of the
DHR task. The oracle test showed that with TF-IDF keywords,
the oracle micro-F1 score was amost 1.0. With guideline
keywords, about 2% to 3% of errorsin the whole pipelinewere
introduced by this strategy.
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Table 3. Statistics on the original and selected text in the smoking task?

Yuet a

Maximum word count

Average word count

Oracle micro-F1

Train

Original 3025 766
Selected 194 18
Test

Origina 2529 851
Selected 117 18

3For word counting, all terms split by space delimiters were considered words.

BNot applicable.

Table 4. Statistics on the original and selected text in the severe drug hypersensitivity reaction task?.

Keywords M aximum average count Average character count Oracle micro-F1
Train
Origina 27198 4615 _b
Selected
TE-IDE® 4681 770 0.99
Guideline 1926 199 0.98
Test
Original 15454 3963 —
Selected
TF-IDF 3210 687 1
Guideline 636 177 0.97

8For the drug hypersensitivity reaction data set, Chinese characters were counted.

PNot applicable.
“TF-1DF: term frequency-inverse document frequency.

Transformers

In-domain and open-domain pretrained embeddings by
contextualized language models were evaluated in this work.
For implementation, the SBERT library [10] computes document
embedding with pretrained open-domain or domain-specific
language models. There was no fine-tuning conducted for these
pretrained models.

Thiswork evaluated the open-domain model bert-base-uncased
[21] and domain-specific models Clinicad BERT and
DischargeBERT [20] for English clinical notes.

Thiswork evaluated the open-domain model bert-base-chinese
[21] and domain-specific model Medbert-kd-chinese [22] for
Chinese clinica notes.

Machine Learning Classifiers

Machine learning classifiers were stacked on top of deep
learning transformers. Each machine learning classifier was

https://medinform.jmir.org/2022/9/e37812

RenderX

tuned by 10-fold cross-validation on the training data set. An
automatic grid search framework [10] searched for optimal
hyperparameters. This work evaluated linear models with
stochastic gradient descent (SGD) learning and libsvm for
support vector classification (SVC).

Results

Smoking Task: Strategiesfor Long Document
Classification

Document Truncation

The library SBERT implemented this strategy with pretrained
models BERT, ClinicalBERT, and DischargeBERT. As shown
in Table 5, these models performed poorly. When long
documents were straightforwardly fed into the transformers,
only the first 512-word pieces were reserved.

IMIR Med Inform 2022 | vol. 10 | iss. 9 [€37812 | p.152
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Table 5. Phenotyping results (micro-averaged F1) of the smoking task.

Yuet a

Transformer Classifier Micro-averaged F1 (%)

Original text Selected text
Longformer sGD? 63.37 78.22
Bert-base-uncased SGD 67.33 90.01
DischargeBERT SGD 63.37° 91.09
Clinica BERT SGD 60.40 94.06

85GD: stochastic gradient descent.
bGiven the size of the data set, some models may have the same resullts.

More Efficient Self-Attention

The Longformer model uses sparse self-attention instead of full
self-attention to processlonger documents (up to 4096 tokens).
However, as shown in Table 5, it did not outperform BERT
baselines.

Key Sentence Selection

This work used unigrams and bigrams from Pedersen [16] to
select key sentences. Asshownin Table 5, each model performs
better on the selected text. The domain-specific pretrained
language model, Clinica BERT (91.09%), and DischargeBERT
(93.07%) outperformed the open-domain  model,
bert-base-uncased (90.01%).

Hierarchy Representation

In ahierarchy approach, sentence representations are built first
and then aggregated into a document-level representation. For
a fair comparison, we evaluated and reported the results of
previous work [6] with our own evaluation script. Asshownin

Table 6, the f,, achitecture in [6] (94.2%) achieved
state-of -the-art performance.

Asshown in Table 6, our method (94.1%) achieved comparable
performance with the top-performing method. Other earlier
work for the smoking task (F1 ranged from 77.0% to 90.0%)
did not achieve the same level of performance.

The drategies of key sentence selection and hierarchy
representation achieve comparable performance. Furthermore,
their efficiency and memory requirements were compared. As
summarized in Table 7, GPU was not required for training
machine learning classifiers in the proposed pipeline. The
hierarchy representation model required a Tesla M40 GPU
(Nvidia Corp) to train for 1 day. Our method was about 9 times
faster than the hierarchy representation model for inference.
With the strategies of both documentation truncation and key
sentence selection, only 1 block was processed by the
transformer models for each document, so the inference time
was not reduced by key sentence selection.

Table 6. Phenotyping results (micro-averaged F1) of our methods and previous work? of the smoking task.

Transformer Micro-averaged F1 (%)
Clinica BERT (ours) 94.1
fmean [6] 94.2
Shared task 1st place [23] 90.0
Majority label baseline [6] 81.0
77.0

CNNP[24]

80ur method and fieqn Were evaluated by the same script over the test data set. Other results were found directly from their published reports. For

comparison, the precision of the resultsis 0.1%.
BCNIN: convolutional neural networks.

Table 7. Runtime and memory requirements of each model. The training time and GPU requirement of f,egn are taken from previous work [6]. The
inference time on the test data set was evaluated on a GPU server with NVIDIA T4 and 4*cpu (Nvidia Corp).

Model Documents Inference time on test data set (seconds) Training time (hours) GPU memory
fean [6] text 3552 24 16
ClinicalBert text 0.46 _a —
+MLClassifier selected text 0.437 1 —

3ot applicable.
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Severe DHR Task: Stacked Transformersand
Classifiers

The smoking task showed that key sentence selection improved
self-attention transformers with length limits. In the DHR task,
this strategy was evaluated with various transformers and
classifiers. Asdiscussed in Methods, 2 kinds of keywordswere
evaluated and compared. As an unsupervised method, top

Yuet a

TF-1DF [8] feature words were used for key sentence selection.
Considering that clinical notes comply with guidelines,
keywords were drawn from the DHR guidelines.

Asshown in Table 8, the guideline keywords always improved
the performance, regardless of the stacked transformers and
classifiers. The TF-IDF keywords only help with the SVC
classifier.

Table 8. Phenotyping results (micro-averaged F1) of different transformers for the severe drug hypersensitivity reaction task.

Transformers and classifiers

Micro-averaged F1(%)

Original text Selected text
TE-IDF2 guidelines

Bert-base-chinese

sveb 80.91 82.73 87.27
SGDE 80.00 77.27 86.36

M edbert-kd-chinese

SvC 81.82 83.64 89.09
SGD 82.73 73.64 87.27

3TF-1DF: term frequency-inverse document frequency.
bsvc: support vector classification.
CSGD: stochastic gradient descent.

Applicationsin a9-Year EHR

Finally, the best configuration was applied to the 9 years of data
in Beijing Children’s Hospital's EHRs. A total of 1155 cases
were aerted. After double-checking by 2 clinicians and 2
pharmacistsin pediatrics based on the criterion of severe DHRS,
357 cases of severe DHRs in children were found (Table 9):
anaphylactic shock (n=39), drug-induced hypersensitivity
syndrome (n=178), Stevens-Johnson syndrome (n=86), and
epidermolysisbullosa(n=54). Only 36 of 356 severe DHRshad
been reported to SRS before. About 89.89% of cases were
underreported, resulting in insufficient attention from drug

regulators and clinicians. This suggests that our method could
actively identify severe DHRs providing additional evidence
for pharmacovigilance in children.

The case analysis indicated many suspected drugs that may
cause severe DHRs in pediatrics. The suspected drugs leading
to anaphylactic shock mainly included pegaspargase injection,
L-asparaginase, cefoperazone sulbactam, etc. Phenobarbital,
nimesulide, and cephal osporin antibiotics were the key suspected
drugs leading to drug-induced hypersensitivity syndrome and
Stevens-Johnson syndrome. In addition, lamotrigine, lysine
acetylsalicylate, and meropenem were closely related to the
occurrence of epidermolysis bullosa.

Table 9. Distribution of the severe drug hypersensitivity reactions casesin 9 years of electronic health records found by the proposed pipeline.

Severe DHR? Reported in SRS? of BCHS, n  DHR cases confirmed by experts, (n)

Diagnosed in BCH Diagnosed in other hospitals Total
A 4 26 13 39
DIHSE 16 29 149 178
sid 7 9 77 86
ERY 9 8 46 54
Total 36 72 285 357

3DHR: drug hypersensitivity reaction.

bSRs: spontaneous reporting system.

®BCH: Beijing Children’s Hospital.

das: anaphylactic shock.

®DIHS: drug-induced hypersensitivity syndrome.
fSJs: Stevens-Johnson syndrome.

9EB: epidermolysis bullosa
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Discussion

Principal Findings

The results showed that clinical documents were too long to
perform document classification baselines. Among the 4
strategies of long document classification, hierarchy
representation and key sentence selection were best performed
on the smoking task. Moreover, key sentence selection was 9
timesfaster than hierarchy representation modelsfor inference.
The keywords extracted from task-specific guidelines performed
better than the unsupervised method. Domain-specific language
models always performed better than general embeddings.

A total of 1155 caseswere aerted, among which cliniciansand
pharmacists identified 357 cases of severe DHRs in children.
Only 36 of these cases have been reported by SRS. This result
suggested that the reporting rate of SRS may be as low as
10.08%. The automatic pipeline that scrutinized clinical notes
and reported potential severe DHR cases can help decrease the
number of missed positive DHR cases and reduce the cost of
labor at the same time.

The case analysis also found more suspected drugs associated
with severe DHRsin pediatrics. The analysis could help promote
postmarketing drug risk assessment conducive to rational drug
use and improve drug guidelines.

Comparison With Prior Work

Our method achieved comparable performancefor the smoking
task with the top-performing method (94.1% vs 94.2%). For
the DHR task, our method discovered 357 positive cases, about
90% of which were missed by SRS.
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Recent work has studied that clinical documents are too long
for contextualized language models to process [6-8]. Unlike
previous works that only process discharge summaries [5-7],
this DHR task deals with documents consisting of all clinical
notes associated with 1 inpatient visit. The average word length
of discharge summaries is typically hundreds of words.
However, in the DHR data set, the average word length is up
to several thousand Chinese characters, and some documents
contain tens of thousands of Chinese characters.

Thiswork has 4 strategies evaluated and compared: document
truncation [10], hierarchy representation [6,11], more efficient
self-attention [12], and key sentence selection [7,8,13,14]. None
of these works considered the use of guidelines.

Limitations

The proposed method required the annotation of about 200
positive cases for supervised training. When applying to the
large archive of EHRs in hospita databases, certain
preprocessing steps are still required to prevent malfunctions
from badly formatted documents. Such preprocessing steps may
vary for each hospital’s system.

Conclusions

Automatic identification of severe DHRs can be approached as
a document classification problem. The best strategy for long
document classification of clinical notes is key sentence
selection with task-specific guidelines. The reporting of DHR
cases cannot only rely on cliniciansin charge. In the same period
of data, the SRS system reported 36 cases, whereas the
automatic process discovered 357 cases. The case analysisalso
found more suspected drugs associated with severe DHRs in
pediatrics.
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Abstract

Background: Cardiac magnetic resonanceimaging (CMR) isapowerful diagnostic modality that provides detailed quantitative
assessment of cardiac anatomy and function. Automated extraction of CMR measurementsfrom clinical reportsthat aretypically
stored as unstructured text in electronic health record systems would facilitate their use in research. Existing machine learning
approaches either rely on large quantities of expert annotation or require the development of engineered rules that are
time-consuming and are specific to the setting in which they were devel oped.

Objective: We hypothesize that the use of pretrained transformer-based language models may enable |abel-efficient numerical
extraction from clinical text without the need for heuristics or large quantities of expert annotations. Here, wefine-tuned pretrained
transformer-based language models on a small quantity of CM R annotations to extract 21 CMR measurements. We assessed the
effect of clinical pretraining to reduce labeling needs and explored aternative representations of numerical inputs to improve
performance.

Methods: Our study sample comprised 99,252 patients that received longitudinal cardiology care in amulti-institutional health
care system. There were 12,720 available CMR reports from 9280 patients. We adapted PRANCER (Platform Enabling Rapid
Annotation for Clinical Entity Recognition), an annotation tool for clinical text, to collect annotations from a study clinician on
370 reports. We experimented with 5 different representations of numerical quantities and several model weight initializations.
We evaluated extraction performance using macroaveraged F;-scores across the measurements of interest. We applied the
best-performing model to extract measurements from the remaining CMR reports in the study sample and evaluated established
associations between selected extracted measures with clinical outcomes to demonstrate validity.
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Results:  All combinations of weight initializations and numerical representations obtained excellent performance on the
gold-standard test set, suggesting that transformer modelsfine-tuned on asmall set of annotations can effectively extract numerical
guantities. Our results further indicate that custom numerical representations did not appear to have a significant impact on
extraction performance. The best-performing model achieved a macroaveraged F;-score of 0.957 across the evaluated CMR
measurements (range 0.92 for the lowest-performing measure of left atrial anterior-posterior dimension to 1.0 for the
highest-performing measures of |eft ventricular end systolic volumeindex and left ventricular end systolic diameter). Application
of the best-performing model to the study cohort yielded 136,407 measurements from all available reports in the study sample.
We observed expected associations between extracted left ventricular mass index, left ventricular gection fraction, and right

ventricular gjection fraction with clinical outcomes like atrial fibrillation, heart failure, and mortality.

Conclusions:

This study demonstrated that a domain-agnostic pretrained transformer model is able to effectively extract

guantitative clinical measurements from diagnostic reports with a relatively small number of gold-standard annotations. The
proposed workflow may serve as aroadmap for other quantitative entity extraction.

(JMIR Med Inform 2022;10(9):€38178) doi:10.2196/38178
KEYWORDS

natural language processing; transformers; machine learning; cardiac MRI; clinical outcomes; deep learning

Introduction

Cardiac magnetic resonance imaging (CMR) facilitates the
characterization of many important cardiac diseases including
left and right ventricular failure, left ventricular hypertrophy,
and aortic root aneurysms. Quantification of left ventricular
gjection fraction (LVEF) and classification of patientswith heart
failureinto those with reduced, moderately reduced, or preserved
gjection fraction is the cornerstone of selecting appropriate
therapies for a given patient [1]. CMR also quantifies right
ventricular function and is notably the only noninvasive
diagnostic modality ableto fully evaluatetheright ventricle[2].
Anatomic information from CMR is aso diagnostic of other
important cardiac diseases, including left ventricular
hypertrophy, which is an important marker for overall cardiac
health, and thoracic aortic root aneurysms [3]. CMR
measurements, in addition to other diagnostic information, are
embedded in narrative clinical text. In many electronic health
record (EHR) systems, these measurements are unavailable in
easily accessible harmonized structured formats. The
development of tools to automatically extract quantitative
measurements from unstructured CMR reports would facilitate
their use in research, including as inputs to machine learning
models.

Existing approaches for extracting measurements from clinical
text are often based on manually developed heuristics or
machine learning methods that learn from labeled data but do
not leverage pretrained language representations. Rule-based
approaches [4], while computationally efficient, require
substantial manual effort to construct and can suffer performance
degradation with shifts in linguistic structure of reports [5].
Other work has used machine learning approaches such as
support vector machines and long short-term memory models
to extract measurements from clinical notes, but these
approaches have required large quantities of expert annotations
dueto absence of pretraining [6]. In addition, prior methods for
clinica measurement extraction rely on considerable
data-specific preprocessing, which may not trandate well to
EHRs outside of where the heuristics were developed [7].

https://medinform.jmir.org/2022/9/e38178

Transformer-based neural networks like Bidirectional Encoder
Representations from Transformers (BERT) [8,9] have achieved
state-of -the-art results across awide variety of natural language
processing (NLP) tasks [10]. These models are pretrained on
large amounts of text to learn general linguistic structure and
produce contextualized representations of language. The
advantage of this pretraining paradigm is that these networks
can be fine-tuned using minimal problem-specific labels to
achieve state-of-the-art performance on many natural language
tasks. BERT was originaly pretrained on general domain text
such as Wikipediabut has since been adapted for usein clinical
applications by pretraining on domain-specific text [11-14].
Although transformer-based models have shown efficacy in
extracting nonnumerical entities such as anatomical terms and
disease states from clinical text [14], their application to
extracting numerical quantities from clinical text has been
limited [15,16].

In this study, we hypothesized that pretrained transformers
fine-tuned on a small set of annotations can efficiently extract
numerical quantities from diagnostic text. Wefine-tuned arange
of pretrained transformers, including clinically oriented ones,
to develop an NLP workflow that simultaneously extracts 21
specific measurements of cardiac structure and function from
CMR reports in a cardiology-based EHR cohort. This set
representsall clinically meaningful quantitative imaging findings
avalable in the CMR reports. We also explored whether
alternative numerical representations impact extraction quality
compared to the default representations that appear in reports.
After selecting the best-performing model, we applied our
workflow to extract measurements from all available CMR
reportsin the study cohort. To demonstrate the accuracy of these
extractions, we assessed the expected associations between
extracted cardiac anatomy and function indices and incident
clinical outcomes.

Methods

Study Sample

Individualswere selected from aretrospective community-based
ambulatory cardiology sample (Enterprise Warehouse of
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Cardiology [EWOC]) in a multi-institutional academic health
care system (Mass General Brigham). EWOC comprises 99,252
adults aged 18 years or older with =2 cardiology clinic visits
within 1 to 3 years between 2000 and 2019. A broad range of
EHR data are available for each individua in the cohort,
including demographics, anthropometrics, vital signs, narrative
notes, laboratory results, medication lists, radiology and

Singh et d

cardiology diagnostic test results, pathology reports, and
procedural and diagnostic administrative billing codes [16].
These data were processed using the JEDI Extractive Data
Infrastructure [17]. After excluding 6 individuals and reports
that had no CMR date available, 12,720 CMR reports were
available for 9280 individualsin EWOC (Figure 1).

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram for study sample. CMR: cardiac magnetic resonance imaging; EWOC:

Enterprise Warehouse of Cardiology.
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Ethics Approval

This research was approved by the Massachusetts General
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Clinical Feature Ascertainment

Basdline characteristics were defined using previoudly published
groupings of International Classification of Diseases, 9th and
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10th revision diagnosis codes [16]. Definitions for clinical
features used in the analysis are provided in Table S1 in
Multimedia Appendix 1. Baseline characteristics of individuals
in the modeling sample were ascertained prior to the date of the
CMR (Table 1).
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Table 1. Baseline characteristics of training the set, test set, and CMR outcomes set.

Training set Test st CMR? outcomes set”
(N=278) (N=100) (N=9280)
Age (years), median (Q1, Q3) 54 (46, 64) 58 (45, 66) 57 (46, 67)
Female sex, n (%) 95 (34.2) 33(33) 3666 (39.5)
Diabetes mellitus, n (%) 23(8.3) 10 (10) 1216 (13.1)
Coronary artery disease, n (%) 69 (24.8) 31 (31) 3406 (36.7)
Myocardial infarction, n (%) 42 (15.1) 15 (15) 1791 (19.3)
Atrid fibrillation, n (%) 104 (37.4) 24 (24) 3164 (34.1)
Obesity, n (%) 12 (4.3) 7() 631 (6.8)
Chronic kidney disease, n (%) 26 (9.4) 7(7) 1123 (12.1)
Hypertension, n (%) 130 (46.8) 55 (55) 5563 (59.9)
Ethnicity, n (%)
White 237(85.3) 93 (93) 7814 (84.2)
Asian 14 (5.0) 1(1) 251 (2.7)
Black 13 (4.7) 22 520 (5.6)
Other 7(25) 1(1) 195 (2.1)
Hispanic 4(1.4) 0(0) 111 (1.2)
Unknown 3(L1) 3(3) 390 (4.2)

8CMR;: cardiac magnetic resonance imaging.

BIncludes all individualsin Enterprise Warehouse of Cardiology with a CMR report.

CMR Labeling

Similar to other EHRS, quantitative CMR measurements are
contained in free-text diagnostic reports in the Mass General
Brigham EHR [14,18]. We leveraged PRANCER (Platform
Enabling Rapid Annotation for Clinical Entity Recognition)
[19], an open-source software application for intuitive labeling,
to annotate 21 clinically important measurements from EWOC
CMR reports (Textbox 1). We adapted PRANCER to work with
a custom schema containing CMR features rather than the
Unified Medical Language System vocabulary [20] for which
it was designed. There is significant variability in the format
and context of measurement instances. This includes the
ordering of measurements in the report, the language used to
reference a particular measurement, the presence or absence of
units, and the positional relationship between a measurement
name and the value itself (Figure 2).

Of all availablereports, 370 were randomly selected from unique
individuals for annotation by a study clinician (JSH). From
these reports, 270 were randomly partitioned into atraining set
whilethe remaining 100 were reserved for model testing (Figure

https://medinform.jmir.org/2022/9/e38178

1). No individuals appeared in both the training and test sets.
As CMR protocols may vary based on the clinical indication
for the study, the total number of measurements per report
ranged from 1 to 21. The counts of each unique feature across
thetraining and test setsare availablein Table S2 in Multimedia
Appendix 1. Total clinician labeling time for all 370 reports
was estimated at 15 hours.

Finaly, to address the quality of clinical annotations, we
employed a secondary annotator (PB) to label only the 100
reportsreserved for model testing. We computed interannotator
agreement as the proportion of matched extractions between
annotators, in linewith clinical entity extraction literature [15].
Overall agreement was excellent a 91.6%, and
measurementwise agreement values are available in Table S3
in Multimedia Appendix 1. Given the nature of the annotation
task, there was perfect precision when both annotators picked
out a measurement from a report, and any disagreement
represents values missed due to fatigue or difference in
guidelines. Given the high agreement, we performed model
derivation and validation on annotations from the study clinician
(JSH) only.
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Textbox 1. Clinical measurements extracted from cardiac magnetic resonance imaging reports.

L eft ventricle anatomy and function

o  Left ventricular end diastolic volume

o  Left ventricular end diastolic volume index
o  Left ventricular end diastolic diameter

o  Left ventricular end systolic volume

«  Left ventricular end systolic volume index
o  Left ventricular end systolic diameter

.  Left ventricular gjection fraction

o  Left ventricular stroke volume

o  Left ventricular mass

o Left ventricular mass index

«  Cardiac output

o  Cardiacindex

Right ventricle anatomy and function

« Right ventricular end diastolic volume

« Right ventricular end diastolic volume index
«  Right ventricular end systolic volume

«  Right ventricular end systolic volume index
« Right ventricular stroke volume

« Right ventricular stroke volume

Other cardiac structural anatomy
o  Left atria anterior-posterior dimension
o Pulmonary artery dimension

« Aorticroot dimension

Figure 2. Example text from 3 cardiac magnetic resonance imaging reports (A,B,C) quantifying right ventricular function. The lack of consistency in
how equivalent measurements are presented makes accurately extracting measurements challenging. Yellow highlighted featuresindicate right ventricular
end diastolic volume (RVEDV), whereas blue highlighted features indicate right ventricular end diastolic volume index (RVEDVI). Example C does
not contain the RVEDV | feature. EDV: end diastolic volume; EF: gjection fraction; ESV; end systolic volume; RV EF: right ventricular € ection fraction;

RVESV: right ventricular end systolic volume; RVESVI: right ventricular end systolic volume index; RV SV: right ventricular stroke volume.

A. Right ventricle: RVEDV 110.5 ml RVESV: 51.01 ml RVEF: 57% (N=48-70%)
RVEDVI 53 ml/m2 (N=58-114, F:48-103) RVESVI: 22 ml/m3 RVSV: 63 mL

B. Right ventricle: Non-indexed Indexed (m2) RVEDV (ml) 140.35 72.05 RVESV
(ml) 62.83 31.64 RVSV (ml) 84.52 41.42 RVEF (%) 55.88

C. Function: Right Ventricle: EDV =192 ml; ESV = 111; SV = 87; EF = 44%

Numerical Representations

Previous work has shown that the use of alternative
representations in place of default surface representations of
numbers has a significant impact on a transformer model’s
ability to perform quantitative manipulations within text, such
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as simple arithmetic [21]. The vocabularies of most
transformer-based model sinclude alimited number of numerical
values and generaly no decimal numbers since they are
constructed from the most frequently occurring words in the
corpus used for pretraining. The tokenization procedure
employed by most transformer model s separates “words’ based
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on punctuation and does not distinguish between periods and
decimal places, which resultsin decimal numbers being broken
up into multiple tokens. Given the potential limitations of default
numerical representations, we investigated whether
implementing alternative numerical representationsimpactsthe
extraction quality of quantitative clinical measures. We designed
4 different types of numerical transformations for quantitative
tokens in the CMR reports, which were applied to both the

Table 2. Numerical transformations for an example snippet of text.

Singh et d

training and test samples for model derivation. These included
replacing decimal points with a specia token to ensure that
decimal numbers stay intact during tokenization, a consistent
number of digits for all values, scientific notation, and
converting quantities to words. Table 2 demonstrates these
transformationsfor 1 snippet of text, and Multimedia A ppendix
1 contains more information about their implementations.

Transformation name Transformed snippet

Notes

Original RVESVZ 51.01 ml
Replaced decimal RVESV: 51|01 ml
Consistent digits RVESV: 051010 ml

Scientific notation RVESV: 5.10100e+01

Words RVESV: fifty one point zero one ml

No transformation; for reference

Decimal points replaced with special separator character; enables
parsing as a single token rather than being broken up

All numbers converted to be 6 digitsin length
All numbers converted to scientific notation, with 5 significant digits

Number converted to corresponding word representation

3RVESV: right ventricular end systolic volume.

Model Derivation and Validation

Our modeling approach involved fine-tuning transformer-based
models using the HuggingFace transformers library [22] to
predict alabel for each token in agiven CMR report. To do so,
we attached alinear classification head on top of the last layer
of a BERT architecture. The classification head produces a
distribution over 22 possible labels—the 21 cardiac
measurements of interest plus a“0” label for all other tokens
(Figure 3). We preprocessed report text into sections containing
128 tokens, accounting for subword tokenization, in accordance
with input sizelimitations of the transformer-based models. We

used cross-entropy loss with alearning rate of 567 and abatch
size of 32 across al experiments. To evaluate the impact of
clinical pretraining on numerical clinical value extraction, we
experimented with initializing the weights of the BERT
architecture with the weights provided by BERT, arce [8,9]
cased (~340 million parameters) aswell astheclinically oriented
weights of PubMedBERT [11], SapBERT [12], and
Bio+DischargeSummaryBERT [13] (each with ~110 million
parameters). Pretrained weights were downloaded from the
HuggingFace model hub [23]. Each pretrained architecture was
paired with the 5 numerical representations.

Each model was fine-tuned on the Center for Clinical Data
Science computational cluster hosted by Mass General Brigham.

https://medinform.jmir.org/2022/9/e38178

On a graphic processing unit—equipped machine, each model
trained at a rate of approximately 2 minutes per epoch. Each
combination of weight initidization and numerical
representation strategy was fine-tuned for 20 epochs, requiring
an average of 40 minutes. For the purpose of model evaluation,
we assigned a label to a token if the predicted score for that
label was greater than 0.5. Performance was evaluated using
the macroaveraged F;-score over al 21 measurements of
interest, as this metric captures featurewise performance
regardless of the frequency of occurrence in the reports. For
each model, we selected the number of epochs that maximized
the macroaveraged F,-score.

Minimal postprocessing was applied based on the results of the
labels assigned by our modeling experiments. This included
merging with additional significant digitsthat should obviously
be included as part of a measurement and the consolidation of
model-predicted tokens into a structured format (Multimedia
Appendix 1). Finally, we applied upper and lower bounds on
extracted values using reference ranges derived from the CMR
literature [24-26] (Table $4, Multimedia Appendix 1). An
overview of the workflow, including collecting clinical
annotations, modeling, and postprocessing to extract final
measurementsis provided in Figure 4.
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Figure 3. Architecture for fine-tuning pretrained transformer architecture with gold-standard cardiac resonance imaging annotations and predicting
labels for each token. BERT: Bidirectional Encoder Representations from Transformers; ESV: end systolic volume.

PO PU PO PD PO rvesv PO PO
Linear classification layer
E’[CLS] E*right E’ventr E*##icular E*esv E.is ‘ E‘55|01 E’ml E*,
PubMedBERT Bio+DischargeSummaryBERT SapBERT
E[CLS] Eright Eventr ##icular esv is ‘ E55|01 Eml E‘
Tokenizer
Right ventricular ESV is 55|01 ml.

Original Consistent digits Replaced decimal Scientific Words

Right ventricular ESV is 55.01 ml.

Figure 4. Natural language processing workflow for collecting clinical annotations, modeling, and extracting measurements from cardiac magnetic
resonance imaging reports. BERT: Bidirectional Encoder Representations from Transformers; ESV: end systolic volume; CMR: cardiac magnetic
resonance imaging; PRANCER: Platform Enabling Rapid Annotation for Clinical Entity Recognition; RVEDV: right ventricular end diastolic volume;
RVESV: right ventricular end systolic volume.

12,720 CMR reports
|

* P P P P, P, P P, r,
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‘ | | I | ] | | Harmonized
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| I I | I i f measurements
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PRAHCER E__ - E_ E” - E E»- E, N E E
E 270 report -
OO0 train Tokenizer
Right ventricle: RVEDV: = | R R
110.5 mI RVESV: 51.01ml || [ 100 report Aight ventricular ESV is 5501 mi
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100.5 ml — \ |
Right ventricular ESV is 55.01 ml.
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Associations With Clinical Outcomes

Finally, to assess the clinical validity of model extractions, we
evaluated whether selected extracted features demonstrated
known relationshipswith clinical outcomes, including mortality,
atria fibrillation, and heart failure [27-29]. Wefirst applied the
highest performing model to extract left ventricular massindex
(LVMI), LVEF, and right ventricular gjection fraction (RVEF)
from all CMR reports in EWOC. Rather than choose a model
score threshold for each label, we chose the label with the
highest score for each token. For individuals with multiple
reports containing a given feature, we used features extracted
from the earliest report for the primary analysis.

We then assessed incidence rates of mortality, atrial fibrillation,
and heart failure by quartile of extracted left ventricular mass.
We also measured the incidence rate of mortality by abnormal
and norma LVEF and RVEF, defined as LVEF <50% and
RVEF <45%, respectively [1,30]. Clinica outcomes were
defined using previously described groupings of diagnostic
codes [31,32]. For incidence analysis, we omitted individuals
with the primary outcome (ie, atria fibrillation or heart failure)
occurring prior to or on the same day asthe CMR. For incident
atria fibrillation and heart failure analyses, follow-up time
began at the time of the CMR and continued until occurrence
of the primary outcome, death, or last clinical encounter. For
mortality analysis, follow-up time began at thetime of the CMR
and continued until time of death or last clinical encounter.
Confidence intervals were calculated by the exact method. We
compared incidence rates using the 2-sampletest of proportions
[33]. In order to assess potential confounding of report timing
on associations between extracted features and clinica
outcomes, we aso performed a sensitivity analysis where we
selected features extracted from the last report.

Table 3. Maximum macroaveraged F1-scores and bootstrapped 95% Cls on
representation.

Singh et d

Results

M odel Performance

The training set included reports from 270 individuals with a
median age of 65 (IQR 54-74) years at time of CMR of whom
34.2% (n=92) were female (Table 2). The test set included
reports from 100 individuals with a median age of 58 (IQR
45-66) yearsat time of CMR of whom 33% (n=33) werefemale
(Table 2).

All  combinations of pretrained weights and numerical
representations achieved excellent macroaveraged F;-scoreson
the test set. Table 3 illustrates the maximum macroaveraged
F,-scoresfor al combinations of pretrained weight initializations
and numerical representations. The best-performing combination
was BERT | arce, fine-tuned on the replaced decimal numerical
representation scheme, which achieved a maximum
macroaveraged F;-score of 0.957 after fine-tuning for 12 epochs.
A plot of macroaveraged F;-score on the test set over the
training epochs is available in Figure S1 in Multimedia
Appendix 1, and featurewise receiver operating characteristic
curves are shown in Figure 5. The range of feature-level
macroaveraged F;-scoreswas 0.902 to 1.000, and all scoresare
reported in Table S5, Multimedia Appendix 1. To investigate
the impact of labeling effort on model performance, we
fine-tuned this combination of BERT srce Pretraining and the
replaced decimal numerical representation scheme on varying
subsets of the training data, and plotted the macroaveraged
F,-score on the test set (Figure 6). This plot demonstrates
consistently significant gainsin performance when the number
of training reportsisiteratively increased from 45 to about 200
but starts to saturate after this point. We also correlated the
number of annotations in the training sample with test F;
performance for each measurement and did not find a strong
relationship (Figure S2, Multimedia Appendix 1).

gold-standard test |abels by pretrained weight initialization and numerical

Architecture

Numerical representation, maximum macroaveraged Fq-score (95% Cl)

Original Replaced decimal Consistent digits Scientific Words
PubMedBERT® 0.954 0.952 0.950 0.955° 0.953
(0.947-0.960) (0.947-0.960) (0.945-0.955) (0.948-0.960) (0.949-0.958)
SapBERT 0.955 0.954 0.955 0.955 0.956°
(0.949-0.960) (0.949-0.960) (0.949-0.960) (0.948-0.960) (0.951-0.961)
Bio+Discharge 0.950 0.953° 0.953 0.952 0.946
SummaryBERT (0.944-0.957) (0.947-0.959) (0.945-0.958) (0.945-0.958) (0.942-0.952)
(0.945-0.957) (0.945-0.957) (0.938-0.951) (0.947-0.957)

3BERT: Bidirectional Encoder Representations from Transformers.

bBest-performing numerical representation for each pretrained weight initialization.
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Figure 5. Receiver operating characteristic curves for model predictions on the test set by cardiac magnetic resonance imaging measurement. AUC:

area under the receiver operating characteristic curve.
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Figure 6. Fine-tuned BERT_arge performance with replaced decimal numerical representations, as a function of number of annotated reportsin the
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In EWOC, there were 12,720 CMR reports from 9280
individuals, which composed the CMR outcomes set (Figure
1). The median age of individuals in the outcomes set at the
time of CMR was 57 (IQR 46-67) years, and 39.50%
(3666/9280) were female (Table 1). After selecting the best
model configuration, we applied the top-performing model to
infer CMR values on all reports in this set. After running
inference, we filtered by physiologic lower and upper bounds
(Table S6, Multimedia Appendix 1) and extracted a total of
136,407 measurements. Counts for each extracted feature and
distribution metrics are illustrated in Table S7 in Multimedia
Appendix 1. We also compared the proportion of reports that
contained model -predicted measurementsin the CM R outcomes
set and found them to be consistent with gold-standard
annotation proportions in the test set (Table S8, Multimedia
Appendix 1).

Associations With Clinical Outcomes

The median follow-up time of individualsin the CM R outcomes
set was 5.3 (IQR 2.8-9.2). In the outcomes set, we observed
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1520 incident heart failure events, 1488 incident atria
fibrillation events, and 909 deaths during follow-up. LVMI was
extracted from 5015 of 9280 individuals (54.04%). In the
outcomes set, increasing LV M| was associated with increasing
incidence of mortality, atria fibrillation, and heart failure with
statistically significant differences in incidence rates between
the lowest and highest quartiles (Figure 7). The mortality rate
was 0.9 deaths per 100 person-years (PY; 95% CI 0.7-1.1) in
the lowest quartile of extracted LVMI compared to 2.2 deaths
per 100 PY (95% CI 1.9-2.6) inthe highest quartile of extracted
LVMI (P<.05; Figure 7). Theincidencerate of atria fibrillation
was 3.0 events per 100 PY (95% CI2.5-3.5) in the lowest
quartile of extracted LVMI compared to 7.9 events per 100 PY
(95% CI 6.8-8.7) in the highest quartile of extracted LVMI
(P<.05). Theincidence rate of heart failure was 3.2 events per
100 PY (95% CI 2.7-3.7) in the lowest quartile of extracted
LVMI compared to 8.1 events per 100 PY (95% CI 7.2-9.1) in
the highest quartile of extracted LVMI (P<.05).
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Figure 7. Association of extracted left ventricular mass index, left ventricular gjection fraction, and right ventricular gection fraction with clinical

outcomes.
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LV EF was extracted from 7389 of 9280 individuals (79.62%),
and 2297 met the criteriafor abnormal LV systolic dysfunction
(LVEF <50%). RVEF was extracted from 6324 of 9280
individuals (68.15%), and 1626 met criteria for abnormal RV
systolic function (RV EF <45%; Figure 7). Both abnormal LV EF
and RVEF were significantly associated with increased
incidence of mortality compared to normal ventricular function
(P<.05 for both measures). In the abnormal LVEF group, the
mortality rate was 2.5 deaths per 100 PY (95% CI 2.2-2.8)
compared to 1.1 deaths per 100 PY (95% CI 0.9-1.2) in the
normal LV EF group (P<.05). In the abnormal RVEF group, the
mortality rate was 2.5 deaths per 100 PY (95% CI 2.1-2.8)
compared to 1.0 deaths per 100 PY (95% CI 0.9-1.2) in the
normal RVEF group (P<.05).

We aso performed a sensitivity analysis where the last CMR
report was used for feature extraction of LVMI, LVEF, and
RVEF. Therewere 687 of 5015 (13.70%) individualswith more
than 1 extracted LVMI, 1268 of 7389 (17.16%) individualswith
more than 1 extracted LVEF, and 1038 of 6324 (16.41%)
individuals with more than 1 extracted RVEF. The mean time
difference between the first and last reports for LVMI was 2.4
(SD 2.2) years, the LVEF was 2.9 (SD 2.9) years, and the RVEF
was 2.7 (SD 2.6) years. Similar to the primary analysis, we
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observed increasing rates of mortality, atrial fibrillation, and
heart failure with increasing LVMI; and significantly higher
mortality rates in individuals with abnormal LVEF or RVEF
compared to individuals with normal LVEF or RVEF (Figure
S3, Multimedia Appendix 1).

Discussion

Principal Results

In this study, we report the results of an accurate and practical
NLP-based approach for simultaneously extracting 21
guantitative measurements from CMR reports. Our final model,
which yielded a macroaveraged F,-score of 0.957, was derived
from a workflow leveraging open-source frameworks for
collecting gold-standard clinician labels and publicly available
transformer model weights. We aso highlight the clinical
validity of our approach by demonstrating known associations
of extracted CMR measurements with outcomes such as atrial
fibrillation, heart failure, and mortality (Figure 7) [30,34].

Wefound that BERT, prce demonstrated excellent performance

when compared to model initializations based on clinically
oriented pretraining, indicating that clinical pretraining does
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not have a significant impact on clinical numerical value
extraction (Table 3). BERT | arge iS larger than the available
clinically oriented models, and model complexity may play a
rolein comparable performance, indicating that larger clinically
pretrained models represent adirection for future work. We also
experimented with 4 different aternative representations of
numerical measurements and found the test performance to be
similar to that of the default representation (Table 3). Our
findings suggest that for the particular case of extracting
numerical quantities, transformer-based models do not require
clinical pretraining or alternative numerical representations.
Through experiments with limited training set sizes, we found
that excellent performance can be achieved with fewer than 50
labeled reports. Furthermore, a training set with 175 reports
was sufficient to train amodel with performance that waswithin
the 95% CI of amodel trained with 270 reports (Figure 6).

M easurements extracted by our model potentially facilitate the
automated characterization of a range of important cardiac
diseases, which we leave to future work. We expect that our
proposed workflow can be easily used by others to extract
arbitrary measurements from clinical text. The PRAnCER
platform is open source and can be easily adapted to label
clinical measurements of interest. Our software for fine-tuning
and evaluating NL P modelsisal so open source[34], and model
training is possible using a standard graphic processing
unit—equipped machine. We expect it to be possible to extract
an arbitrary number of clinical measurements with a practical
amount of labeling effort and computational requirements in
clinical domains not limited to CMRs.

Attention-Based Exploration of Error Modes

The characterization of error modes can be instructive toward
having confidence in model predictions and for finding ways
to improve a model by future researchers. Despite the overall
high accuracy of our best model across al the types of
measurementsthat we considered, the most common error mode
involved the model assigning a“0” label to values that should
have been labeled as measurements. In many cases that we
examined, ameasurement such as* aortic root dimension” would
be correctly labeled in one report and not labeled in another
report despite a similar sequence of tokens surrounding the
value to be labeled. By examining the attention weights for the
token to be labeled in both reports, we discovered that the
correctly labeled value most heavily weighted the word
“dimension” in the preceding “aortic root dimension” phrase.
For theincorrectly labeled value, 3 of the 4 most-attended tokens
were separate instances of the word “dimension,” one of which
was part of the correct phrase, with the other instances appearing
in the remainder of the text. All of the attention weights were
much lower than the attention paid to the word “dimension” by
the correctly labeled example. This may indicate that an
opportunity for further improvement could involve providing
more training examples with sections of text that are absent
from most reports in our data set or by augmenting existing
labeled text with synthetic text containing critical tokens.

Additionally, we recognize that while our models perform well,
extraction errors are inevitable. The clinical consequences of
these errors depend on the specific feature. For example,
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incorrect LV EF extraction could misclassify apatient with heart
failure asreduced gjection fraction or preserved g ection fraction
and thereby impact treatment choices. Similarly, incorrect RVEF
could misclassify a patient with right-sided heart failure.
Incorrect aortic root size could misclassify an aortic root
aneurysm. False-positive errors may be particularly difficult to
detect as the final postprocessing stop of physiologic filtering
meansthat false positiveswill still be within the expected range.
Therefore, careful evaluation of model performanceis necessary,
especialy if applying such amodel to new data sets.

Comparison With Prior Work

To our knowledge, this is the first example of using a
transformer-based model (without pretraining from scratch)
fine-tuned on clinician |abelsto extract numerical measurements
from diagnostic text. We previously demonstrated the value of
extracting 4 vital sign measurements from clinical text based
on alarge number of weak |abels that were generated using a
rule-based approach [16]. Our previous approach was based on
the assumption that it would be impractical to accrue asufficient
guantity of gold-standard annotations in order to fine-tune a
transformer-based approach. However, we found that a single
clinician required at most 15 hours to produce sufficient
gold-standard annotations for 21 types of quantitative
measurements, thereby eliminating the need for rule-based
approaches and enabling easy scaling to a large number of
relevant measurements.

Recent work [15] used a combination of embeddings produced
by pretraining aBERT model and aFLAIR model from scratch
on domain-specific data. Embeddings were then used as input
to a combination of a bidirectional long short-term memory
with aconditional random field layer to label tokens of interest,
including numerical measurements. This approach worked well
and achieved comparable performance to our approach with a
similar amount of labeling effort. We demonstrate with our
work that pretraining amodel from scratch on domain-specific
data is not necessary to achieve a high level of accuracy. The
days, or perhaps even weeks, of computation required to pretrain
a model from scratch on clinical data can be avoided.
Furthermore, our work examines the impact of the number of
annotations on performance.

Other approaches for extracting numerical measurements from
clinical text have also achieved reasonable accuracy, but we
suggest that our approach minimizes labeling effort, is more
robust, and is sufficiently computationally efficient to serve as
apractical solution for accelerating EHR-based clinical research.
Rule-based approaches, while potentially accurate, generaly
require multiple iterations of development and validation to
ensure accuracy given the wide variability of clinical text [4].
Prior work has also shown that rule-based approaches may not
be easily portable to other EHRs outside of where they were
developed. In their work evaluating the portability of a
rulebased model for extraction of echocardiogram
measurements, Adekkanattu et al [7] report variable F;-scores
that differ by clinical sitee We demonstrate that
transformer-based models pretrained on clinica text can be
fine-tuned on a practical number of labels to learn to extract
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measurementsin away that isflexibleto variability in how such
measurements are expressed in clinical text.

Limitations and Directions for Future Work

Our study must be interpreted in the context of its limitations.
Our test set consisted of arelatively small sample of 100 reports,
but an analysis to randomly resample the test set of the same
size yielded models with a markedly close range of macro
F,-scores (0.947-0.970 across 10 samples), which indicatesthe
robustness of our approach. Our approach required a minimal
degree of postprocessing and mainly involved imposing
physiologic rangesfor values extracted by the model. Although
relatively few values were filtered thisway, these may represent
model fal se positives. Another aspect of postprocessing involved
extending model predictionsto include missed significant digits,
which happened very rarely. Our experiments with numerical
representations and pretrained models enabled high extraction
accuracy, but further work isrequired to understand how to best
use transformer-based models in handling arbitrary numerical
values [35]. In addition, CMR reports were taken from alarge
heterogeneous health care system, and while our model was
able to handle significant variability in the presentation of
relevant measurements, further work is required to show that
our modeling approach is portable to other institutions.

Similar to other artificial intelligence models with health care
applications, clinical implementation of our model is stymied
by several barriers [36]. The first is deployment of a model
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within an EHR environment, which involves both accessing
siloed clinical data and integrating modeling results into the
electronic environment for presentation. The second isensuring
that the model is adaptable to changesin report structure either
between ingtitutions or prospectively over the lifetime of the
model. Last, monitoring and regular quality control is essential
to ensuring patient safety. Although few models have
successfully overcome these numerous challenges, we
hypothesize that our work offers a modeling strategy that is
adaptable to changes in report structure and provides a
framework for developing new quantitative models aimed at
other important clinical tasks. Future work should test the
performance of models like these in real-time settings to prove
generalizability to new environments and data structures.

Conclusions

We present a powerful natural language workflow for
simultaneously extracting 21 types of humerical measurements
from CMR free-text reports. We found that general pretrained
transformer-based language models require a relatively small
number of gold-standard annotations, necessitate minimal data
processing, and are robust to significant variability in the context
and presentation of numerical measurements. We observed
expected associations between extracted CMR measurements
and known clinical outcomeslike heart failure, atrid fibrillation,
and mortality. Our workflow is reproducible and is likely
applicable to many other types of clinical data.
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