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Abstract

Electronic health records (EHRs) were originally developed for clinical care and billing. As such, the data are not collected, organized, and curated in a fashion that is optimized for secondary use to support the Learning Health System. Population health registries provide tools to support quality improvement. These tools are generally integrated with the live EHR, are intended to use a minimum of computing resources, and may not be appropriate for some research projects. Researchers may require different electronic phenotypes and variable definitions from those typically used for population health, and these definitions may vary from study to study. Establishing a formal registry that is mapped to the Observation Medical Outcomes Partnership common data model provides an opportunity to add custom mappings and more easily share these with other institutions. Performing preprocessing tasks such as data cleaning, calculation of risk scores, time-to-event analysis, imputation, and transforming data into a format for statistical analyses will improve efficiency and make the data easier to use for investigators. Research registries that are maintained outside the EHR also have the luxury of using significant computational resources without jeopardizing clinical care data. This paper describes a virtual Diabetes Registry at Atrium Health Wake Forest Baptist and the plan for its continued development.
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Background

The first electronic health records (EHRs) were developed to support clinical care, but later became primarily focused on billing after the creation of diagnosis-related group (DRG) codes [1]. DRGs are intended to provide precise estimates of resource use across different hospitals. Unfortunately, the documentation necessary to support billing frequently does not result in a data content and structure ideal for the secondary use of these data for research. Safran et al [2] outlined a framework for using EHR data for secondary purposes. The use of EHR data for research purposes has increased significantly at Wake Forest and elsewhere over the past several years. However, complex outcome studies that use data at different time points are still rare. Research investigators struggle with the processing and statistical analyses of EHR-derived data due to the time-varying nature, inconsistency, inaccuracy, lack of documentation, and incompleteness of clinical data. Investigators report that the amount of time spent deciphering and cleaning these data make many research projects impractical. A systematic review of the use of EHR data for population health identified several common barriers for the use of these data for population health, of which missing data were most cited [3]. Handling of missing data requires an understanding of the reasons for missing data, some of which can be project-specific reasons and related to decisions about how to handle them. Simply excluding patients with missing data may reduce sample size and can lead to biased...
results. One common method for handling missing data in EHR projects is multiple imputation, where statistical models are used to estimate values for missing data elements [4]. Investigators may be unfamiliar with these techniques or may lack the knowledge and skills to perform the task in a robust fashion. Imputation will be one of the services provided to investigators. Prior to imputation, it is necessary to explore data to identify implausible values that may arise due to inaccurate measurements or data entry errors. Textbox 1 highlights some of the data-processing steps that may be required prior to using clinical data for statistical analyses.

Textbox 1. Common data-processing steps required to analyze clinical data.

<table>
<thead>
<tr>
<th>Common data-processing steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Removal of extreme values</td>
</tr>
<tr>
<td>• Correction of erroneous entries</td>
</tr>
<tr>
<td>• Imputation of missing values</td>
</tr>
<tr>
<td>• Calculation of predefined variables</td>
</tr>
<tr>
<td>• Determination of active medication classes on a given date</td>
</tr>
<tr>
<td>• Calculation of dates and time to events</td>
</tr>
<tr>
<td>• Creation of a single analytic data set with a single row per patient from normalized tables</td>
</tr>
</tbody>
</table>

Research Registries

Research registries derived from the EHR can provide a foundation that improves the efficiency for research projects in a specific disease area. Registries can provide formal documentation of the institutional knowledge gained over time from previous investigations and input from the research community. The sharing of experiences provides an opportunity for critical evaluation of the data from investigators with different areas of expertise, leading to improved data quality and knowledge of the data necessary for interinstitutional projects. Preprocessed data, predefined variables, linkage with other institutional databases (eg, echocardiogram and pulmonary function tests), linkage with external data (eg, American Community Survey and North Carolina Death Registry), and creation of statistical functions can greatly reduce the time and cost of secondary data analyses. Data preprocessing can include data cleaning (eg, removal of extreme values and imputation of missing data), which can reduce the risk of biased results but would be inappropriate for clinical data. Prescription medications provide another opportunity for data preprocessing. For example, calculation of dosages and quantity of medications can be determined by applying regular expressions to free text prescription instructions. Research registries also provide a mechanism for pooling knowledge and resources from disparate research areas. For example, chart reviews conducted for one specific research study could provide important knowledge that benefits all users of the registry. Similarly, researchers could pool resources to purchase external data (eg, National Death Index or Centers for Medicare & Medicaid Services [CMS] data) that will benefit all. Research registries provide a repository for collecting research items not intended for the legal medical record to support activities such as creating risk prediction models and conducting epidemiologic studies. Furthermore, the research registries also provide potential populations of patients for research studies (clinical trials, pragmatic trials, implementation science, population health, and medical informatics). The increased recognition and credibility of an institution’s clinical data for research that comes with a successful registry can improve the chances for research funding.

Population Health Registries

There has been a proliferation of population health registries in EHR systems. These real-time data are necessary for clinical care, and these registries are designed to put minimal burden on the EHR system, especially given that they are using the live EHR system, which is critical for clinical care. These types of EHR-based population health registry tools (eg, Healthy Planet, Epic Systems) provide current snapshots of patients and are helpful for population health management. These operational reporting tools are fast, provide real-time data, and are incorporated into the clinical workflow. These minute-by-minute updates of clinical data are unnecessary for many types of secondary data analyses. Population health registries have motivations that may differ from research investigations. For example, population health registries support quality-based metrics such as indicators maintained by the National Quality Foundation, which may be publicly reported and are used to guide reimbursement incentives for programs such as the Medicare Shared Savings Plan. In these instances, disease phenotypes and variable definitions are pre-defined by the interested parties. In this scenario, there may be a single criterion used to define the population and associated metrics. Creating additional criteria would be counterproductive. By contrast, a research registry should provide comprehensive data on members collected over time, requires statistical analyses, and may contain multiple definitions for the same variable. These data allow evaluations at user-defined time points or time-varying analyses. Because the tool is not integrated into clinical workflows, there is an opportunity to incorporate large quantities of data into computationally intensive analyses that would otherwise be a drain on clinical systems.

Population health registries are ideally suited for clinical care and quality improvement in that they are available instantaneously on the live EHR, have standardized definitions, and use limited computing resources. By contrast, the type of
research registry that we have created enables the creation of different cohorts for the same disease entities, makes use of additional computation resources that would be inappropriate for the clinical EHR and allows different variable definitions depending on the specific study. Table 1 lists additional differences between our research registry and population health registries.

Registries created from EHR data may have different goals and requirements. The table compares features of research and population health registries.

It should also be noted that EHR vendors each use their own proprietary technical data models that will map to ontologies such as International Classification of Diseases codes. The precise mappings are not made publicly available, which makes multicenter studies involving different EHR systems more difficult. The registry we have built is mapped to the Observational Medical Outcomes Partnership (OMOP) common data model (CDM). CDMs such as OMOP have been instrumental in creating interoperability standards in support of clinical research networks that span multiple institutions. This registry will take advantage of the data mappings available in OMOP and benefit from the automated tools developed for OMOP for identifying potential data issues. The Phenotype Knowledge Base contains a repository of electronic phenotypes to support registry construction and variable definitions [5]. These phenotypes have been successfully integrated into the OMOP data model to facilitate implementation at different research institutions [6]. We will also have the opportunity to create additional custom mappings to our OMOP instance, which can be leveraged by local researchers.

Table 1. Characteristics of research registries vs population health registries.

<table>
<thead>
<tr>
<th>Research registry</th>
<th>Population health registry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intermittent updates</td>
<td>Real-time updates</td>
</tr>
<tr>
<td>Higher computational resources</td>
<td>Low resource use</td>
</tr>
<tr>
<td>Complex definitions from a variety of sources and multiple definitions for similar concepts</td>
<td>Simple definitions defined by QI-based reimbursement</td>
</tr>
<tr>
<td>Variety of external data sources</td>
<td>Data limited to EHR</td>
</tr>
<tr>
<td>Extensive data processing</td>
<td>Limited data processing</td>
</tr>
<tr>
<td>Complex temporal relationships</td>
<td>Single point in time</td>
</tr>
<tr>
<td>Easily accessible and detailed documentation</td>
<td>Documentation or coding sometimes lacking or not easily accessible</td>
</tr>
<tr>
<td>Does not need to be integrated into workflow</td>
<td>Integration in clinic workflow is crucial</td>
</tr>
<tr>
<td>Does not require front-end EHR access.</td>
<td>Requires front-end EHR access with PHI</td>
</tr>
<tr>
<td>Mapped to open-source common data models</td>
<td>Mapped to vendor-based technical data models</td>
</tr>
</tbody>
</table>

QI: quality improvement.
EHR: electronic health record.
PHI: protected health information.

Custom Phenotypes

As mentioned previously, research projects may require variable definitions that are different from quality-based metrics, and variable definitions may vary from one project to the next. Varying variable definitions are also necessary for cohort discovery. The definition of diabetes may differ between projects. For example, a case control study needing a limited number of cases may want to have a highly specific definition for type 2 diabetes such as the one created by Kho [7]. By contrast, a study evaluating the accuracy of different electronic phenotypes may require a highly sensitive definition to capture all possible diabetes cases for manual chart review [8]. Figure 1 shows a Venn diagram illustrating the different patient populations that would be captured from our data warehouse depending on whether one uses diagnosis codes, hemoglobin A1c laboratory values, or prescriptions for hypoglycemic medications.

In other instances, existing definitions may be available from agencies such as Agency for Healthcare Research and Quality or the CMS. For example, we used the CMS definition for an acute exacerbation of chronic obstructive pulmonary disease for a study looking at the impact of a chronic obstructive pulmonary disease care pathway on reducing readmissions [9]. In addition to phenotypes used for cohort discovery, research projects require definitions for covariates included in the statistical analyses. Depending on the situation, investigators may desire different definitions for comorbidities such as hypertension. Textbox 2 shows the contrast between an example of a simple definition for hypertension based on diagnoses codes vs a complex definition that might be used for a study, where maximizing the sensitivity for identifying hypertension is key.
Figure 1. Sets of patients with possible diabetes according to definitions based on diagnoses codes (DX), laboratory values (LAB), or prescriptions (RX).

Textbox 2. Example definitions of hypertension.

<table>
<thead>
<tr>
<th>Research registry</th>
</tr>
</thead>
<tbody>
<tr>
<td>• International Classification of Diseases (ICD) code for hypertension (HTN) in encounter diagnoses, past medical history, or problem list OR</td>
</tr>
<tr>
<td>• Minimum of 3 blood pressure (BP) readings &gt;140/90 over 3 months in the electronic health records</td>
</tr>
<tr>
<td>▪ Outpatient BP excluding urgent care clinics, emergency department, or observation visits</td>
</tr>
<tr>
<td>▪ Based on last BP of encounter</td>
</tr>
<tr>
<td>▪ Exclude BPs when associated temperature ≥ 38 °C OR</td>
</tr>
<tr>
<td>• Active prescription for an antihypertensive agent</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Population health</th>
</tr>
</thead>
<tbody>
<tr>
<td>• ICD code for HTN in encounter diagnoses</td>
</tr>
</tbody>
</table>

OMOP Limitations

While the use of OMOP has many advantages in terms of standardization, there are still significant areas of limitations. Medications are one area where common data models are still lacking. For example, OMOP contains a single drug exposure table for prescriptions, drug administration, dispensing information, and patient-reported information. Unfortunately, dispensing information, patient-reported information, and compliance are rarely captured in structured EHR data. In addition, there are no explicitly linked medical reasons for the exposures in OMOP, and the RxNorm categorizations may not be appropriate for a specific research study. A registry cannot resolve all these issues, but the structure provides the flexibility to create and validate new phenotypes. For example, researchers can create and share relevant medication groupings, and algorithms based on specific prescription information (eg, dates of prescriptions, stop dates, number of pills, and number of refills) can be created as proxies for active medications and compliance. Similarly, associated information (eg, presence or absence of different diagnoses codes and laboratory values) can define reason for medication. These new phenotypes can be used locally and shared with the OMOP community without being formally integrated into the OMOP model.

OMOP will not be able to represent all the new phenotypes that the registry will require, making it necessary to characterize our own concepts. Some of these concepts may be derived entirely from existing OMOP concepts, but many will require the creation of our own. Like all CDMs, OMOP has limitations in its capacity to represent information inherent to the transformation from one data model (eg, EHR) to another. In addition, it will be crucial to have a formal data quality structure in place to ensure mappings are correct and routinely updated as data change. We have established a phenotype working group that includes the authors as well as additional faculty members in the Center for Biomedical Informatics.

Data Structure

The data structure of the EHR database, a typical population health registry, and a research registry can vary significantly. EHR databases are stored in database management systems
using individual, partially normalized tables for each specific data domain. This structure reduces storage space and speeds data extractions. By contrast, most statistical analyses require an individual flat data table (also known as pivot table), where the unit of analyses is the individual rows of patients. The data sets need to include columns for both independent and dependent variables and may require calculations of follow-up time between baseline variables and the outcomes of interest. Some external variables that do not exist in the EHR may be linked with the data set. For example, we link our registry with the North Carolina state death index, allowing better ascertainment of mortality outcomes and censoring of follow-up time. Variables may also be derived from the source data (eg, highest blood pressure in the past 24 hours) and time dependent analyses necessitate multiple rows for each patient that reflect the patient’s current state at a given point in time. Figure 2 provides a graphical representation of the different data structures between the EHR database, an EHR-based population health registry, and a research registry.

**Figure 2.** Comparing data structures of electronic health records (EHR), population health registries, and research registries.

---

**Diabetes-Specific Registry**

We chose diabetes as one of the first registries to make available in our Clinical and Translational Science Award Program given that it represents a focus area of our research enterprise. In addition, diabetes is a natural choice for a research registry given the rising incidence, chronic nature, established quality metrics, comorbidities, availability of treatments, and research funding. Research also indicates that blood sugar and associated risk factors are poorly controlled in patients with diabetes. In addition to a desire for improving the health of their patients, health care institutions have direct financial incentives for adequately treating patients with diabetes. Quality indicators approved by a successful diabetes research registry would provide an opportunity for the creation of risk prediction models that could be used to target patients at high risk as well as those who are most likely to benefit from a specific intervention. Thorough statistical evaluations of quality improvement projects and population health interventions would provide crucial feedback on the potential net benefits of these programs.

The identification of diabetes in EHR is surprisingly complex. Common methods for identifying potential cases include searches for medications, laboratory values, and diagnosis codes. Each of these approaches has its own limitations. Medications used for diabetes may also be used to treat other conditions. For example, metformin is commonly prescribed for polycystic ovarian syndrome in women. Blood glucose values may be abnormally elevated due to inadequate fasting times, which are generally not easily determined in the EHR. Diagnosis codes may be incorrectly used before patients meet formal criteria for diabetes or may be associated with the incorrect diabetes type. The issues in correctly identifying patients with diabetes highlight the importance of flexible research registries. Recognizing the potential need for different diabetes definitions, we chose to create our registry based on the concept of a highly sensitive *Wide Net* with the goal of capturing any evidence of possible diabetes in the EHR. Figure 3 provides a graphical display of this concept.

This approach mirrors the one used by the SEARCH for Diabetes in Youth evaluation of using EHRs for diabetes surveillance [8]. Approaches such as these are necessary given the infeasibility of manually reviewing all patient charts. The SEARCH work found that the simple use of diabetes codes could accurately determine EHR evidence of diabetes, and the ratio of type 1 to type 2 codes had a high sensitivity and specificity for identifying youth with type 1 diabetes. Additional work is needed to determine the accuracy of this approach in adults, and further algorithms are needed for identifying children with type 2 diabetes or other diabetes types. This registry provides a great source of data for future electronic phenotypic development and validation.
Our registry contains 128,218 patients with possible diabetes according to one or more of these 3 domains, while only 50,759 patients have evidence of possible diabetes based on all 3 variables simultaneously (Table 2). Identifying random subsets of patients who meet different combinations of these criteria provides an opportunity to glean valuable information from manual chart reviews of these patients. Annotated data sets allow for evaluation of existing and creation of new electronic phenotypes for diabetes status, type, and date of diagnoses.

**Figure 3.** Venn diagram showing the use of electronic algorithms combined with chart reviews to identify patients with diabetes. DM: Diabetes Mellitus; EHR: electronic health record; HbA1c: hemoglobin A1c; ICD: International Classification of Diseases.

**Table 2.** Characteristics of patients\(^a\) who showed evidence of possible diabetes based on diagnoses codes, laboratory values, or medications.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cohort 1: diagnosis</th>
<th>Cohort 2: labs(^b)</th>
<th>Cohort 3: medications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total unique patients, n (%)</td>
<td>84,755 (66)</td>
<td>90,967 (71)</td>
<td>84,165 (66)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>66.02 (19.43)</td>
<td>65.46 (20.20)</td>
<td>64.62 (20.98)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>43,510 (51.34)</td>
<td>44,008 (48.38)</td>
<td>43,374 (51.53)</td>
</tr>
<tr>
<td>Male</td>
<td>41,239 (48.66)</td>
<td>46,950 (51.61)</td>
<td>40,783 (48.46)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>59,547 (70.26)</td>
<td>65,693 (72.22)</td>
<td>60,014 (71.30)</td>
</tr>
<tr>
<td>Black</td>
<td>19,120 (22.56)</td>
<td>19,042 (20.93)</td>
<td>17,905 (21.27)</td>
</tr>
<tr>
<td>Other</td>
<td>5794 (6.84)</td>
<td>5938 (6.53)</td>
<td>6004 (7.13)</td>
</tr>
<tr>
<td>Missing</td>
<td>286 (0.34)</td>
<td>267 (0.29)</td>
<td>223 (0.26)</td>
</tr>
<tr>
<td>Ever smoker, n (%)</td>
<td>43,414 (51.22)</td>
<td>48,842 (53.69)</td>
<td>44,133 (52.44)</td>
</tr>
<tr>
<td>Insulin (1 or more prescriptions in the past year), n (%)</td>
<td>25,663 (30.28)</td>
<td>25,943 (28.52)</td>
<td>26,685 (31.70)</td>
</tr>
<tr>
<td>Charlson comorbidity index, n (median)</td>
<td>83,699 (2)</td>
<td>89,692 (2)</td>
<td>83,094 (2)</td>
</tr>
<tr>
<td>Median household income, n (median)</td>
<td>66,034 (46,283)</td>
<td>69,253 (45,688)</td>
<td>64,839 (45,927)</td>
</tr>
<tr>
<td>Most recent hemoglobin A1c, n (median)</td>
<td>64,959 (6.9)</td>
<td>72,833 (7.1)</td>
<td>69,933 (7.0)</td>
</tr>
<tr>
<td>Most recent eGFR(^c), n (median)</td>
<td>73,037 (70)</td>
<td>88,633 (66)</td>
<td>80,424 (70)</td>
</tr>
<tr>
<td>Most recent LDL(^d), n (median)</td>
<td>58,463 (88)</td>
<td>60,398 (88)</td>
<td>59,864 (89)</td>
</tr>
</tbody>
</table>

\(^a\)Patients may exist in 1, 2, or all 3 of the cohorts.
\(^b\)Random blood sugar \(\geq 200\) mg/dL or hemoglobin A1c\(\geq 6.5\%\).
\(^c\)eGFR: estimated glomerular filtration rate calculated using the Chronic Kidney Disease Epidemiology Collaboration (CKD-Epi) equation.
\(^d\)LDL: low-density lipoprotein.
**Jupyter Notebooks**

Much like the interinstitutional heuristic and algorithm sharing enabled by sites supporting an OMOP CDM, there is potential for intraintitutional collaboration and technique leveraging. Views in OMOP can be created by the honest brokers to provision only the cohort and relevant data permitted by an institutional review board application to specific authorized study personnel.

Jupyter is a free, open-source, interactive web-based computational notebook widely adopted by data scientists across thousands of enterprises, including Fortune 500 companies, international research facilities, universities, and start-ups. A Jupyter hub server allows users to centrally create and share codes, equations, visualizations, as well as text and results. It will also allow researchers to interact directly with their data views in OMOP via a programmatic language of their choice, whether it be Python (Python Software Foundation), R (The R Foundation), or even direct SQL. A library of Jupyter Notebooks with example code and outputs provided by data analysts can give researchers a rich starting base of programmatic techniques that they can modify, improve, and share back for other researchers to use in their own Jupyter Notebook analyses, greatly reducing the learning curve and lessening code redundancy and reimplementation.

**Schematic**

Figure 4 shows a schematic of the overall architecture of the registry and highlights some of the guiding principles governing the registry creation.

Data processing will undoubtedly uncover errors in the clinical data (eg, implausible values), which will be cleaned for data analyses. Data cleaning will be performed at the registry or post-data extract level. We are not attempting (at least at this point) to try and change values in the source clinical data, which is a difficult process and could have clinical implications. It is our hope that the registry could be used for data quality projects that might recognize a way to improve data collection or documentation.

As mentioned previously, the registry is mapped to the OMOP CDM and linked with our existing translational data warehouse. This ensures the standardization of data within the registry while exploiting our established infrastructure. Infusion of additional data from the vendor EHR database as well as data external to our Clinical Information Systems and our institution provides flexibility and continued creation of additional phenotypes. We have created a digital phenotype working group that will prioritize electronic phenotype creation and ensure appropriate documentation. Access to the registry through Jupyter Notebooks increases transparency and simplifies the sharing of code between investigators.

**Data Extracts**

Using existing R code created at Wake Forest will allow investigators to extract individual analytic tables that define patient characteristics at each given point in time per the specific study design. Figure 5 highlights how this table would appear.

Additionally, a Wake Forest Center for Biomedical Informatics–sponsored pilot grant is establishing a tool for creating randomly selected control patients to simplify the conduct of case control studies. We also have existing R code for the imputation of missing values using multiple imputation with chained equations that can be applied after the analytic data set has been created. Creation of multiply imputed data sets allows an estimation of the amount of missing information and stability of coefficient estimates [4].

---

**Figure 4.** Schematic of the overall architecture of the registry, highlighting some of the guiding principles governing the registry creation. CDM: common data model; EHR: electronic health records; OMOP: Observational Medical Outcomes Partnership Common Data Model; PCOR: patient-centered outcomes research common data model; TDW: Translational Data Warehouse in the Wake Forest Clinical and Translational Science Institute; UMLS: Unified Medical Language System.
Although the registry will be based on coded information, we recognize the growth in the data science community of graph representation of data. The ability to use Jupyter Notebooks to access data and to create and share code will allow investigators to integrate new methods such as graph theory for statistical analyses and to create data visualizations to share. We are particularly interested in examining diabetes-related treatment pathways and intend to use the concept relationship table in OMOP to define treatment pathways commonly used as well as pathways based on guidelines. The characterization of treatment pathways is ripe for graph representation.

We recognize that the data, informatics tools, and analytic techniques available for EHR-based analyses are rapidly changing. We have identified a group of clinical, informatics, and statistical professionals who can serve as registry stakeholders. Periodic meetings will allow for continuous feedback that will guide decisions on registry directions and priorities. The Wake Forest Clinical and Translational Science Institute has an established mechanism for continuous evaluation of the informatics program, of which this registry will be a part. Evaluations will include metrics on registry use, publications and grants using the registry, as well as formal (eg, surveys) and informal feedback.

**Summary**

Secondary use of EHR data for research is still in its infancy, and tools to aid investigators in complex epidemiological-type studies needed for the Learning Health System are lacking. Typical population health registries do not provide the flexibility, computational resources, and data complexity necessary for many research endeavors. The virtual diabetes registry described in this paper is providing our researchers with tools that we hope will enable them to conduct sophisticated statistical analyses in the most transparent and efficient way possible. The registry is being built in a way that will allow for its continuous refinement based on user experience and in a format that will enable interinstitutional collaboration.
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Abstract

Background: Health specialists take care of us, but who takes care of them? These professionals are the most vulnerable to the increasingly common syndrome known as burnout. Burnout is a syndrome conceptualized as a result of chronic workplace stress that has not been successfully managed.

Objective: This study aims to develop a useful app providing burnout self-diagnosis and tracking of burnout through a simple, intuitive, and user-friendly interface.

Methods: We present the BurnOut app, an Android app developed using the Xamarin and MVVMCross platforms, which allows users to detect critical cases of psychological discomfort by implementing the Goldberg and Copenhagen Burnout Inventory tests.

Results: The BurnOut app is robust, user-friendly, and efficient. The good performance of the app was demonstrated by comparing its features with those of similar apps in the literature.

Conclusions: The BurnOut app is very useful for health specialists or users, in general, to detect burnout early and track its evolution.

(JMIR Med Inform 2022;10(9):e30094) doi:10.2196/30094
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Introduction

In this study, we deal with burnout syndrome. Burnout syndrome is becoming increasingly popular. It is not a disease but a signal of emotional distress. Significant efforts have been made to determine its causes.

In 1974, Freudenberger and Richelson [1] suggested that feelings of exhaustion, frustration, and tiredness are generated by an overload. He included the term work addiction in the explanation, also being the first to propose that this type of relationship is associated with a productive imbalance. Freudenberger and Richelson [1] later expanded this theory by saying that these feelings were because of the irrational workloads imposed by the workers themselves or the people around them.

Maslach and Jackson [2] defined burnout as a syndrome with three dimensions (the most widely accepted to date):

1. Emotional exhaustion: emotional exhaustion because of the demands of work
2. Depersonalization: indifference and apathy toward society
3. **Low personal fulfillment: low feelings of success and personal fulfillment**

Burnout is included in the 11th Revision of the International Classification of Diseases [3] as an occupational phenomenon. It is not classified as a medical condition and is defined in the 11th Revision of the International Classification of Diseases as follows: burnout is a syndrome conceptualized as resulting from chronic workplace stress that has not been successfully managed. Burnout refers specifically to phenomena in the occupational context and should not be applied to describe experiences in other areas of life.

A partial list of potential contributing causes includes (1) length of training, (2) mentality of delayed gratification, (3) insufficient protected research time and funding, (4) long working hours, (5) imbalance between career and family, (6) hostile workplace environment, and (7) gender- and age-related issues [4]. Burnout can have a significant negative impact on the quality of patient care by negatively influencing clinical decision-making, increasing medical errors and malpractice claims, and lowering patient satisfaction [5-7]. Burnout may also lead to high turnover, difficult relationships between providers and staff, and drug and alcohol abuse [8].

In general, those most vulnerable to distress from the syndrome are professionals in whom worker-client human interactions of an intense or lasting nature are observed [9,10]. Balch and Shanafelt [11] found that health care professionals are at a disproportionately higher risk than other workers in stressful jobs that focus on public services. Burnout is markedly more common among physicians than depression, substance abuse, or suicide [11]. Shanafelt et al [12] reported that 45% of physicians had experienced at least one symptom of burnout. Another study found that high rates of depersonalization were the greatest among early-career physicians and decreased with age [13]. Burnout may affect >60% of family practice providers [14].

A recent study [15] found that physician turnover and reduced clinical hours attributable to burnout resulted in approximately US $4.6 billion in costs each year in the United States. The rising prevalence of burnout among physicians and other health care professionals has become a major policy concern in the United States during the COVID-19 pandemic [16]. Regardless of burnout status, the results showed that all professional health care groups had high levels of anxiety. Primary care physicians had significantly higher anxiety scores than all other health care professionals. Thus, a sense of tension, anxiety, distress, and other symptoms of mental disorders [16,17] would greatly help detect burnout syndrome.

Preventive actions for burnout include checklists, tools for early detection, training programs for high-risk occupations, awareness-raising actions, and good practice guidelines [18]. Free and user-friendly apps could be good tools for tackling all the actions on the list, with guarantees of success.

In most of the research conducted on mobile apps available to detect burnout, such as MindDoc [19], Psychosomat [20], and BreathePro [21], no free tax and public algorithms were used, although they are very popular. By contrast, Lafraxo et al [22] created an app to detect burnout in a nursery where they used the Copenhagen Burnout Inventory (CBI) [23] algorithm.

The research question for this study is whether a free cloud-based mobile app provides potential patients with burnout syndrome with a diagnosis based on their needs and goals. This study presents a mobile app called BurnOut to offer potential patients with burnout syndrome a diagnosis generator based on their needs and goals using cloud-based mobile apps to help diagnose burnout using the CBI [23] and Goldberg Health Questionnaire (GHQ) [17], which are free and public algorithms. The use of these free and contrasted algorithms benefits the study as the final results can be followed up and reproduced for comparison.

In this study, we present the BurnOut app. Our proposal was focused on offering a self-operating tool to diagnose burnout. This also allows users to monitor their evolution. The most common instrument for diagnosing burnout is the licensed Maslach Burnout Inventory test, developed by Maslach and Jackson in 1981 [24]. The BurnOut app implements the CBI [23], a valid, free, and reliable alternative. It also implements a version of the GHQ with 12 questions used to detect mental disorders [17].

### Methods

**BurnOut App**

Figure 1 shows the basic operation of the BurnOut app. It represents the flowchart between the user interface (UI) of the CBI and GHQ tests of the BurnOut app, which generates the final custom diagnosis. The diagnosis is shown on the mobile display and saved jointly with the tests in the local database and cloud storage.

The BurnOut app provides 3 main features: data collection, burnout diagnosis, and user monitoring. The UI for such features is user-friendly. The app also provides language support in Spanish, Catalan, and English. The default language is the same as that used on the smartphone.

The app provides a mail contact for doubts or suggestions with the developer through an About section, where the user can check some informative data from the app as a legal copyright.

The Android version of the app can be downloaded from Google Play using the app link [25].
User Testing

A sample of 40 random users (summarized in Table 1) representing different social levels, professional activities, ethnical profiles, ages, and genders was chosen from the cities of Lleida and Tarragona (Spain).

Table 1. Test participant features (N=40).

<table>
<thead>
<tr>
<th>Feature and class</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>17 (43)</td>
</tr>
<tr>
<td>Female</td>
<td>23 (58)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>30 (75)</td>
</tr>
<tr>
<td>35-65</td>
<td>10 (25)</td>
</tr>
<tr>
<td>Technological profile</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (33)</td>
</tr>
<tr>
<td>No</td>
<td>27 (68)</td>
</tr>
</tbody>
</table>

Collecting User Data

The first time a user signs up on the app, a questionnaire with the following information must be filled in:

1. Eating habits: a few standard questions about healthy eating habits such as the frequency of meals or the number of fruits and vegetables consumed per day
2. Physical activity: how often does one walk and whether they engage in moderate or intensive physical activity for at least 10 minutes; if so, the length and frequency are requested
3. Consumption of toxic substances: yes or no questions about consumption of drugs; if yes, consumption for the past 30 days is requested

These data provide information about the user’s lifestyle and factors that can cause psychosocial risk and affect their psychoemotional wellness.

Tests

Overview

BurnOut uses 2 instrumentally proven tests to evaluate users’ burnout (with the CBI) and psychological discomfort (with the GHQ). The tests do not constitute a final diagnosis but help give the professional an idea about their mental health and the perception of the risk of exhaustion, which can serve as a guide for a more precise diagnosis.

The main features of the GHQ and CBI are as follows:
1. **GHQ**: This test has several versions; the implemented version comprises 12 questions, used by the Medical College of Barcelona. It evaluates the presence or lack of psychological discomfort (i.e., distress). GHQ has a binary score (true or false). Further details are provided in the GHQ Test section.

2. **CBI**: It comprises 19 multiple-choice questions to detect the symptoms of burnout. It has no final score and evaluates 3 subscales: personal, work-related, and client-related burnout.

**GHQ Test**

The GHQ test evaluates the existence of psychological discomfort. It measures the sense of tension, depression, inability to defend oneself, anxiety-based insomnia, lack of self-confidence and self-esteem, and other symptoms of mental disorders [16,17,26].

There are 4 variants of this questionnaire, and the GHQ-12 variant used in this study is recommended for measuring psychological distress. This test contains 12 questions (Textbox 1) about the emotional or psychological problems that the user experienced in the past 30 days. Each answer comprises 4 options that are equivalent to numerical values (Table 2). The bimodal scoring method was used in the BurnOut app by the official manual. The maximum score (number of points on the test) is 12, and the possible range is 0 to 12 [27]. A score ≥4 indicates the possible presence of mental distress, and a score ≥8 indicates the presence of various symptoms of stress-related psychological disorders. To ensure the diagnosis and avoid ignoring any symptoms, a score equal to or higher than the threshold value of 3 was classified as distress in the BurnOut app.

**Textbox 1. Goldberg Health Questionnaire questions.**

<table>
<thead>
<tr>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Have you been able to concentrate well on what you did?</td>
</tr>
<tr>
<td>2. Have your worries made you lose a lot of sleep?</td>
</tr>
<tr>
<td>3. Have you felt that you play a useless role in life?</td>
</tr>
<tr>
<td>4. Have you felt capable of making decisions?</td>
</tr>
<tr>
<td>5. Have you felt under strain?</td>
</tr>
<tr>
<td>6. Have you ever felt that you cannot overcome your difficulties?</td>
</tr>
<tr>
<td>7. Have you been able to enjoy your activities every day?</td>
</tr>
<tr>
<td>8. Have you been able to deal adequately with your problems?</td>
</tr>
<tr>
<td>9. Have you felt unhappy and depressed?</td>
</tr>
<tr>
<td>10. Have you lost confidence in yourself?</td>
</tr>
<tr>
<td>11. Have you thought that you are useless?</td>
</tr>
<tr>
<td>12. Do you feel reasonably happy, considering the circumstances?</td>
</tr>
</tbody>
</table>
Table 2. Goldberg Health Questionnaire answer values.

<table>
<thead>
<tr>
<th>Question number and answer options</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Question 1</strong></td>
<td></td>
</tr>
<tr>
<td>Better than usual</td>
<td>0</td>
</tr>
<tr>
<td>As usual</td>
<td>0</td>
</tr>
<tr>
<td>Less than usual</td>
<td>1</td>
</tr>
<tr>
<td>Much less than usual</td>
<td>1</td>
</tr>
<tr>
<td><strong>Question 2</strong></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>0</td>
</tr>
<tr>
<td>No more than usual</td>
<td>0</td>
</tr>
<tr>
<td>A little more than usual</td>
<td>1</td>
</tr>
<tr>
<td>Much more than usual</td>
<td>1</td>
</tr>
<tr>
<td><strong>Question 3</strong></td>
<td></td>
</tr>
<tr>
<td>More useful than usual</td>
<td>0</td>
</tr>
<tr>
<td>As usual</td>
<td>0</td>
</tr>
<tr>
<td>Less than usual</td>
<td>1</td>
</tr>
<tr>
<td>Much less than usual</td>
<td>1</td>
</tr>
<tr>
<td><strong>Question 4</strong></td>
<td></td>
</tr>
<tr>
<td>More than usual</td>
<td>0</td>
</tr>
<tr>
<td>As usual</td>
<td>0</td>
</tr>
<tr>
<td>Less than usual</td>
<td>1</td>
</tr>
<tr>
<td>Much less than usual</td>
<td>1</td>
</tr>
<tr>
<td><strong>Question 5</strong></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>0</td>
</tr>
<tr>
<td>No more than usual</td>
<td>0</td>
</tr>
<tr>
<td>A little more than usual</td>
<td>1</td>
</tr>
<tr>
<td>Much more than usual</td>
<td>1</td>
</tr>
<tr>
<td><strong>Question 6</strong></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>0</td>
</tr>
<tr>
<td>No more than usual</td>
<td>0</td>
</tr>
<tr>
<td>A little more than usual</td>
<td>1</td>
</tr>
<tr>
<td>Much more than usual</td>
<td>1</td>
</tr>
<tr>
<td><strong>Question 7</strong></td>
<td></td>
</tr>
<tr>
<td>More than usual</td>
<td>0</td>
</tr>
<tr>
<td>As usual</td>
<td>0</td>
</tr>
<tr>
<td>Less than usual</td>
<td>1</td>
</tr>
<tr>
<td>Much less than usual</td>
<td>1</td>
</tr>
<tr>
<td><strong>Question 8</strong></td>
<td></td>
</tr>
<tr>
<td>More capable than usual</td>
<td>0</td>
</tr>
<tr>
<td>As usual</td>
<td>0</td>
</tr>
<tr>
<td>Less capable than usual</td>
<td>1</td>
</tr>
<tr>
<td>Much less capable than usual</td>
<td>1</td>
</tr>
<tr>
<td><strong>Question 9</strong></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>0</td>
</tr>
</tbody>
</table>
CBI Test

The CBI is one of the most widely used burnout inventories [23,28]. The CBI questionnaire explores the following three dimensions of burnout:

1. Personal burnout: degree of fatigue or emotional exhaustion experienced by a person
2. Work-related burnout: Burnout related to one’s job, experienced in relation to the work without trying to establish causal relationships
3. Client-related burnout: the degree of emotional fatigue or exhaustion that someone experiences in relation to their work with other people

The psychometric qualities of this test make it a good tool for diagnosis and prevention. The CBI questionnaire is intended only to allow users to make a conservative self-assessment of their burnout status. This result is not intended as a medical diagnosis. However, it can inform them as to whether they should seek medical and psychotherapeutic assistance. Only a trained physician is qualified to advise on the initiation, modification, or discontinuation of the medication.

The CBI comprises a survey of 19 questions that evaluate 3 dimensions that affect burnout symptoms (personal burnout [Textbox 2], work-related burnout [Textbox 3], and client-related burnout [Textbox 4]).

The questions in the CBI application did not appear in the same order, as shown here. The questions were mixed with those on other topics. This is recommended to avoid stereotypical response patterns. These dimensions comprise 3 independent subscales to determine the risk of burnout according to the combination of the scores.

These questions can have 2 different packs of 5 answers with a numerical value associated with them (Table 3). These packs are indistinctly used. There is only one exception in the 13th question of the work-related dimension—“Do you have enough energy for family and friends during leisure time?”—for which the score is reversed. The total score in the dimension is the average of the scores obtained in this dimension. Depending on this value, each dimension is categorized into one of the three burnout ranked levels: low, moderate, and high (Table 4).

The CBI final diagnosis depends on the scores obtained for each dimension (Table 5).
Textbox 2. Copenhagen Burnout Inventory questions: personal burnout dimension.

**Personal burnout questions**
1. How often do you feel tired?
2. How often are you physically exhausted?
3. How often are you emotionally exhausted?
4. How often do you think: “I can’t take it anymore”?
5. How often do you feel worn out?
6. How often do you feel weak and susceptible to illness?

Textbox 3. Copenhagen Burnout Inventory questions: work-related burnout dimension.

**Work-related burnout questions**
1. Is your work emotionally exhausting?
2. Do you feel burned out because of your work?
3. Does your work frustrate you?
4. Do you feel worn out at the end of the working day?
5. Are you exhausted in the morning at the thought of another day at work?
6. Do you feel that every working hour is tiring for you?
7. Do you have enough energy for family and friends during leisure time?

Textbox 4. Copenhagen Burnout Inventory questions: client-related burnout dimension.

**Client-related burnout questions**
1. Do you find it hard to work with clients?
2. Do you find it frustrating to work with clients?
3. Does it drain your energy to work with clients?
4. Do you give more than you get back when you work with clients?
5. Are you tired of working with clients?
6. Do you wonder how long you will continue working with clients?

Table 3. Copenhagen Burnout Inventory answer values.

<table>
<thead>
<tr>
<th>Answer pack 1</th>
<th>Answer pack 2</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Always</td>
<td>To a very high degree</td>
<td>100</td>
</tr>
<tr>
<td>Often</td>
<td>To a high degree</td>
<td>75</td>
</tr>
<tr>
<td>Sometimes</td>
<td>Somewhat</td>
<td>50</td>
</tr>
<tr>
<td>Seldom</td>
<td>To a low degree</td>
<td>25</td>
</tr>
<tr>
<td>Never or almost never</td>
<td>To a very low degree</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4. Copenhagen Burnout Inventory dimension valuations.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Level</th>
<th>Moderate</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>50-74</td>
<td>75-100</td>
</tr>
<tr>
<td>Personal burnout</td>
<td>&lt;50</td>
<td>50-74</td>
<td>75-100</td>
</tr>
<tr>
<td>Work-related burnout</td>
<td>&lt;50</td>
<td>50-74</td>
<td>75-100</td>
</tr>
<tr>
<td>Client-related burnout</td>
<td>&lt;50</td>
<td>50-74</td>
<td>75-100</td>
</tr>
</tbody>
</table>
Table 5. Copenhagen Burnout Inventory risk.

<table>
<thead>
<tr>
<th>Copenhagen Burnout Inventory score</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low-risk in all 3 dimensions; 2 low-risk dimensions and 1 moderate-risk dimension</td>
</tr>
<tr>
<td>Moderate</td>
<td>3 moderate-risk dimensions; 2 moderate-risk dimensions, 1 low-risk dimension, and 1 high-risk dimension</td>
</tr>
<tr>
<td>High</td>
<td>2 high-risk dimensions and 3 high-risk dimensions</td>
</tr>
</tbody>
</table>

**Diagnosis**

Figure 2 explains how the BurnOut app obtains the diagnosis as a combination of GHQ (see the GHQ Test section) and CBI (see the CBI Test section) tests. There were four possible diagnoses:

1. Critical: high risk on the GHQ (the outcome is true) and high burnout risk on the CBI
2. Moderate: moderate burnout risk on the CBI (independently of the GHQ results)
3. Great: no risk on the GHQ and low burnout risk on the CBI
4. Contradictory: the app recommends repeating the tests

The resulting diagnosis is visualized and registered in the local database, as well as in the GHQ and CBI tests. The recommendation is to self-administer the tests and repeat them every 3 months.

Figure 2. Diagnosis procedure. CBI: Copenhagen Burnout Inventory; GHQ: Goldberg Health Questionnaire.

**Monitoring**

There are 3 ways of monitoring the evolution of the user’s health condition.

**Burnout Stats Chart**

The user can check the diagnosis of the past 4 CBI tests in a column chart.

**Last Burnout Test Stats**

A bar chart that hosts the last time the user passed the CBI test, indicating which state has improved or worsened to have a clearer view of the evolution and strengths and weaknesses. To increase the user’s feeling of doing well, when the dimensions are 0 after the last time they passed the test, instead of the chart, a message of congratulations appears to increase the user’s satisfaction, highlighting that the user is on the right path to wellness and encourages them to continue with the process.

**Mental Health Indicator**

If psychological discomfort is obtained in the GHQ test, a highlighted Alert message will appear to warn the user that they are in a critical state. If the state of mental health from the GHQ test diagnosis is defined as wellness, a message of
congratulations will appear to increase the user’s satisfaction. This will encourage them to continue the process. In other words, it will increase adherence to using the BurnOut app.

**BurnOut App Implementation**

We attempted to follow guidelines to ensure a pleasant design and an easy-to-use app. The reason is that iOS mobile personal health record apps have better usability scores than Android apps, as stated in the study by Zapata et al [29], after analyzing a wide range of apps.

Currently, there are many alternative technologies to develop apps for mobile devices. Developing the app twice, in the native code for Android and iOS, implies extra production costs. Furthermore, the use of open-source tools for creating cross-platform apps using HTML, Cascading Style Sheets, and JavaScript with a framework such as PhoneGap could decrease performance and lead to a lack of advanced device-specific features provided by the latest application programming interfaces (APIs).

The BurnOut app was developed using an efficient approach—**Xamarin**, a Microsoft cross-platform framework that offers native performance and API access to provide a native user experience.

Xamarin allows the use of Model-View-ViewModel (MVVM) pattern, which implies making a clean separation between the logic and UI. This implies that Android and iOS will use the same code on the logic side, called core (shared logic code), leading to faster development by reducing duplicated code. When modifying the code, it is not essential to change the logic on both platforms—only from the specific View. Then, specific platform Views must be developed using native code for both Android and iOS. The framework provides methods to bind the UI with the core, and it will be automatically updated when a core property is changed.

Owing to the MVVM pattern, there is a clean separation among the View, which is the UI shown to the user on the screen; the Model, which contains the data of the current view; and the View-Model, which handles the communication between the view and the model.

The business and validation logic is performed just once as they are included in the core. This method reduces the coding as the core is shared between the platforms.

Thus, the BurnOut app is written using native API access and native performance and has easy maintainability while providing faster development.

However, the Xamarin framework and MVVM patterns have some drawbacks. As it is designed for cross-platform apps, unnecessary libraries are loaded at the app start-up, resulting in a noticeably slow process and an increase in the required memory size.

**Local Database**

The BurnOut app uses 2 storage systems: a NoSQL local database, which is used by both Android and iOS, and **Akavache**, an asynchronous, persistent key-value storage system.

**Cloud Synchronization**

The BurnOut app provides cloud synchronization among multiple devices, achieved by a server that implements a representational state transfer service with Spring. Representational state transfer has quickly become the de facto standard for building services on the web as it is easy to build and consume. In addition, it provides application security (encryption and authentication). Caching is built into the protocol. Service routing through the domain name system is a resilient and well-known system that is ubiquitously supported.

Cloud storage is implemented following the same technique. It stores the key-value registries on a server. Cloud data are asynchronously synchronized in the background so that the synchronization process is almost unnoticeable to the user. It performs incremental backup; therefore, it only uploads new or modified data. When users sign in, the local database is updated according to the data stored in the cloud. When a user signs out, the local database is erased as it would no longer be used and would already be saved in the cloud. This avoids inconsistencies between the local database and the cloud.

**Results**

**Overview**

In this section, the robustness, usability, and efficiency of the BurnOut app are tested.

To rigorously evaluate the application robustness, we recorded all the crashes that occur when using the app to control where and when they occur.

To measure usability, people had to perform several actions within the app, such as registering, introducing data, testing diagnoses, and monitoring tools. They also rated the user experience of the BurnOut app between 1 and 5. In addition, changes made based on their observations helped make the BurnOut app more user-friendly.

The efficiency of the BurnOut app is compared with that of Android and iOS devices in Table 6. The efficiency parameters measured were start-up, diagnosis generation, and log-in. Start-up is defined as the elapsed time for an app to start. Diagnosis generation is the elapsed time the app spends generating a personalized diagnosis plan for the user’s needs. Log-in is defined as the time required for the app to log the user in and set up their health status for monitoring and fetching the data from the cloud or database. These times were the averages of 3 different measurements. Times <1 second guarantee that the user’s train of thought remains uninterrupted [30].
Table 6. Devices used to test the Burnout app efficiency.

<table>
<thead>
<tr>
<th>Operating system and device</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Android</td>
<td></td>
</tr>
<tr>
<td>Xiaomi Redmi Note 8</td>
<td>Android 10</td>
</tr>
<tr>
<td>Xiaomi Redmi Note 5</td>
<td>Android 9</td>
</tr>
<tr>
<td>Samsung Galaxy S4</td>
<td>Android 5.0.2</td>
</tr>
<tr>
<td>Samsung Galaxy J3</td>
<td>Android 5.1</td>
</tr>
<tr>
<td>LG G2</td>
<td>Android 4.4</td>
</tr>
<tr>
<td>iOS</td>
<td></td>
</tr>
<tr>
<td>iPhone X</td>
<td>iOS 14</td>
</tr>
<tr>
<td>iPhone 8</td>
<td>iOS 11</td>
</tr>
<tr>
<td>iPhone 6 Plus</td>
<td>iOS 10.3</td>
</tr>
<tr>
<td>iPhone 6</td>
<td>iOS 10.3</td>
</tr>
<tr>
<td>iPhone 5</td>
<td>iOS 10.3</td>
</tr>
</tbody>
</table>

Robustness

A total of 17 crashes were detected during a testing period of 15 days of using BurnOut. Most of them occurred when loading data from the local database asynchronously (3/17, 18%), loading data from the cloud database (11/17, 65%; considering that it is still under implementation), and logging in (4/17, 24%). Furthermore, 11% (2/17) of them were because of simple programming errors, such as null pointer exception, memory allocation, and communication between app and server, and others were produced by database exceptions because of bad queries and mistreatment of asynchronous behavior.

Usability

The first users who evaluated the BurnOut app were positive toward it and, in general, thought that its usability was good. Some encountered issues that were mentioned in the study by McIlroy et al [31] regarding problems when reviewing mobile apps.

To measure the usability of the BurnOut app, a short survey of the users mentioned in the User Testing was section conducted using the industry-standard System Usability Scale (SUS) [32]. It comprises a 10-item questionnaire with 5 response options ranging from strongly agree to strongly disagree. It enables the evaluation of a wide variety of products and services, including hardware, software, mobile devices, websites, and applications. The SUS was chosen as its characteristics fit our interests perfectly: it is a very easy scale to administer to participants, it can be used on small sample sizes with reliable results, and it is valid (i.e., it can effectively differentiate between usable and unusable systems).

The participants ranked each question from 1 to 5 based on how much they agreed with the statement they were reading. A score of 5 meant they agreed completely, and a score of 1 meant they disagreed vehemently. All the testers answered the survey. The group had representative proportions of age, sex, and physical condition compared with the complete treatment group. Table 7 presents the obtained SUS results.

The rationale behind the calculation is very intuitive. The total score is 100, and each question weighs 10 points.

As odd-numbered questions are all in a positive tone, if the response is strongly agree, they are given the maximum score, which is 10 for each question. If the response is strongly disagree, they are given the minimum score, which is 0. By subtracting 1 from each of the odd-numbered questions, we ensure that the minimum is 0. Then, by multiplying by 2.5, we ensure that the maximum is 10 for each question.

In contrast, if the response is strongly agree for the even-numbered questions in a negative tone, they are given the minimum score, which is 0 for each question. If the response is strongly disagree, they are given the minimum score, which is 0. Thus, by subtracting the points for each question from 5, we ensure that the minimum is 0. Then, by multiplying by 2.5, we ensure the maximum is 10 for each of the questions.

Once all the results have been obtained, we calculate the average value for each test, thus obtaining the final score. In this case, we obtained a score of 95.8. These results are incredibly satisfying as, according to the general guideline for the interpretation of an SUS score (Table 8), we achieved an excellent rating.

The results obtained were consistent with the sensations shared by the users after performing the tests. All of them considered that the web part was very intuitive and did not require much time to learn how to get the most out of it, whereas all of them highlighted the simplicity-usefulness relationship of the bot.
Table 7. System Usability Scale survey with 40 randomly selected users in Lleida and Tarragona.

<table>
<thead>
<tr>
<th>Questions</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use this system frequently</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>33</td>
</tr>
<tr>
<td>I found the system unnecessarily complex</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I thought the system was easy to use</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>29</td>
</tr>
<tr>
<td>I think that I would need the support of a technical person to be able to use this system</td>
<td>30</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I found the various functions in this system were well integrated</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in this system</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use this system very quickly</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>37</td>
</tr>
<tr>
<td>I found the system very cumbersome to use</td>
<td>34</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I felt very confident using the system</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could get going with this system</td>
<td>35</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8. Interpretation of System Usability Scale score.

<table>
<thead>
<tr>
<th>System Usability Scale score</th>
<th>Rating</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;80.3</td>
<td>Excellent</td>
<td></td>
</tr>
<tr>
<td>68-80.3</td>
<td>Good</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>Okay</td>
<td></td>
</tr>
<tr>
<td>51-68</td>
<td>Poor</td>
<td></td>
</tr>
<tr>
<td>&lt;51</td>
<td>Awful</td>
<td></td>
</tr>
</tbody>
</table>

Efficiency
First, the start-up efficiency was evaluated (Multimedia Appendix 1). The first thing to point out here is that using Xamarin.Forms alongside the MVVMCross framework instead of using native languages added a noticeable delay when starting up the app on both Android and iOS. This is because it usually loads several libraries.

Multimedia Appendix 2 shows the measured time taken to obtain a diagnosis on both platforms. A performance analogous to that obtained by the start-up was obtained. In general, the Android and iOS outcomes were very similar.

Multimedia Appendix 3 shows the diagnosis loading, although retrieving it from the local database once it is cached. The BurnOut app performs slightly faster on iOS than on Android. In absolute terms, this represents a difference of 0.48 seconds.

In addition, the time difference between the best and the worst result when generating the diagnosis was 0.656 seconds and 0.652 seconds on Android and iOS, respectively. Overall, we can assure that the iOS version was slightly faster than the Android version.

When comparing diagnosis loading from the local database on the user progress section, Android was slightly faster than iOS by just 0.434 milliseconds; however, on older devices, the difference was very significant. For example, iPhone 5 was 1.6 times faster than LG G2 when performing the same task.

As a concluding remark, BurnOut app operations are fluent with high response times because of the implementation of asynchronous tasks to compensate for the slowness of the Xamarin framework. According to the results, we can asseverate that the performance difference between Android and iOS is very low.

Discussion

Principal Findings
The BurnOut app is a useful, user-friendly app that provides the most accurate possible diagnosis approach, focusing on the psychosocial risks that cause burnout syndrome according to the CBI and monitoring user evolution over time in a cross-platform system with interesting extras such as mental health evaluation through the GHQ.

The BurnOut app offers the main functionalities that a potential patient of burnout syndrome may need, as shown in the Results section.

The BurnOut app is robust and user-friendly as the users who took the test had an SUS score of 95.8 out of 100, which qualifies as excellent.

Regarding start-up efficiency, the app was noticeably slower than the app using native tools (not shown in this paper). This, through the use of Xamarin, is because of some extra libraries being added, which took some time to load; however, this is strictly necessary as it allows us to use MVVMCross framework to save a lot of time by sharing some code and the ability to fix any bug once instead of fixing it on each platform. In general, the Android and iOS outcomes regarding start-up when using Xamarin were very similar.
In contrast, it is not easy to compare the performance with the other apps listed in Table 9, as each app offers different features. None of them generates a custom diagnosis based on CBI and GHQ results, which is one of the main advantages of our app.

In addition, the BurnOut app uses a local database and will soon use cloud storage. This means that data would never be lost because of mobile malfunctions as the data would be constantly synchronized and stored in the cloud. Upload and download operations would take at most 3 to 5 seconds. In addition, synchronization, as well as local storage in the database, would be performed asynchronously in the background to avoid poor user experience.

Some of the apps shown in Table 9 do not have synchronization in the cloud and therefore do not communicate with any server. Thus, waiting times were almost eliminated. However, time penalties in the BurnOut app are imperceptible to the users, and we can assure them that they will never lose information as it is saved in a server cloud.

### Table 9. BurnOut app market popularity.

<table>
<thead>
<tr>
<th>App</th>
<th>Downloads (thousands)</th>
<th>Ratings</th>
<th>Average rating</th>
<th>Pro version</th>
</tr>
</thead>
<tbody>
<tr>
<td>BurnOut app</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>No</td>
</tr>
<tr>
<td>MindDoc</td>
<td>&gt;3,000,000</td>
<td>37,341</td>
<td>4.4</td>
<td>Yes</td>
</tr>
<tr>
<td>Psychosomat</td>
<td>&gt;10,000</td>
<td>117</td>
<td>4.3</td>
<td>Yes</td>
</tr>
<tr>
<td>Breathe Pro</td>
<td>&gt;100,000</td>
<td>662</td>
<td>4.5</td>
<td>Yes</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

### Comparison With Prior Work

The available tools to measure burnout among health care professionals have various strengths and limitations. Most health care systems will be able to find a validated instrument or instruments that meet their particular needs and situations [33].

Table 10 summarizes 7 common tests in terms of their overall strengths and limitations. The most commonly used instrument to measure burnout among health care professionals is the Maslach Burnout Inventory [30]. It comprises 3 domains: emotional exhaustion, depersonalization, and a low sense of personal accomplishment. Other instruments available to measure burnout include the Oldenburg Burnout Inventory [34] and CBI [23]. The Oldenburg Burnout Inventory has 3 domains: physical, cognitive, and affective exhaustion and disengagement from work. The CBI has 3 domains: personal (physical and psychological fatigue and exhaustion), work (physical and psychological fatigue and exhaustion related to work), and client-related (or a similar term such as patient and student) burnout. Some health systems and investigators use the Physician Worklife Survey single item (“Overall, based on your definition of burnout, how would you rate your level of burnout?”) to measure burnout symptoms [35].

A wide range of preventive actions was reported by Eurofound’s correspondents, from awareness-raising activities such as information campaigns to training, consultation with health professionals, sharing examples of good practices, and the provision of tools to conduct risk assessments on stress and early detection of burnout [18,36].

The US National Academy of Medicine published a valid and reliable list of instruments for measuring burnout [37]. Each tool has its advantages and drawbacks, and some are more appropriate for specific populations or settings.

Let us examine the burnout app market. Moodpath, Psychosomat, and BreathePro are the most popular Android apps. MindDoc is also available for iOS.

Moodpath provides support for depression, psychotherapy, and mental health. It is based on a 2-week depression screening. It functions as a mood diary. It provides a list of the symptoms detected in the diary. It provides the user’s mental health assessment and helps understand the psychology behind the user’s mood. Psychosomat provides support for depression, including on the basis of burnout syndrome. Support is provided before, during, and after psychotherapy, as well as in self-discovery processes. Owing to the user-defined criteria, it is also suitable for bipolar disorders. BreathePro is a kind of breathing training program. It helps avoid burnout and stress in users and measures stress resistance through an iPhone camera.

Jung et al [38] found that customer ratings were more critical to the survival of free apps, and there was also a benefit from entering the markets early. Various app store analyses were presented in the study by Martin et al [39]. A strong correlation between rating and downloads (popularity) and the fact that free apps have higher ratings than nonfree apps were the most interesting findings. Tian et al [40] studied 1492 high- and low-rated apps from Google Play. They concluded that the size of the app, number of promotional images on the store page, and target Software Development Kit version are the features that most accurately differentiate apps with high ratings from those with low ratings.

Table 9 presents a comparison between the burnout apps according to downloads, ratings (how many users have evaluated that app), average rating (0-5), and the availability of its Pro version. Table 11 shows a comparison between the main features provided by the burnout apps.

All the apps except the BurnOut app provide similar features and share the same weakness. All of them focus on offering the user experience.

Another important concluding remark of this analysis is that overall, the analyzed apps do not offer any kind of interactivity or feedback between the patients and the clinicians.
The BurnOut app is the only app that supports burnout test diagnosis. It uses the CBI and GHQ tests. CBI and GHQ are royalty free; hence, their use is free. This is a significant advantage when the goal is to develop a free app.

Table 10. Strengths and limitations of burnout measures [33].

<table>
<thead>
<tr>
<th>Test</th>
<th>Strengths</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBI² 22 items</td>
<td>Strong psychometrics; robust data showing scores correlated with outcomes of interest; can detect meaningful effect sizes from interventions</td>
<td>Cost; length; moderately complex to analyze; may not be sensitive to change over a short time frame</td>
</tr>
<tr>
<td>MBI 2 items</td>
<td>Strong psychometrics; short; robust data showing scores correlated with outcomes of interest</td>
<td>Cost; may not be sensitive to change</td>
</tr>
<tr>
<td>CBI² 16 items</td>
<td>May be used by all professionals; free</td>
<td>Length; moderately complex to analyze; limited data showing scores correlated with outcomes of interest among health care professionals in the United States</td>
</tr>
<tr>
<td>OBI² 19 items</td>
<td>May be used by all professionals; free</td>
<td>Length; moderately complex to analyze; limited data showing scores correlate with outcomes of interest</td>
</tr>
<tr>
<td>PWS³ 1 item</td>
<td>Short; free; simple to analyze; may be used by all professionals</td>
<td>Length; limited data showing scores correlated with outcomes of interest; too brief to have strong psychometrics; limited emotional exhaustion domain of burnout</td>
</tr>
</tbody>
</table>

²MBI: Maslach Burnout Inventory.
³CBI: Copenhagen Burnout Inventory.
⁴OBI: Oldenburg Burnout Inventory.
⁵PWS: Physician Worklife Survey.

Table 11. Burnout app features.

| App            | User-friendly interface² | External widget support | Cloud synchronization | Depression support | Burnout diagnosis | Mental health diagnosis | Customized assessment (based on results) | Personal contact (human support) |
|----------------|--------------------------|-------------------------|-----------------------|--------------------|-------------------|-------------------------|----------------------------------------|---------------------------------
| BurnOut        | Yes                      | No                      | Yes                   | No                 | Yes               | Yes                     | Yes                                    | No                               |
| MindDoc        | Yes                      | No                      | Yes                   | Yes                | Yes               | Yes                     | Yes                                    | Yes                              |
| Psychosomat    | Yes                      | No                      | No                    | Yes                | No                | No                      | No                                     | No                               |
| Breathe Pro    | Yes                      | No                      | No                    | No                 | Yes               | No                      | No                                     | No                               |

²According to the Google guidelines stated in Google Design Guidelines.

Limitations

The BurnOut app was not evaluated in a clinical trial with a balanced cohort comprising an intervention group of real diagnosed patients with burnout and another control group of people without this syndrome. The difficulty is to collect reliable results. Potential patients should access the app and obtain a diagnosis. This makes it very difficult to obtain satisfactory results.

Conclusions

The BurnOut app provides potential patients with burnout syndrome with a diagnosis generator based on their needs and goals. It is also important to understand the contextual use of the app and how it affects communication services [41]. This study analyzes the most popular operating systems and device approaches and provides an overview of the possible frameworks for building a multiplatform app. In addition, the BurnOut app integrates native iOS and Android services to provide a powerful but native feel and look.

Both the iOS and Android versions of the BurnOut app were implemented using Xamarin, a Microsoft framework. It was proven that the BurnOut app is robust. The Android and iOS versions were compared in terms of several key points. The efficiency on both platforms was tested, resulting in very similar performance.

The user experience was enhanced by using native APIs. This hides the fact that a multiplatform framework was used to build the app.

Overall, the usability (with a 95.8 SUS score), efficiency, and robustness of the app were good enough, as the people who were surveyed had no problems when using the app, and most of them felt confident (Table 7). We know that users are willing to use personal health records [42], and it has been demonstrated that it can help users reach their goals successfully while keeping track of their health data and assisting them to follow a personalized plan that will fulfill their needs perfectly and help improve their wellness.

Future trends could focus on the implementation of notifications to keep users motivated during long working days and encourage them. These notification messages and tips and the frequency with which they are sent would depend on the user’s registered preferences.
results and health state. In addition, it could be used to remind them to continue using the app and encourage them to continue with the process. As the View-Model logic is the same across platforms such as Android, iOS, or the web, an interesting new feature would be porting the app to the web to make it easy for the users to access all their web-based data.
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Abstract

Background: Adverse reactions to drugs attract significant concern in both clinical practice and public health monitoring. Multiple measures have been put into place to increase postmarketing surveillance of the adverse effects of drugs and to improve drug safety. These measures include implementing spontaneous reporting systems and developing automated natural language processing systems based on data from electronic health records and social media to collect evidence of adverse drug events that can be further investigated as possible adverse reactions.

Objective: While using social media for collecting evidence of adverse drug events has potential, it is not clear whether social media are a reliable source for this information. Our work aims to (1) develop natural language processing approaches to identify adverse drug events on social media and (2) assess the reliability of social media data to identify adverse drug events.

Methods: We propose a collocated long short-term memory network model with attentive pooling and aggregated, contextual representation generated by a pretrained model. We applied this model on large-scale Twitter data to identify adverse drug event–related tweets. We conducted a qualitative content analysis of these tweets to validate the reliability of social media data as a means to collect such information.

Results: The model outperformed a variant without contextual representation during both the validation and evaluation phases. Through the content analysis of adverse drug event tweets, we observed that adverse drug event–related discussions had 7 themes. Mental health–related, sleep-related, and pain-related adverse drug event discussions were most frequent. We also contrast known adverse drug reactions to those mentioned in tweets.

Conclusions: We observed a distinct improvement in the model when it used contextual information. However, our results reveal weak generalizability of the current systems to unseen data. Additional research is needed to fully utilize social media data and improve the robustness and reliability of natural language processing systems. The content analysis, on the other hand, showed that Twitter covered a sufficiently wide range of adverse drug events, as well as known adverse reactions, for the drugs mentioned in tweets. Our work demonstrates that social media can be a reliable data source for collecting adverse drug event mentions.

(JMIR Med Inform 2022;10(9):e38140) doi:10.2196/38140
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**Introduction**

**Background**

Adverse reactions to drugs are among the most significant concerns in both clinical practice and public health monitoring, but they do not have a consistent definition in the literature. According to Edwards and Aronson [1], side effects of a particular drug are defined as “unintended effects related to the pharmacological properties occurring at normal dose” of the drug. Unintended effects can be either harmful or beneficial. For example, β-blockers are mainly used for hypertension, but they can also relieve chest pain (or angina) in patients [1].

According to a World Health Organization (WHO) report [2], adverse reactions are defined as “any response to a drug that is noxious, is unintended, and occurs at doses normally used in humans.” A similar definition of adverse reaction was used by Asscher et al [3] and Pirmohamed et al [4], except that their definitions included the condition that the drug was used in its proper clinical application. In other words, the WHO definition allows for an improper use of a drug with a normal dose, while Asscher et al and Pirmohamed et al do not include such cases.

A definition of adverse reactions by Karch and Lasagna [5] is similar but includes the effects of intentional overdoses and drug abuse. Although various definitions of adverse reactions are used, the most common component of these definitions is unintended consequences caused by or suspected to be due to the use of a drug [1-5].

Adverse events, on the other hand, are defined as “untoward occurrences following exposure to a drug but not necessarily caused by the drug” [1,3]. While the terms “adverse event” and “adverse reaction” are similar, they cannot be used interchangeably, because there is no causality assumption in the definition of adverse events, while there is a causality assumption in the definition of adverse reactions. Adverse reactions are reported to be among the top 10 leading causes of death [6,7]. To increase postmarketing surveillance of drugs and improve drug safety, multiple measures have been put into place. These include implementing spontaneous reporting systems, such as the US Food and Drug Administration Adverse Events Reporting System (FAERS) [2,7,8].

On the other hand, researchers have also looked at developing automated systems that use electronic health records and social media data [9-11] to collect experiences of adverse events that can be further investigated as possible adverse reactions. Recently, deep neural network-based models have been developed to detect adverse events in tweets [12-14]. Long short-term memory (LSTM) networks and pretrained language models, such as bidirectional encoder representations from transformers (BERT) [15] and generative pretraining language models [16], have been chosen as models for this application [12-14]. However, there is still room for improvement in the implementation of such systems [9-11]. Various neural network systems have been presented by other researchers, but no system to date incorporates both recurrent-based networks (e.g., LSTM) and attention-based networks (e.g., BERT). Capturing both sequentially processed output and contextually processed output could help the model better learn the data and the task. Lastly, machine learning and deep learning models have shown their effectiveness at detecting adverse event mentions in social media data [17], but it is still uncertain whether social media are valid as a data source for the purpose of adverse event detection.

**Goal of This Study**

In this paper, we use the term “adverse drug event” (ADE) rather than “adverse event.” We formulated the task of identifying ADE mentions from tweets as a classification task, that is, labeling tweets based on whether or not they contain a mention of an ADE. We propose a neural network-based framework that incorporates augmented medical representation and contextual representation to build a robust classification model. Our work aims to develop a natural language processing (NLP) system that identifies ADE mentions based on social media texts and to assess the reliability of social media data, especially Twitter, as a means to collect that information. Our research questions are as follows: “Could contextual representation from a pretrained language model help enhance a model for classifying ADE tweets?” and “Could social media be a reliable data source to collect mentions of ADEs?”

We conducted a comprehensive experimental analysis to validate the effectiveness of the model. In addition, we performed a systematic evaluation study to determine the reliability of Twitter as a data source for collecting mentions of ADEs. Our work makes the following empirical contributions: (1) we demonstrate that incorporating contextual representations with augmented medical representations significantly improves the performance of the adverse event detection task compared to not incorporating contextual representations, (2) we show that the current automated systems to identify mentions of ADEs in tweets are not sufficiently generalizable, and (3) we observe that Twitter covers a sufficiently wide range of ADEs relatively well, including known ADEs, and conclude that social media can be a reliable data source for collecting ADE mentions.

**Related Work**

Before a drug is released to market, an initial description of related ADEs is obtained through randomized controlled trials [18]. These trials may provide an initial description that is not fully complete [19]. Due to the incompleteness of the initial list of ADEs, pharmacovigilance plays a significant role in the postmarketing phase and is necessary to collect any new information on ADEs. Social media, including Twitter, have been explored as platforms for pharmacovigilance, such as by collecting mentions of ADEs through NLP [11,17,20-22]. The text of tweets is relatively short but still conveys information about patient experiences that are often self-disclosed. For a tweet to be considered ADE-related, the tweet must not only mention at least one adverse event, but must also mention a drug by name. Notably, a tweet cannot be considered ADE-related if there is no mention of drugs.

Data sets of labeled tweets for identifying mentions of ADEs have been developed to benchmark NLP systems in shared competitions [11-13,22-25]. These annotated data sets have allowed researchers to develop automated systems and compare them against each other. Early systems for identifying mentions of ADEs in tweets were based on curated lexicons, heuristic
rules, pattern matching, or supervised machine learning approaches [23,24]. Various dictionary-based features, such as ADE lexicons, drug names, and medical concepts were explored, along with linguistic and sentiment analysis. Recently, neural network–based models have been a popular choice due to their outstanding performance [11].

Methods

Data Sources
We used 3 Twitter-based data sets to develop and evaluate our models—1 for training and 2 for evaluation. The training set and the first evaluation set were obtained from a shared task for automatic classification of English-language tweets that report adverse effects, organized as part of the 2020 Social Media Mining for Health (SMM4H) workshop [11]. According to the organizers of the shared task, the tweets were collected via Twitter’s public streaming API. Generic and trade names for drugs, along with their common misspellings, were used as keywords to collect data. After the collection, the tweets were annotated independently by 2 annotators, with a Cohen κ for interannotator agreement of 0.82. Tweets with disagreements were reannotated until the pair reached consensus. The second evaluation set was obtained from a publicly available reference data set called WEB-RADR (web-recognizing adverse drug reactions), developed by Dietrich et al [22]. These tweets were collected in a similar fashion. Annotations were done by 2 teams of 9 annotators each; however, no measures for interannotator agreement are reported.

Table 1 summarizes the statistics of the 3 data sets. After preprocessing and removing duplicate tweets, there were 24,700 tweets in the training set. Of these, approximately 9% (2362) of them were labeled as ADE tweets, that is, tweets containing 1 or more mentions of adverse events along with at least 1 mention of a drug. The remaining 91% (22,338) of tweets were labeled as non-ADE tweets, meaning that these tweets did not contain any mention of an adverse reaction but contained a drug mention. Of 24,700 tweets, 20,098 (81.4%) were used to train the models while the other 4602 (18.6%) were used for validation. The distribution of ADE versus non-ADE tweets was more skewed in the SMM4H evaluation set. Of the 4759 tweets in the evaluation set, only 194 (4.1%) were labeled as ADE tweets and 4565 (95.9%) were labeled as non-ADE tweets.

We also evaluated our models on WEB-RADR [22], which we used as a second, independent data set. The original data set consists of 57,473 tweets, with 1056 tweets (1.8%) labeled as ADE tweets and 56,417 (98.2%) as non-ADE tweets. However, from the original data set, we were able to successfully collect only 34,369 (59.8%) tweets, possibly due to suspended accounts or deleted tweets. Of these, 645 (1.9%) were labeled as ADE tweets, while the remaining 33,724 (98.1%) were non-ADE tweets.

All tweets were preprocessed to separate punctuation marks, remove special characters and URLs, replace user mentions beginning with @, and replace text emoticons with a normalized token. No specific text cleaning packages were used.

NLP System Development

Model Selection
In recent years, pretrained language models have been widely deployed as base models for numerous NLP tasks that can be fine-tuned to a data set for a particular downstream task, often referred to as transfer learning. Despite relatively simple training, such transfer learning approaches have been shown to be powerful tools for many NLP tasks, including ADE classification. Transfer learning makes downstream tasks successful because these language models are trained on a large corpus; hence, they gain strong representational power.

In our previous work, we proposed a collocated LSTM model with attentive pooling and aggregated representation (CLAPA) that utilized neighborhood information to build a better representation of medical concepts [26]. The model focused on enhancing medical concepts by incorporating neighborhood information through a collocation graph. While CLAPA enriched the representation of medical concepts, it had relatively weak representation of other context information, such as semantics. The capability of a pretrained model to provide a robust representation of context information may help assist CLAPA to learn better. With this motivation, we extended CLAPA to BERT-augmented CLAPA (baCLAPA), which incorporated BERT’s logits with CLAPA’s trained representation. BERT was chosen because it was the most competitive model among pretrained models reported in the 2019 SMM4H task [13]. The 3 models compared in this task are illustrated in Figure 1 and summarized below.

Table 1. Statistics for the training and evaluation data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Tweets, N</th>
<th>ADE(^a) tweets, n</th>
<th>Non-ADE tweets, n</th>
<th>Unique drugs, n</th>
<th>Drugs in tweets but not in library, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMM4H(^b) training</td>
<td>24,700</td>
<td>2362</td>
<td>22,338</td>
<td>1020</td>
<td>31</td>
</tr>
<tr>
<td>SMM4H evaluation</td>
<td>4759</td>
<td>194</td>
<td>4565</td>
<td>688</td>
<td>129</td>
</tr>
<tr>
<td>WEB-RADR(^c) evaluation</td>
<td>34,369</td>
<td>645</td>
<td>33,724</td>
<td>685</td>
<td>25,646</td>
</tr>
</tbody>
</table>

\(^a\)ADE: adverse drug event.
\(^b\)SMM4H: Social Media Mining for Health.
\(^c\)WEB-RADR: web-recognizing adverse drug reactions.
Figure 1. Schematic diagram of the 3 models that highlights how each model is configured. A: CLAPA; B: BERT; C: baCLAPA. baCLAPA: bidirectional encoder representations from transformers–assisted collocated long short-term memory with attentive pooling and aggregated representation; CLAPA: collocated long short-term memory with attentive pooling and aggregated representation; FC: fully connected; LSTM: long short-term memory; MHA: multi-head attention.

**CLAPA Model**

CLAPA [26], illustrated in Figure 1A, uses collocation information to improve the representation of medical concepts. CLAPA requires three main components: (1) medical concepts, (2) a collocation graph, and (3) a model architecture.

First, for medical concepts, the generic names and brand names of medications were collected from MedlinePlus [27]. A few generic medical words or brand names, such as “Amen” and “Heather,” were removed to reduce noise. Then, the list of medical concepts was expanded by adding medical words from tweets in the training set that were missing in the drug list obtained from MedlinePlus. As a result, a total of 4888 medical concepts were collected, including 4747 drug names from MedlinePlus and 141 drug names from the SMM4H training set.

Second, for the collocation graph, each unique word in the training set was assigned as a node, and edges were added between node pairs if the corresponding pair of words were adjacent to each other. After the graph was constructed, the graph was reduced by retaining only the closest 15 neighbor nodes per medical concept, following an empirical analysis of neighborhood size [26].

Third, for the model architecture, LSTM networks with 4 layers and 300 input sizes were implemented, followed by 3 multi-head attention layers and max pooling and pooling layers. FastText pretrained embedding [28] was used for word embedding. All hyperparameters were jointly trained with a learning rate of 0.001 and a cross-entropy loss function.

**BERT Model**

As another baseline model, we instantiated a BERT model [15], illustrated in Figure 1B. The bert-base-uncased model was used for classification and was tuned based on the recommendation for hyperparameter settings [15]. The BERT model was fine-tuned on the training set without any further modification on hyperparameters. Two tokens, [CLS] and [SEP], were added to the beginning and end of the input representation. Each sentence was tokenized through BertTokenizer and fed into the BERT model. Our BERT model contained the same parameters as the base model, with 12 layers, 768 input sizes, and 12 multi-head attentions. The hyperparameters of the classification layer were jointly trained with a learning rate of $5 \times 10^{-5}$.

**baCLAPA Model**

Our proposed baCLAPA model is illustrated in Figure 1C. The model consists of 2 parallel stacks—a CLAPA model and a BERT model. The input sentence feeds into both the CLAPA and BERT models. Each network independently learns input embeddings. Once each model produces the final hidden states, the states are reduced to representations with a size of 2, which are commonly referred to as logits. The raw output representation of BERT is then incorporated into CLAPA, either as large as the final hidden states or as small as logits, mapped to a 2-dimensional vector space for a binary classification. In the task presented in this paper, BERT’s logits were used to assist CLAPA because logits provide a brief but comprehensive representation of how networks have learned from inputs. Thus, BERT’s logits were concatenated with CLAPA’s logits to generate predictions. In Figure 1C, 2 bold boxes inside the fully connected layer show how BERT’s logits and CLAPA’s logits are concatenated. Formally, this can be written as follows:

$$\text{where } \mathbf{x} \text{ refers to the last fully-connected layer in CLAPA, } \mathbf{y} \text{ and } \mathbf{z} \text{ are logits from CLAPA and BERT, and } \mathbf{w} \text{ is the final logit. Once CLAPA and BERT produce their logits, BERT’s logits are passed to CLAPA. Then, a concatenation of their logits is fed into } \mathbf{x}, \text{ which produces } \mathbf{y}. \text{ Finally, the final logits are fed into Softmax for binary classification.}$$

**Baselines**

Two additional models were used as baselines. First, we used an SVM model with a linear kernel, with other hyperparameters set to default values. The input representation included a term frequency–inverse document frequency weighted representation.
with trigram features. As a second baseline, we used a random model with weighted distribution.

Validation Study to Determine the Reliability of Social Media as a Data Source

Study Questions

To validate the reliability of the social media data as a means to collect ADEs, we analyzed tweets that were collected by our baCLAPA model. This study aimed to answer two questions about social media data: (1) how many ADEs are mentioned on Twitter? and (2) how many ADEs are mentioned on Twitter, how many also mentioned known adverse reactions listed in an authoritative source? Answering the first question would reveal how many various kinds of ADEs are covered on social media, and answering the second would reveal how many relevant ADEs are mentioned on social media. The known adverse events were collected from MedlinePlus, an authoritative, popular, and credible website run by the US National Library of Medicine.

Obtaining ADE Tweets: Data Source and ADE Classification

The Twitter data used for this study were obtained from a paper by Vydiswaran et al [29]. The data were collected via the Twitter API, user timelines, and the Decahose stream, which is a 10% random sample of the real-time Twitter stream. First, the Twitter API and user timelines were used to collect all tweets from users near the Detroit metropolitan area. Then, the data set was expanded through the Decahose stream. In total, the data set contained 28.8 million tweets. More details about the data collection can be found in the paper by Vydiswaran et al [29].

First, the 28.8 million tweets were filtered through our drug list, which consisted of 4888 drug names. This step allowed us to sort out tweets containing at least one drug keyword. This let us identify 34,536 of 28.8 million tweets as drug-mentioning tweets. Then, our baCLAPA model was applied to those tweets and identified 1544 ADE tweets.

Qualitative Content Analysis of Tweets

We conducted a qualitative content analysis [30] to answer the two questions mentioned above: (1) how many different types of ADEs are covered on Twitter? and (2) how many ADE tweets about a particular drug identify an adverse event that is a known adverse reaction for that drug on MedlinePlus? We first extracted 139 unique drugs mentioned in the 1544 tweets. Then, we conducted a qualitative content analysis to derive themes for the ADEs within the 1544 tweets. During the qualitative coding process, we found that the drug word “caffeine” mostly referred to coffee and the word “vitamin” was too general to determine which vitamin supplement was taken. Therefore, tweets containing only these drug words were dropped—462 tweets for “caffeine” and 141 tweets for “vitamin”. A total of 941 ADE tweets were thus qualitatively analyzed. These tweets were manually coded to identify themes for ADEs until the themes were saturated. The themes were reviewed by a domain expert after the analysis was completed.

Once we identified the themes, we collected information about known adverse reactions for each drug through MedlinePlus and compared them against themes identified by the content analysis. For example, when analyzing ADE tweets about ibuprofen, we identified two themes: nausea and sweating. When reviewing information about ibuprofen on MedlinePlus, we only found relevant mentions of ibuprofen potentially causing nausea, and did not find any sweating-related adverse reactions. Thus, ibuprofen was paired with the nausea-related ADE theme as a known adverse reaction but not with the sweat-related ADE theme. This way, we linked all ADE tweets and known adverse reactions to a particular drug to each ADE theme.

Results

Experimental Results of the NLP System

We first present the performance of the models on the validation set. This allows us to compare the overall performance of the models, including the baselines. Both CLAPA and baCLAPA were evaluated on the SMM4H evaluation set [31]. We further evaluated the models on another data set, the WEB-RADR evaluation set, to validate whether the extended models performed better than the original models on various data sets. As shown in Table 2, the random and SVM baseline models did not outperform the neural network–based models, but the recall score for the SVM model was the second highest. Of all models, baCLAPA performed the best for all performance metrics: precision, recall, and F1. On average, it performed about 0.026 F1 points better than CLAPA on the validation set.

To further evaluate our method, we picked the best CLAPA and baCLAPA models from the 10 validation runs. Their performance on the validation set is shown in the first 2 result rows of Table 3. On both evaluation data sets, baCLAPA outperformed CLAPA on the F1 metric. Precision and recall values are not available for CLAPA on the SMM4H evaluation set because it was used only for the best (baCLAPA) model [31]. While baCLAPA performed better for F1 score than CLAPA on the SMM4H evaluation set by 0.07, the improvement was relatively small on the WEB-RADR evaluation set. Most of this improvement was attributable to the significantly higher recall. CLAPA outperformed baCLAPA on the precision measure on WEB-RADR.
Table 2. Average performance of 10 runs on the validation set. Italics represent the best model for each performance metric.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision (SD)</th>
<th>Recall (SD)</th>
<th>F1 score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.099 (0.01)</td>
<td>0.103 (0.01)</td>
<td>0.101 (0.01)</td>
</tr>
<tr>
<td>SVM(^a)</td>
<td>0.386 (0)</td>
<td>0.638 (0)</td>
<td>0.481 (0)</td>
</tr>
<tr>
<td>CLAPA(^b)</td>
<td>0.581 (0.03)</td>
<td>0.623 (0.03)</td>
<td>0.599 (0.01)</td>
</tr>
<tr>
<td>BERT(^c)</td>
<td>0.54 (0.03)</td>
<td>0.602 (0.04)</td>
<td>0.567 (0.01)</td>
</tr>
<tr>
<td>baCLAPA(^d)</td>
<td>0.603 (0.02)</td>
<td>0.652 (0.03)</td>
<td>0.625 (0.007)</td>
</tr>
</tbody>
</table>

\(^a\)SVM: support vector machine.
\(^b\)CLAPA: collocated long short-term memory with attentive pooling and aggregated representation.
\(^c\)BERT: bidirectional encoder representations from transformers.
\(^d\)baCLAPA: bidirectional encoder representations from transformers–assisted collocated long short-term memory with attentive pooling and aggregated representation.

Table 3. Evaluation of collocated long short-term memory with attentive pooling and aggregated representation (CLAPA) and bidirectional encoder representations from transformers–assisted CLAPA (baCLAPA) on 2 evaluation sets. Italics represent the best model for each performance metric.

<table>
<thead>
<tr>
<th>Data set and model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLAPA(^e)</td>
<td>0.563</td>
<td>0.649</td>
<td>0.603</td>
</tr>
<tr>
<td>baCLAPA(^e)</td>
<td>0.589</td>
<td>0.676</td>
<td>0.629</td>
</tr>
<tr>
<td>SMM4H(^f) evaluation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLAPA(^f)</td>
<td>—</td>
<td>—</td>
<td>0.44</td>
</tr>
<tr>
<td>baCLAPA(^f)</td>
<td>0.48</td>
<td>0.54</td>
<td>0.51</td>
</tr>
<tr>
<td>WEB-RADR(^g) evaluation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLAPA(^g)</td>
<td>0.356</td>
<td>0.386</td>
<td>0.371</td>
</tr>
<tr>
<td>baCLAPA(^g)</td>
<td>0.334</td>
<td>0.479</td>
<td>0.394</td>
</tr>
</tbody>
</table>

\(^e\)CLAPA: collocated long short-term memory with attentive pooling and aggregated representation.
\(^f\)baCLAPA: bidirectional encoder representations from transformers–assisted collocated long short-term memory with attentive pooling and aggregated representation.
\(^g\)SMM4H: Social Media Mining for Health.
\(^h\)WEB-RADR: web-recognizing adverse drug reactions.

Qualitative Content Analysis of ADE Tweets

Table 4 summarizes the top 7 ADE themes, shows the frequency of tweets for each theme, and provides paraphrased examples. The major thematic areas include mental health–related ADEs and sleep-related ADEs. Tweeters also frequently shared their experience of pain-related ADEs. The remaining themes were discussed less frequently in our data set.

Each row in Figure 2 represents a drug. In the 108 tweets for “ibuprofen,” mentions of 3 drugs are grouped together: Advil (n=40), ibuprofen (n=36), and Motrin (n=32); the 73 tweets for “acetaminophen” group together mentions of 2 drugs: Tylenol (n=71) and acetaminophen (n=2). The third column indicates the number of themes with known adverse reactions from MedlinePlus as well as the number of themes with ADE mentions on Twitter. The fourth column can have 2 different numbers, separated by a comma: the first is the number of themes that overlap with known adverse reactions, while the second, if present, is the number of themes that do not overlap with known adverse reactions. For example, Benadryl has 3 themes with known adverse reactions, all of which were captured in tweets, and 1 theme that was not listed in MedlinePlus but only mentioned in tweets. For Adderall, 6 themes contained known adverse reactions; 5 of these had related tweets.
Table 4. Top 7 adverse drug event themes with frequencies and examples (N=941).

<table>
<thead>
<tr>
<th>Adverse drug event theme</th>
<th>Tweets, n (%)</th>
<th>Paraphrased examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental health</td>
<td>204 (21.7)</td>
<td>Feeling emotionally unstable, depressed, or high</td>
</tr>
<tr>
<td>Sleep</td>
<td>201 (21.4)</td>
<td>Feeling sleepy, being knocked out by a drug, wanting to sleep, not being able to sleep, being able to stay awake at night</td>
</tr>
<tr>
<td>Pain</td>
<td>151 (16)</td>
<td>Experiencing other pains or aches, such as headache or stomachache</td>
</tr>
<tr>
<td>Tiredness</td>
<td>27 (2.9)</td>
<td>Feeling extremely tired</td>
</tr>
<tr>
<td>Nausea</td>
<td>21 (2.2)</td>
<td>Feeling nausea or a need to vomit</td>
</tr>
<tr>
<td>Sweating</td>
<td>20 (2.1)</td>
<td>Experiencing sweating</td>
</tr>
<tr>
<td>Itchiness</td>
<td>16 (1.7)</td>
<td>Feeling itchy</td>
</tr>
</tbody>
</table>

Figure 2. The top 10 drugs with known adverse reactions found in MedlinePlus versus adverse drug events found in tweets. X: drug with at least one known adverse reaction or adverse drug event related to a particular theme. Values before commas indicate themes mentioned in tweets as well as MedlinePlus, while values after commas indicate values indicated only in tweets.

Discussion

Principal Results of the NLP System

By running our models on the validation set shown in Table 2, we confirmed that the performance of CLAPA was almost the same as that of previously published models, with an F1 score of 0.5998 [26]. The performance of BERT was also similar to that of BERT-based models reported in an overview of the SMM4H 2019 shared task [13]. This confirmation ensured that our results did not include any noise due to unexpected performance of the models. Our evaluation results demonstrate that baCLAPA outperformed CLAPA on both evaluation sets. However, we made two observations: (1) there was a significant gap between the performance of each model on the SMM4H evaluation set, and (2) there was a significant decrease in performance on both evaluation sets compared to the validation set. More detailed discussion of these observations follows.

First, while the gap in F1 scores on the WEB-RADR evaluation set seems similar to the gap with the validation set, there was a significant gap between the F1 score of the 2 models on the SMM4H evaluation set. CLAPA's F1 score was 0.44, while baCLAPA achieved an F1 score of 0.51. We believe this is because CLAPA utilizes a training set to enhance medical concept representation. That is, the model heavily relies on the...
training set, which may result in overfitting. BERT might help diminish this problem because of its generalizability as a language model, that is, it computes word embeddings based on the full context of a sentence given a large text corpus. Thus, incorporating BERT would help CLAPA not just to learn the context better but also not overfit the model on the training set. We plan to investigate this observation further once gold labels are released by the data set developers, or if we observe a similar result in other data sets.

Second, the performance of both CLAPA and baCLAPA was significantly lower on the evaluation sets than on the validation set. This may be partly explained by the number of tweets in which none of the drugs from the drug list were found. In addition to the total number of tweets for each data set, Table 1 also shows the number of unique drugs found using our drug list, and the number of tweets that did not have any drug names from the list. Our drug list contained 4888 drug names, including generic names and brand names. Since the collection was initially built through MedlinePlus and expanded through the training set, it covers almost all tweets, with the exception of 31 tweets that contained very specific typos, such as “vioxe” or “vioxx” instead of “viox” (the correct spelling), and were excluded from the data set. In the training set, a total of 1020 unique drugs were identified from our list. However, the number of unique drugs was lower in the evaluation sets: 688 in the SMM4H evaluation set and 685 in the WEB-RADR evaluation set. The number of drugs found in a new data set is expected to be relatively low, because the list is incomplete: our list did not cover all drug names or common typos. However, the number of tweets that did not contain any drug words was a significant portion of the WEB-RADR evaluation set. The 25,646 tweets affected by this in the WEB-RADR data set would have been considered as non–drug-relevant tweets by the models, whereas the 129 tweets in the SMM4H evaluation set would have been considered as non-relevant tweets. When the models are uncertain whether or not a tweet is drug-relevant, which depends heavily on a drug list, the prediction task may suffer.

To summarize, baCLAPA achieved an F1 score of 0.51 on the SMM4H evaluation set and 0.394 on the WEB-RADR evaluation set. BaCLAPA outperformed CLAPA on both evaluation sets, which illustrates the effectiveness of the method. We observed a gap between the performance of the models on the SMM4H evaluation set and an overall decrease in evaluation performance. This trend seems to be valid for many current ADE systems, since the average evaluation score was significantly lower than the validation score in past SMM4H tasks [11,13,25]. This shows that although the suggested improvements in baCLAPA appear to perform well, they may not generalize as well on unseen data sets for the ADE classification tasks, as also observed by Gattepaille et al [14].

Further research is necessary to evaluate the generalizability of neural network–based models on the ADE classification task.

Principal Results for the Content Analysis of ADE Tweets

Our content analysis presents the ADE themes and a comparison between the known adverse reactions and ADE mentions to answer two questions: (1) what kinds of ADE are mentioned on Twitter? and (2) of ADEs mentioned for each known drug on Twitter, how many are also known adverse reactions listed on MedlinePlus?

**Question 1: What Kinds of ADE Are Mentioned on Twitter?**

Table 4 illustrates that there were 7 primary ADE-related themes within the 941 tweets available for the qualitative content analysis. Other themes that were found but not included in the table because of their infrequency include those related to jitters, body weight, skin, sexual health, digestion, and seizure. Similarly, other ADE themes, such as those related to vision and breathing, may also be found for specific drugs.

**Question 2: Of ADEs Mentioned for Each Known Drug on Twitter, How Many Are Also Known Adverse Reactions Listed on MedlinePlus?**

Figure 2 shows the top 10 drugs and their associated ADE themes found in MedlinePlus compared to mentions on Twitter. Based on these 10 drugs, the Twitter data covered an average of 69.6% of the known adverse reactions on MedlinePlus. When we set the number of tweets to be 30 or more, the average coverage increased to 78.4%. Based on the tweet counts, we conclude that Twitter data can adequately identify known adverse reactions for most drugs. However, this depends on the number of tweets extracted for each drug. For example, when we extracted fewer than 20 tweets, the model identified less than half of the known adverse reaction themes. Setting an appropriate minimum threshold may be a critical step for such exploratory analyses.

Finally, social media analysis can help highlight potentially new adverse reactions from drugs. For example, Figure 3 shows tweets that pair the Benadryl and tiredness-related ADE themes, which has not been reported as a known adverse reaction in MedlinePlus, but is expressed in these tweets. Looking at specific examples of tweets can help further elaborate on these as-yet-unreported pairings. These examples could be directly updated with a reporting system such as FAERS.

In-depth analysis of social media to detect ADE mentions could also show how laypersons report ADEs in their own language. Learning such expressions could help fill a vocabulary gap between patients and health professionals and enable better communication when prescribing a drug and analyzing patient-reported outcomes. Lastly, we observe that Figure 2 presents 12 new possible pairings. These occurrences could signal the need for a potential testing of ADE hypotheses derived from in-depth social media analysis.

Through this study, we have found that Twitter covers a sufficiently wide range of ADEs given a set of drugs and also covers known adverse reactions relatively well, especially when a sufficient number of drug-related tweets are analyzed. Therefore, this study demonstrates that social media can be a reliable data source for collecting ADE mentions.
Figure 3. Paraphrased examples of adverse drug event themes related to Benadryl and tiredness.

Limitations

Our NLP system and study have some limitations. First, we did not focus on any causality relationships between a drug and an ADE. Although our qualitative analysis may signal the need for hypothesis testing, validating such claims of causality is beyond the scope of this work. Second, one of the long-term goals for this line of research is to build an automated system to collect actual ADE mentions from social media. While the classification model helps filter out large-scale data, it does not provide the actual extent of such mentions, which prevents obtaining further information, such as pairs of drug–ADE mentions, from the filtered data. To extract such mentions from tweets, we plan to work on developing an ADE extraction model. Lastly, our system cannot yet be fully deployed in practice. Our experimental results suggest that further research and development is necessary to fine-tune the models for better generalizability.

The approach presented in this paper serves as an analytical tool to identify potential adverse events in data from Twitter and other social media. It highlights both a way to validate some of the known ADEs and uncover additional potential ADEs. However, it does not fully demonstrate the relevance of social media as an independent and comprehensive source for identifying ADEs. Since there are no “gold standard” labeled data sets on possible adverse events related to a particular drug, none of the existing approaches present a comprehensive solution to the challenge of identifying all known and unknown adverse events related to a particular drug.

Further, our analysis is also biased because of the demographics of Twitter users and the differential coverage of drugs and their adverse events on Twitter. Twitter users are typically younger and more technically savvy [32]. This is especially relevant for studies of population health, since individuals from a lower socioeconomic status, underrepresented minorities, older adults, and individuals with chronic conditions are less likely to tweet [29]. Similarly, there could have been bias in the coverage of drugs and their adverse events. Although the analysis was ultimately based on 28.8 million tweets, the data were collected for the purpose of a community-based study from the Detroit metropolitan area. Tweeters in this area may discuss a particular drug more or less often than those in other communities or regions. Thus, the representation of drug usage in our data may be different from the representation of tweets collected, regardless of geographic location, making our analysis unrepresentative of overall drug usage and the types of drugs mentioned on Twitter. Rather, our analysis is limited to a certain set of drugs and their ADE mentions. However, the methodology and analysis could be repeated for other drugs.

Conclusion

In this paper, we present a neural network–based model, baCLAPA, which incorporates a representation generated by BERT with one by CLAPA. Our experimental results demonstrate that baCLAPA outperformed CLAPA. The weak performance on unseen data signals that there is still room for improvement for the ADE classification task. Our validation study suggests that Twitter data not only include a sufficiently wide range of ADE mentions but also cover most known adverse reactions for drugs found in the relevant tweets.

Even though our work does not show any causal relationships between the drugs and ADEs mentioned, it provides possible directions to advance ADE-related work. For example, our qualitative analysis of ADE tweets could provide a basis for potential analyses and applications. It also implies that social media data can provide meaningful measurements once we have an all-purpose NLP system for collecting ADE mentions, including not just classification but also extraction. Our work demonstrates that social media can be a reliable data source for this purpose. While recent studies have developed and improved such systems, our work suggests that ADE classification systems need further research to study their robustness and reliability.
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Abstract

Background: Electronic health record (EHR) systems are becoming increasingly complicated, leading to concerns about rising physician burnout, particularly for primary care physicians (PCPs). Managing the most common cardiometabolic chronic conditions by PCPs during a limited clinical time with a patient is challenging.

Objective: This study aimed to evaluate a Cardiometabolic Sutter Health Advanced Reengineered Encounter (CM-SHARE), a web-based application to visualize key EHR data, on the EHR use efficiency.

Methods: We developed algorithms to identify key clinic workflow measures (eg, total encounter time, total physician time in the examination room, and physician EHR time in the examination room) using audit data, and we validated and calibrated the measures with time-motion data. We used a pre-post parallel design to identify propensity score–matched CM-SHARE users (cases), nonusers (controls), and nested-matched patients. Cardiometabolic encounters from matched case and control patients were used for the workflow evaluation. Outcome measures were compared between the cases and controls. We applied this approach separately to both the CM-SHARE pilot and spread phases.

Results: Time-motion observation was conducted on 101 primary care encounters for 9 PCPs in 3 clinics. There was little difference (<0.8 minutes) between the audit data–derived workflow measures and the time-motion observation. Two key unobservable times from audit data, physician entry into and exiting the examination room, were imputed based on time-motion studies. CM-SHARE was launched with 6 pilot PCPs in April 2016. During the prestudy period (April 1, 2015, to April 1, 2016), 870 control patients with 2845 encounters were matched with 870 case patients and encounters, and 727 case patients with 852 encounters were matched with 727 control patients and 3754 encounters in the poststudy period (June 1, 2016, to June 30, 2017). Total encounter time was slightly shorter (mean –2.7, SD 1.4 minutes, 95% CI –4.7 to –0.9; mean –1.6, SD 1.1 minutes, 95% CI –3.2 to –0.1) for cases than controls for both periods. CM-SHARE saves physicians approximately 2 minutes EHR time in the examination room (mean –2.0, SD 1.3, 95% CI –3.4 to –0.9) compared with prestudy period and poststudy period controls (mean –1.9, SD 0.9, 95% CI –3.8 to –0.5). In the spread phase, 48 CM-SHARE spread PCPs were matched with 84 control PCPs and 1272 cases with 3412 control patients, having 1119 and 4240 encounters, respectively. A significant reduction in total encounter time for the CM-SHARE group was observed for short appointments (≤20 minutes; 5.3-minute reduction on average) only. Total physician EHR time was significantly reduced for both longer and shorter appointments (17%-33% reductions).
Conclusions: Combining EHR audit log files and clinical information, our approach offers an innovative and scalable method and new measures that can be used to evaluate clinical EHR efficiency of digital tools used in clinical settings.

(JMIR Med Inform 2022;10(9):e38385) doi:10.2196/38385
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Introduction

Background

Approximately 34% of the population in the United States aged ≥18 years has a cardiometabolic condition (ie, diabetes mellitus [DM], hypertension, and high cholesterol), which are among the most common and costly health problems [1]. Managing these chronic conditions is an important area of focus for primary care physicians (PCPs) in the United States. However, the effective management of these chronic conditions can be challenging for patients and PCPs.

Patients spend <1% of their time with their PCPs and the rest on their own, attempting to adopt the care plan prescribed by their PCP into their daily lives [2]. During their limited time at the point of care with patients, PCPs rarely have enough time to review all the critical but scattered data in an electronic health record (EHR); given that, on average, PCPs only have 15 minutes with patients for a face-to-face visit [3]. Health care providers have expressed dissatisfaction with EHR systems [4-6] used to manage patients, which have generally been poorly designed for facilitating care delivery. Increasing evidence indicates that an EHR imposes an additional burden on physicians [7-10]. In particular, PCPs reported having the highest burnout associated with EHR use [11]. The causes of physician burnout are multifactorial, including the increasing complexity and cognitive burden of using the EHR and decreased face-to-face time with patients [12,13]. Moreover, longer EHR use time is negatively associated with patient satisfaction [14], especially with increased daytime EHR use, potentially occurring in the examination room, implying that physicians have less time to communicate with patients, which may adversely affect patient-physician relationships [15-17]. Therefore, technology or interventions that aim to reduce EHR time in the examination room can potentially improve health delivery quality from both physician and patient perspectives. Digital health solutions, including clinical decision support tools, hold the promise of helping physicians improve patient clinical outcomes or quality of care [18-21]; however, it is less clear whether these solutions have an impact on clinical EHR efficiency [3].

A well-designed and integrated digital tool can be sufficiently seamless so that the user feels unencumbered by the effort to open the additional platform and perceive the EHR and digital tool as one system [21]. Therefore, using principles of user-centered design, we developed Cardiometabolic Sutter Health Advanced Reengineered Encounter (CM-SHARE), a web-based application designed to simplify care delivery for patients with cardiometabolic conditions (DM, hypertension, and dyslipidemia) [22]. CM-SHARE extracts essential health data elements from the EHR in real time at the point of care and displays them in novel ways for both physicians and patients. The main features of CM-SHARE include a snapshot view, graphs, medication dispensing history, and risk calculators, where the snapshot view provides an intuitive overview of patient-specific data gathered from different areas that are critical to review for patients with cardiometabolic conditions, whereas graphs and medication dispensing history use graphic views of longitudinal laboratories, vitals, medication dispense and adherence history, and risk calculators that allow physicians to change the values of different risk factors to help educate patients on how changes that modify different risk factors can affect cardiovascular risk. The primary design intent of CM-SHARE is to reduce the time physicians spend “hunting and clicking” for information in the EHR. A previous study showed that CM-SHARE, a voluntary-use digital health solution, was successfully integrated into a real-world primary care setting with high adoption and consistent use in caring for patients with cardiometabolic conditions [12]. In this study, following principles of the digital health technology development and deployment [23,24], we first tested CM-SHARE among a small group of pilot users (ie, PCPs) before spreading to a much broader group of PCP end users. Although there is an increasing availability of digital tools created by health care or high-technology companies, little is known about whether the impact of these digital tools on pilot users is sustained when the technology is spread to a much broader group of users [25,26]. Therefore, we assess CM-SHARE’s impact on physician workflow and whether CM-SHARE achieves its intended goal of improving provider EHR and encounter efficiency in the pilot users and then assess whether similar impacts are sustained after disseminating to a broader group of PCPs.

Clinical workflow and EHR have typically been measured using time-motion studies, which are costly and not scalable [27-30]. In recent years, EHR audit log data have been increasingly used as an alternative approach to estimate the workflow and time used in the EHR, and this approach is scalable and reproducible [31-34]. The audit logs record who (user), when (time), where (location), and what EHR function has been used and are routinely collected in health care systems [33-36]. EHR audit data have been used previously in emergency departments [36] and specialty settings [37,38] to assess the efficiency and have been validated as a resource for analyzing workflows [39,40].

Objectives

The objective of this study was to thoroughly evaluate the impact of CM-SHARE on physicians’ clinical workflow in primary care encounters. We conducted data collection and analyses in the following order: time-motion observations to develop and validate audit data–derived clinical workflow algorithms, extrapolated for non-EHR clinical work (eg, patient
examination and conversation with patients), followed by the application of these algorithms to clinical workflow analysis among CM-SHARE pilot users, and, finally, clinical workflow analysis among a broader group of “spread users” to whom CM-SHARE was made available. Our analysis focused on assessing the impact of CM-SHARE on physician workflows and EHR use. We hypothesized that CM-SHARE’s visual display of health data would (1) reduce the overall encounter time, EHR time, and physician EHR time in the examination room; (2) result in differential reductions in EHR time based on the scheduled visit length and the encounter primary diagnosis; and (3) lead to observable reductions in pilot users that are sustained when CM-SHARE is spread to a broader group of PCPs.

**Methods**

**Overview**

There were 3 main components to this study. First, we conducted a time-motion study to collect the main workflow time and duration of primary care encounters observed on 3 randomly selected workdays for 9 PCPs. We used these time-motion data to validate the workflow steps and to refine algorithms that capture the workflow based on the EHR audit log data. Second, we evaluated CM-SHARE using a pre-post parallel design, where cases were defined as encounters in which CM-SHARE was launched. Finally, we estimated the impact of CM-SHARE on the audit data–derived workflow outcomes in the matched cohort. The second and third study components were first conducted on the original set of pilot CM-SHARE users involved in the application development. We then repeated these analyses in the spread phase of the study, in which CM-SHARE was implemented and used by a new, broader group of PCPs who were not involved in any aspect of the original design and pilot phase.

**Validation of Audit Data Workflow**

We developed algorithms to identify key steps (eg, check-in), tasks performed (eg, EHR use), locations of tasks (eg, examination room), and roles (eg, nurses and physicians) involved in clinical ambulatory workflows using time-stamped audit log files from the EHR and performed a time-motion observation of 101 encounters from 9 PCPs at 3 different primary care clinics. We compared the time-motion–observed times of key workflow points in a patient encounter with workflow measures from the EHR audit log files. The time-motion data-tracking form can be found in Multimedia Appendix 1.

The critical clinical workflow points included check-in, rooming time (when a medical assistant [MA] or nurse takes a patient to the examination room), nurse exiting the examination room, physician entry into the examination room, physician’s total EHR time in the examination room, physician exiting the examination room, and patient check-out time. We used the term “black holes” to identify essential steps in a clinical workflow, which cannot be observed in the audit data as they do not involve interaction with the EHR but can be observed and recorded in time and motion observations. These black holes include steps such as the physician entering the examination room and the physician exiting the examination room (Figure 1). These are important events to account for as they affect the overall time of the encounter. For example, a physician may enter the examination room and spend several seconds to minutes conversing with the patient before logging into the computer.

![Figure 1. Illustration of outpatient visit workflow and corresponding audit data. EHR: electronic health record; MA: medical assistant.](https://medinform.jmir.org/2022/9/e38385)
Measures that can be reliably observed in audit data include the physician’s start time, accessing the EHR in the examination room, and the time of the last EHR access in the examination room. We compared these key workflow time points recorded in the audit log data with time-motion observations and estimated the distribution of each black hole. We further conducted an ANOVA for each black hole in relation to the EHR user (ie, PCP) and patient. This assessment allowed us to understand the variation among PCPs and among patients. We then imputed the time duration of each black hole based on the distribution, and a random number was generated based on the empirical distribution and imputed for the black hole.

The time duration of each key workflow point was calculated based on the imputed audit data and compared again with the time points from the time-motion observation data. Discrepancies were further analyzed, and audit data for encounters with large discrepancies (discrepancy ≥2 SD) were manually reviewed. EHR activity and time points that were closest to the time recorded in time-motion observations were selected for specific users, and the algorithms used to capture each key workflow time point from the audit data were updated. After this initial validation process, we applied the algorithms to 7474 office encounters on a random working day across all Sutter Health primary care clinics to assess the generalizability. We identified key clinical workflow steps using this method, including check-in time, rooming time, nurse leave time, and physician time in the examination room on the computer. However, in this study, we focused only on the total encounter time (defined as the duration between patient check-in time to the time the patient exits the examination room), the physician’s total time in the examination room, the physician’s time spent in the EHR in the examination room, and the physician’s total EHR click per encounter (Figure 1).

Study Population

The CM-SHARE application was developed and tested at Sutter Health, a large not-for-profit health system in Northern California that serves a racially and economically diverse patient population. CM-SHARE was implemented in 2 phases. The pilot study was initiated in April 2016 with 6 PCPs from 2 different primary care clinics. These PCPs were involved in the development of the application and had frequent communication (once a month in the first year after the initial launch) with the study team during the pilot-testing period. The spread of CM-SHARE started in October 2019 to a new group of PCPs at a large Sutter medical group that previously did not have access to CM-SHARE. In contrast, these new PCPs were lightly touched by the study team; for example, they were offered group (as opposed to one-on-one training as in the pilot phase) training using a CM-SHARE user manual or training provided by designated EHR trainers who were responsible for training clinicians on all EHR features and capabilities, not just CM-SHARE. Spread users were informed that CM-SHARE was specifically developed for patients with cardiometabolic conditions. When and for whom CM-SHARE was used was completely voluntary and up to a physician’s discretion. Details of CM-SHARE features and adoption have been previously published [22].

At the patient level, primary care patients who had at least one cardiometabolic condition and had at least one visit with pilot PCPs or spread PCPs during the pilot test period or spread period were eligible for the study.

Outcomes

To assess efficiency, we measured (1) physician’s total time in the examination room, (2) physician’s EHR time in the examination room, (3) total encounter time (ie, from check-in to check-out), and (4) total physician clicks in the EHR for an encounter [41].

As illustrated in Figure 1, the physician’s total time in the examination room was defined as the time between when the physician entered and exited the examination room, estimated based on audit data and imputed data for black holes described previously in the time-motion explanation. The time at which the physician entered the examination room was estimated by identifying the first time the physician logged into the EHR in the examination room, subtracting the imputed value for a black hole (ie, the time between the physician entering the examination room and logging into the EHR), and the physician exit time was estimated based on the EHR log-off time by the physician in the examination room and accounting for the imputed black hole (ie, the time between physician EHR log-off time and the exit examination room time). The physician’s EHR time, estimated based on audit data, was defined as the cumulative time the physician spent in the EHR in the examination room, which is a subset of the physician’s total time spent physically present in the examination room. The total number of physician EHR mouse clicks for each encounter, captured using audit data, was defined based on the cumulative number of EHR log entries (which record the EHR features accessed by a user) for a physician for a given encounter, including all previsit EHR activities (preparation for the visit), during the visit, and postvisit EHR activities (eg, clicking on a diagnosis, on medication tags in EHR, and clicking on a patient message). The total number of clicks reflects EHR information searching and access, and usually, more clicks implied more complex encounters as more patient medical information was reviewed.

Study Design

Overview

A pre-post matched design was applied, in which we defined the prestudy period as 12 months before the initial CM-SHARE launch in April, 2016, and the CM-SHARE stabilization time as at least 2 months after the initial launch time where the data were not used in the evaluation. The poststudy period was defined as 12 months after the stabilization period (Figure 2). Owing to the disruption of the COVID-19 pandemic and to allow for the stabilization of CM-SHARE use, we identified spread users who consistently used CM-SHARE starting in May 2020 (12 months after the initial spread) as stable CM-SHARE users. Data from October 15, 2018, to October 14, 2019, were used as the prestudy period to determine matched physicians. We compared efficiency measures for encounters occurring between May 2020 and December 2020.
There are two levels of endogeneity, which we accounted for in part via propensity matching. At the first level, physicians who had used CM-SHARE regularly (ie, used it at least once a week), denoted as case PCPs, may be systematically and unobservably different from those who did not regularly use CM-SHARE. To that end, case PCPs were matched to other Sutter-wide PCPs based on physician panel information, assuming that a physician’s clinical practice pattern, including EHR use and information access, was affected by the composition of their patient panel. A propensity score–matching method was used to identify matched physicians, and a separate method was used to identify matched patients. At the physician level, a logistic regression model was developed, in which covariates included annual patient volume, mean number of appointments per day, average age of the patient (at time of encounter, categorized into <30, 30-49, 50-64, and ≥65 years), proportion of female patients, proportion of different ethnicities (Hispanic and non-Hispanic) in the patient panel, proportion of patients with each cardiometabolic condition (DM, dyslipidemia, and hypertension), practice type (family medicine and internal medicine), and proportion of patients with different levels of morbidity based on the Charlson Comorbidity Index (0, 1-2, and ≥3). The model outcome was the CM-SHARE launch status (yes or no). Greedy matching was used in this study.

At the second level, patients for whom CM-SHARE was used may also be unobservably different from those for whom CM-SHARE was not used. Therefore, within the pilot physicians and matched control physicians, we performed one-to-one matching at the patient level to determine cases (for which CM-SHARE was used) and control patients (within the matched physicians). The case patients, for whom CM-SHARE was used, were matched to the control patients at the prestudy period and separately at the poststudy period.

Patients were grouped into pre- or poststudy period based on the first visit date in the prestudy period and poststudy period. In the prestudy period, eligible patients included those who had encounters with pilot physicians and matched control physicians. In the poststudy period, control patients were those who were eligible and had encounters with matched control physicians. Data from the prestudy period were used for prestudy period matching, and poststudy period data were used for poststudy period matching.

We developed a separate logistic regression model for patients where the covariates were individual patient-level features, including age, sex, race, ethnicity, percentage of 15-minute scheduled appointments, percentage of 30-minute scheduled appointments, percentage of the level of service (LOS) level 3 visits, percent of LOS level 4 visits, percentage of DM as primary encounter diagnosis, percentage of hypertension as primary encounter diagnosis, and percentage of dyslipidemia as primary encounter diagnosis. The outcome of this model was the CM-SHARE launch status in any patient encounter (yes or no). Greedy matching was also used.

We further defined eligible encounters to require that the encounter diagnoses contain at least one cardiometabolic diagnosis code, and encounters were made by matched case and control patients in the pre- and postperiod. EHR audit data for the eligible encounters were extracted and used in the analysis, and outcome measures were derived from those encounters.

**Stratification**

Furthermore, based on the feedback from pilot PCPs on the different use cases for CM-SHARE and guidelines on the content and services provided at ambulatory encounters, the complexity of a patient visit and documentation requirements were usually reflected by LOS or length of the appointment [42]. We expected EHR and CM-SHARE utility to differ according to LOS or length of the appointment. Therefore, we stratified the encounters according to the scheduled length of appointments. To compare the workflow measures, we first estimated the mean difference (and 95% CI) between cases and matched controls in the prestudy period and separately in the poststudy period. We used 2-tailed $t$ tests to test the mean difference between prestudy period control versus case patients, poststudy period control versus case patients, and prestudy period controls and poststudy period controls. The 95% CI was estimated by fitting a mixed linear regression model that matched the case and control patients treated as the same cluster. The cluster was taken as the random effect in the model. In addition, the primary diagnosis usually reflects the main reason for the visit; thus, we conducted the abovementioned analysis stratified by the primary diagnosis and assessed whether the...
impact of CM-SHARE varies according to the reason for the visit.

Sutter Health uses an instance of Epic Systems software (Epic Systems Corporation) as its EHR [24]. All analyses were performed using SAS Enterprise Guide 7.1 (SAS Institute).

Ethics Approval
This study was reviewed and approved by the Sutter Health Institutional Review Board (IRB #: 833549).

Results

Validation Results
Among the 101 encounters, time-motion observations recorded check-in start and end times for all encounters, rooming start time, time the physician enters the examination room, and patient check-out time for 91 (90%) encounters. MA or nurse EHR log-in and log-off times in the examination room and physician EHR log-in and log-off times were collected for 72 to 76 (71%-76%) encounters, respectively. Physician exiting examination room time was collected for 88% (89/101) of the encounters (Multimedia Appendix 2). We were able to capture all EHR workflow time points from the audit log data. Table 1 shows the summary statistics of the differences (time-motion–observed time and time derived from audit log data) for each workflow time point.

<table>
<thead>
<tr>
<th>Workflow event</th>
<th>Encounter, n (%)</th>
<th>Observed and audit data</th>
<th>Values, mean (SD)</th>
<th>Values, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Check-in start</td>
<td>101 (100)</td>
<td>Observed and audit data</td>
<td>0.6 (1.5)</td>
<td>0.3 (0.1 to 0.7)</td>
</tr>
<tr>
<td>Check-in end</td>
<td>101 (100)</td>
<td>Observed and audit data</td>
<td>1.0 (2.9)</td>
<td>0.2 (−0.1 to 1.0)</td>
</tr>
<tr>
<td>Room start</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>MA logs in</td>
<td>76 (75)</td>
<td>Observed and audit data</td>
<td>0.2 (1.7)</td>
<td>0.4 (−0.1 to 0.9)</td>
</tr>
<tr>
<td>MA logs off</td>
<td>79 (78)</td>
<td>Observed and audit data</td>
<td>0.1 (0.5)</td>
<td>0.3 (−0.1 to 0.7)</td>
</tr>
<tr>
<td>Physician enters</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Physician logs in</td>
<td>76 (75)</td>
<td>Observed and audit data</td>
<td>0.2 (1.5)</td>
<td>0.2 (−0.6 to 1.0)</td>
</tr>
<tr>
<td>Physician logs off</td>
<td>72 (71)</td>
<td>Observed and audit data</td>
<td>0.3 (1.9)</td>
<td>−0.1 (−0.5 to 0.9)</td>
</tr>
<tr>
<td>Physician exits</td>
<td>87 (86)</td>
<td>Observed and audit data</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Observed time between physician log-off and physician exit time</td>
<td>89 (88)</td>
<td>Observed and audit data</td>
<td>0.8 (1.3)</td>
<td>0.3 (0.1 to 0.7)</td>
</tr>
</tbody>
</table>

aNot available in audit log data; represents a workflow “black hole,” as illustrated in Figure 1.
bMA: medical assistant.

Audit data can capture most clinical workflow time points with high accuracy. The difference between time-motion–observed time and time derived from audit data is <1 minute, and for most time points, the difference is <30 seconds. As shown in Table 1, the largest differences between time-motion time and audit data–derived time were for check-in start (mean 0.6, SD 1.5) and end times (mean 1.0, SD 2.9) as time-motion time recorded the time the patient was called to the front desk to check in and the time the patient left the front desk, whereas audit data recorded the time front desk MAs started the EHR check-in process. We also observed a large variation in the patient exiting the examination room time, with a mean of 2.9 (SD 4.1) minutes, as the time patients exit the examination room was not available in the audit data, and we used the last EHR log-off time by the physician in the examination room as the surrogate to compare with time-motion observations.

As illustrated in Figure 1, we calculated the duration for each black hole based on time-motion data. The duration of these “black holes” varies from approximately half a minute to approximately 2.6 minutes, where the black holes associated with MAs are short (<1 minute in most encounters), and the longest unobserved black hole was the interval between the physician entering the examination room and the EHR log-in (mean duration 4.6, SD 5.6 minutes). ANOVA showed that physicians explained 62% of the duration variance, and patient demographic factors explained approximately 15%. The mean duration between physician exit and patient completion of the encounter was 2.7 (SD 4.1) minutes, and the physician explained 39% of the variance, and 17% was explained by patient factors (Table 2).
Table 2. Observed duration for each black hole using time-motion data and output from ANOVA.

<table>
<thead>
<tr>
<th>“Black hole”</th>
<th>Time interval (minute), mean (SD)</th>
<th>Variation explained by clinical staff (%)</th>
<th>Variation explained by patient characteristicsa (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAb room to MA log-in</td>
<td>0.73 (1.01)</td>
<td>11.6</td>
<td>35.1</td>
</tr>
<tr>
<td>MA log-off to exit</td>
<td>0.51 (1.39)</td>
<td>6.9</td>
<td>46.7</td>
</tr>
<tr>
<td>Physician entering examination room to log in</td>
<td>2.62 (1.61)</td>
<td>62.2</td>
<td>14.8</td>
</tr>
<tr>
<td>Physician log-off to exit</td>
<td>0.82 (1.29)</td>
<td>11.1</td>
<td>23</td>
</tr>
<tr>
<td>Physician exit to patient exit</td>
<td>2.72 (4.11)</td>
<td>39.1</td>
<td>17.5</td>
</tr>
</tbody>
</table>

aPatient age, sex, race, and ethnicity.
bMA: medical assistant.

Results Among Pilot Users

We found 6 matched control physicians for only 50% (3/6) of pilot physicians. Among the matched physicians, in the pre–CM-SHARE period, 870 control patients associated with 2845 encounters were matched with the same number of patients (870 encounters where CM-SHARE was launched for their encounters). In the poststudy period, 727 patients associated with 852 encounters during which CM-SHARE was launched (cases) were matched with 727 control patients associated with 3754 encounters.

Among all the eligible encounters with patients with cardiometabolic conditions (N=6599; ie, 2845+3754), <10% (595/6599, 9.02%) of the encounters also had a cardiometabolic condition (DM, hypertension, and dyslipidemia) listed as a primary diagnosis of the encounter.

As shown in Table 3 (additional table in Multimedia Appendix 3), the total encounter time was slightly shorter (mean −2.7, SD 1.1 minutes, 95% CI −4.7 to −0.9; mean −1.6, SD 1.1 minutes, 95% CI −3.2 to −0.1) for cases compared with prestudy period controls, as well as for poststudy period controls for 15-minute appointments only, but not for 30-minute appointments. The time saved may be explained by the reduction in the total EHR time for physicians in the examination room, in which CM-SHARE saves approximately 2 minutes (mean −2.0, SD 1.3 minutes; 95% CI −3.4 to −0.9) compared with controls in the prestudy period and a similar amount of time in the poststudy period (mean −1.9, SD 0.9 minutes; 95% CI −3.8 to −0.5). CM-SHARE had no impact on physicians’ total time in the examination room or on physicians’ total EHR clicks.

Table 3. Summary of difference in time and 95% CI in comparing controls versus cases workflow measures during pilot period.

<table>
<thead>
<tr>
<th>Workflow measure and scheduled appointment time (minutes)</th>
<th>Difference between matched control in preperiod and matched cases (case and control; n=788)</th>
<th>Difference between matched control in postperiod and matched cases (case and control; n=669)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values, n (%)</td>
<td>Mean (95% CI)</td>
<td>Values, n (%)</td>
</tr>
<tr>
<td>Total encounter time (minutes)</td>
<td>325 (41.2)</td>
<td>−2.7 (−4.7 to −0.9)</td>
</tr>
<tr>
<td>≤20</td>
<td>463 (58.8)</td>
<td>−0.6 (−3.1 to 2.2)</td>
</tr>
<tr>
<td>≥30</td>
<td>325 (41.2)</td>
<td>−0.6 (−1.9 to 2.0)</td>
</tr>
<tr>
<td>Total physician time in the examination room (minutes)</td>
<td>463 (58.8)</td>
<td>−1.0 (−2.9 to 2.4)</td>
</tr>
<tr>
<td>≤20</td>
<td>463 (58.8)</td>
<td>−1.0 (−2.9 to 2.4)</td>
</tr>
<tr>
<td>≥30</td>
<td>325 (41.2)</td>
<td>−2.0 (−3.9 to −0.9)</td>
</tr>
<tr>
<td>Physician EHRa time in the examination room (minutes)</td>
<td>463 (58.8)</td>
<td>−1.3 (−3.4 to 0.5)</td>
</tr>
<tr>
<td>≤20</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td>≥30</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aEHR: electronic health record.
bN/A: not applicable.

However, there was a significant reduction in the total encounter time, total physician time in the EHR, and total physician EHR clicks for two subsets of encounters: encounters with DM as the primary diagnosis and encounters with hypertension as the primary diagnosis. For diabetes encounters, the average total encounter time was 51.3 (SD 5.7) minutes and 49.5 (SD 5.4) minutes for controls in the prestudy period and the poststudy period, respectively, and was reduced to 47.6 (SD 5.1) minutes...
in CM-SHARE encounters (Multimedia Appendix 4). The mean reduction was 2.1 to 3.5 minutes within matched pairs (Table 4). A substantial reduction was observed in total physician EHR time for diabetes and hypertension encounters in the CM-SHARE group, showing an approximately 30% reduction (the reduction was approximately 2.9-3.5 minutes for hypertension and 4.1-4.3 minutes for diabetes encounters; Table 4). Physician clicks within the EHR were also reduced significantly when using CM-SHARE by 25% in hypertension encounters (from 173 to 129) and 14% for diabetes encounters (from 126 to 108; Multimedia Appendix 4; Table 4).

Table 4. Summary of difference in time and 95% CI in comparing controls versus cases workflow measures during the pilot period.

<table>
<thead>
<tr>
<th>Workflow measure and primary diagnosis</th>
<th>Difference between matched control in prestudy period and matched cases (case and control) (n=283)</th>
<th>Difference between matched control in poststudy period and matched cases (case and control) (n=312)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, n (%)</td>
<td>Mean (95% CI)</td>
</tr>
<tr>
<td>Total encounter time (minutes)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>129 (45.6)</td>
<td>−2.8 (−3.9 to −0.2)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>114 (40.3)</td>
<td>−3.5 (−5.2 to −0.1)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>40 (14.1)</td>
<td>−3.7 (−6.2 to 1.8)</td>
</tr>
<tr>
<td>Total physician time in the examination room (minutes)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>129 (45.6)</td>
<td>−2.1 (−3.9 to 0.8)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>114 (40.3)</td>
<td>−0.5 (−1.2 to 1.3)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>40 (14.1)</td>
<td>−0.1 (−1.0 to 1.7)</td>
</tr>
<tr>
<td>Physician EHRa time in the examination room (minutes)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>129 (45.6)</td>
<td>−4.3 (−5.2 to −2.4)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>114 (40.3)</td>
<td>−2.9 (−3.8 to −0.5)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>40 (14.1)</td>
<td>−2.2 (−3.7 to 1.0)</td>
</tr>
<tr>
<td>Physician total clicks in EHR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>N/Aa</td>
<td>N/A</td>
</tr>
<tr>
<td>Hypertension</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aEHR: electronic health record.
bN/A: not applicable.

Results Among Spread Users

We matched 48 CM-SHARE spread physicians with 84 control physicians and further matched 1272 patients in the CM-SHARE group with 3412 control patients, associated with 1119 and 4240 eligible encounters, respectively. As shown in Multimedia Appendix 5 and Table 5, a significant reduction in total encounter time for the CM-SHARE group was only observed for encounters with appointments ≤20 minutes (5.3-minute reduction on average) but not for encounters with longer appointment times. However, the total physician’s EHR time was significantly reduced for both longer and shorter appointments (reduced by 17%-31%, respectively), and a 16% reduction was observed in physicians’ total clicks for both longer and shorter appointments.

Furthermore, <10% of eligible encounters had cardiometabolic as the primary diagnosis. Owing to the limited sample size for matched cases, we only observed a reduction in total encounter time for diabetes as the primary diagnosis (mean −3.2, 95% CI −4.9 to −0.9) and, to a lesser degree, for hypertension encounters (mean −2.9, 95% CI −4.0 to −0.1). For hypertension encounters, we also observed an approximately 33% reduction of physician EHR time in the examination room (mean −2.1, 95% CI −4.7 to −0.2) and a 19% reduction in physician total EHR clicks (mean −24, 95% CI −38 to −12; Multimedia Appendix 6; Table 6).
Table 5. Summary of differences in time and 95% CI in comparing controls versus cases for the encounter-related workflow measures in the Cardiometabolic Sutter Health Advanced Reengineered Encounter spread period, stratified by scheduled appointment time.

<table>
<thead>
<tr>
<th>Workflow measure and scheduled appointment time (minutes)</th>
<th>Difference between matched control in postperiod and matched cases (case and control)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Values, mean (95% CI)</td>
</tr>
<tr>
<td>Total encounter time (minutes)</td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>−5.3 (−7.5 to −0.7)</td>
</tr>
<tr>
<td>≥30</td>
<td>3.7 (−6.1 to 3.9)</td>
</tr>
<tr>
<td>Total physician time in the examination room (minutes)</td>
<td></td>
</tr>
<tr>
<td>≤2</td>
<td>−2.0 (−4.2 to 1.7)</td>
</tr>
<tr>
<td>≥30</td>
<td>3.4 (−4.9 to 2.1)</td>
</tr>
<tr>
<td>Physician EHR&lt;sup&gt;a&lt;/sup&gt; time in the examination room (minutes)</td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>−4.0 (−5.7 to −1.8)</td>
</tr>
<tr>
<td>≥30</td>
<td>−2.1 (−4.5 to −0.3)</td>
</tr>
<tr>
<td>Physician total clicks in EHR</td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>−11 (−17 to −2)</td>
</tr>
<tr>
<td>≥30</td>
<td>−13 (−19 to −4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EHR: electronic health record.

Table 6. Summary of difference in time and 95% CI in comparing controls versus cases workflow measures during spread period, stratified by primary diagnosis.

<table>
<thead>
<tr>
<th>Workflow measure and primary diagnosis</th>
<th>Difference between matched control in postperiod and matched cases (case and control)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Values, n (%)</td>
</tr>
<tr>
<td></td>
<td>Case (n=132)</td>
</tr>
<tr>
<td>Total encounter time (minutes)</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>54 (40.9)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>41 (31.1)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>37 (28.0)</td>
</tr>
<tr>
<td>Total physician time in the examination room (minutes)</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>54 (40.9)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>41 (31.1)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>37 (28.0)</td>
</tr>
<tr>
<td>Physician EHR&lt;sup&gt;a&lt;/sup&gt; time in the examination room (minutes)</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>54 (40.9)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>41 (31.1)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>37 (28.0)</td>
</tr>
<tr>
<td>Physician total clicks in EHR</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>54 (40.9)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>41 (31.1)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>37 (28.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EHR: electronic health record.

**Discussion**

**Principal Findings**

We successfully used EHR audit data to evaluate efficiency (time and clicks) in the EHR for physicians using a new web-based application and showed that physician EHR time in the examination room was reduced by 17% to 31%, and clicks in the EHR were reduced by 14% to 25%, varying by characteristics of the encounter (ie, scheduled length of the appointment and primary diagnosis of the encounter) when
using the web-based application in a pilot phase. More importantly, we also replicated our method for evaluating efficiency with a group of spread users and found similar reductions in time and clicks on the computer in the examination room for both long and short appointments. Few studies report testing on validity [32] similar to ours, and when compared with them, the workflow times derived from audit data in our study are consistent with theirs [40,43,44]. Our study further offers a methodology for using audit data to evaluate the impact of a clinical decision support tool on physician workflow and efficiency.

Comparison With Prior Work

CM-SHARE development was motivated by the desire to design a dashboard with better data integration and an intuitive visual display to facilitate physician decisions and communication with patients [22]. We previously assessed the adoption in the pilot phase and identified the target patient population for which the CM-SHARE is most likely to be used [22]. In this study, the reduction in total EHR time using CM-SHARE was seen not only during pilot testing with physicians but also in the spread physicians who were neither individually trained as in the pilot phase nor frequently interacted with by the CM-SHARE study team. This demonstrates that the initial design intention of CM-SHARE was fulfilled. Furthermore, we observed a significant reduction in physician EHR time in the examination room and no change in the total physician time in the examination room, implying that physicians are likely to have more time to communicate with patients, improving patient satisfaction. From qualitative data taken during the initial pilot [22], we know that 2 pilot providers describe using CM-SHARE for patient education and that users describe CM-SHARE as leading to better discussions with patients, which seems to hold true in spread physicians and may explain the reduction in time spent on the computer with no changes in overall time spent with the patient.

These findings in the initial pilot users and spread sites further show that CM-SHARE is more valuable for patients with diabetes or hypertension-related encounters and less valuable for patients with dyslipidemia. Hyperlipidemia is a common comorbidity for hypertension and diabetes, and the management of dyslipidemia usually occurs either when patients encounter hypertension or diabetes or as one component in encounters related to cardiovascular disease management or prevention [45,46]. Standalone hyperlipidemia encounters are less common than those of hypertension or diabetes; therefore, it is less likely to detect a time reduction in hyperlipidemia-related encounters. In contrast, compared with diabetes-related encounters, physician EHR time for hypertension-related encounters is much shorter (10 minutes for hypertension vs 14 minutes for diabetes in controls), implying that less EHR information is required for physicians to manage patients with hypertension compared with patients with diabetes. We observed a similar percentage (4/14, 4/11, or ~30%) of physician EHR time saved by using CM-SHARE for those 2 conditions, indicating that the information that affects clinical decisions, EHR processes, and clinical tasks for an encounter may not vary significantly for those 2 cardiometabolic conditions. It also suggests considering target population needs when designing and implementing clinical support tools to optimize the benefits to those populations.

Interestingly, among pilot users, we only observed CM-SHARE reducing physicians’ EHR time during encounters with shorter scheduled appointment lengths (ie, ≤20 minutes) and not for longer appointments (ie, ≥30 minutes); however, a reduction in EHR time for both long and short appointments was observed in spread physicians. On the basis of the American Academy of Family Physicians and Centers for Medicare and Medicaid Services guidelines on the evaluation and management of office visits [42], for appointment lengths <20 minutes, the number and complexity of problems needing to be addressed during the encounter and the complexity of data to be reviewed were relatively fewer or simpler, whereas ≥30-minute appointments usually imply more problems to be addressed and, thus, more patient data to be reviewed. Longer appointments are usually used for more complex patients with more comorbidities [47]. Given the EHR content provided by CM-SHARE, which mostly includes the information directly related to cardiometabolic conditions, and, to a lesser degree, on comorbidities, we expect that CM-SHARE’s features may not be sufficient to produce similar reductions in outcomes when addressing comorbidities other than cardiometabolic conditions. It is surprising that CM-SHARE reduces EHR time for longer appointments in spread physicians but not in pilot physicians, in addition to the larger sample size for the spreading evaluation. A possible reason is that the practice pattern and use of CM-SHARE may differ between pilot physicians and spread physicians. Pilot physicians participated in the tool design and were well aware of the target condition that CM-SHARE was designed for, the limitations of CM-SHARE, and the “design thinking” that may drive them more likely to go back to the EHR to manage other comorbidities [48], whereas spread physicians may be likely to “think out-of-box” to optimize the utility of CM-SHARE functions and to use the CM-SHARE as a tool to manage common risk factors for patients with comorbidities. More studies, especially qualitative interviews, are needed to understand this discrepancy between physicians and the difference in whether and how CM-SHARE is used in short and long appointments.

In summary, CM-SHARE has shown improvement in data integration and reduction of EHR time for certain encounters (eg, encounters with a shorter scheduled appointment time and encounters with chief complaints of diabetes and hypertension). A similar design and evaluation approach (eg, user-centered design, workflow integration, and pseudoequivalent design) has the potential to be generalized to other similar clinical decision support tools deployed in real-world settings. If similar improvements in the physician EHR efficiency are observed in other studies, it will provide great insight into redesigning the EHR user interface and reorganizing disease-related contents with a better, more user-friendly visual display.

Limitations

This study had several limitations. First, this study was conducted at a single center with a single EHR system, and the results may not be directly generalizable to other health care systems or systems with a different EHR vendor [41]. However,
the methodology, including the use of audit data, validation, imputation, and the study design, is generalizable. Second, audit data may overestimate physicians’ EHR time in the examination room. For example, patient examination time or time away from the EHR talking to patients between EHR activities might be counted as EHR time. Finally, this was not a randomized trial, and 2-level matching was applied; therefore, we may not be able to control all confounding variables and nested correlations between physicians and patients, which may be related to EHR efficiency.

Conclusions
Combining audit log files and clinical information from the EHR, we were able to evaluate the impact of a clinical decision support tool (CM-SHARE) on the clinical workflow times and physicians’ EHR efficiency. The CM-SHARE web-based application significantly reduced physicians’ EHR time in the examination room, particularly for hypertension- or diabetes-related encounters, and less for complex encounters. Our approach offers an innovative way of evaluating digital tools used in clinical settings.
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Abstract

Background: The adverse impact of COVID-19 on marginalized and under-resourced communities of color has highlighted the need for accurate, comprehensive race and ethnicity data. However, a significant technical challenge related to integrating race and ethnicity data in large, consolidated databases is the lack of consistency in how data about race and ethnicity are collected and structured by health care organizations.

Objective: This study aims to evaluate and describe variations in how health care systems collect and report information about the race and ethnicity of their patients and to assess how well these data are integrated when aggregated into a large clinical database.

Methods: At the time of our analysis, the National COVID Cohort Collaborative (N3C) Data Enclave contained records from 6.5 million patients contributed by 56 health care institutions. We quantified the variability in the harmonized race and ethnicity data in the N3C Data Enclave by analyzing the conformance to health care standards for such data. We conducted a descriptive analysis by comparing the harmonized data available for research purposes in the database to the original source data contributed by health care institutions. To make the comparison, we tabulated the original source codes, enumerating how many patients had been reported with each encoded value and how many distinct ways each category was reported. The nonconforming data were also cross tabulated by 3 factors: patient ethnicity, the number of data partners using each code, and which data models utilized those particular encodings. For the nonconforming data, we used an inductive approach to sort the source encodings into categories. For example, values such as “Declined” were grouped with “Refused,” and “Multiple Race” was grouped with “Two or more races” and “Multiracial.”
Introduction

The United States has had more COVID-19 cases and deaths than any other country [1]. Black or African American, Hispanic or Latino, and American Indian or Alaska Native (AI/AN) communities have experienced disproportionate morbidity and mortality from COVID-19 [2-5]. Compared with the non-Hispanic White population, the Black or African American population has a higher prevalence of COVID-19, as well as higher mortality and hospitalization rates from the virus [2]. The Centers for Disease Control and Prevention (CDC) reported that, between February 2020 and May 2020, Hispanic or Latino and non-White individuals under 65 years of age were 2 to 3 times more likely to die from COVID-19 than their non-Hispanic White counterparts [4]. COVID-19 incidence for AI/AN persons is estimated to be 3.5 times higher than for non-Hispanic White persons [5]. The full consideration of the social, economic, and health impacts of COVID-19 on these communities relies on data sets structured to answer such questions.

Resources have been created with the intention of tracking, quantifying, and analyzing the impact of COVID-19 within and across populations [6-8]. The largest such resource in the United States is the National COVID Cohort Collaborative (N3C), a National Institutes of Health (NIH)-funded collaboration between the National Center for Advancing Translational Sciences (NCATS) and the Center for Data to Health [8]. The N3C Data Enclave is also one of the largest collections of COVID-19 patient-level data globally [7], providing harmonized electronic health record (EHR) data from 56 health care institutions and networks across the country. Currently, 1615 researchers representing 186 research institutions have been researchers representing 186 research institutions have been institutions and networks across the country. Currently, 1615

Large data sets like N3C, whether centralized or distributed, face a substantial challenge in the form of data heterogeneity, stemming from varying data collection, documentation, and coding practices [10]. These upstream processes may result in data quality problems and other artifacts that can lead to data loss and possibly misleading signals in the data [11]. The encodings used to represent race and ethnicity vary across institutions and data models and require specialized harmonization [12]. Indeed, a significant technical challenge related to integrating race and ethnicity data across EHR systems is the lack of consistency in how data about race and ethnicity are collected and structured by health care organizations. The Institute of Medicine’s landmark report on racial and ethnic disparities in health care, Unequal Treatment: Confronting Racial and Ethnic Disparities in Healthcare, highlighted the need for standardized collection and reporting of race and ethnicity data [13].

Data standardization and harmonization is one of the best tools for combating heterogeneity and ensuring that observed signals are genuine. The N3C provides a unique opportunity to assess how different health care systems in various locations collect and conceptualize information about their patients’ race and ethnicity and to examine efforts to integrate these categories across different data models. In this paper, we discuss race and ethnicity from the perspective of data standards and database harmonization.

The standard most commonly used by health care systems to collect and organize data about race and ethnicity was created for the 2000 US Census. The Office of Management and Budget (OMB) released this standard in 1997 [14], and shortly afterward, the CDC added encodings to the OMB Standard; both are shown in Table 1 [15]. To maintain clarity and consistency, we used these terms throughout this paper.

The 1997 OMB classification system was then adopted with minor changes by Health Level Seven International (HL7), the creator of the standard most widely used by health care systems to transmit and receive health records [16]; any references to “the health care standard” in our paper refer to how this information is currently structured in HL7 Fast Healthcare Interoperability Resources (FHIR).

The current health care standard uses terminology in a manner different from how it is used colloquially. For the purposes of collecting and organizing self-reported patient demographic data, race and ethnicity are considered distinct concepts, and ethnicity refers only to Hispanic or Latino origin. Thus, ethnicity has 3 minimum codes: Patients can either be Hispanic or Latino or non-Hispanic or Latino. However, this category is intended to be hierarchical, and “granular” ethnicity refers to the 41 subcategories (e.g., Panamanian, Venezuelan) that are required to roll up into Hispanic or Latino.

Introduction

Results: “No matching concept” was the second largest harmonized concept used by the N3C to describe the race of patients in their database. In addition, 20.7% of the race data did not conform to the standard; the largest category was data that were missing. Hispanic or Latino patients were overrepresented in the nonconforming racial data, and data from American Indian or Alaska Native patients were obscured. Although only a small proportion of the source data had not been mapped to the correct concepts (0.6%), Black or African American and Hispanic/Latino patients were overrepresented in this category.

Conclusions: Differences in how race and ethnicity data are conceptualized and encoded by health care institutions can affect the quality of the data in aggregated clinical databases. The impact of data quality issues in the N3C Data Enclave was not equal across all races and ethnicities, which has the potential to introduce bias in analyses and conclusions drawn from these data. Transparency about how data have been transformed can help users make accurate analyses and inferences and eventually better guide clinical care and public policy.

(JMIR Med Inform 2022;10(9):e39235) doi:10.2196/39235

KEYWORDS

social determinants of health; health equity; bias; data quality; data harmonization; data standards; terminology; data aggregation related to integrating race and ethnicity data across EHR systems is the lack of consistency in how data about race and ethnicity are collected and structured by health care organizations. The Institute of Medicine’s landmark report on racial and ethnic disparities in health care, Unequal Treatment: Confronting Racial and Ethnic Disparities in Healthcare, highlighted the need for standardized collection and reporting of race and ethnicity data [13].

Data standardization and harmonization is one of the best tools for combating heterogeneity and ensuring that observed signals are genuine. The N3C provides a unique opportunity to assess how different health care systems in various locations collect and conceptualize information about their patients’ race and ethnicity and to examine efforts to integrate these categories across different data models. In this paper, we discuss race and ethnicity from the perspective of data standards and database harmonization.

The standard most commonly used by health care systems to collect and organize data about race and ethnicity was created for the 2000 US Census. The Office of Management and Budget (OMB) released this standard in 1997 [14], and shortly afterward, the CDC added encodings to the OMB Standard; both are shown in Table 1 [15]. To maintain clarity and consistency, we used these terms throughout this paper.

The 1997 OMB classification system was then adopted with minor changes by Health Level Seven International (HL7), the creator of the standard most widely used by health care systems to transmit and receive health records [16]; any references to “the health care standard” in our paper refer to how this information is currently structured in HL7 Fast Healthcare Interoperability Resources (FHIR).

The current health care standard uses terminology in a manner different from how it is used colloquially. For the purposes of collecting and organizing self-reported patient demographic data, race and ethnicity are considered distinct concepts, and ethnicity refers only to Hispanic or Latino origin. Thus, ethnicity has 3 minimum codes: Patients can either be Hispanic or Latino or non-Hispanic or Latino. However, this category is intended to be hierarchical, and “granular” ethnicity refers to the 41 subcategories (e.g., Panamanian, Venezuelan) that are required to roll up into Hispanic or Latino.
To this end, we sought to assess the quality of ethnicity and race data in N3C by focusing on conformance to standard definitions, missingness, and misclassification. To explore variations in how health care systems collect and report information about the race and ethnicity of their patients, studies have documented that it is frequently missing from the patient record, and when it is collected, it is often of poor quality [18-23]. Our objective was to explore variations in how health care systems collect and report information about the race and ethnicity of their patients. To this end, we sought to assess the quality of ethnicity and race data in N3C by focusing on conformance to standard definitions, missingness, and misclassification.

### Methods

#### Data Source

Although the size of the N3C Data Enclave has continued to grow, at the time of our analysis (July and August of 2021), the N3C Data Enclave contained health records from 6.5 million patients tested for COVID-19, including 2.1 million who had tested positive. The data in the Enclave are updated weekly with new information. To keep our numbers consistent, we used Release-v40-2021-07-30 to conduct analyses whenever possible; small numerical inconsistencies may appear as the result of occasions when different release versions were used.

Significant technical and regulatory hurdles were addressed to make the N3C Data Enclave available to researchers seeking insight into COVID-19. The clinical data are stored in the Observational Medical Outcomes Partnership (OMOP) Common Data Model; institutions using Accrual to Clinical Trials (ACT), National Patient-Centered Clinical Research Network (PCORnet), and TriNetX common data models have their data mapped to OMOP, while those already using OMOP have their data ingested directly. The Common Data Model Harmonization project provided syntactic mapping with conversion logic and semantic mapping to the OMOP vocabulary. N3C met with subject matter experts from source common data models and the Observational Health Data Sciences and Informatics community to finalize these mappings, which are available to the public on GitHub [12].

#### Ethical Review

The protocol for this study was approved by the Institutional Review Board at Oregon Health and Science University (IRB ID STUDY00022764). This study was granted a waiver because the study design—a retrospective review of existing records—involved minimal risk. Waiver of the formal written consent process did not adversely affect the rights or welfare of the participants. This study was performed in accordance with the ethical standards as laid down in the 1964 Declaration of Helsinki and the ethical standards as laid down in the 1964 Declaration of Helsinki and its later amendments.

### Table 1. Office of Management and Budget (OMB) revisions to the Standards for the Classification of Federal Data on Race and Ethnicity, 1997.

<table>
<thead>
<tr>
<th>OMB category</th>
<th>HL7a code</th>
<th>Category definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race: American Indian or Alaska Native</td>
<td>1002-5</td>
<td>A person having origins in any of the original peoples of North and South America (including Central America) and who maintains tribal affiliation or community attachment</td>
</tr>
<tr>
<td>Race: Asian</td>
<td>2028-9</td>
<td>A person having origins in any of the original peoples of the Far East, Southeast Asia, or the Indian subcontinent including, for example, Cambodia, China, India, Japan, Korea, Malaysia, Pakistan, the Philippine Islands, Thailand, and Vietnam</td>
</tr>
<tr>
<td>Race: Black or African American</td>
<td>2054-5</td>
<td>A person having origins in any of the black racial groups of Africa. Terms such as “Haitian”; or “Negro”; can be used in addition to “Black or African American”</td>
</tr>
<tr>
<td>Race: Native Hawaiian or Other Pacific Islander</td>
<td>2076-8</td>
<td>A person having origins in any of the original peoples of Hawaii, Guam, Samoa, or other Pacific Islands</td>
</tr>
<tr>
<td>Race: White</td>
<td>2106-3</td>
<td>A person having origins in any of the original peoples of Europe, the Middle East, or North Africa</td>
</tr>
<tr>
<td>Ethnicity: Hispanic or Latino</td>
<td>2135-2</td>
<td>A person of Mexican, Puerto Rican, Cuban, South or Central American, or other Spanish culture or origin, regardless of race. Ethnicity is considered a distinct category from race</td>
</tr>
</tbody>
</table>

aHL7: Health Level Seven International.
of Helsinki and its later amendments or comparable ethical standards.

Analyses

To quantify the variability in how health care institutions are reporting data about patient race and ethnicity to N3C, we used a multistep process that included data processing, terminology harmonization, and descriptive analyses. First, we sorted the harmonized data into “conforming” and “nonconforming” categories. We defined race and ethnicity data as “conforming” if they had been mapped to 1 of the 5 minimum categories for race congruent with the health care standard: White, Black or African American, Native Hawaiian or Other Pacific Islander, Asian, or AI/AN [14-16]. Ethnicity data were conforming if they were harmonized into 1 of the 2 standard categories for ethnicity: “Hispanic or Latino” or “Not Hispanic or Latino.” All other data—including missing data—were deemed “nonconforming.”

Next, we delved into these categories by comparing these harmonized data to their original source encodings. To make the comparison, we tabulated the original source codes, enumerating how many patients had been reported with each encoded value and how many distinct ways each category was reported. This allowed us to get a better idea of how the health care institutions were reporting the data to the N3C and to approximate how well the source institutions were adhering to the health care standard. The nonconforming data were also cross tabulated by 3 factors: patient ethnicity, the number of data partners using each code, and which data models utilized those particular encodings. For example, values such as “Declined” were grouped with “Refused,” and “Multiple Race” was grouped with “Two or more races” and “Multiracial.”

These analyses were conducted within the N3C Data Enclave using the software tools available within the platform during July 2021 and August 2021. Additional descriptive statistics were done with Excel. Figures were developed using Lucidchart, Excel, and Keynote.

Comparison With Other Data Sources and Repositories

To assess the external validity of the N3C race and ethnicity data, we compared race and ethnicity distributions across multiple data sources, including the 2019 American Communities Survey (ACS) demographic and housing estimates and Cerner HealthFacts (CHF) [24]. ACS data are compiled by the US Census Bureau and provide yearly updates and estimates to key demographic, economic, housing, and social data. CHF is a data warehouse that includes almost 70 million patients treated at hospitals and clinics throughout the United States between 2001 and 2017 using the Cerner EHR platform. Total unadjusted COVID-19 cases and deaths from the CDC are also included for comparison [25,26].

Results

Harmonized, Mapped Data

There are a total of 25 harmonized categories for race available in the N3C Data Enclave, representing mapped data contributed by 56 health care institutions. The top 10 concepts used by the N3C to describe the harmonized categories used to describe the race of the patients in the database are shown in Textbox 1. The top 3 harmonized categories—White, “No matching concept,” and Black or African American accounted for 94.3% (6,140,139/6,513,464) of the data. No patients with race of AI/AN were found; at the request of the NIH, the health records of AI/AN patients were intentionally obscured during ingestion (see Discussion) [27].

Textbox 1. Top 10 harmonized concepts used by the National COVID Cohort Collaborative (N3C) to describe the race of patients in the database.

1. White
2. No matching concept
3. Black or African American
4. Asian
5. Null
6. Unknown
7. Other
8. Other race
9. Black
10. No information

Following ingestion and mapping to standard OMOP race categories, we identified 10 different reporting schema (combinations of reported race categories) among contributing institutions as shown in Figure 1. Of the 56 data partners, 41 (73%) had harmonized patient race data that adhered to the standard OMB race categories other than AI/AN, as noted in the previous paragraph. Of the data partners, 5 had harmonized data that included all the standard race categories, plus some additional categories such as Filipino or Korean that had not been correctly rolled up into main categories for tabulation purposes (both are subcategories of Asian). Data from 10 contributing institutions (10/56, 18%) omitted at least one of the standard race categories other than AI/AN. The only OMB race category present for all data partners was White. Ethnicity was as a separate field present for 51 (51/56, 91%) of the data partners.
Figure 1. Race data reporting schema by contributing sites. Although data partners did contribute data on American Indian or Alaska Native patients, as noted elsewhere, these data were intentionally obscured. OMB: Office of Management and Budget.

<table>
<thead>
<tr>
<th>Reporting schema</th>
<th>Data partners, n (%)</th>
<th>American Indian or Alaska Native</th>
<th>Black or African American</th>
<th>Native Hawaiian or Other Pacific Islander</th>
<th>Asian</th>
<th>White</th>
<th>Hispanic</th>
<th>Asian Indian</th>
<th>Filipina</th>
<th>Japanese</th>
<th>Korean</th>
<th>Other Pacific Islander</th>
<th>Polynesian</th>
<th>Veinname</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>41 (73.2)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>B</td>
<td>2 (3.6)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>C</td>
<td>1 (1.8)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>D</td>
<td>1 (1.8)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>E</td>
<td>1 (1.8)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>F</td>
<td>5 (8.9)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>G</td>
<td>2 (3.6)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>H</td>
<td>1 (1.8)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>I</td>
<td>1 (1.8)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>J</td>
<td>1 (1.8)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Total data partners, n</td>
<td>0 53 55 49 56 1 1 2 1 1 1 1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Conforming Data

Of the data about race, 79.3% (5,167,969/6,513,464) had been harmonized to 1 the 5 main categories recommended in the health care standard. Examining the harmonized data that does conform to the standard, Figure 2 illustrates the racial and ethnic makeup of patients in N3C. The source data showed that White race was originally reported to the N3C by health care institutions a total of 21 different ways, most commonly using the PCORNet code 05 (1,442,961/4,007,091, 36.0% of all White patients). “Jewish” was the only granular category available in the source data for patients whose race had been mapped to White, and 141 of the patients whose race had been mapped to White had Jewish ancestry recorded in the source data.

Figure 2. Race and ethnicity data in the National COVID Cohort Collaborative (N3C) after harmonization.

The most common code found in the source data to report Black or African American patients was PCORNet’s encoding 03 (411,537/963,676, 42.7%). Although the source data contained 24 different encodings for this group, there were no granular subcategories of Black or African American available in either the source or the mapped data.
The source data for patients whose race had been harmonized to Asian showed 22 distinct encodings, most commonly using the PCORnet code 02 (77,426/184,985, 41.9% of all Asian patients). Source data revealed 6 more granular race categories had been rolled up into Asian during the harmonization process; these more granular data represented 546 patients. The most common of these granular subcategories was Asian Indian (n=388). However, in the harmonized data, there were 1534 additional Asian Indian patients who were not rolled up into the Asian category.

Native Hawaiian or Other Pacific Islander is the smallest of the standardized racial categories found in the Enclave, and the data were initially reported using 24 different encodings prior to harmonization. In the source data, we found 2 granular subcategories that had been rolled up into Native Hawaiian or Other Pacific Islander: Guamanian/Chamorro and Polynesian. This group contained the largest proportion of people who also identified as Hispanic or Latino.

Overall, 83.8% (5,456,162/6,513,464) of the data about ethnicity conform to the standard. There was a total of 26 different encodings to represent Hispanic or Latino ethnicity in the source data, including 7 granular subcategories such as Puerto Rican, Mexican, and South American.

Nonconforming Data
About 20.7% (1,345,495/6,513,464) of the data in the N3C had not been harmonized to one of the 5 primary race categories described in the health care standard. As shown in Figure 3, nonconforming data could be divided into 7 categories.

Figure 3. Weighted tree diagram of nonconforming race data. AI/AN: American Indian or Alaska Native; EHR: electronic health record; H/L: Hispanic/Latino; N3C: National COVID Cohort Collaborative.

**Missing**
Incompleteness was the most common reason for race data to be nonconforming, and source data showed that 11.3% (734,931/6,513,464) of all patients in the N3C Data Enclave were marked as missing race data. Of the contributing health care institutions, 31 reported missing data in 29 distinct ways; most often, a zero was recorded to indicate that the data were incomplete (n=348,057). Of the patients missing data about race, 13.6% (99,853/734,931) were noted as being Hispanic or Latino in the ethnicity column.

**Other**
The second largest category of nonconforming race data was patients labeled by health care systems as “Other” race. The majority of these patients (217,476/356,778, 61.0%) was recorded as being Hispanic or Latino ethnicity. Currently, all AI/AN patient data submitted to N3C are obscured and aggregated in the “Other” category [28]. This transformation has thus far rendered data from this cohort unavailable to researchers.

**Refused**
Patients who declined to answer questions about race represented 8.0% (107,445/1,345,495) of the nonconforming data. However, examining the data about ethnicity showed that 21.1% (22,683/107,445) of these patients were Hispanic or Latino.

**Multiracial**
Multiracial patients represented 7.4% (98,979/1,345,495) of the nonconforming data and 1.5% (98,979/6,513,464) of all the patients in the N3C Data Enclave. Of the 257 different codes used by systems to represent race in the nonconforming data, 119 of them were distinct codes used to represent multiracial patients. Much of the variety was due to some systems allowing patients to select multiple races, which was then reported as several selections in a single column. Although only 3.8%
(3764/98,979) of all multiracial patients actually had more than one race recorded, this 3.8% represented 101 different combinations of codes. The most common of these were combinations of White and Black or African American (n=1563).

**Misclassified**

Examining the source data revealed that 3.1% (42,617/1,345,495) of the nonconforming race data, 0.6% (42,617/6,513,464) of all data in the N3C, were not mapped to the appropriate standard race concepts. Although only 14.8% (963,676/6,513,464) of the patients in the Enclave are Black or African American, source data showed that 45.6% (19,415/42,617) of these misclassified patients should have had their race mapped to Black or African American. The next largest group of misclassified patients was those whose source institutions had recorded Hispanic or Latino ethnicity in the race field (n=11,728)—the N3C Data Enclave treats Hispanic or Latino separately from race. Confusingly, 19.3% (2258/11,728) of the patients whose race was reported as Hispanic or Latino were labeled as Not Hispanic or Latino in the ethnicity field. Patients identified as White represented 15.9% (6557/42,617) of the misclassified data; 7.4% (3067/42,617) of these misclassified patients were Native Hawaiian or Other Pacific Islander, and 4.5% (1850/42,617) were Asian.

**Uninterpretable**

For 2268 patients, the source institution had provided a code such as “@” that did not conform to those recognized by any of the known data models. There were 2 encodings we were unable to decipher, both of which came from institutions using the TriNetX Common Data Model.

**More Granular**

Finally, 2477 patients did not map to 1 of the 5 categories because they had been labeled with a granular racial subcategory that had not been rolled up into 1 of the 5 main race categories. Nine racial subgroups are available in the nonconforming data in the N3C; 6 of these (Asian Indian, Filipino, Chinese, Korean, Vietnamese, and Japanese) should have been rolled up into the larger category of “Asian.” The most widely reported subcategory we found in the nonconforming data was “Asian Indian” (n=1534). These granular data all came from health care systems using the OMOP Common Data Model.

For patients with Hispanic or Latino ethnicity, “nonconforming” was the single largest racial category (399,831/773,695, 51.7%). One data partner mapped 2533 patients whose race had originally been recorded as Hispanic or Latino to a racial category that was subsequently labelled only as “non-White.”

**Variations by Common Data Model**

Four common data models are used by the health care institutions contributing data to the N3C Data Enclave: OMOP, PCORnet, TriNetX, and ACT. Some OMOP sites also included data in the PEDSnet common data model, which is an extension of OMOP that includes pediatric-specific data fields and standards such as age-normalized anthropometrics [29]. The Enclave itself uses the OMOP model, and non-OMOP contributing institutions preprocess their data so they can be harmonized to the OMOP model. When stratifying the patient data by the data model used by their health care institution, we found that data about patient race from TriNetX had the best conformance; 86.2% (711,075/825,001) of the TriNetX data conformed to 1 of the 5 main categories. Only 66.2% (64,242/97,097) of the race data from OMOP PEDSnet, on the other hand, achieved conformance. We found that, depending on the data model, the conformance of data about ethnicity varied more widely than the race data; although 93.1% (2,146,229/2,305,731) of data from health care institutions using PCORnet’s data model conform to the standard for reporting patient ethnicity, only 50.8% (271,304/534,179) of ethnicity data from institutions using the ACT model were adherent to the standard.

**Comparison With Other Data Sources**

Figure 4 shows how the distribution of race and ethnicity data in N3C compares with the United States overall (ie, the ACS) and 1 other EHR-based data repository, CHF. N3C, similar to CHF, has fewer Hispanic or Latino and Asian patients than the ACS but comparable rates for other groups. This is likely related to both the types of institutions that contribute data (and the patients they serve) as well as the large amount of missing or nonconforming data in both data sets.
Discussion

Principal Findings

Our analyses of the N3C Data Enclave revealed a number of facts that are important for researchers to consider when drawing conclusions based on these data. First, “no matching concept” was the second largest harmonized racial group in the N3C. A substantial portion of the records (20.7%) were in some way nonconforming, including 11.7% of all records that were missing race or ethnicity data (missing data were considered a subcategory of nonconformance in this study). Second, while data collection at the point of care needs improvement, there are also opportunities to improve the quality of these data at various points in the data pipeline. Finally, the impact of these data quality issues was not equal across all races and ethnicities. The magnitude and type of nonconformance varied across race and ethnicity, with patients of color and vulnerable communities overrepresented in the misclassified data and nonconforming data.

Implications for COVID-19 Research

The fact that the data were not randomly nonconforming means there is potential to introduce bias in analyses and conclusions drawn from these data. Because data in categories such as “other” or “missing” are often discarded by data users, any patients in those categories are at risk of being inadvertently excluded from research. Data we refer to as nonconforming included several categories that should have been either mapped or rolled up into a main category. For example, we found that the harmonized data included 18,885 patients who had been categorized as “Black” instead of being mapped into the standardized “Black or African American” category. This indicates a significant amount of heterogeneity in the data about race, an issue that may fracture research cohorts and create noise in the data. This could cause problems if data users conducting queries on the N3C database pull the information from one group and inadvertently omit the other. At best, this can be a rate-limiting factor for researchers who must spend extra time harmonizing the data and doing the mapping themselves rather than studying COVID-19.

It is, however, necessary to put these findings in context. The problems with the data about race and ethnicity are not exclusive to the N3C; indeed, a report from the CDC entitled “Addressing Gaps in Public Health Reporting of Race and Ethnicity for COVID-19” documented the same issue with public health data [30]. Compared with the CDC data on COVID-19 cases, the N3C system has significantly less missingness at 11%, compared with 24% in the CDC COVID-19 case data set. Of the data, 79% conform to CDC standard racial categories (higher than the 64% in the CHF data set), making this repository useful for COVID-19 health disparities research. Moreover, because the N3C Data Enclave gives access to race and ethnicity source values, we were able to assess misclassification and can update the racial and ethnic categorization of patients for research purposes. Though granular data represent a small portion of the overall data, they can be used for small-scale projects analyzing differences within racial categories. Given that this data set has representation from all regions in the United States [8], it can be used to validate against the CDC COVID-19 positivity rates by race.

Mismappings

Although an exhaustive assessment of the causes of mismapping is not feasible given the various mapping and transformation steps that occur upstream of the N3C Data Enclave, many occur during site-level data entry and processing. For example, contributing sites employ standard scripts to map EHR data to common data models. When data preparation is automated using such scripts, patients who have been assigned deprecated codes at the point of care may ultimately be harmonized to “No matching concept.” Misclassification of patients might also occur if multiple values have been entered into a single field, as when more than one race has been selected or when sites use the “single question” format when gathering demographic information. We hope to utilize the results of this analysis to add additional coding to these scripts to prevent misclassification and to identify ways to correct the race and ethnicity data postgestion.

“Hispanic or Latino,” Race, and Ethnicity

Our finding that Hispanic or Latino patients are overrepresented in the nonconforming race data may reflect that the 2-concept system (ie, recording “race” and “ethnicity” separately) continues to be a source of variability. Although the health care standard recommends that self-reported race and ethnicity be collected as separate concepts, some health care systems combine them and offer “Hispanic or Latino” as a possible selection under Race. The current PCORnet common data model specification recommends mapping data from patients whose race has been recorded as Hispanic or Latino to “Other,” which explains some of our finding that 61% of the data harmonized to the “Other” category come from Hispanic or Latino patients [31]. During the 2010 Census, the US Census Bureau tested a combined race-ethnicity question and found that including Hispanic origin as a racial category dramatically reduced both the item nonresponse rate and the selection of “some other race.” The results of the Census testing suggest that the issues with Hispanic/Latino data are, at least in part, attributable to the 2-question structure [32]. However, it should be noted that Hispanic or Latino patients were also overrepresented in other categories of nonconforming data, such as “Refused” (21.1% Hispanic or Latino) and “Multiracial” (47.4% Hispanic or Latino). This suggests that the heterogeneity in the data from Hispanic/Latino patients may also be a result of the difficulty people have selecting from standardized categories that they feel do not adequately represent them.

Obscured Data From American Indian or Alaska Native Patients

The lack of accessible data on AI/AN populations is a limitation of the data set. The Urban Indian Health Institute has stated that “current standard data collection practices by many federal, state, and local entities effectively omit or misclassify AI/AN populations, both urban and rural. This is particularly concerning in the midst of the COVID-19 pandemic as these current standards of practice are resulting in a gross undercount of the impact COVID-19 has on Native people” [33]. A number of
federal laws, treaties, and executive orders has established the sovereignty of Tribes and Tribal Nations over their data and the power to regulate research, although the gap between recognition of those rights and the assertion of those rights remains wide [34-36]. A legacy of harm, medical maltreatment, and research misconduct has engendered mistrust between the Tribal and clinical research communities [36]. To begin to address these issues, Tribal leaders, scholars, and advocates have established protocols and institutions to ensure human protections for research involving the AI/AN community [37]. In 2010, the US Department of Health and Human Services established a formal Tribal Consultation Policy to create a mechanism for collaboration at the federal level [38].

In December of 2021, the NCATS formally initiated a Tribal Consultation about the N3C Data Enclave. The NCATS Framing Letter, “NIH Tribal Consultation on the National COVID Cohort Collaborative (N3C),” states, “Ideally, NIH would have sought Tribal Consultation before the start of this program. However, given other COVID-related Consultations and urgency of the pandemic, NCATS decided to obscure AI/AN data until consultation could occur. During the consultation, the NIH will seek input on whether and how to make AI/AN data available through N3C” [28]. The N3C Tribal Consultation took place on February 11, 2022, and as of this writing, the testimony of the Tribal Leadership is being collected. NCATS expects to implement their recommendations by summer 2022.

It is important to note that our analysis is not an endorsement of the standard developed by the OMB and implemented by federal agencies but rather a description of how health care institutions around the United States have been implementing it. Indeed, our position is that deviations from the standard are a signal of the manner in which such categories are both arbitrary and reductionist. Our perspective is that race and ethnicity are not biological categorizations; instead, they should be viewed as social constructs that are highly context-dependent and tied to existing power dynamics. The US Census Bureau stresses this point, stating that these categories “generally reflect a social definition of race recognized in this country and not an attempt to define race biologically, anthropologically, or genetically” [39]. As variables in clinical research, the utility of race and ethnicity is that they can be used as highly imperfect proxies for the complex systemic factors (eg, racism, colonialism, socioeconomic barriers to health care delivery systems) that drive and perpetuate inequities [40,41].

**Limitations**

Finally, it should be noted that data partners, as the contributing health care institutions are referred to in the N3C, were provided with anonymity as a consideration for contributing data. This means that the provenance of these data is limited, so we do not know how they were initially collected. Finally, because most of the contributing health care institutions are recipients of a Center for Translational Science Award with an established relationship with the NCATS, it is likely that academic medical centers are overrepresented.

**Conclusion**

Twenty-eight years after Congress mandated the inclusion of racial and ethnic minority groups in federally funded clinical research with the NIH Revitalization Act [42], the ongoing lack of racially and ethnically diverse cohorts remains a challenge to improving equity in research and health care [43]. Because the COVID-19 pandemic disproportionately impacts communities of color by exacerbating existing health inequities, the accurate identification of these cohorts within N3C is crucial to identifying, understanding, and ultimately addressing these disparities. Data problems arise for many reasons, but primary among them is the discrepancy between how institutions conceptualize race and ethnicity and the far more varied ways people identify themselves [44]. The complex history of racial identification in the United States has resulted in shifting concepts of race and ethnicity [45]. Self-identified race and ethnicity are often dependent on physical attributes that, although heritable, correlate poorly with genetic similarity or ancestry. Nevertheless, race and ethnicity are well-established predictors of health outcomes and access to care. However, a multitude of factors that are both correlated with and independent of race and ethnicity may affect group differences in health and health care. Race and ethnicity are only one of many elements considered to be social determinants of health—nonmedical factors that influence health outcomes and are known to have a significant relationship with these disparities [46,47]. Teasing out which factors influence health outcomes is challenging [48], and issues with data quality and inappropriate or poorly applied standards around race and ethnicity can greatly lessen our understanding of health disparities [17].

Though there are some limitations to the racial representation in this data set, it nevertheless remains a unique resource for COVID-19 research on racial disparities. COVID-19 has served to emphasize the deadliness of these disparities and has made social conditions far worse for many Black, Hispanic, and American Indian persons living in the United States. However, these inequities are not immutable. The COVID-19 pandemic provides an opportunity for clinicians, health systems, scientists, and policy makers to address social disparities and thereby improve the health and well-being of all persons in the United States for both known and future illnesses.

Databases such as N3C spur discovery by collecting and centralizing clinical data, making national, centralized data sets available to researchers. Although intended to increase the accessibility of data, governance can paradoxically create further restrictions. Centralization efforts require that data be transformed numerous times, and differences in how race and ethnicity are conceptualized, documented, and encoded by health care institutions affect the quality of the harmonized data. Across the full data life cycle, more transparency about these numerous decisions is critical if researchers are to make accurate inferences from analyses. Careful and systematic analyses are important to better guide clinical care and public policy but also to inform iterative improvement of collection and harmonization across the EHR data life cycle.
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Abstract

Background: Many factors influence patient satisfaction during an emergency department (ED) visit, but the perception of wait time plays a central role. A long wait time in the waiting room increases the risk of hospital-acquired infection, as well as the risk of a patient leaving before being seen by a physician, particularly those with a lower level of urgency who may have to wait for a longer time.

Objective: We aimed to improve the perception of wait time through the implementation of a semiautomatic SMS text message system that allows patients to wait outside the hospital and facilitates the recall of patients closer to the scheduled time of meeting with the physician.

Methods: We performed a cross-sectional survey to evaluate the system using a tailored questionnaire to assess the patient perspective and the Unified Theory of Acceptance and Use of Technology questionnaire for the caregiver perspective. We also monitored the frequency of system use with logs.

Results: A total of 110 usable responses were collected (100 patients and 10 caregivers). Findings revealed that 97 of 100 (97%) patients were satisfied, with most patients waiting outside the ED but inside the hospital. The caregiver evaluation showed that it was very easy to use, but the adoption of the system was more problematic because of the perceived additional workload associated with its use.

Conclusions: Although not suitable for all patients, our system allows those who have a low-severity condition to wait outside the waiting room and to be recalled according to the dedicated time defined in the Swiss Emergency Triage Scale. It not only has the potential to reduce the risk of hospital-acquired infection but also can enhance the patient experience; additionally, it was perceived as a real improvement. Further automation of the system needs to be explored to reduce caregiver workload and increase its use.

(JMIR Med Inform 2022;10(9):e34488) doi:10.2196/34488
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Introduction

Background

Patients triaged with low priority in the emergency department (ED) are likely to have a long wait before being seen by a physician, as those with life-threatening and serious conditions are prioritized over patients that are less acute [1]. A side effect of long wait times is the risk that patients leave the ED without being seen by a physician, with this risk increasing significantly after a 1-hour wait [2]. It has also been shown that long wait times can result in staff interruptions by frustrated patients and lead to violent behavior [3,4]. Additionally, it has been reported that a long wait time increases the risk of contracting hospital-acquired infections [5]. As an example, Beggs et al [6] showed that the number of new cases of airborne infections increased substantially with time spent in the waiting room and the number of people waiting. However, reducing overcrowding in the ED waiting room is not a simple task [7]. The space available is often limited and the nature of the ED does not allow for a control on its occupation, which varies significantly over the course of a single day [8,9].

Several attempts have been performed to improve the wait time experience in the ED, either by minimizing the duration between triage and patient care or by acting on the actual perception of wait time [7,10]. Although organizational measures can improve ED efficiency, such as fast track [11], improved triage [12], and better team communication, they will never prevent overcrowding situations, as ED staff cannot be adjusted as quickly as the influx evolves. By contrast, improving the patient experience during the wait has been favored through interventions such as providing information to the patient about the expected wait duration [13], comfort improvement in the waiting room [14], or giving a pager to patients, which allowed them to wait in a place other than the waiting room [15]. These interventions were shown to have a positive impact and are promising strategies to be further explored.

To reduce ED congestion and improve the perception of wait time, we developed a semiautomated message (SMS text message) system that allows patients to wait outside the emergency waiting room and to be recalled closer to the actual time of the medical consultation. In this study, we explore the perceptions of this system by patients and caregivers.

A Semiautomatic SMS Text Message System

The system was initially developed at the pediatric department of Geneva University Hospitals (Geneva, Switzerland) [16], adapted later for the adult setting and deployed in September 2017, and finally introduced in the gynecology and obstetrics setting in 2019. It aims at improving patient flow in EDs by providing caregivers with a system to monitor the flow and ED occupancy. The system allows triaged patients with a low-severity grade to wait outside the ED and to be called back by a recall SMS text message system shortly before they are to be seen by a physician. A screen available to nurses provides real-time occupancy of the emergency rooms and wait times by triage level (Figure 1).

Figure 1. Main screen of the SMS text message recall system. The left-hand side represents the waiting queue in the emergency department waiting room, with each line representing the emergency level and each circle a patient currently waiting. The vertical middle row represents the emergency rooms and their occupancy, with each patient also represented by a circle. The right-hand side is the SMS text message recall system. The patients enrolled are presented with information on their arrival time and expected meeting time with the physician.

Once triaged, each patient can be registered in the SMS text message system by a nurse. A screen displays the patient’s key administrative information, allowing the administrative clerk to verify the validity of the patient’s telephone number. The nurse estimates the length of the wait and validates the patient’s registration in the system. The patient then receives a confirmation message and can leave the ED while remaining virtually in the queue. Whether they are physically present or not, all patients are moved forward normally in the queue and recalled based on their arrival time and emergency level. All registered patients waiting outside the ED are visible on a screen with a time bar individually associated with them and showing the expected time to be seen by a physician. The time bar progressively changes color based on the elapsed time and actions that need to be taken by the caregiver responsible for calling the patient back. A green bar indicates that no recall is needed yet since the meeting with the physician is still distant. The bar turns orange 20 minutes before the patient’s scheduled return, suggesting that the triage nurse call the patient back,
without being mandatory. If the scheduled return time has passed, the bar turns red.

Dispatch of the first recall SMS text message is left to the discretion of the triage nurse to determine the most opportune time to return for the visit. If the patient does not arrive within 20 minutes of the first SMS text message, the system is automated to send reminder messages every 20 minutes (total of four SMS text messages). At any time, the nurse has the possibility to inform the patient about the evolution of the situation at the ED by sending a predefined message to the patient. Depending on the situation, the message sent will inform the patient that the visit is postponed due to a strong influx of patients or that an early return is possible due to an improved situation. If the patients do not arrive after three reminder SMS text messages, a final fourth SMS text message is sent to inform them that the position in the queue is no longer guaranteed, but the visit is still possible.

Methods

Study Design

This study is a cross-sectional descriptive investigation using a mixed methods methodology, including an assessment of the patients’ experience during their wait in the ED through a tailor-made questionnaire, analysis of the system log to understand the use trend, and an assessment of nurses’ acceptance of the SMS text message recall system. The survey was conducted between March 13 and April 28, 2017, at the 24-hour ED outpatient unit at Geneva University Hospitals, the largest public hospital in Switzerland with 70,000 patient admissions each year. Utilization logs were collected from October 2017 to August 2019.

ED Setting: Emergency Outpatient Unit

Medical and traumatic pathologies are treated in 12 consultation rooms. Patients wait in a semienclosed waiting room with seating, a television, water, and newspapers. The staff (clinicians and nurses) are the same for the entire unit. The median length of stay is 3.5 hours, with a median waiting time of 1.5 hours.

When patients arrive at the main ED entrance, they are first seen by a triage nurse who decides whether the patient is a candidate for the outpatient unit, based on the Swiss Emergency Triage Scale [17]. Level 1 is a life-/limb-threatening situation where the patient must be seen immediately by a physician. Level 2 must be seen within 20 minutes, level 3 within 120 minutes, and level 4 is considered nonurgent. A total of 80% of patients who come to the ED are classified as level 3 and 4% as level 2. After triage, the patient goes through an automated triage scale where the patient must be seen immediately by a physician [18]. The probability of leaving the ED prematurely is linked to flow concern as demonstrated in previous studies [19].

Study Participants

Patients presenting to the ED outpatient unit with a triage level of 3 and 4 (according to the 4-level Swiss Triage Scale) were invited to participate in the questionnaire part of the study if they were 16 years of age or older and spoke French. We used a convenience sampling method and arbitrarily defined the sample size as 100 participants. Exclusion criteria were patients not capable of discernment (eg, unconscious, intoxicated, extreme trauma, or cognitive impairment), unable to read/understand French, vision problems, severe pain or overly aggressive, and those who had already completed the questionnaire.

Measurement Instruments

Patient Satisfaction Questionnaire

A 12-item questionnaire was designed to assess the patient experience among those who had used the SMS text message system. This questionnaire was of our own design. It contained an item aiming to determine the minimum expected wait time before patients find the system useful. It also explored where the patient waited until being taken care of, whether the advertised waiting time matched the actual waiting time, and whether the content of the SMS text message was clear. Users were asked if they felt stressed during the wait, if they had enough time to come back to the emergency room, and if they were satisfied with the system overall. In addition, the actual wait time for each patient who completed the questionnaire was extracted from the hospital clinical information system.

Caregiver Acceptance Questionnaire

The 21-item Unified Theory of Acceptance and Use of Technology (UTAUT) questionnaire is a unified technology acceptance model formulated by Venkatesh et al [20] as a conceptual framework to understand users’ intended use and acceptance of new information technologies, which can be determined by 5 constructs: (1) performance efficiency (4 questions), (2) effort expectancy (4 questions), (3) social influence (4 questions), (4) facilitating conditions (4 questions), and (5) behavioral intention to use the system in the future (3 questions). Each question is scored on a 7-point Likert scale. The questionnaire was distributed anonymously to all nurses working with the system.

System Use Logs

System use was assessed by analysis of the system use logs. A log, including a time stamp, was generated each time a caregiver entered a patient into the SMS text message system, as well as each time a SMS text message was sent.

Procedure and Ethical Considerations

The Geneva Institutional Ethics Committee approved the study protocol (Réu-2016-00555). Patient participation in the study was voluntary, and oral consent was obtained prior to the intervention. After verification of the inclusion criteria, the nurse asked the patients if they agreed to use the SMS text.
message recall system. Information about the study and confidentiality were given verbally. If accepted, the patients were allowed to wait wherever they wanted (ie, in or outside the ED). We did not verify where the patient waited as it would have been difficult to trace. We arbitrarily decided to set the number of questionnaires to be completed at 100.

Once back in the ED, the patient was immediately brought to a consultation room. The patient was given the study questionnaire by a nurse while waiting for the physician. The nurse remained available for any questions and to assist the patient in completing the questionnaire if necessary. Instructions were given to the medical staff to see the patients immediately after completion of the questionnaire. Once completed, questionnaires were collected by nurses and placed in a dedicated box in a secure room. Questionnaires were collected each morning by a scientific collaborator, and the responses were entered into an Excel (Microsoft Corporation) file. To link the questionnaire data to data extracted from the hospital clinical information system, we used a mapping file linking the questionnaire ID to the patient ID. Once all data were included in the Excel file, only the questionnaire ID was retained to ensure anonymous analysis.

Statistical Analysis
Descriptive statistics were generated to present the demographic and medical characteristics of participants. The difference of the average mean between each level of patient satisfaction was analyzed using an ANOVA performed on SPSS 26 (IBM Corp) software. The caregiver acceptance questionnaire was analyzed by computing the proportion of each response for a given item. UTAUT scores were reported as the average score given to all items of a given dimension for all participants. System logs were analyzed by looking at the number of SMS text messages sent each month during the observation period.

Results

Demographics
Patient questionnaires were distributed between March 13 and April 28, 2017, by a total of 20 nurses during two different shifts (7:30 AM to 4 PM and 3 PM to 11:30 PM). The total number of collected questionnaires was 100. One patient was excluded because he visited the unit twice during the study period. The questionnaire took an average of 10 minutes to complete. Baseline patient demographics and data related to the medical encounter are shown in Table 1. Of the 100 respondents, 87 (87%) were classified with an emergency level of 3, and 12 (12%) were classified in level 4. No patients were classified as levels 1 or 2 as these acuity triage levels require immediate care. The nurses’ questionnaire was proposed to all nurses of the unit (n=25) but was only completed by 10 nurses.

Table 1. Demographics of participants and information on their medical encounter.

<table>
<thead>
<tr>
<th>Participants (N=100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Triage level, n (%)</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>Missing</td>
</tr>
<tr>
<td>Wait time (hours), n (%)</td>
</tr>
<tr>
<td>&lt;1</td>
</tr>
<tr>
<td>1-2</td>
</tr>
<tr>
<td>2-3</td>
</tr>
<tr>
<td>3-4</td>
</tr>
<tr>
<td>&gt;4</td>
</tr>
</tbody>
</table>

Patient Satisfaction Questionnaire
As presented in Table 2, of the total 100 respondents, 97% (n=97) were satisfied with the SMS text message system. Among these, approximately 75% (n=75) were totally satisfied with their waiting time and 56% (n=56) were satisfied. A total of 79 (79%) respondents waited outside of the ED but inside the hospital, as the facility offers the possibility to wait in pleasant places such as the cafeteria, adjacent green spaces, and the meditation room. The fact that patients waited close to the ED was confirmed by the fact that 86% (n=86) of patients returned to the ED on foot. Therefore, 92 (92%) patients had sufficient time to return to the ED once recalled. A total of 95 (95%) patients considered the SMS text message to be clear and 72 (72%) did not feel particularly stressed waiting outside the ED.
### Table 2. Questionnaire results.

<table>
<thead>
<tr>
<th>Question</th>
<th>Participants (N=100), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Where did you spend your time while waiting?</strong></td>
<td></td>
</tr>
<tr>
<td>At home</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Outside the hospital</td>
<td>13 (13)</td>
</tr>
<tr>
<td>Inside the hospital</td>
<td>80 (80)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (6)</td>
</tr>
<tr>
<td><strong>How do you rate your actual wait time compared to the wait time announced by the nurses?</strong></td>
<td></td>
</tr>
<tr>
<td>Longer</td>
<td>25 (25)</td>
</tr>
<tr>
<td>Shorter</td>
<td>49 (49)</td>
</tr>
<tr>
<td>Equal</td>
<td>25 (25)</td>
</tr>
<tr>
<td>Not informed</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>The SMS text message content was clearly understandable?</strong></td>
<td></td>
</tr>
<tr>
<td>Totally agree</td>
<td>72 (72)</td>
</tr>
<tr>
<td>Partly agree</td>
<td>23 (23)</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Partly disagree</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Totally disagree</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Did you experience a feeling of stress linked to your absence from the emergency waiting room?</strong></td>
<td></td>
</tr>
<tr>
<td>Totally agree</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Partly agree</td>
<td>10 (10)</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>11 (11)</td>
</tr>
<tr>
<td>Partly disagree</td>
<td>22 (22)</td>
</tr>
<tr>
<td>Totally disagree</td>
<td>50 (50)</td>
</tr>
<tr>
<td><strong>Did you have enough time to return to the emergency room after receiving the recall message?</strong></td>
<td></td>
</tr>
<tr>
<td>Totally agree</td>
<td>59 (59)</td>
</tr>
<tr>
<td>Partly agree</td>
<td>33 (33)</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Partly disagree</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Totally disagree</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>How did you return to the emergency room after receiving the recall message?</strong></td>
<td></td>
</tr>
<tr>
<td>On foot</td>
<td>86 (86)</td>
</tr>
<tr>
<td>Public transport</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Private transport</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (4)</td>
</tr>
<tr>
<td><strong>Are you satisfied with the SMS text message recall service?</strong></td>
<td></td>
</tr>
<tr>
<td>Totally agree</td>
<td>75 (75)</td>
</tr>
<tr>
<td>Partly agree</td>
<td>22 (22)</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Partly disagree</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Totally disagree</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Were you satisfied with your waiting time?</strong></td>
<td></td>
</tr>
<tr>
<td>Totally agree</td>
<td>28 (28)</td>
</tr>
<tr>
<td>Partly agree</td>
<td>28 (28)</td>
</tr>
</tbody>
</table>
Participants (N=100), n (%)

<table>
<thead>
<tr>
<th>Perception</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neither agree nor disagree</td>
<td>20 (20)</td>
</tr>
<tr>
<td>Partly disagree</td>
<td>12 (12)</td>
</tr>
<tr>
<td>Totally disagree</td>
<td>11 (11)</td>
</tr>
</tbody>
</table>

By asking patients what would be the minimum duration of expected wait that would trigger an interest to be enrolled in the system in a future encounter (Table 3), we found that 45 of the 100 (45%) patients were interested in the system regardless of the waiting time. After 30 minutes of expected waiting time, 75 (75%) patients were interested in the system, and 87 (87%) patients were interested after 1 hour.

Table 3. Patients interested in using the SMS text message system after n minutes.

<table>
<thead>
<tr>
<th>Number of minutes</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>45 (45)</td>
</tr>
<tr>
<td>10</td>
<td>51 (51)</td>
</tr>
<tr>
<td>20</td>
<td>63 (63)</td>
</tr>
<tr>
<td>30</td>
<td>75 (75)</td>
</tr>
<tr>
<td>40</td>
<td>75 (75)</td>
</tr>
<tr>
<td>50</td>
<td>75 (75)</td>
</tr>
<tr>
<td>60</td>
<td>87 (87)</td>
</tr>
<tr>
<td>70</td>
<td>87 (87)</td>
</tr>
<tr>
<td>80</td>
<td>88 (88)</td>
</tr>
<tr>
<td>90</td>
<td>93 (93)</td>
</tr>
<tr>
<td>100</td>
<td>93 (93)</td>
</tr>
<tr>
<td>110</td>
<td>93 (93)</td>
</tr>
<tr>
<td>120</td>
<td>100 (100)</td>
</tr>
</tbody>
</table>

Satisfaction and Waiting Time

To determine whether wait time duration influenced the level of patient satisfaction with wait time, we assessed if the differences in mean wait time across the five wait time satisfaction modalities (ie, totally disagree, partly disagree, neither agree nor disagree, partly agree, and totally agree) were statistically significant (descriptive statistics are presented in Table 4). As the homogeneity of variance using Levene was not statistically significant (P=.42), meaning that the variances were equal across groups, an ANOVA was performed. We found no significant differences between wait time means as a function of wait time satisfaction (P=.32; \(F_d=1.193\)).

Table 4. Average wait duration according to user satisfaction with wait time.

<table>
<thead>
<tr>
<th>Satisfaction with wait time</th>
<th>Wait time (min), mean (SD)</th>
<th>Participants (N=100), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Totally disagree</td>
<td>86.9091 (64.28)</td>
<td>11 (11)</td>
</tr>
<tr>
<td>Partly disagree</td>
<td>105.0833 (58.78)</td>
<td>12 (12)</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>101.5000 (58.06)</td>
<td>20 (20)</td>
</tr>
<tr>
<td>Partly agree</td>
<td>98.3929 (47.88)</td>
<td>28 (28)</td>
</tr>
<tr>
<td>Totally agree</td>
<td>75.0357 (46.22)</td>
<td>28 (28)</td>
</tr>
<tr>
<td>Total</td>
<td>91.9495 (53.10)</td>
<td>99 (99)</td>
</tr>
</tbody>
</table>

Caregiver Acceptance Questionnaire

The UTAUT questionnaire distributed to all nurses using the system was completed by 10 nurses (20% participation rate; Table 5). Nurses emphasized the good ergonomics of the system as they rated effort expectancy with an average score of 6.0. This was also confirmed by the facilitating condition dimension, including the resources and knowledge necessary to use the system, which were ranked above 5. Behavioral intention was high as most users intended to use the system frequently in the future on a daily basis. The expected gain on performance was less obvious for respondents. Although most users found the system useful (mean 4.5, SD 1.9), they did not find that the system increased their productivity (mean 3.2, SD 1.6) or speed at work (mean 3.0, SD 1.4). Hedonic motivation ranked below 4 as users did not find the system enjoyable or fun to use.
Finally, social influence scored the lowest (mean 2.3, SD 1.9) as all users did not observe a positive influence on their peers or hierarchy toward the use of the system.

Table 5. Score distribution for each UTAUT dimension.

<table>
<thead>
<tr>
<th>UTAUT* dimension</th>
<th>Nurses’ scores, n (%)</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy (n=33)</td>
<td>1 (3) 13 (39) 4 (12) 4 (12) 5 (15) 4 (12) 2 (6)</td>
<td>3.6 (1.8)</td>
</tr>
<tr>
<td>Effort expectancy (n=44)</td>
<td>0 (0) 3 (7) 0 (0) 3 (7) 6 (14) 9 (20) 23 (52)</td>
<td>6.0 (1.4)</td>
</tr>
<tr>
<td>Social influence (n=19)</td>
<td>12 (63) 0 (0) 0 (0) 4 (21) 2 (11) 0 (0) 1 (5)</td>
<td>2.3 (1.9)</td>
</tr>
<tr>
<td>Facilitating condition (n=41)</td>
<td>1 (2) 3 (7) 1 (2) 6 (15) 11 (27) 6 (15) 13 (32)</td>
<td>5.3 (1.6)</td>
</tr>
<tr>
<td>Hedonic motivation (n=24)</td>
<td>5 (21) 5 (21) 3 (13) 4 (17) 2 (8) 2 (8) 3 (13)</td>
<td>3.5 (2.1)</td>
</tr>
<tr>
<td>Behavioral intention (n=30)</td>
<td>0 (0) 2 (7) 3 (10) 4 (13) 6 (20) 6 (20) 9 (30)</td>
<td>5.3 (1.6)</td>
</tr>
</tbody>
</table>

*UTAUT: Unified Theory of Acceptance and Use of Technology.

Log Analysis

Figure 2 shows the number of unique patients entered into the SMS text message system from its introduction on October 1, 2017, to August 31, 2019. Although not always continuous, there was a clear trend of an increase in system use over time, ranging from 46 patients enrolled in November 2017 to 546 in July 2019. This corresponds to the trend of a linear function (18*x + 14) meaning that each month 18 additional patients are included in the system.

Figure 2. Number of unique patients enrolled in the SMS text message system each month (October 1, 2017, to August 31, 2019) and linear trend.

Discussion

Principal Findings

In this study, we found that 87 of the 100 (87%) patients with low-to-moderate urgency were interested in waiting outside the ED waiting room when the expected wait time was 1 hour or more. In a previous study, we observed that patients perceived the wait to be acceptable if it did not exceed 1 hour [21]. After 2 hours, they preferred to leave the ED before seeing a physician [22]. We observed that waiting outside the emergency room was perceived as a source of stress for <20% of participants, possibly related to the perceived reduced control over the situation when outside the room. Indeed, patients waiting outside the waiting room have no view on the current situation and can easily imagine being forgotten by ED staff [23]. Patients may also be concerned that their condition may worsen [24]. Thus, it may be worthwhile to send a recall SMS text message at regular intervals to indicate the patient’s current place in the waiting queue to provide reassurance about their position and the progression of the ED process [25]. The messages could also inform the patient about the proper actions in case their condition worsens, such as approaching a specific person or to go to a specific desk to advise staff. This type of concern has already been highlighted in another report showing that some patients want to remain visible to the caregiver to avoid being forgotten [26].
By comparing the relationship between wait time and satisfaction with our previous study [21] performed in a similar setting, we observed a reduced negative influence of the average wait time on patient satisfaction. Whereas in previous studies longer wait times led to significantly less satisfied patients, this relationship was no longer observed in our study [27]. This may indicate that patients are less concerned about the length of wait if they can wait in another location than in a waiting room where they have little to do but remain seated until they are taken care of. This correlates well with our results indicating that most patients were willing to use the system if the wait was longer than 1 hour.

Use of the system by the nursing staff began at a low frequency but increased steadily over time. Nurses’ initial reaction to the system was negative or neutral, and they initially perceived the tool as an additional burden to their workload. This phenomenon has already been observed in other studies [28,29]. The use of the system by many patients allowed it to predict potential benefits of the tool, such as reduced interruptions due to inpatient patients and reduced aggressive behavior in the waiting room due to long wait times [30]. However, informal feedback from nurses using the system highlighted the difficulty of using it when the ED was crowded. This is probably because busy nurses have less time to use the system in addition to regular duties that result in a contradictory effect that prevents the system from being used when it would be most useful. There are two solutions that can be considered to deal with this problem. Either the system can be used by administrative staff or the system can be automated. At our institution, the drive to develop this system has been a top-down process, and we plan to employ administrative workers to offload these tasks from nursing staff.

Limitations
A strong limitation of the paper is the absence of a strict control group. To compare the effect of our intervention on the relationship between wait time and patient satisfaction, we used the results of a previous study [21] conducted in the same setting where we explored the factors associated with wait perception as a preintervention finding. However, since the questionnaire was not the same, the comparison is limited. The selection of patients based on their interest in using the SMS text message system must be taken into account as it certainly has an impact on the high satisfaction rate, as well as on the low-stress rate related to a wait outside the ED. Indeed, a patient with a high-stress level could refuse to use the system.

Another limitation is the use of a questionnaire of our own design. Since the questionnaire has not been scientifically validated, we cannot guarantee that it measured accurately the investigated constructs. Unfortunately, we did not record the acceptance rate of the system, and it would have been interesting to see how many patients refused the system and preferred to stay in the waiting room. The low participation rate of nurses is also a limitation, and it will be useful to conduct a further survey following the training of administrative staff to take over tasks.

Conclusions
Waiting in the emergency waiting room is a source of frustration for the patient. In addition to the increase in aggressive attitudes in some patients when the ED waiting room is crowded, it also puts patients at risk of hospital-acquired infections. We observed a high level of satisfaction with our SMS text message recall system, allowing a wait outside the ED, but the adoption was more difficult among nurses. Relying on further automation of the system may be an interesting solution to reduce caregiver workload, but this must be done with caution given the high unpredictability of the ED waiting process.
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Abstract

Background: Electronic health records (EHRs) are the electronic records of patient health information created during ≥1 encounter in any health care setting. The Health Information Technology Act of 2009 has been a major driver of the adoption and implementation of EHRs in the United States. Given that the adoption of EHRs is a complex and expensive investment, a return on this investment is expected.

Objective: This literature review aims to focus on how the value of EHRs as an intervention is defined in relation to the elaboration of value into 2 different value outcome categories, financial and clinical outcomes, and to understand how EHRs contribute to these 2 value outcome categories.

Methods: This literature review was conducted using PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses). The initial search of key terms, EHRs, values, financial outcomes, and clinical outcomes in 3 different databases yielded 971 articles, of which, after removing 410 (42.2%) duplicates, 561 (57.8%) were incorporated in the title and abstract screening. During the title and abstract screening phase, articles were excluded from further review phases if they met any of the following criteria: not relevant to the outcomes of interest, not relevant to EHRs, nonempirical, and non–peer reviewed. After the application of the exclusion criteria, 80 studies remained for a full-text review. After evaluating the full text of the residual 80 studies, 26 (33%) studies were excluded as they did not address the impact of EHR adoption on the outcomes of interest. Furthermore, 4 additional studies were discovered through manual reference searches and were added to the total, resulting in 58 studies for analysis. A qualitative analysis tool, ATLAS.ti. (version 8.2), was used to categorize and code the final 58 studies.

Results: The findings from the literature review indicated a combination of positive and negative impacts of EHRs on financial and clinical outcomes. Of the 58 studies surveyed for this review of the literature, 5 (9%) reported on the intersection of financial and clinical outcomes. To investigate this intersection further, the category “Value–Intersection of Financial and Clinical Outcomes” was generated. Approximately 80% (4/5) of these studies specified a positive association between EHR adoption and financial and clinical outcomes.

Conclusions: This review of the literature reports on the individual and collective value of EHRs from a financial and clinical outcomes perspective. The collective perspective examined the intersection of financial and clinical outcomes, suggesting a reversal of the current understanding of how IT investments could generate improvements in productivity, and prompted a new question to be asked about whether an increase in productivity could potentially lead to more IT investments.

(JMIR Med Inform 2022;10(9):e37283) doi:10.2196/37283
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Introduction

Electronic health records (EHRs) are described as electronic records of patient health information created by ≥1 encounter in any health care setting and include patient demographics, issues, medication information, laboratory data, radiology reports, and history [1]. EHRs enable health information exchange, clinical decision support, diagnostic support, patient health portals, and more [2]. EHR use has the potential to improve the quality of care and patient safety [3] and has become an important part of the modern health system because of government policies, technology developments, health care challenges, and market situations [4]. The Health Information Technology for Economic and Clinical Health (HITECH) Act has been a major driver of the increase in the adoption and implementation of EHRs [5].

The HITECH Act of 2009 was passed to decrease health care costs, improve quality, and increase patient safety through incentives for providers (physicians) and organizations that provided proof of their meaningful use (MU) of certified EHR systems [5]. Approximately US $27 billion in incentives was given to physicians and hospitals that adopted and used EHRs according to federally defined “meaningful use” criteria [6]. Out of US $27 billion, US $406 million was allotted to Medicare Advantage Organizations for eligible providers. The Center for Medicare and Medicaid Services (CMS) provided subsidy payments of US $63,750 over 6 years for Medicaid or US $44,000 over 5 years for Medicare to individual physicians if they used certified EHRs beginning in 2011 and exhibited MU criteria [7]. It is worth noting that in 2018, the CMS refocused MU on increasing health information exchange and patient access to data, renaming MU as Promoting Interoperability Programs.

Given that it has been over a decade since the HITECH Act was passed, sufficient data are available to understand how EHR adoption investment adds value to the hospitals that have EHR systems in place. It is important to first define “value” to understand the value of EHR adoption from a comprehensive perspective.

When reviewing the cost and resources associated with EHR adoption, it is generally considered to be an expensive investment [8,9], with an expectation of a return or value on the investment. Typically, return on investment (ROI) is measured by dividing the net profit by the net investment [10]. ROI-related concerns about EHR adoption were considered to be a major barrier to the adoption of EHRs, primarily as the value was unknown [11]. Jang et al [9] calculated the ROI for EHR adoption by looking at the breakeven point of EHR adoption investment. This study focused on 17 community primary care practices targeting the financial aspect of EHR adoption but did not consider the financial aspect of multilayered decisions such as system selection, employee training, updating or maintaining systems, and training employees for updated systems [11].

Moving beyond ROI, value can be defined as "considering (someone or something) to be important or beneficial" [12]. To simplify this definition, anything that benefits or is important to an individual is considered to be valuable to that individual, regardless of it being an action or intervention. Value is defined in multiple ways within the health care industry. Payne et al [13] describe value as dollars (financial), productivity (clinical), or effectiveness (clinical). Payne et al [13] also suggest that health IT (HIT) literature is primarily focused on productivity (process) and effectiveness (outcome), followed by dollars (outcome). Feldman et al [14] explain value as a combination of tangible (dollars, financial) and intangible (doing the right thing; trust relationships, social) components. In terms of examining the EHR value component, another study analyzed the value of EHRs in terms of efficiency (clinical) and cost savings (financial). This study further used efficiency to derive value by looking at the quality of care and cost savings from better claims management and reduced payments [11]. Riskin et al [15] highlighted the national focus on health reform and defined its value in terms of improved outcomes (clinical) and reduced costs (financial). Yeung [16] discussed EHR in terms of value as it is connected to improving services (clinical) delivered at local health departments. Hepp et al [17] evaluated the value of EHRs by looking at EHRs as a cost-effective strategy to improve medication safety (clinical). Adler-Milstein et al [18] analyzed different scopes of the value of EHRs by gauging process adherence (clinical), patient satisfaction (clinical), and efficiency outcomes (clinical).

The environment in which HIT is used may have an impact on the value that is derived from HIT [19]. For example, Peterson et al [11] suggested that current users of EHR systems focus on value in terms of improving workflows and, as a result, better clinical outcomes, whereas local health departments or community clinics may focus on value in terms of capturing patient information to improve the services that are provided [16] or for ambulatory settings on increasing medication safety [17]. Thinking about EHRs’ value more holistically, the value could equate with increased revenue and reduced cost (financial). For patients, it could mean improved health and prevention of illness (outcomes); for providers, it could signal reduced errors and an increase in the efficiency of care (process); and for the government, it could correspond with improvements in population health through timely public health reporting and population well-being (process and outcomes) [13].

The World Health Organization defines an outcome measure as “a change in the health of an individual, group of people, or population that is attributable to an intervention or series of interventions” [20]. Outcomes, in the conventional health services sense, are usually regarded as clinical outcomes [21]; however, to represent the scope of the Triple Aim of health care, the authors built upon the literature to broaden the definition of outcomes to include financial and social outcomes, in addition to traditional clinical outcomes.

This review of the literature aimed to describe how the value of EHRs, as an intervention, is defined in relation to the elaboration of value into 2 different value outcome categories, financial and clinical outcomes, and by understanding the contributions that EHRs make to these 2 value outcome categories.
Methods

This review was conducted using the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [22]. This method has been used for other qualitative analyses of literature and is therefore regarded as a suitable method for this qualitative systematic review of the literature [23,24]. To capture the multidisciplinary evidence in this field, the following databases were used to conduct the initial search: PubMed, Scopus, and Embase. To capture the decade that followed the enactment of the HITECH Act, the literature published in English between January 2009 and December 2019 was used as a filter to refine the results. The initial keywords used were “electronic health records,” “EHR,” “value,” “financial outcomes,” and “clinical outcomes.” To ensure the comprehensiveness of the literature search, all the outcome categories were searched separately and in conjunction with one another. The search strings and gathered results were extensive and lengthy and are recorded in Table 1. To optimize the chance of finding relevant studies on the value of EHR from the financial and clinical outcomes perspective after the enactment of the HITECH Act, the following filters were applied to the searches: (1) keywords in the title or abstract, (2) published in English, (3) published in the United States only, and (4) published between 2009 and 2019, when applicable.

A total of 971 articles was included in the initial literature screening, of which, after removing 410 (42.2%) duplicates, 561 (57.8) were incorporated in the title and abstract screening. During the title and abstract screening phase, articles were excluded from further review phase if they met any of the following criteria: (1) not relevant to the outcomes of interest, (2) not relevant to EHRs, (3) nonempirical, and (4) non–peer reviewed. After the application of the exclusion criteria, 80 studies remained for a full-text review. After evaluating the full text of the residual 80 studies, 26 (33%) studies were excluded as they did not address the impact of EHR adoption on the outcomes of interest. Following this, 4 additional studies were discovered through manual reference searches and were added to the total, resulting in 58 studies for analysis. Figure 1 displays this process in a flow diagram. Both authors were involved in the article search, selection, and review process.

The 58 studies selected for inclusion are exhibited in the Results section and are organized by outcome category. ATLAS.ti (version 8.2), a qualitative data analysis tool, was used to categorize and code the final 58 studies. All studies were uploaded into ATLAS.ti as full-text documents with names that included the first author, year of publication, and article title. Qualitative data analysis software was deemed fitting for this type of analysis as it allows for the possibility of applying a recurring and reiterative approach to data analysis that is efficient and would have been difficult to replicate using a spreadsheet application [25].

The coding process began by analyzing each article to understand the context in relation to how each outcome category is defined in the literature and learn about the evaluation process of the impact of EHRs on these outcome categories. For this study, overarching a priori categories (financial outcomes and clinical outcomes) were used, and the studies were further categorized under these 2 overarching categories. Additional categories that were developed included the following:

- Financial outcomes: cost, revenue, profit margins, reimbursement, and return on assets
- Clinical outcomes: productivity, workflow efficiency, medical errors, patient safety, patient satisfaction, clinical volume, readmission rates, length of stay (LOS), and quality indicators at individual patient levels

Additional categories were added as necessitated throughout the coding and category generation process, which was part of the larger data analysis process. For example, introduction and gap categories were generated as they assisted in the writing of the introduction and gap and supplied context for this review of literature; however, quotations included in these categories did not necessarily factor into the results presented.
### Table 1. Search strings from the literature search for the impact of electronic health records on financial and clinical outcomes (N=971).

<table>
<thead>
<tr>
<th>Database and keywords</th>
<th>Results, n (%)</th>
<th>Filters</th>
<th>Results after applying filters, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PubMed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="PubMed" alt="Database and keywords" /></td>
<td>193 (19.9)</td>
<td>Years: 2009-2019; language: English</td>
<td>179 (18.4)</td>
</tr>
<tr>
<td><img src="PubMed" alt="Filters" /></td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><img src="PubMed" alt="Results after applying filters" /></td>
<td>0 (0)</td>
<td>N/A</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Scopus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="Scopus" alt="Database and keywords" /></td>
<td>39 (4)</td>
<td>Years: 2009-2019; language: English</td>
<td>33 (3.4)</td>
</tr>
<tr>
<td><img src="Scopus" alt="Filters" /></td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><img src="Scopus" alt="Results after applying filters" /></td>
<td>1 (0.1)</td>
<td>Years: 2009-2019; language: English</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td><strong>Embase</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="Embase" alt="Database and keywords" /></td>
<td>70 (7.2)</td>
<td>Years: 2009-2019; language: English; country: United States</td>
<td>35 (3.6)</td>
</tr>
<tr>
<td><img src="Embase" alt="Filters" /></td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><img src="Embase" alt="Results after applying filters" /></td>
<td>0 (0)</td>
<td>N/A</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Database and keywords</td>
<td>Results, n (%)</td>
<td>Filters</td>
<td>Results after applying filters, n (%)</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------------------</td>
<td>----------------</td>
<td>-------------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>(&quot;electronic health record*&quot;:ti,ab,kw OR &quot;electronic medical record*&quot;:ti,ab,kw OR &quot;computerized health record*&quot;:ti,ab,kw OR &quot;computerized medical record*&quot;:ti,ab,kw OR ehr:ti,ab,kw OR &quot;electronic patient record*&quot;:ti,ab,kw OR &quot;electronic health record&quot;:ti,ab,kw) AND (finance*:ti,ab,kw OR monetary:ti,ab,kw OR economic*:ti,ab,kw OR fiscal:ti,ab,kw OR &quot;economic&quot;:ti,ab,kw) AND (clinical:ti,ab,kw OR quality:ti,ab,kw) AND (&quot;follow-up studies&quot;:ti,ab,kw OR &quot;follow up stud*&quot;:ti,ab,kw OR prognos*:ti,ab,kw OR predict*:ti,ab,kw OR course:ti,ab,kw OR &quot;followup stud*&quot;:ti,ab,kw OR efficacy:ti,ab,kw OR complication:ti,ab,kw OR chang*:ti,ab,kw OR effective*:ti,ab,kw OR evaluat*:ti,ab,kw OR impev*:ti,ab,kw OR indicat*:ti,ab,kw OR impact*:ti,ab,kw OR consequence*:ti,ab,kw OR development*:ti,ab,kw OR result*:ti,ab,kw OR outcome*:ti,ab,kw) AND (adopt*:ti,ab,kw OR implement*:ti,ab,kw)</td>
<td>350 (36)</td>
<td>Years: 2009-2019</td>
<td>303 (31.2)</td>
</tr>
<tr>
<td>(&quot;electronic health records adoption&quot;:ti,ab,kw OR &quot;ehr adoption&quot;:ti,ab,kw) AND &quot;financial outcomes&quot;:ti,ab,kw</td>
<td>0 (0)</td>
<td>N/A</td>
<td>0 (0)</td>
</tr>
<tr>
<td>(&quot;electronic health records adoption&quot;:ti,ab,kw OR &quot;ehr adoption&quot;:ti,ab,kw) AND &quot;financial&quot;:ti,ab,kw</td>
<td>42 (4.3)</td>
<td>Years: 2009-2019</td>
<td>35 (3.6)</td>
</tr>
<tr>
<td>(&quot;electronic health records adoption&quot;:ti,ab,kw OR &quot;ehr adoption&quot;:ti,ab,kw) AND &quot;clinical outcomes&quot;:ti,ab,kw</td>
<td>3 (0.3)</td>
<td>Years: 2009-2019</td>
<td>3 (0.3)</td>
</tr>
<tr>
<td>(&quot;electronic health records adoption&quot;:ti,ab,kw OR &quot;ehr adoption&quot;:ti,ab,kw) AND &quot;clinical&quot;:ti,ab,kw</td>
<td>104 (10.7)</td>
<td>Years: 2009-2019</td>
<td>95 (9.8)</td>
</tr>
</tbody>
</table>

^N/A: not applicable.
Results

Information from the reviewed articles (n=58) was analyzed to ascertain how the value of EHRs is determined regarding financial and clinical outcomes relative to how they are defined earlier in this paper. In addition, findings from this review of the literature describe how EHR adoption affects each outcome category.

Financial Outcomes

Of the 58 studies reviewed, 21 (36%) studies incorporated segments that were coded under the “Value-Financial Outcomes” category. Different measures of financial outcomes were used in these studies, such as cost [26-29], revenue [28,29], profit margins [8,27], reimbursement [30], and return on assets [8]. These different financial outcome measures are described and detailed in Table 2. The included studies contained positive (17/58, 81%), negative (4/58, 19%), and no (3/58, 14%) association relationships between EHR adoption and financial outcomes. There were overlapping positive and negative impacts of EHR adoption on financial outcomes in some of the reviewed studies.
<table>
<thead>
<tr>
<th>Study</th>
<th>Journal or conference</th>
<th>Study period or data set</th>
<th>Objective</th>
<th>Outcome measures</th>
<th>Financial (n=21)</th>
<th>Clinical (n=54)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adler-Milstein et al [18]</td>
<td>Health Services Research</td>
<td>AHA IT Supplement Survey (2008-2011), AHA Annual Survey (2009-2012), CMS Hospital Compare data set (2009-2012), and CMS EHR Incentive Program Reports</td>
<td>To examine the relationship between EHR adoption and hospital outcomes</td>
<td>Efficiency (measured by the ratio of a hospital’s total expenditures to adjusted patient days), process adherence, and patient satisfaction</td>
<td>✓✓</td>
<td>✓</td>
</tr>
<tr>
<td>Appari et al [31]</td>
<td>The American Journal of Managed Care</td>
<td>Cross-sectional retrospective study, data on hospital patient safety performance (2008-2010) combined with IT systems data (2007; n=3002 non-federal acute care hospitals)</td>
<td>To determine whether HIT systems are associated with better patient safety in acute care settings</td>
<td>Adverse event indicators developed by AHRQ (death among surgical patients with serious, treatable complications; collapsed lung that results from medical treatment [iatrogenic pneumothorax]; breathing failure after surgery [postoperative respiratory failure]; blood clots in the lung or a large vein after surgery [postoperative pulmonary embolism or deep venous thrombosis]; wounds that split open after surgery [postoperative wound dehiscence]; accidental cuts and tears [ accidental puncture or laceration]; death after surgery to repair a weakness in the abdominal aorta [abdominal aortic aneurysm mortality rate]; and death among patients with hip fractures [ hip fracture mortality rate])</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Bae et al [32]</td>
<td>BioMed Central Health Services Research</td>
<td>National Ambulatory Medical Care Survey (37,962 patient visits to 1470 primary care physicians from 2006 to 2009)</td>
<td>To analyze the impact of EHRs on primary care physicians’ workloads</td>
<td>Duration measured in minutes of the face-to-face encounter between physicians and patients (patient face time) for direct patient care during the office visit and number of total patient office visits per physician per week (patient volume)</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Behkami et al [33]</td>
<td>Studies in Health Technology and Informatics</td>
<td>Simulation of clinic-type scenarios to capture the dynamic nature of policy interventions that affect the adoption of EHR</td>
<td>To describe a framework that allows decision-makers to efficiently evaluate factors that affect EHR adoption and test financial incentives</td>
<td>Revenue</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Journal or conference</td>
<td>Study period or data set</td>
<td>Objective</td>
<td>Outcome measures</td>
<td>Financial (n=21)</td>
<td>Clinical (n=54)</td>
</tr>
<tr>
<td>-------</td>
<td>----------------------</td>
<td>-------------------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Bishop et al [34]</td>
<td>Health Affairs</td>
<td>Interviews of medical group leaders (n=21) who use electronic communication with patients extensively and staff from 6 of the groups</td>
<td>To understand how primary care practices can use electronic communication to manage clinical issues that are usually managed during clinic visits; determine perceived advantages and disadvantages of the electronic communication programs for patients, physicians, and practices; and determine the barriers to and facilitators of the implementation of the electronic communication programs</td>
<td>The convenience of access, patient satisfaction, efficiency, safety and quality of care, and workload</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Brown Jr et al [29]</td>
<td>Journal of Addiction Medicine</td>
<td>Data collected from paper patient charts (for preimplementation data) and electronic patient charts (for postimplementation data); patients, clinicians, and management stakeholders participated in surveys</td>
<td>To evaluate the impact of an EMR system on the Opioid Agonist Treatment Program</td>
<td>Financial performance (revenue), quality (timeliness of medical assessments), productivity (clinic visits), patient satisfaction, and risk management (incident reports)</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Bucher et al [35]</td>
<td>Journal of the American College of Surgeons</td>
<td>CMS SCIP measuring compliance rates; HIMSS hospital EHR adoption survey from 2006 to 2012</td>
<td>To analyze the impact of EHR adoption on hospital compliance with quality and process measures</td>
<td>Hospital compliance with SCIP core measures</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Burke et al [36]</td>
<td>Journal of Innovation in Health Informatics</td>
<td>Notes of outpatients with type 2 diabetes analyzed (n=557) for 5.5 years</td>
<td>To analyze the impact of EHR use on clinical quality measures and HbA1c</td>
<td>HbA1c values</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Cheriff et al [37]</td>
<td>International Journal of Medical Informatics</td>
<td>The practice management system used to extract physician productivity data (n=203)</td>
<td>To describe the changes in physician productivity in an academic multispecialty group because of ambulatory EHR adoption</td>
<td>Average monthly charge, visit volume, and work-relative value units</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Chiang et al [38]</td>
<td>Journal of American Association for Pediatric Ophthalmology and Strabismus</td>
<td>Academic pediatric ophthalmology practice data for the year 2006 (n=4 faculty providers)</td>
<td>To analyze the impact of EHR implementation on the volume and time for pediatric ophthalmology</td>
<td>Clinical volume</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Chiang et al [39]</td>
<td>Transactions of the American Ophthalmological Society</td>
<td>Outpatient clinical examinations (n=120,490) from faculty providers (n=23) at an academic ophthalmology department analyzed for 3 years</td>
<td>To evaluate clinical volume, time requirements, and nature of clinical documentation related to EHR implementation</td>
<td>Clinical volume, time requirements, and nature of clinical documentation</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Choi et al [40]</td>
<td>Journal of Medical Systems</td>
<td>Retrospective chart review study—a convenience sample of 60 to 80 charts reviewed every month from (January 1, 2006, to October 4, 2009; n=3997; October 5, 2009, to December 31, 2010, n=984)</td>
<td>To analyze the organizational performance and regulatory compliance before and after implementation of the Anesthesiology Information Management System</td>
<td>Documentation of medication and patient status</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Journal or conference</td>
<td>Study period or data set</td>
<td>Objective</td>
<td>Outcome measures</td>
<td>Financial (n=21)</td>
<td>Clinical (n=54)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Dandu et al [41]</td>
<td>Clinical Orthopedics and Related Research</td>
<td>Data were collected from a combination of the Physician Compare data set (2016), Meaningful Use Eligible Professional public use files (2011-2016), and Medicare Utilization and Payment data sets (2012-2016)</td>
<td>To evaluate the impact of EHRs on provider productivity, billing, and orthopedic surgery</td>
<td>Billing, outpatient volume, and surgical volume</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Daniel et al [42]</td>
<td>Academic Emergency Medicine</td>
<td>Health plan and electronic hospital data from a large urban ED (November 1, 2004, to March 31, 2005, n=1509 ED encounters compared with September 1, 2005, to February 17, 2006, n=779 ED encounters)</td>
<td>To evaluate the use of paper-based EHR in an ED on LOS and plan payments</td>
<td>Plan payment for ED encounters and ED LOS</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Deily et al [43]</td>
<td>Health Research and Educational Trust</td>
<td>Administrative claims data in Pennsylvania from 1998 to 2004 (n=491,832)</td>
<td>To examine whether HIT at nonhospital facilities improves health outcomes and decreases resource use at hospitals within the same network and whether the effect of HIT differs as providers obtain more experience with it</td>
<td>Incidence of obstetric trauma and preventable complications; LOS</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Edwardson et al [44]</td>
<td>Medical Care Research and Review</td>
<td>Financial panel data from the pediatric primary care network comprising 260 providers across 42 practices (2008-2013)</td>
<td>To examine the effect of EHR adoption on charge capture</td>
<td>Average per-patient charge, average per-patient collections, and charge-to-collection ratios</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Ehrlich et al [45]</td>
<td>Applied Clinical Informatics</td>
<td>Survey responses from 32 ophthalmologists after implementation, 28 at 3 months, 35 at 7 months, 40 at 13 months, and 39 at 24 months after implementation (implementation in 2012)</td>
<td>To comprehend and describe the perceptions of ophthalmologists during EHR implementation in an academic department of ophthalmology</td>
<td>Documentation quality, workflow, and efficiency</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Flatow et al [46]</td>
<td>Applied Clinical Informatics</td>
<td>Retrospective chart review for all patients admitted to the surgical intensive care unit (n=3742; January 1, 2009, to December 31, 2010)</td>
<td>To evaluate key quality measures of a surgical intensive care unit following EHR implementation in a tertiary hospital</td>
<td>LOS, mortality, central line-associated bloodstream infection rates, clostridium difficile colitis rates, readmission rates, and number of coded diagnoses</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Furukawa et al [47]</td>
<td>Journal of the American Medical Informatics Association</td>
<td>Data collected from Medicare Patient Safety Monitoring System (2010-2013) and HIMSS Analytics database (2008-2013)</td>
<td>To evaluate the impact of meaningful use capabilities on in-hospital adverse drug events</td>
<td>Rate of adverse drug events</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Study</td>
<td>Journal or conference</td>
<td>Study period or data set</td>
<td>Objective</td>
<td>Outcome measures</td>
<td>Financial (n=21)</td>
<td>Clinical (n=54)</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------</td>
<td>-------------------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Han et al [48]</td>
<td>American Journal of the Medical Sciences</td>
<td>A prospective observational study (n=797 patients) at an urban teaching hospital from July 2010 to June 2011 in the MICU™</td>
<td>To determine the effect of EHR on MICU mortality, hospital LOS, and medication errors</td>
<td>MICU mortality, hospital LOS, and medication errors</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hepp et al [17]</td>
<td>Value in Health</td>
<td>The decision-analytic model was used to estimate the cost-effectiveness of CPOE in a multidisciplinary medical group for the years 2010 to 2014 (n=400 providers)</td>
<td>To assess the cost-effectiveness of CPOE in the reduction of medication errors and adverse drug events in an ambulatory setting</td>
<td>Costs (CPOE system costs, personnel costs, administrative costs, and prescribing costs), financial incentives (Health Information Technology for Economic and Clinical Health meaningful use incentives and pay-for-performance incentives), medication error probability, and adverse drug event probability</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Herasevich et al [49]</td>
<td>Critical Care Medicine</td>
<td>A prospective study at Mayo Clinic, Rochester, Minnesota (n=1159 patients) from February 16, 2008, to February 16, 2009</td>
<td>To design and test an electronic algorithm that includes patient characteristics and ventilator settings, allowing notification to bedside providers about potentially injurious ventilator settings to improve the safety of ventilator care and decrease the risk of ventilator-related lung injury</td>
<td>Prevalence of acute lung injury</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Hessels et al [50]</td>
<td>Online Journal of Nursing Informatics</td>
<td>Data on 854,258 adult patients discharged from 70 New Jersey hospitals and 7679 nurses working in those same hospitals for the year 2006</td>
<td>To examine the relationship between the EHR adoption stage, missed nursing care, nursing practice environment, and adverse outcomes and satisfaction of patients who are hospitalized</td>
<td>Prolonged LOS and patient satisfaction</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Howley et al [51]</td>
<td>Journal of the American Medical Informatics Association</td>
<td>Compared practice productivity and reimbursement of ambulatory practices (n=30) for 2 years after EHR implementation to their per-EHR implementation baseline</td>
<td>To evaluate how EHR implementation affects the financial performance of ambulatory practices</td>
<td>Reimbursement and practice productivity (number of patient visits)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Jones et al [52]</td>
<td>American Journal of Managed Care</td>
<td>Database with 2021 hospitals collected by linking the AHA Annual Survey database, Hospital Compare database, and HIMSS database for the years 2004 and 2007</td>
<td>To analyze longitudinal data on EHR adoption to evaluate the impact of new EHR adoption on quality improvement</td>
<td>Composite measures of hospital process quality for acute myocardial infarction, health failure, and pneumonia</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Katzer et al [53]</td>
<td>Applied Clinical Informatics</td>
<td>Prehospital patient care reports (n=154) at Georgetown University’s student-run Emergency Medical Services organization</td>
<td>To describe whether implementing an electronic patient care report system influenced improvement in physical exam documentation</td>
<td>Mean physical exam documentation</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Journal or conference</td>
<td>Study period or data set</td>
<td>Objective</td>
<td>Outcome measures</td>
<td>Financial (n=21)</td>
<td>Clinical (n=54)</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------</td>
<td>--------------------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Kritz et al [54]</td>
<td><em>Journal of Evaluation in Clinical Practice</em></td>
<td>Opioid treatment program clinics (7 clinics) in New York State—paper patient charts and electronic patient charts (to analyze pre- and postimplementation data), assessment meetings and surveys with patients, direct care providers, and supervisors or managers</td>
<td>Prospective, comparative study using a pre- and postimplementation design to establish whether EHR implementation yielded any improvements</td>
<td>Revenue, quality, productivity, risk management, and satisfaction</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lam et al [55]</td>
<td><em>BioMed Central Health Services Research</em></td>
<td>Data from physicians with practices at the University of Washington Department of Ophthalmology for the years 2008 to 2012 (n=8 physicians)</td>
<td>To analyze the impact of EHR adoption on patient visit volume at an academic ophthalmology department</td>
<td>Patient volume per provider</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Lim et al [28]</td>
<td><em>Journal of American Medical Association Ophthalmology</em></td>
<td>Population-based, cross-sectional study (n=348)</td>
<td>To evaluate the adoption rate and perceptions of financial and clinical outcomes of EHRs among ophthalmologists in the United States</td>
<td>Net revenues and productivity</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lowe et al [56]</td>
<td><em>Journal of Wound Ostomy Continence Nurses Society</em></td>
<td>Data were collected from a regional Veterans Affairs database and computerized patient medical records for a year after implementation of the EMR wound care template (October 1, 2006, to September 30, 2007) and 2 years before the intervention</td>
<td>To evaluate the impact of a 1-year intervention of an EMR wound care template on the completeness of wound care documentation and medical coding and compare results with the preintervention period</td>
<td>Documentation of wound care and documentation of coding for diagnoses and procedures</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Journal or conference</td>
<td>Study period or data set</td>
<td>Objective</td>
<td>Outcome measures</td>
<td>Financial (n=21)</td>
<td>Clinical (n=54)</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------</td>
<td>--------------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>McCullough et al [57]</td>
<td>Health Affairs</td>
<td>AHA Annual Survey, HIMSS Analytics, and CMS Hospital Compare database for the years 2004 to 2007 (n=3401 nonfederal acute care US hospitals)</td>
<td>To analyze the impact of HIT on the quality of care in US hospitals</td>
<td>Quality indicators: percentage of patients with heart failure given angiotensin-converting enzyme inhibitor or angiotensin II receptor blocker for left ventricular systolic dysfunction; the percentage of smokers with heart failure and pneumonia who were given smoking cessation advice; the percentage of patients with pneumonia assessed and given pneumococcal vaccination if indicated; the percentage of patients with pneumonia whose initial blood culture in the ED preceded their first dose of the hospital-administered antibiotics; and the percentage of patients with pneumonia given the most appropriate initial antibiotic</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>McCullough et al [58]</td>
<td>Generating Evidence and Methods to improve patient outcomes</td>
<td>Manual review of the paper and electronic charts for 6007 patients across 35 small primary care practices</td>
<td>To analyze the quality measure performance in small practices before and after EHR adoption</td>
<td>Clinical quality measures: antithrombotic therapy, BMI recorded, smoking status recorded, smoking cessation intervention offered, HbA1c testing and control, cholesterol testing and control, and BP control</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Mirani and Harpalani [27]</td>
<td>ACM Transactions on Management Information Systems</td>
<td>“Data and Reports” and “Hospital Cost Report” from the CMS website for 2008 to 2010</td>
<td>To analyze the impact of the Medicare EHR incentive program on acute care hospitals</td>
<td>The average cost of ancillary services per patient, profit margins, inpatient bed debts, outpatient bed debts, and patient stay durations</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mitchell et al [59]</td>
<td>The Journal of Rural Health</td>
<td>AHA EHR adoption survey and CMS Hospital Compare data set for the year 2009</td>
<td>To investigate whether there is an association between clinical decision support system use and quality disparities in pneumonia process indicators between rural and urban hospitals</td>
<td>Percentage of hospitals meeting quality requirements and pneumonia process composite scores</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Patterson et al [60]</td>
<td>Applied Clinical Informatics</td>
<td>Data used from the AHA Health IT survey and Medicare Part A claims (n=52,048 Medicare beneficiaries discharged for heart failure anytime during the calendar year 2008)</td>
<td>To compare 30 days all-cause readmission rates for Medicare patients with health failure discharged from hospitals with fully implemented comprehensive EHR vs without it</td>
<td>30-day all-cause readmission rates</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study</th>
<th>Journal or conference</th>
<th>Study period or data set</th>
<th>Objective</th>
<th>Outcome measures</th>
<th>Financial (n=21)</th>
<th>Clinical (n=54)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persell et al [61]</td>
<td>Medical Care</td>
<td>Time series analysis at a large internal medicine practice from February 1, 2007, to February 1, 2009 (n=12,299 patients eligible at the beginning of the intervention)</td>
<td>To implement and analyze a multifaceted quality improvement intervention using EHRs as tools for improving performance</td>
<td>Quality measures pertaining to coronary heart disease, health failure, diabetes mellitus, and prevention</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rao et al [63]</td>
<td>Journal of American Medical Informatics Association</td>
<td>Mailed surveys to a nationally representative random sample of practicing physicians from the Physician Masterfile of the American Medical Association (n=2769)</td>
<td>To analyze variation in the adoption of EHR functionalities and their use patterns, barriers to adoption, and perceived benefits by physician practice size</td>
<td>Physician perceptions of quality of clinical decision, quality of communication with patients and other providers, delivery of preventive or chronic care that met the guidelines, avoiding medication errors and prescription refills</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Risko et al [64]</td>
<td>Healthcare</td>
<td>Patient processing metrics (n=374 observations) were collected for ED physicians (34 physicians) at 2 hospitals for 7 months before and 10 months after EHR implementation</td>
<td>To analyze the impact of EHR implementation on ED physician efficiency and patient throughput</td>
<td>Patient workup times and LOS</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Ryan et al [65]</td>
<td>Medical Care</td>
<td>Data collected from 143 practices with EHR implementation (2009-2011)</td>
<td>To analyze whether EHR implementation and complementary interventions, such as clinical decision support, technical assistance, and financial incentives improved, the quality of care provided</td>
<td>Quality of care was analyzed from 8 separate indicators; 4 cardiovascular measures (smoking cessation intervention, BP control, cholesterol control, and aspirin or anti-thrombotic treatment) and 4 additional clinically important measures (BMI measurement, HbA1c control, pneumococcal vaccine, and asthma control)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Schreiber and Shaha [66]</td>
<td>Journal of Innovation in Health Informatics</td>
<td>Data collected from a community hospital for 5 years after CPOE adoption</td>
<td>To evaluate whether an increase in adoption of CPOE leads to a decrease in LOS</td>
<td>LOS and cost measured by LOS</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Scott et al [67]</td>
<td>The Journal of Bone and Joint Surgery</td>
<td>Data collected from an outpatient adult reconstruction clinic (n=143 patients) before implementing the hospital system-wide EMR system and 2 months, 6 months, and 2 years after implementation</td>
<td>To evaluate the impact of EMR implementation using advanced cost-accounting methods on orthopedic surgeons in an outpatient setting</td>
<td>Labor cost, documentation time for providers, and time spent interacting with patients</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Study</td>
<td>Journal or conference</td>
<td>Study period or data set</td>
<td>Objective</td>
<td>Outcome measures</td>
<td>Financial (n=21)</td>
<td>Clinical (n=54)</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------</td>
<td>-------------------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Shen et al [68]</td>
<td><em>International Journal of Healthcare Technology and Management</em></td>
<td>National Inpatient Sample and AHA EHR implementation survey for the year 2009</td>
<td>To examine how EHR adoption affected the cost of care and quality outcomes in an acute care hospital setting</td>
<td>Cost of care for the 8 quality indicators (cardiovascular and cerebrovascular) and quality indicators for 5 cardiovascular and 3 cerebrovascular conditions and procedures</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>Silow-Carroll et al [69]</td>
<td><em>Issue Brief (Commonwealth Fund)</em></td>
<td>Interviews with individuals in the 9 hospitals that implemented a comprehensive EHR system</td>
<td>To analyze the experience of 9 hospitals in using EHR to improve quality and efficiency</td>
<td>Communication among providers, care coordination, patient engagement, and medical errors</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Singh et al [70]</td>
<td><em>Journal of American Medical Association Ophthalmology</em></td>
<td>Retrospective case-control study comparing the pre- (n=13,969 patient encounters) and post-EHR (n=14,191 patient encounters) implementation periods at an eye institute</td>
<td>To evaluate the impact of EHR system implementation from clinical and economic perspectives at a large multidisciplinary ophthalmic practice</td>
<td>Net revenue, revenue to volume ratio, capital and implementation costs, EHR incentive payments received, patient volume, diagnostic and procedure volume, and coding volumes</td>
<td>✓ ✓</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Sockolow et al [30]</td>
<td><em>Applied Clinical Informatics</em></td>
<td>Pre- and post-observational mixed methods study, Philadelphia-based homecare agency with 137 clinicians—data included clinician EHR documentation completion, EHR use data, Medicare billing data, an EHR Nurse Satisfaction survey, clinician observations, clinician interviews, and patient outcomes</td>
<td>To compare workflows, financial billing, and patient outcomes before and after implementation to analyze the effect of a homecare point of care EHR</td>
<td>Number of days required to create a financial reimbursement bill, productivity, behavioral outcomes, and clinicians’ perceptions of patient safety</td>
<td>✓ ✓</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Thirukumaran et al [71]</td>
<td><em>Health Services Research</em></td>
<td>Data collected from the SCIP Core Measure data set from the CMS Hospital Inpatient Quality Reporting (n=1816) program (March 2010 to February 2012)</td>
<td>To evaluate the effect of EHR placement on SCIP measures in a tertiary care teaching hospital</td>
<td>SCIP scores</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Tidwell et al [72]</td>
<td><em>Obstetrics and Gynecology</em></td>
<td>Data collected from an obstetrics and gynecology practice comprising 6 physicians and 6 midwives with 150 daily visits</td>
<td>To evaluate whether a low-cost electronic practice management system (EHR) can improve care coordination and financial measures</td>
<td>Net profit, days in accounts receivables, patient visits, no-show rate, and quality data gathering</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Varpio et al [73]</td>
<td><em>Medical Education</em></td>
<td>A 2-phase longitudinal study; data collected through field observations (146 hours with 300 providers, 22 patients, and 32 patient family members), think-aloud (n=13) and think-after (n=11) sessions, interviews (n=39) and document retrieval (n=392)</td>
<td>To evaluate the impact of adopting EHR on clinician experience</td>
<td>Clinician experience was measured in terms of cognitive workload, clinical reasoning support mechanisms, and knowledge about the patient</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Study</td>
<td>Journal or conference</td>
<td>Study period or data set</td>
<td>Objective</td>
<td>Outcome measures</td>
<td>Financial (n=21)</td>
<td>Clinical (n=54)</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------</td>
<td>--------------------------</td>
<td>-----------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Walker-Czyz et al [74]</td>
<td><em>Journal of Nursing Administration</em></td>
<td>Data for a quantitative, retrospective analysis collected from urban hospitals (431 beds) with 10 medical-surgical units and 2 critical care units</td>
<td>To evaluate how an integrated EHR innovation adoption affects cost, nurse satisfaction, and nursing care delivered in terms of quality</td>
<td>Cost (nurse hours per patient day, nurse turnover, and nurse overtime), quality nursing care outcomes (hospital-acquired falls and pressure ulcers, ventilator-associated pneumonia, central line–associated bloodstream infections, and catheter-associated urinary tract infections)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Wang et al [75]</td>
<td><em>Preventing Chronic Disease</em></td>
<td>Clinical quality measure performance data collected from 151 primary care practices that implemented EHR (October 2009 to October 2011)</td>
<td>To analyze how clinical quality measures for independent primary care practices improve as a result of EHR use and technical support from a local public health agency</td>
<td>4 key quality measures: antithrombotic therapy, BP control, HbA1c testing, and smoking cessation intervention</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Wang et al [26]</td>
<td><em>International Journal of Accounting Information Systems</em></td>
<td>Definitive health care data set for hospital-level data for the years 2011 to 2016 (n=3266 observations)</td>
<td>To evaluate how HIT expenses and intermediate business processes affect hospital financial performance and productivity</td>
<td>Return on assets, productivity ([net revenue, 1 million], and number of staff beds)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Xiao et al [76]</td>
<td><em>Perspectives in Health Information Management</em></td>
<td>Charts were reviewed to collect data from a large tertiary public medical center (3 years before and 3 years after EHR implementation in July 2009)</td>
<td>To describe how electronic charting implementation in a large public outpatient clinic improves clinical documentation</td>
<td>Note completion and documentation of medication</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Yeung [16]</td>
<td><em>International Journal of Medical Informatics</em></td>
<td>433 local health departments’ population-based data for 433 counties</td>
<td>To determine the impact of the adoption of EHR and health information exchange changes by local health departments on population health</td>
<td>The health of a population at the county level, as measured by health outcomes such as premature death and health-related quality of life</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Wani and Malhotra [77]</td>
<td><em>Journal of Operations Management</em></td>
<td>Acute care hospitals in California</td>
<td>To analyze the impact of EHR adoption in terms of full adoption vs meaningful assimilation on clinical outcomes</td>
<td>LOS and readmission rates</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
Most of the studies included in this review of the literature had financial outcome measures that demonstrated some form of improvement. One of the studies reported that costs that increased during the implementation period were equivalent to the preimplementation level after 6 months [67]. Hepp et al [17] found that the certified physician order entry (CPOE) system (part of the EHR system) generated lower costs in addition to improving medication safety. A few other studies also confirmed that patients in facilities with EHR systems incurred lower costs than those in facilities without an EHR system [54,68,69].

In terms of mixed financial outcomes, the analysis of Adler-Milstein et al [18] exhibited that greater EHR adoption did not improve financial efficiency (measured by the ratio of a hospital’s total expenditures to adjusted patient days) for nonfederal acute care hospitals immediately after the adoption of EHR; however, the results from this study reported improvements in financial efficiency for the years 2010 and 2011 compared with the years 2008 and 2009 [18].

Regarding the reimbursement measure, EHR systems were thought to be responsible for significant improvements in the timeliness of clinical documentation and billing for reimbursement [30,41,76]. The analysis of Cheriff et al [37] documented that physicians who adopted EHRs in a large academic multispecialty physician group captured higher average monthly charges than before the use of EHRs. Similarly, another study reported that the introduction of EHRs was associated with an increase in average per-patient charge and an increase in average per-patient collection [44].

In terms of revenues, profit margins, and return on assets, revenues were reported to have increased in conjunction with EHR adoption [29,51]. A few studies reported improved financial performance concerning savings [42], net profit, and days in account receivables [72] as a result of EHR adoption. One of the studies examined the association among HIT expenses, hospital financial performance, and productivity, with EHR adoption being an intermediate variable. This study indicated a direct and positive association between HIT investment and positive financial performance regarding return on assets [26].

By contrast, a set of results from a survey of ophthalmologists indicated increasing costs and decreasing revenue and productivity with the adoption of EHRs [28]. Other studies have similarly reported findings in terms of a decrease in revenue [54,70] and an increase in cost [29] as a result of EHR adoption. Dandu et al [41] did not provide any statistically significant evidence to report a direct association between EHR adoption and higher-level billing [41]. Similarly, Mirani and Harpalani [27] did not provide any statistically significant evidence to report a direct association between EHR adoption and revenue. Findings from Collum et al [8] suggested that alterations in the level of EHR adoption were not related to increases in revenue and the reduction of operating margins.

Clinical Outcomes

Of the 58 reviewed studies, 55 (95%) contained segments that were coded under the category of “Value-Clinical Outcomes.” The differing measures for clinical outcomes in these studies were productivity [26,28,30], workflow inefficiency, medical errors, patient safety [3], patient satisfaction, clinical volume, readmission rates, patient LOS [27], and quality indicators at the individual patient level. The different measures of clinical outcomes were coded under the category of “Value-Clinical Outcomes.”

<table>
<thead>
<tr>
<th>Study</th>
<th>Journal or conference</th>
<th>Study period or data set</th>
<th>Objective</th>
<th>Outcome measures</th>
<th>Financial (n=21)</th>
<th>Clinical (n=54)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhou et al [78]</td>
<td>Journal of the American Medical Informatics Association</td>
<td>To evaluate the extent of EHR use and how the quality of care delivered in ambulatory care practices varied according to the duration of EHR availability</td>
<td>Quality measures are aggregated into 6 clinical categories (asthma care, behavioral and mental health, cancer screening, diabetes care, well-child and adolescent visits, and women’s health screenings)</td>
<td>Quality measures aggregated into 6 clinical categories (asthma care, behavioral and mental health, cancer screening, diabetes care, well child and adolescent visit, women’s health screenings)</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

aEHR: electronic health record.
bCMS: Centers for Medicare and Medicaid Services.
c✓: indicates that the outcome was discussed in the study.
dHIT: health IT.
eAHRQ: Agency for Healthcare Research and Quality.
fEMR: electronic medical record.
gSCIP: Surgical Care Improvement Project.
hHIMSS: Healthcare Information and Management Systems Society.
iHbA1c: hemoglobin A1c.
kED: emergency department.
lLOS: length of stay.
mMICU: medical intensive care unit.
nCPOE: certified provider order entry.
oBP: blood pressure.
outcomes are listed and described in depth in Table 2. The studies detailed both positive (33/58, 57%), negative (16/58, 28%), and no (7/58, 12%) association relationships between EHR adoption and clinical outcomes. Similar to financial outcomes, an overlap of both positive and negative impacts pertaining to EHR adoption on clinical outcomes was observed in some of the studies.

Most of the clinical outcome measures included in this review exhibited some form of improvement. The Hessels et al [50] study reported a statistically significant association between EHR adoption and LOS. A significant reduction of LOS in emergency departments [42] and medical errors in emergency and critical care departments [48,49], as well as inpatient acute care settings [62], were indicated as a result of EHR adoption. The rising and falling CPOE rates were also determined to be in correlation with the increase and decrease in LOS [66].

In connection with workflow efficiency and productivity, EHR use was reportedly helpful in improving the promptness of clinical documentation [30], enhancing productivity and efficiency in the workloads of primary care physicians [32], and increasing productivity [37]. Furthermore, EHR was found to be responsible for an increase in patient visits (which results in increased revenue), a decrease in no-show rates (also increasing revenue), and improved care coordination [72]. There was statistically significant progress in terms of completion rates of assessments [29,54], better documentation of medication, patients' vital signs and pain scores [40], and improved clinical documentation [53,56,76] as a result of EHR adoption.

For the category of patient satisfaction, physicians recognized electronic communication permitted through EHR as a secure and efficient way of communicating with patients, resulting in improvements in patient satisfaction [34]. A study discovered evidence that higher levels of EHR adoption were positively associated with performance and patient satisfaction. This study detected improvements in performance and patient satisfaction for the years 2010 and 2011 compared with the years 2008 and 2009 [18].

With regard to patient safety and medical errors, surgical IT systems (as a subset of EHR systems) positively affected levels of patient safety, compliance, and quality and process measures for patients undergoing surgical procedures in hospitals [31,35]. Outside of surgical IT systems, clinical decision support has also been shown to address other areas of patient safety [59]. For example, adverse drug events decreased by 20% [47], and CPOE was reported to provide exceptional value by improving medication safety in a cost-effective manner [17].

Indicators of quality at the individual patient level, such as rates of antithrombotic therapy and nicotine use documentation, increased immediately following EHR adoption [58]. Similarly, another study reported improvements in antibiotic therapy, blood pressure control, hemoglobin A1c testing, and smoking cessation interventions because of EHR systems [75].

In contrast, for productivity and workload efficiency, the results of a survey indicated that physicians perceived that EHR adoption harmed productivity and increased their workload [28,34,45]. EHR implementation was reportedly associated with increased documentation effort and time, with little to no increase in clinical volume and little to no or perhaps a negative impact on clinical and surgical volume [38,39,41]. Increased documentation time because of EHR adoption resulted in a decrease in the time spent reviewing patient records and performing physical examinations [67]. The results from one of the studies did not identify any differences in productivity (total visit volume) resulting from EHR adoption [70]; however, 3% (2/58) of other studies detailed a decrease in productivity immediately following the adoption of EHR [51,64]. Another example includes significant and consistent decreases in patient volume spanning 4 years after EHR adoption in an academic outpatient ophthalmology practice [55]. EHR systems were said to increase the number of missed assessments, decrease the timely completion rate of assessments, and negatively affect the productivity of clinicians [54]. A study reported that physicians were mostly checking boxes to complete the EHR data process instead of developing or using investigative strategies, which are common among diagnosticians [73].

Considering the patient satisfaction, quality, safety, LOS, and readmission rate perspectives, EHR use resulted in lower patient satisfaction [79] and quality of care [71] for a few years following the adoption of EHRs. In addition, EHR use was associated with an increase in hospital-acquired conditions during EHR implementation [74]. No relationship was found to exist between practice size and the impact of EHR on the quality of patient care from the perspectives of physicians [63]. Some studies reported no association between EHR adoption and improvement in the quality of care provided [36,52,68,78], readmission rates [60], and LOS [48]. Findings from another study that examined physician perceptions of EHRs indicated that physicians believed that EHRs could create new opportunities for error [3].

The Intersection of Financial and Clinical Outcomes

Having reported on studies that examined financial and clinical outcomes as individual factors, we now report on studies that examined both financial and clinical outcomes.

Overall, 9% (5/58) of studies surveyed for this review of the literature reported on the intersection of financial and clinical outcomes. To further investigate this intersection, the category “Value–Intersection of Financial and Clinical Outcomes” was generated. Furthermore, 80% (4/5) of these studies specified a positive association between EHR adoption and financial and clinical outcomes.

In terms of the financial outcomes, hospitals that had adopted EHR selectively increased the efficiency of their turnover rate of Medicare patients to receive higher MU incentives [27]. These findings point toward the impact of EHR adoption on a patient’s stay duration on average (clinical outcome), which, in turn, affects their compensation because of the loss of patient days (financial outcome) from CMS. EHR adoption was associated with enabling the prioritization of improvements in clinical documentation time to improve agency cash flow [30]. EHR use was thought to contribute to shortened emergency department LOS, which led to a positive impact in terms of CMS compensation [42]. Similarly, CPOE, a subset of EHR,
was said to be an independent factor in the impact of LOS; therefore, it indirectly contributed to lower costs [66]. By contrast, 20% (1/5) of the studies reported that EHR adoption required a learning period, where increased medical assistant time, patient time, and physician documentation time incurred additional costs [67].

**Discussion**

**Principal Findings**

The primary goal of this literature review was to substantiate how EHR value is described concerning 2 different outcome categories, financial and clinical outcomes, and to further the exploration of the impact of EHR adoption on these 2 outcome categories. Subsequently, this review incorporated studies that described relationships between EHR adoption along with financial and clinical outcomes with a priori categories (financial outcomes and clinical outcomes) and with an additional category that included the intersection of financial and clinical outcomes. This review of the literature included a total of 58 studies. Overall, 76% (16/21) of the studies that discussed the financial outcomes of EHR adoption presented a positive relationship between EHR adoption and financial outcomes. These studies observed changes in financial outcomes in terms of profit ratios, costs, revenues, reimbursements, and return on assets. Consistent with the literature, value realization, especially in terms of financial outcomes, is lagging as it involves a large upfront cost [18].

Regarding clinical outcomes, 76% (35/58) of the studies that examined the clinical outcomes of EHR adoption indicated a positive relationship between EHR adoption and clinical outcomes in terms of LOS, readmission rates, patient satisfaction, medical errors, patient safety, user productivity, and quality indicators at individual patient levels. Similar to financial outcomes, value realization regarding clinical outcomes also improved over time. For instance, clinical outcome measures such as rates of hemoglobin A1c testing, recorded BMI, and cholesterol testing decreased before rebounding, following the adoption of EHR [57].

Of the 58 studies in this review of the literature, 5 (9%) studies highlighted the intersection of financial and clinical outcomes. EHR adoption allowed for improvements in clinical documentation time and LOS and sequentially reduced overall costs and improved reimbursement [27,30,42,66]. EHR adoption was also responsible for an increase in personnel costs in association with the new technology’s initial steep learning curve [67]. Overall, these studies indicated interdependence between financial and clinical outcomes, in essence, how one was associated with the other in some form.

This review of the literature discovered some studies with contradictory findings. For example, financial outcomes such as profit margins, return on assets, and costs were some of the measures that reported contradictory findings. A potential reason could be that the studies that reported an inverse relationship reviewed these measures right after the adoption, as opposed to studies that reported it after a longer period. Organizational performance measures such as return on assets, ROI, and return on equity could be examined to explore the cyclical relationship between IT inputs and productivity [80]. Future research may be required to investigate the trajectory and extent of the relationship between IT investments and reinvestments, such as EHR adoption or readoption, and clinical outcomes to further expand upon this question.

**Limitations**

The comprehensive findings of this literature review should be considered along with the limitations. Concerning the searched databases, PubMed, Scopus, and Embase—the primary health services and HIT databases—were used. It is possible that studies on the value of EHRs were published outside of health-focused journals and if so, may not have been included in this literature review. Another limitation of this review involves the keywords used in the selection criteria of the article search process. It is possible that the used keywords were not exhaustive, and studies could have been overlooked. Finally, this review included English-only studies that were conducted in the United States. It is possible that other countries with EHRs may have had an experiential understanding that could have contributed to this review. To mitigate bias, manual screening of all the references of included studies was conducted.

**Conclusions**

This review of the literature reports on the individual and collective value of EHRs from a financial and clinical outcomes perspective. The collective perspective examined the intersection of financial and clinical outcomes, suggesting a reversal of the current understanding of how IT investments could generate productivity improvements, and prompted a new question to be asked about whether an increase in productivity could potentially lead to more IT investments.
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Related Article:
Correction of: https://medinform.jmir.org/2022/8/e37842
doi:10.2196/42533

In “Identifying Patients Who Meet Criteria for Genetic Testing of Hereditary Cancers Based on Structured and Unstructured Family Health History Data in the Electronic Health Record: Natural Language Processing Approach” (JMIR Med Inform 2022;10(8):e37842), the authors noted the following corrections:

(1) In the originally published paper, the following sentence was present in the Methods section of the Abstract:

Algorithms were developed based on the National Comprehensive Cancer Network (NCCN) guidelines for genetic testing for hereditary breast, ovarian, pancreatic, and colorectal cancers.

This has been changed to:

Algorithms were developed based on the National Comprehensive Cancer Network (NCCN) guidelines for genetic testing for hereditary breast or ovarian and colorectal cancers.

(2)Textbox 1 has been revised for clarity and accuracy, and to comply with the citation guidelines of the National Comprehensive Cancer Network (NCCN).

(3) In the originally published paper, the following sentence was present in the Background section:

The National Comprehensive Cancer Network (NCCN) has published a set of evidence-based guidelines for genetic testing of hereditary cancers, including breast, ovarian, and colorectal cancers.

This has been changed to:

The National Comprehensive Cancer Network (NCCN) has published a set of evidence-based guidelines for genetic testing for hereditary breast, ovarian, pancreatic, and colorectal cancers.
guidelines for genetic testing of hereditary cancers, including breast, ovarian, pancreatic, and colorectal cancers.

(4) References [6] and [7] have been updated to the following with NCCN's permission and disclaimer statements:


Textbox 1. Excerpt of National Comprehensive Cancer Network (NCCN) criteria for unaffected individuals’ family history–based genetic testing of breast, ovarian, pancreatic, and colorectal cancers (referred with permission).

**Breast or ovarian cancer:**
1. First- or second-degree relative with breast cancer at age ≤45 years
2. First- or second-degree relative with ovarian cancer
3. First-degree relative with pancreatic cancer
4. Breast cancer in a male relative
5. Three or more first- or second-degree relatives with breast or prostate cancer on the same side of the family
6. Ashkenazi Jewish and any breast or prostate cancer in any relative at any age
7. BRCA1/2, CHEK2, ATM, PALB2, TP53, PTEN, or CDH1 genes, Cowden Syndrome, Li-Fraumeni Syndrome in any relative at any age

**Colorectal cancer:**
1. MLH1, MSH2, PMS2, MSH6, EPCAM, MYH, or MUTYH genes, Lynch syndrome, familial adenomatous polyposis (FAP), adenomatous polyposis coli (APC), serrated polyposis or polyposis discovered in the coded family history
2. First-degree relative with colon cancer at ≤50 years
3. First-degree relative with endometrial cancer at ≤50 years
4. Three or more first- or second-degree relatives with Lynch syndrome, HNPCC, colon cancer, endometrial, uterine, ovarian, stomach, gastric, small bowel, small intestine, kidney, ureteral, bladder, urethra, brain, pancreas, also all on the same side of the family

The correction will appear in the online version of the paper on the JMIR Publications website on September 13, 2022, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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Abstract

Background: Triage of textual telemedical queries is a safety-critical task for medical service providers with limited remote health resources. The prioritization of patient queries containing medically severe text is necessary to optimize resource usage and provide care to those with time-sensitive needs.

Objective: We aim to evaluate the effectiveness of transfer learning solutions on the task of telemedical triage and provide a thorough error analysis, identifying telemedical queries that challenge state-of-the-art natural language processing (NLP) systems. Additionally, we aim to provide a publicly available telemedical query data set with labels for severity classification for telemedical triage of respiratory issues.

Methods: We annotated 573 medical queries from 3 online health platforms: HealthTap, HealthcareMagic, and iCliniq. We then evaluated 6 transfer learning solutions utilizing various text-embedding strategies. Specifically, we first established a baseline using a lexical classification model with term frequency–inverse document frequency (TF-IDF) features. Next, we investigated the effectiveness of global vectors for text representation (GloVe), a pretrained word-embedding method. We evaluated the performance of GloVe embeddings in the context of support vector machines (SVMs), bidirectional long short-term memory (bi-LSTM) networks, and hierarchical attention networks (HANs). Finally, we evaluated the performance of contextual text embeddings using transformer-based architectures. Specifically, we evaluated bidirectional encoder representation from transformers (BERT), Bio+Clinical-BERT, and Sentence-BERT (SBERT) on the telemedical triage task.

Results: We found that a simple lexical model achieved a mean F1 score of 0.865 (SD 0.048) on the telemedical triage task. GloVe-based models using SVMs, HANs, and bi-LSTMs achieved a 0.8-, 1.5-, and 2.1-point increase in the F1 score, respectively. Transformer-based models, such as BERT, Bio+Clinical-BERT, and SBERT, achieved a mean F1 score of 0.914 (SD 0.034), 0.904 (SD 0.041), and 0.917 (SD 0.037), respectively. The highest-performing model, SBERT, provided a statistically significant improvement compared to all GloVe-based and lexical baselines. However, no statistical significance was found when comparing transformer-based models. Furthermore, our error analysis revealed highly challenging query types, including those with complex negations, temporal relationships, and patient intents.

Conclusions: We showed that state-of-the-art transfer learning techniques work well on the telemedical triage task, providing significant performance increase over lexical models. Additionally, we released a public telemedical triage data set using labeled questions from online medical question-and-answer (Q&A) platforms. Our analysis highlights various avenues for future works that explicitly model such query challenges.

(JMIR Med Inform 2022;10(9):e37770) doi:10.2196/37770
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**Introduction**

**Background**

The COVID-19 pandemic has led to an increased demand for telemedicine services [1]. Projections state that up to 50% of consultations could be performed through telehealth by 2025 for certain demographic groups [2]. The general demographic makeup of telemedicine patients, 1 study finds, is most often White English-speaking females using private medical insurance, with minority groups using significantly less telemedical services [3]. Patients use these services to communicate with a diverse set of medical specialists, including dentists, rheumatologists, and prenatal care specialists, among many others, all with high levels of satisfaction [2]. These studies, however, examine patients who utilize telemedicine services to interact with their existing care providers in a remote setting. Recently, there has been a rise in affordable and accessible telemedicine platforms that connect anyone with an internet connection to licensed medical professionals worldwide. Such platforms include HealthTap [4], iCliniq, and HealthcareMagic. HealthTap, for example, is a Health Insurance Portability and Accountability Act (HIPAA)–certified website that provides online users with access to a qualified doctor with an active US medical license [4]. These platforms are easy to access and provide greater accessibility to professional medical consultation. However, such ease and accessibility can cause these services to be flooded with questions that are not medically severe or relevant. This is a safety-critical problem, as an abundance of nonsevere medical queries will hinder the speed at which medical professionals can respond to time-sensitive issues. Evidence of this phenomenon was observed with COVID-19 hotlines, where confusion about coronavirus caused long wait times, with Margolius et al [5] finding that of the 12,512 calls made to their triage system between March 13 and April 20, 2020, “52% were not COVID-19 related or required no additional care.” Large numbers of nonsevere telemedical queries not only are dangerous but also may unnecessarily increase health care spending, as telemedical service convenience may encourage patients to inquire about negligible health concerns [6].

This situation necessitates a system for prioritizing which queries require immediate care. To address this problem, we examined data from 3 telemedicine platforms: HealthTap, iCliniq, and HealthcareMagic. These platforms facilitate written medical queries to be answered remotely by licensed doctors. Our goal was to optimize the time spent by health care workers by ranking patient queries by severity so that potentially severe or relevant. This is a safety-critical problem, as an abundance of nonsevere medical queries will hinder the speed at which medical professionals can respond to time-sensitive issues. Evidence of this phenomenon was observed with COVID-19 hotlines, where confusion about coronavirus caused long wait times, with Margolius et al [5] finding that of the 12,512 calls made to their triage system between March 13 and April 20, 2020, “52% were not COVID-19 related or required no additional care.” Large numbers of nonsevere telemedical queries not only are dangerous but also may unnecessarily increase health care spending, as telemedical service convenience may encourage patients to inquire about negligible health concerns [6].

In this work, we examined telemedical triage through the lens of online medical question-and-answer (Q&A) forums. Specifically, we formulated triage as a binary text classification problem, where we aimed to classify medical queries [7] as either severe or not severe. We noted that this formulation does not capture the full spectrum of severity but is useful for lowering the priority of queries with no medical urgency. To do so, we introduced an extension to the publicly available data set COVID-Dialogue [8], which contains 603 doctor-patient conversations extracted from HealthTap, iCliniq, and HealthcareMagic, with labels for severe query classification. Given the limited number of available samples, we then investigated various transfer learning approaches to text classification and contrasted them with a lexical approach. Specifically, we explored the applicability of different embedding methods, such as global vectors for text representation (GloVe) and transformers, pretrained on both general and medical texts, in comparison to term frequency–inverse document frequency (TF-IDF) features. Our experiments showed that transformer-based solutions are a superior transfer learning approach for identifying severe medical queries. Additionally, we found that pretraining on medical texts provides no benefit when classifying our telemedical triage data set. Finally, we provided an in-depth error analysis of sentence bidirectional encoder representation from transformers (sentence-BERT or SBERT) [9], identifying challenging patient query patterns that motivate future work on telemedical triage. Specifically, we noticed difficulties in modeling the negation, temporality, and intent of symptom mentions in patient-generated textual queries. Our contributions are as follows:

- We established baseline results across 6 relevant natural language processing (NLP) models on the telemedical triage task—identifying optimal pretraining strategies for query ranking according to severity. We identified contextual embedding models to work best for triage, with all transformer-based approaches achieving statistically significant improvements over both lexical and word embedding–based approaches. We found no benefit of pretraining transformer models with clinical text.
- We provided a thorough error analysis of SBERT and identified several medical query types that pose difficulties to NLP systems—where the core challenge is identified as the modeling of complex symptom presentations.
- To the best of our knowledge, we have provided the first publicly available telemedical triage classification data set using real samples from online telemedical services. All code and data for this study have been made publicly available [7].

**Related Works**

**Transfer Learning for Medical Text Classification**

The need for data privacy and patient anonymity makes large-scale collection and labeling of health care texts extremely difficult. This has motivated the use of transfer learning in medical NLP to alleviate the challenges in resource-constrained modeling. In recent years, transfer learning has benefited greatly from leveraging large amounts of unlabeled text to train...
transformer-based models [10] using a masked language modeling objective. This framework allows common linguistic pattern understanding to be transferred to other downstream tasks, reducing the need for large amounts of labeled data to solve various low-resource problems.

Bidirectional encoder representation from transformers (BERT) [11] is a popular transformer-based model that has been pretrained on general text, such as the Wikipedia and Brown corpus. Medical inference tasks that require domain-specific linguistic knowledge, such as medical natural language inference [12] or medical concept extraction [13], have been shown to benefit significantly from pretraining on medical-specific text [14]. In this study, we explored transfer learning using both general and medical text as pretraining methods. Analysis of optimal pretraining strategies for telemedical triage is of interest as patient queries are typically composed of common language but often interwoven with complex medical terminology.

**Machine Learning for Triage**

The COVID-19 pandemic overwhelmed the US health care system, bringing about a demand for machine learning solutions for the telemedicine triage problem. For example, Lai et al [15] found that COVID-19 hotlines became overwhelmed with calls, prompting the development of an artificial intelligence (AI) system of patient ranking. Lai et al [15] used an AI chatbot to prescreen callers by asking questions that reveal whether a patient has COVID-19 symptoms. The resulting information is fed to a logic-based inference model, which determines further consultation from the hotline’s health care workers is required.

Hospital emergency departments (EDs) have similarly become overwhelmed with patients [16], causing dangerous treatment delays for those coming to the ED with an urgent need. Yao et al [16] trained a deep learning model to predict which patients will eventually require hospitalization by using incoming patient emergency medical records. This allows for an automated system of patient care prioritization that does not depend on nursing resources. Similar work was done by Gligorijevic et al [17], where a deep attention model was used to triage patients using multimodal electronic health record (EHR) data, where triage was formulated as a classification problem based on the Emergency Severity Index [18].

Unlike the aforementioned work, we viewed triage solely through the lens of textual queries—specifically those submitted by patients to telemedicine platforms. With rising demand for textual medical support, through either public medical Q&A platforms, such as HealthTap, iCliniq, and HealthcareMagic. The original data set was collected with the intention to facilitate better AI dialogue systems during the COVID-19 pandemic. Thus, each of the 603 doctor-patient conversations includes the full patient query, a summarized patient query, and the doctor’s response. The data set was not curated for text classification; thus, after filtering samples unusable in our classification setting (ie, duplicate, non-English, and out-of-scope entries—where “out of scope” is defined as entries not regarding COVID-19 or pneumonia symptoms), we annotated 573 (95%) samples. All multturn dialogues were truncated to the initial patient utterance, and no doctor responses were used in our pipeline.

Each sample in the COVID-Dialogue data set contains queries regarding either COVID-19 or related pneumonia symptoms. Each sample includes no patient demographics or medical history; thus, severity was detected solely using a single free-text inquiry. Table 1 provides an example from each class in our labeled data set. The general goal of our labeling schema was to prioritize those with active symptoms and reduce the priority of the hundreds of samples that exhibit no medically severe text. Our final data set contained 314 (55%) severe samples and 259 (45%) nonsense samples.
### Data Sources

Next, we describe the sources used in the collection of the COVID-Dialogue data set [8], which was publicly released in March 2020. Samples in this data set were collected between February 7 and March 25, 2020.

#### HealthTap

Founded in 2010, HealthTap is a telemedicine platform that remotely connects patients with US licensed medical professionals for a variety of services, including virtual consultations and doctor-patient Q&A. According to Dahl [23], patients have had close to 1 billion questions answered on HealthTap. Additionally, HealthTap accepts over 100 insurance plans and employs doctors from over 140 specialties. HealthTap data in the COVID-Dialogue data set were collected from its medical Q&A forum.

#### iCliniq

iCliniq is a virtual hospital providing video, voice, and text chat medical services to patients worldwide. iCliniq works with more than 3500 licensed doctors internationally, covering over 80 medical specialties. Samples from iCliniq were drawn from its medical Q&A forum.

#### HealthcareMagic

Unlike Healthtap and iCliniq, HealthcareMagic is strictly an online medical Q&A forum. With over 18,000 doctors across 78 medical specialties, 1.7 million questions have been answered on HealthcareMagic.

### Annotation Details

Each sample in our data set was annotated by 3 of the authors as either severe or nonsevere. Use of authors as annotators for small-scale medical web information has been successful in other studies [24,25]. Each annotator has a college degree and an adequate level of health literacy and has invested significant time to educate themselves on the potential symptoms associated with the 2 illnesses observed in this data set. We noted that the use of nonmedical professionals limited the degree of granularity with which we could label this data set. However, the annotators carefully reviewed the response to the original query to determine potential severe queries. In addition, the annotators observed that there were a lot of irrelevant samples compared to those exhibiting significant symptoms. For example, the following query can be safely annotated as “not severe” since it does not warrant significant medical knowledge to answer “Where can I get a COVID-19 test?” This question can be answered using Google Search for most parts of the United States. We noted, however, that assuming internet search availability might bias annotation against those in rural, remote areas without reliable access to the internet and familiarity with a web search for health. However, those without access to Google Search or an intent to use a web search for health issues would be also less likely to rely on telemedicine services [2]. We additionally noted that there might be some samples where the perceived severity based on the query and the response from the medical professional would be different from the actual severity of the condition of the patient. However, since we do not have any ground truth from the actual user, such cases cannot be resolved. This motivated us to pursue future work in this direction by utilizing our collaboration with doctors in a local hospital, as reported in the Future Work section. In addition, we performed a thorough error analysis of the performance of our proposed solution and illustrated its strengths and limitations with respect to this annotated data set. The final annotation for each sample was the majority vote label from the 3 annotators. The interannotator agreement across all

### Ethical Considerations

Given that the data are publicly available, no Institutional Review Board approval was required for this study.

The data set used for the development and evaluation of the solution is anonymous and does not reveal the identity of doctors and patients. No demographic information is available for this data set.

We consulted 3 professional health care providers about the real-world implications of such a telemedicine triage system. We consulted Drs Timothy E. Burdick, Stephen K. Liu, and Jiazuo H. Feng. All of them serve as primary care providers at a local teaching hospital. An interesting question regarding the ethical use of future telemedical triage systems is whether to include demographic, socioeconomic, physiological, or other EHR information in future medical triage systems, given such information is available. Although demographic or past medical history (eg, age of the patient, pre-existing conditions) might be relevant to determine the actual severity of the patient’s query, such information can also introduce bias. Related works on telemedical triage, such as Si et al [19], similarly propose the use of demographic information in future work. Determining the fairness and equity of such systems would require additional exploration with additional ground truth from the user that is available in the EHR data, including but not limited to emergency visits, urgent care visits, and scheduling new appointments immediately after receiving a response from the care provider. This is out of scope of this paper. However, we are currently designing a study to investigate this question by using EHR data collected from a local hospital, as mentioned later.

### Table 1. Samples from the COVID-Dialogue data set with our introduced severity label. Nonsevere samples are often irrelevant queries or from patients with little to no symptoms. Severe samples always contain patients with active symptoms that may require medical attention.

<table>
<thead>
<tr>
<th>Patient query</th>
<th>Ground truth label</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Should I shave my beard to reduce my chances of contracting coronavirus/covid-19?”</td>
<td>Not severe</td>
</tr>
<tr>
<td>“My daughter is 11 years old she has has pneumonia she has been sick since January 3rd symptoms keep changing. she is up at night itching all over her upper torso, head, and ears. She has major headache and abdominal pain.”</td>
<td>Severe</td>
</tr>
</tbody>
</table>
samples was 82%. Next, we detail the annotation schema for both nonsevere and severe samples.

**Not Severe**

The guiding principle behind a nonsevere annotation was a patient query that did not indicate an active symptom, an immediate need for diagnosis, or an immediate need for a medical response. This included queries that were unspecific or speculative. Examples selected from the data set and their nonsevere annotation rationale are listed next.

*Where can I get a covid test?*

This query does not indicate immediate danger, a need for diagnosis, or a need for a medical response. This query can also be served by Google Search and thus does not need feedback from a medical professional.

*Will I have to be hospitalised if I get the virus, I have type 1 diabetes.*

Although this query is medically valid and deserves a response, the need is not deemed immediate as the patient has no active symptoms.

**Severe**

A severe annotation was given to a patient who indicated an active symptom that may present danger to the patient, an immediate need for diagnosis, or an immediate need for a medical response. This included queries in which a patient listed current symptoms or demonstrated a need for actionable doctor advice. Examples selected from the data set and their severe annotation rationale are listed next.

*My son is not feeling well. He has a very snotty nose, sore throat, occasional flemmy cough, uneasy stomach. He had a headache last night. No fever. Is it a common cold or must he be checked for Covid 19. Not travelled or been in contact with anyone?*

This query describes symptoms that are consistent with COVID-19 and demonstrate a sufficient need for medical advice.

*Preauricular lymph node on left side very tender, scalp on left side of head tender and hurts to touch, superficial parotid lymph node area on left side swollen and tender. Pain behind both ears. No injury. Came on suddenly, has been 1 day. Temp 100.1°.*

This query contains a clear, immediate danger to the patient and requires a medical response.

**Transfer Learning Methods**

**Bidirectional Encoder Representation From Transformers**

BERT is a state-of-the-art transformer-based model that leverages unlabeled text to produce contextualized language representations [11]. In this study, we used standard BERT for the text classification pipeline outlined by Devlin et al [11], where we first generated contextualized text features using a pretrained BERT model, followed by feeding the special CLS token to a linear classification head, which outputs the final query label. We explored BERT for telemedical triage, as BERT has been shown to be successful in related tasks, such as depression risk prediction [21], suicide risk prediction [20], and COVID-19 case identification [22].

**Bio+Clinical-BERT**

The Bio+Clinical-BERT architecture is the same as that of BERT but with weights pretrained on medical texts. Specifically, this pretraining procedure first takes the BioBERT model [26], which is BERT fine-tuned on biomedical research text collected from PubMed. Next, BioBERT is fine-tuned on clinical notes from the Medical Information Mart for Intensive Care (MIMIC)-III database [27], producing Bio+Clinical-BERT [14]. The combination of BERT, biomedical research texts, and clinical notes was shown to significantly outperform BERT on the medical natural language inference task [12]. Thus, we use Bio+Clinical-BERT as our medically informed architectural baseline for the patient query task. This is our only transfer learning approach leveraging knowledge from medical texts.

**SBERT With Triplet Loss**

We also explored the effectiveness of SBERT [9] for telemedical triage. Unlike BERT, which learns to output a contextualized embedding for every input token, SBERT produces a single embedding for a given input. SBERT has proved effective in adjacent medical NLP tasks, such as COVID-19 vaccine sentiment analysis [28] and COVID-19 misinformation detection [29]. In this study, we used SBERT as it permits both text classification and useful methods of embedding interpretability. To perform text classification with SBERT, we first fine-tuned an SBERT model to minimize the following triplet loss function:

\[
\alpha \cdot \max(0, \text{sim}(A, P) - \text{sim}(A, N) + \gamma) + \beta \cdot \max(0, \text{margin} - \text{cosine-similarity}(A, P))
\]

where \(A\) is an anchor sample, \(P\) is a positive sample (same class as \(A\)), \(N\) is a negative sample (opposite class of \(A\)) and \(d\) is the cosine-similarity distance function. This objective can be interpreted as learning to push query embeddings from the same class close together in embedding space, while pushing samples from opposite classes further apart. The margin parameter \(\alpha\) influences the distance between positive and negative pairs in embedding space. To generate a training triple, a given sample was randomly paired with a sample from the same and opposite classes. This process was repeated 10 times per sample, generating 4580 training triplets.

Using the embeddings from the fine-tuned SBERT model, we then trained a K-nearest neighbor (KNN) classifier using the Scikit-Learn package [30]. Specifically, we set the number of neighbors \(K=10\), otherwise using the default parameters provided by Scikit-Learn (which uses the Minkowski distance metric with \(p=2\)). The KNN was trained using the same training set as all other experiments and then used to label the test set queries based on their relationship to the training samples in the embedding space.

**Baseline Experiments**

For TF-IDF+SVM, we fed the TF-IDF [31] feature vector from the patient query to the support vector machine (SVM) classifier [32]. This baseline examined the effectiveness of a simple lexical model on telemedical triage.
For GloVE+SVM, we obtained the pretrained GloVe [33] embedding for each word in the patient query and fed the mean vector to the SVM classifier. This baseline tested the performance of transfer learning without the use of contextual modeling.

A 2-layer bidirectional long short-term memory (bi-LSTM) model was trained on GloVe embeddings for classification. The bi-LSTM model examined the effectiveness of contextual sequence modeling on pretrained word embeddings. Bi-LSTM models have been shown to be effective in a variety of clinical text prediction tasks [34].

The hierarchical attention network (HAN) [35] for text classification mimics the natural language hierarchy by modeling attention at the sentence and word level for document classification. HAN word embeddings in this experiment were initialized using GloVe. Other prior works have established a HAN to be an effective classifier for medical text [36].

**Evaluation Setting**

For each experiment, we reported the weighted mean F1, precision, and recall scores over a 5-fold cross-validation. Additionally, we reported the 95% CI for the reported mean. Finally, we conducted statistical significance testing using the McNemar test [37] for each model with respect to our top-performing approach, SBERT. Each train and test split contained approximately 458 and 115 samples, respectively.

**Results**

In this section, we present our results of the telemedical triage task across various NLP baselines. Our goal is to answer the following research questions (RQs):

- How effective are transfer learning models for telemedical triage for COVID-19–related queries when compared to other text classification models?
- What types of health queries challenge state-of-the-art NLP systems?

**Analysis**

Our results showed that telemedical triage benefits greatly from transfer learning as our lowest-performing model, TF-IDF+SVM, used no transfer learning. TF-IDF features achieved a reasonable mean F1 score of 0.865 (SD 0.048). However, we found a 0.8-, 1.5-, and 2.1-point increase in the F1 score by applying GloVe-based models, such as GloVe+SVM, HAN, and bi-LSTM models, respectively. Generally, light-weight modeling options, such as TF-IDF and GloVe, report reasonable F1 scores and are thus viable solutions in cases with limited computational resources.

RQ1: How Effective Are Transfer-Learning Models on Telemedical Triage?

We found transformer-based models to be the superior method of transfer learning, with BERT, Bio+Clinical BERT, and SBERT achieving mean F1 scores of 0.914 (SD 0.034), 0.904 (SD 0.041), and 0.917 (SD 0.037), respectively (Table 2). We noted that Bio+Clinical-BERT did not outperform the BERT baseline. This is likely due to the difference in language found in BERT versus Bio+Clinical-BERT training data. Clinical notes used to train Bio+Clinical-BERT are written by medical practitioners and thus far more technical than queries written by patients. Thus, although telemedical query texts do contain medical terminology, clinical note pretraining is not helpful in this setting.

Our results showed that SBERT, on average, is the best predictor of query severity, producing both the highest average F1, precision, and recall scores compared to other approaches. A higher recall is particularly important in the realm of triage as reducing false negatives is more important in such a safety-critical task.

Using the McNemar test for statistical significance, we found SBERT to perform significantly better than TF-IDF+SVM ($P<.001$), GloVE+SVM ($P=.001$), bi-LSTM ($P=.03$), and HAN ($P=.001$). However, tests for statistical significance failed when comparing SBERT with other transformer-based models, such as BERT ($P=.81$) and Clinical-BERT ($P=.22$). Thus, the difference in predictive distributions between transformer-based approaches is insignificant, with all being valid options for transfer learning solutions to telemedical triage.

Although the performance of the transformer-based models was high (all F1 scores $>0.9$), it is important to note that the general problem of telemedical triage is far from solved. This study looked at triage through the narrow lens of COVID-19– and pneumonia-related queries; diseases involving nonrespiratory complications would not be recognized by this system.
Table 2. Results displaying triage performance for all models. Each metric is the mean result over 5-fold cross-validation, surrounded by the 95% CI computed using the metric score for each validation fold.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1 score, mean (SD)</th>
<th>Precision, mean (SD)</th>
<th>Recall, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF(^a)+SVM(^b)</td>
<td>0.865 (0.048)</td>
<td>0.871 (0.043)</td>
<td>0.865 (0.048)</td>
</tr>
<tr>
<td>GloVe(^c)+SVM</td>
<td>0.873 (0.036)</td>
<td>0.878 (0.030)</td>
<td>0.874 (0.035)</td>
</tr>
<tr>
<td>Bi-LSTM(^d)</td>
<td>0.886 (0.051)</td>
<td>0.880 (0.049)</td>
<td>0.879 (0.052)</td>
</tr>
<tr>
<td>HAN(^e)</td>
<td>0.880 (0.035)</td>
<td>0.890 (0.031)</td>
<td>0.880 (0.033)</td>
</tr>
<tr>
<td>BERT(^f)</td>
<td>0.914 (0.034)</td>
<td>0.917 (0.033)</td>
<td>0.914 (0.034)</td>
</tr>
<tr>
<td>Bio+Clinical-BERT</td>
<td>0.904 (0.041)</td>
<td>0.905 (0.040)</td>
<td>0.904 (0.041)</td>
</tr>
<tr>
<td>SBERT(^g)</td>
<td>0.917 (0.037)</td>
<td>0.920 (0.034)</td>
<td>0.918 (0.036)</td>
</tr>
</tbody>
</table>

\(^a\)TF-IDF: term frequency–inverse document frequency.
\(^b\)SVM: support vector machine.
\(^c\)GloVe: global vectors for text representation.
\(^d\)Bi-LSTM: bidirectional long short-term memory.
\(^e\)HAN: hierarchical attention network.
\(^f\)BERT: bidirectional encoder representation from transformers.
\(^g\)SBERT: sentence bidirectional encoder representation from transformers.

RQ2: What Types of Telemedical Queries Challenge State-of-the-Art NLP Systems?

In the previous section, we identified transformer-based models to be the most effective form of pretraining for triage. To identify telemedical queries that are difficult to triage, we investigated SBERT, as this architecture outputs a single embedding for an entire query, which is useful for interpretability.

We first visualized the SBERT embedding for each test sample in 1 of our test splits using t-distributed stochastic neighbor embedding (t-SNE) [38], projecting the 768D SBERT embeddings for each sample down to a 2D space that aims to preserve the embedding distance found in higher dimensions. Figure 1 visualizes the projected embeddings of our test queries before and after SBERT was fine-tuned using triplet loss. We found that SBERT learned meaningful clusters that largely separated severe from nonsevere samples. Using K-means clustering, we produced Figure 2, where the convex hull of each cluster is highlighted.

We were interested in analyzing patient queries that did not fall into the correct cluster. Textbox 1 highlights all the false positives, as determined by the K-means clusters shown in Figure 2. Specifically, these are the nonsevere (blue) samples in Figure 2 that appear in the Severe cluster.

A common theme among the false positives was that all samples mentioned a symptom or disease. SBERT was thus dependent on symptom interpretation for proper query embedding and likely misinterpreted how some symptoms were being presented. A qualitative analysis of Textbox 1 highlighted the following challenges:

- **Symptom negation:** Samples 1 and 4 highlight how negated symptoms may confuse telemedical triage symptoms. When analyzing sample 1, for example, a triage system must understand that the mentions of dry cough, fever, and sore throat are to highlight their absence and are not indicative of severity.

- **Symptom temporality:** Samples 4, 5, and 11 all have symptom mentions amidst complex temporal relationships. Automatic triage systems must be able to identify that not all symptom mentions are active, while highlighting what symptoms pertain to a given query.

- **Ambiguous questions:** Samples 2, 3, and 5 highlight a tricky subset of what we call “ambiguous questions,” where symptom mentions may occur but the purpose of the query is unclear or the proposed question is difficult to answer. Such samples were marked as not severe by the annotators.

- **General queries:** Samples 6, 7, 9, and 10 contain symptom mentions within the context of a general, nonsevere query. For example, the purpose of query 7, which came from a patient with pneumonia, was to obtain more information about how pneumonia manifests in the lung. This was not deemed severe by the annotators, as general-information requests should not be ranked higher over more relevant, specific, serious medical needs.

- **Self-answered questions:** Samples 8 and 11 contain valid explanations or resolutions to the problem being inquired about. For example, the patient in sample 11 had a continuous dry cough and sore throat. However, they had already taken all requisite COVID-19 precautions (COVID-19 test, self-quarantine). These samples were labeled not severe and may prove challenging for future telemedical triage systems.

Textbox 2 highlights all the false negatives, as determined by the K-means clusters shown in Figure 2. Specifically, these are the severe (red) samples in Figure 2 that appear in the Not Severe cluster.

A qualitative analysis of Textbox 2, which contains all false positives, identified other potential triage challenges:
• Sparse symptom representation: Sample 1 contains patient symptom mentions (boop, HIV, anemia), which contain little representation in the training data. As similar data sets expand the number of diseases for which they are able to triage, learning good representations of large symptom sets may prove challenging.

• Implicit symptom mentions: Sample 2 states they have all COVID-19 symptoms except fever. The reader understands this as meaning there is likely cough, loss of taste/smell, etc, present in the patient. SBERT is unable to make this inference, making this type of sample challenging.

In summary, SBERT’s errors are focused on samples with complex symptom presentation. Future work on telemedical triage may focus on explicit modeling of presented symptoms such that temporality, negation, intention, and other linguistic phenomena are accounted for.

Figure 1. SBERT embeddings projected to 2 dimensions using t-SNE. The left image depicts how the test samples are distributed in the embedding space prior to triplet loss–based fine-tuning. The right image displays how SBERT learns to separate query embeddings in the embedding space. Note: The comp-1 and comp-2 axes denote the names of the 2 dimensions onto which t-SNE projects the 768D embeddings, where “comp” is short for “component”. SBERT: sentence bidirectional encoder representation from transformers; t-SNE: t-distributed stochastic neighbor embedding.
Figure 2. Visualizing the output of K-means clustering on test set t-SNEs. Note: The comp-1 and comp-2 axes denote the names of the 2 dimensions onto which t-SNE projects the 768D embeddings, where “comp” is short for “component”. t-SNE: t-distributed stochastic neighbor embedding.
**Textbox 1.** False-positive samples from the patient query test set.

1. “I came into close contact with someone who just flown back from Australia, I have been in self isolation since he landed, am I not showing any symptoms (dry cough, fever, sore throat) what is the next protocol? Do I go into work?”
2. “I have been recently diagnosed w the flu (nose swab test done). I am 34 years old- ex-smoker (quit completely for 7 years now) however each year I get ‘walking pneumonia’ at least once. I’m almost certain I’ve got it again now. Anything I can do to stop getting pneumonia??”
3. “Hi! So I’m a 20 year old female. I started working out about a year ago. I noticed some lower abdominal pain after partaking in abdominal workouts. But also notice it around the time of my period. It’s right next to/under my hip bone on left side.”
4. “I recently got over either the flu or pneumonia. I’ve noticed my feaces are increasingly yellow or whitish. I had quit smoking thirty days ago and have been on the nicotine gum and now the lozenges. I don’t feel bad, but this is unusual. Could the nicotine products be contributing to the discoloration? Thank you.”
5. “Last year during flu season had a severe cough, difficulty breathing and xray show there was fluid in my chest/lungs. Any advice on what to do with this covid 19?”
6. “Hi. What medication can I take for sinus and headaches during this time of the virus? Thank you.”
7. “I was recently diagnosed with Pneumonia. I had pneumonia when I was a baby but never since. I was shocked when I heard the diagnosis. The symptoms became apparent on March 28. I began taking Doxycycline Monohydrate on Monday April 3 and must take them for seven days. I am mega healthy and have not been sick in years. I can t even remember the last time I was sick. This has really knocked me out. I have zero energy and very little appetite. How does pneumonia manifest in the lung and how does bacteria get in there? How long will it be until I recover? I am really having a hard time with this. Help!”
8. “Hi.my sinuses usually act up during seasonal change (like now). My worry is my symptoms resemble that of covid-19. Throat has been a bit irritated, lately nose has been runny. Wanted to know how I could get myself tested as I don’t live alone, thanks?”
9. “Throat a bit sore and want to get a good immune booster, especially in light of the virus. Please advise. Have not been in contact with Nyone with the virus.”
10. “Hello, I am a student and dealing with a microbiology assignment. I am given a patient sample. My patient is 4 years old -diagnosis Pneumonia - summary of persent illness =Recurrent colds, ear infections, and bronchitis. She has been sick for past 3 weeks. Developed a fever yesterday. Also nausea and vomiting, muscle aches. Past Medical history=Cystic Fibrosis diagnosed at age 3. I did all the lab work and found out that the bacteria causes the disease is Psudomonas aeruginosa. What is the appropriate treatment? Please help.”
11. “Hi. This COVID-19 outbreak is scary. I got screened this week and it was negative. But prior to screening I had a week of continuous dry coughs and also throat was sore. I’ve put myself in a quarantine. What next? Do I still need to screen again?”

**Textbox 2.** False-negative samples from the patient query test set.

1. “My dr. Did a routine CNBC last week. His nurse called and my blood showed signs of anemia. Ok today his nurse called and my blood showed signs of anemia. Ok today his nurse called and the blood they told me Boop was not genetically transferred. This is exactly how my moms lung diseases started. Is thimy lung disease genetic? Is it curable? A deeper searched on showed: the disease of chronic pneumonia? Ok I do not have hiv/AIDS. My question is she said no cure. My mom died from a chronic infection in her longs acronym Boop. I contacted cdc.gov they put me in touch with center for rare diseases. No cure for mom. Question: the told me Boop was not genetically transferred. This is exactly how my moms lung diseases started. Is thimy lung disease genetic? Is it curable? Help please.”
2. “Good morning I have all the symptoms for the coronavirus except a high fever. I have been in contact with someone (who now also are displaying these symptoms) who are staying with a person who visited India in the last 2 weeks. Should I be worried?”

**Discussion**

**Principal Results**

In this study, we provided a novel extension of the COVID-Dialogue data set with telemedical query severity labels. Further, we thoroughly investigated the capability of several transfer learning approaches to predict severity in a resource-constrained setting. We concluded that transformer-based models are able to triage with high efficiency (all F1 scores>0.9). Further, we provided a thorough error analysis of SBERT, highlighting challenging samples that require a deep understanding of symptom presentation. Our error analysis highlights various avenues for future work that explicitly model various patient query types. This is a new area of research and requires more investigation to define the requirements of a real deployment. It should be noted that such systems should not be used for diagnosis. Such a solution can benefit from online learning approaches, especially in the context of the pandemic (eg, temporal and spatial factors are important for detecting outbreaks of a new variant of infection).

**Interpretability: Performance Trade-off**

A commonly discussed limitation of deep neural networks (DNNs) is their lack of a natural way to explain the predictions they have made [39,40], so the use of DNNs makes it difficult to ask why a certain sample was predicted as severe or not severe. Models such as long short-term memory (LSTM) and transformer-based models make it challenging to identify when unfair biases or spurious correlations drive predictions. Thus, the use of transfer learning in telemedical triage must be done with care, as biases learned from other data sets may influence triage decisions.
Lexical models, such as TF-IDF, in combination with a linear classifier, provide straightforward access to a model’s utilization of certain vocabulary terms.

Given that our BERT-based models only provided up to a 5-point increase in the F1 score, we compared the test set errors of SBERT and TF-IDF+SVM to highlight specific sample types that require complexity and knowledge transferability of the transformer architecture for accurate prediction (Table 3).

Across all test sets (ie, the test set from each fold in 5-fold cross-validation), we found that the lexical model using TF-IDF made 77 errors, while SBERT made 47 errors. Additionally, 81% of the errors made by SBERT were also made by TF-IDF. Of the 39 samples predicted correctly by SBERT but incorrectly by TF-IDF, we highlighted 7 queries in Table 3 that are representative of the TF-IDF errors. A qualitative analysis of Table 3 highlighted the following:

- General queries: These samples either inquire about general medical knowledge or request information about COVID-19 testing from a nonsymptomatic patient. Samples 1 and 2 highlight an example of each general query type. These samples were challenging for TF-IDF, given lexical models may struggle to understand query intent without contextual modeling, as our TF-IDF model only considers unigram features. From our 39-sample evaluation set, 22 predictions made by TF-IDF were false positives, with 59% of them being on general query samples.
- Ambiguous questions: These samples are queries that do not contain enough information for a valid response or do not pose a question that can benefit from a remote physician. Samples 3 and 4 are examples of ambiguous questions. We found that 15% of the TF-IDF errors that SBERT predicted correctly are predictions on ambiguous questions.

Many of the false negatives had no obvious content-based justification for TF-IDF’s failure. In other words, TF-IDF’s issue with the false negatives in Table 3 appear to be due to symptom sparsity and spelling errors. The ability of transformer-based models to transfer knowledge and analyze subwords makes it better suited for such samples, which are realistic issues to be faced by any telemedical triage system put into production.

Table 3. Subset of samples predicted incorrectly by TF-IDF\(^a\)+SVM\(^b\) but predicted correctly by SBERT\(^c\).

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Patient query</th>
<th>Ground truth label</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>“About the ibuprofen and covid 19 should I quit taking it? It’s got me paranoid. The way the media’s been talking about it. I take it everyday for my neck pain and back pain. I can’t take pain pills because they make me nauseas. Any insight please”</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>“Hi, I arrived from the Netherlands on Monday morning. No symptoms but have been around my helper. Should we get tested”</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>“I’m finding difficult to maintain precisely 6 ft in grocery stores. Today, as I was leaving, someone entering the store that was (possibly) 3 ft away was coughing lightly, and I took a shower when I got home. I’m a hypochondriac. Possible covid-19?”</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>“Hi, My uncle has been diagnosed with liver cancer and he is in the last stage. After the first chemotherapy he has been admitted to hospital due to pneumonia. Is he again diagnosed with lung cancer? And what are the chances of getting cure? What treatment you would like us to get it done.”</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>“I believe I might have Covid 19 symptoms. It’s possible to get testing done at home to confirm? Currently I have soar throat, started last night around 19:30.”</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>“Hi my husband has being puking since this morning, has serious vertigo + is off balance. Im suspecting food poisoning but want to be sure. I gave him a pill for nausea, which is working. Do I still take him to a doctor to check that its nothing else?”</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>“I live in france.and now 7days for home quarantine.i have no fever.but I have parangities in my thoart. last few years it’s comes and goes. now I am worried because of covid-19. Does only parangities is only symptoms of this???”</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)TF-IDF: term frequency–inverse document frequency.

\(^b\)SVM: support vector machine.

\(^c\)SBERT: sentence bidirectional encoder representation from transformers.

**Limitations and Future Work**

We were unfortunately only able to look at telemedical triage through the lens of patients with COVID-19 or related pneumonia symptoms. Real-world systems will need to understand a diverse set of diseases and symptoms to handle the variance in queries doctors will receive. For example, HealthTap offers medical advice in over 147 specialties, necessitating a system with a deeper understanding of different medical conditions. In the future, we plan to extend our system so that it can classify patient queries that span a more diverse set of medical conditions.

Like any other automatic recommendation system, the performance of such an automated triage system might be affected based on the quality of user queries. For instance, an automatic triage system can assign lower severity to queries that have missing information (ie, a patient forgets to mention relevant symptoms or does not share enough details) or are not well written. This is similar to Google Search, where the quality of search results depends on the user query and where user...
satisfaction is correlated with the quality of the query. Such automatic triage can still be useful and significantly improve longitudinal user interaction at scale, as has been shown in other recommendation systems (eg, Google Search or Amazon recommendations). Another limitation is the binary classification system, as it ignores the spectrum of potential perceived severity. Future work could develop a score-based system where severity is scored on a continuous scale. Further research with multidisciplinary research teams is required to determine the impact of such automated solutions and identify potential techniques to address such limitations.

In future work, we will extend this system beyond the online medical Q&A forum and into doctor-patient messaging apps. We are actively in conversation with a local teaching hospital regarding the issue of doctors being overwhelmed with textual medical queries. Thus the NLP models explored in this paper may prove useful in future works modeling doctor-patient messaging data, including tasks such as the relative ranking of patient query importance of in-hospital private messaging systems. However, the triage problem becomes more challenging in the hospital messaging system context as patients will naturally assume their doctor is familiar with their medical history, providing narrow and incomplete information in their textual queries. To handle this problem, future systems must be able to make inferences using multiple modalities (eg, EHRs, medical images), as well as past conversations, which will likely require a shift in deep learning architecture as BERT-based models are restricted to processing of 512 tokens.

**Conclusion**

Telemedical triage is an important task in the world of telemedicine. Ranking medical queries according to severity both optimizes the doctor's time and allows care to be administered to more of those with time-sensitive issues. We showed that even in the presence of a limited amount of data, transfer learning can be used to triage for COVID-19 and pneumonia patients with high accuracy. Specifically, we found a statistically significant difference in performance between transformer-based solutions and both lexical and GloVe embedding-based solutions. We additionally categorized all model errors into numerous interpretable categories, highlighting sample types that challenge our NLP-based triage systems. Queries with complex negation, temporality, and ambiguity (among other linguistic phenomena) were shown to be highly present in SBERT's errors, giving specific direction for future work on telemedical triage.
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Abstract

Background: Knowledge discovery from treatment data records from Chinese physicians is a dramatic challenge in the application of artificial intelligence (AI) models to the research of traditional Chinese medicine (TCM).

Objective: This paper aims to construct a TCM knowledge graph (KG) from Chinese physicians and apply it to the decision-making related to diagnosis and treatment in TCM.

Methods: A new framework leveraging a representation learning method for TCM KG construction and application was designed. A transformer-based Contextualized Knowledge Graph Embedding (CoKE) model was applied to KG representation learning and knowledge distillation. Automatic identification and expansion of multihop relations were integrated with the CoKE model as a pipeline. Based on the framework, a TCM KG containing 59,882 entities (e.g., diseases, symptoms, examinations, drugs), 17 relations, and 604,700 triples was constructed. The framework was validated through a link predication task.

Results: Experiments showed that the framework outperforms a set of baseline models in the link prediction task using the standard metrics mean reciprocal rank (MRR) and Hits@N. The knowledge graph embedding (KGE) multitagged TCM discriminative diagnosis metrics also indicated the improvement of our framework compared with the baseline models.

Conclusions: Experiments showed that the clinical KG representation learning and application framework is effective for knowledge discovery and decision-making assistance in diagnosis and treatment. Our framework shows superiority of application prospects in tasks such as KG-fused multimodal information diagnosis, KGE-based text classification, and knowledge inference-based medical question answering.

(JMIR Med Inform 2022;10(9):e38414) doi:10.2196/38414
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Introduction

Background

Having a long history of 5000 years, traditional Chinese medicine (TCM) is featured as the scientific thinking of holistic view and syndrome differentiation, as well as the long-time practice of technical methods of personalized treatment. TCM has the advantages of precise clinical efficacy, relatively safe medication, flexible treatment, and relatively low cost [1]. However, a large amount of empirical knowledge exists with Chinese physicians, which is difficult to be applied directly in assisting clinical decision-making systems. At the same time, the dismantling of medical guidelines alone cannot cope with all situations, and existing clinical assisted decision-making
systems cannot explain the ins and outs of diagnostic decisions as senior experts do.

The combination of knowledge graphs (KGs) and artificial intelligence (AI) models has the bilateral advantages of “black box” and “logic.” Using knowledge graph embedding (KGE) techniques, KGE models may partially simulate the cognitive process of the human brain by representing massive entities, relations, and attributes. By combining with the causal events extracted from the text of event descriptions by causality extraction techniques, event information can be presented in structured form. KGs and machine learning models are expected to be integrated to assist machine understanding and concept interpretation, allowing the decision-making process of machines to be interpretable. However, how to construct a TCM KG and apply it with KGE models is still a challenging problem.

To that end, this paper proposes a new framework leveraging a representation learning method for TCM KG construction and application. TCM knowledge is extracted from Chinese physicians based on 1 of our previous works [2] by using an automatic procedure of information extraction concept normalization, entity alignment. The framework collects multimodal information about Chinese medicines to support the automatic construction of personalized KGs according to clinical disease treatments by Chinese physicians. Our framework has application potential in text classification, KG-based question answering, and recommendations of practitioners and specialties.

The main contributions of this paper are threefold: (1) A new framework for the construction and application of TCM KG by leveraging representation learning is proposed, (2) a transformer-based Contextualized Knowledge Graph Embedding (CoKE) model is applied to KG representation learning and knowledge distillation by integrating multihop relations, and (3) a TCM KG containing 59,882 entities, 17 relations, and 604,700 triples is constructed.

**Related Work**

**Medical Knowledge Graph**

The concept of KG was proposed by Google in 2012. Research applications evolved by previously improving the capabilities of search engines and enhancing the search quality and experience of users related to finance, healthcare, geography, e-commerce, and medical care. There exist many KGs, including on Google Knowledge Graph [3], DBpedia [4], Yet Another Great Ontology (YAGO; Max Planck Institute for Computer Science) [5], and FreeBase (Metaweb Technologies, Inc.) [6]. In China, there are Zhi Cube (Sogou), Zhi Xin (Baidu), zhishi.me (Shanghai Jiao Tong University) [7], and the GDM Lab Chinese KG project (Fudan University) [8]. In the medical field, the KG of medicine NKIMed [9] was developed by the Institute of Computer Technology of the Chinese Academy of Sciences, and the KG of Chinese medicine [10] was constructed by the Institute of Chinese Medicine Information of the Chinese Academy of Traditional Chinese Medicine. The Traditional Chinese Medicine Language System (TCMLS) is a relatively large semantic network for the KG of Chinese medicine [11], containing more than 100,000 concepts and 1 million semantic relations, which basically covers the conceptual system of TCM disciplines. The TCMLS was in the leading position of the TCM community in terms of its scale and completeness. Rotmensch et al [12] extracted positive mentions of diseases and symptoms (concepts) from structured and unstructured data in electronic medical records (EMRs) and used them to construct a health KG automatically.

**Knowledge Graph Representation Learning**

Graph neural networks (GNNs) are deep learning architectures for graph-structured data, which combine end-to-end learning with inductive reasoning. GNNs are promising research topics of AI, and they are expected to solve the problems of causal inference and interpretability that cannot be handled by traditional deep learning models. KG representation learning is a critical branch of the research on GNNs and plays a nontrivial role in knowledge acquisition and downstream application. KG representation learning consists of elements such as representation spaces (pointwise space, complex vector space, gaussian distribution, manifold, and group), scoring functions (distance-based and semantic-matching scoring functions), and encoding models (linear/bilinear, factorization models and neural networks).

Translational models leverage translational distances (eg, L1 or L2 norm) to model relations between head and tail entities. TransE is one of the representative translational models [13]. Dealing with 1-to-N, N-to-1, and N-to-N relations, TransE suffered from inefficiency problems in representing head or tail entities. To alleviate such problems, KGE models, including TransH [14], TransR [15], and TransD [16], were designed to impose translational distance constraints through different entity projection strategies. RotatE considers the embedding vectors of relations as rotations from source entities to target entities in a complex space [17].

The basic idea of factorization models is to decompose the matrix of each slice in a 3-way tensor into a product of entity vectors and relation matrices in the lower-dimensional space. The RESCAL model leveraged a relation-associated matrix to capture interactions between head and tail entities, which required a large number of parameters to model relations [18]. Therefore, vector forms of relations were introduced in DistMult [19] to decrease model parameters by restricting the interaction matrices to diagonal matrices. To increase the interactions between head and tail entities, a circular correlation operation was leveraged as the score function in the expressive HolE model [20]. Inspired by DistMult, the ComplIEx model extended the representations of entities and relations by utilizing embedding vectors in a complex space [21]. An expressive KGE model named SimplE used 2 vectors for each entity to learn independent parameters through simplifying ComplIEx by removing redundant computation [22].

In recent years, inspired by convolution operations, convolution-based KGE models, such as ConvE [23], ConvKB [24], and CapsE [25], were designed as different strategies to capture features between entities and relations for KG representation learning. A KGE model named knowledge base attention (KBAT) extended the graph attention (GAT) network by exploring the multihop representation of a given entity for
representation aggregation via multihead attention and graph attention mechanisms [26]. The natural language pretraining model BERT [27] learned to integrate contextual information in the KG based on the representation of the transformer [28]. CoKE [29] used a transformer to encode edge and path sequences. These promising methods have attracted much attention due to the high efficiency of convolution in representation learning. CoKE aimed to learn the dynamic adaptive representations of entities and relations based on a rich graph structure context. Compared with static representations, the performance of contextual models is state of the art, since the representations combined with contextual semantic information are richer and more flexible. Despite the use of a transformer, CoKE was still parameter-efficient to obtain competitive performance with fewer parameters. The comparison of the KG representation learning models is shown in Table 1.
**Table 1.** Comparison of baseline KGE<sup>a</sup> models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Scoring function $f(h,t)$</th>
<th>Entity and relation embedding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Translational model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TransE [13]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TransH [14]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TransR [15]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TransD [16]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Linear/bilinear model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SimplE [22]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HolE [20]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Rotational model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QuatE [30]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RotatE [17]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Convolutional neural network</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConvE [23]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConvKB [24]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GNN&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KBAT&lt;sup&gt;c&lt;/sup&gt; [26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Neural network transformer</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CoKE&lt;sup&gt;d&lt;/sup&gt; [29]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>KGE: knowledge graph embedding.
<sup>b</sup>GNN: graph neural network.
<sup>c</sup>KBAT: knowledge base attention.
<sup>d</sup>CoKE: Contextualized Knowledge Graph Embedding.

**Application of Medical Knowledge Graphs**

The hot topics related to the application of medical KGs are KG-fused multimodal information diagnosis, KGE-based text classification, and knowledge inference–based medical question answering and assisted diagnosis. Shen et al [31] reused the existing knowledge base to build a high-quality KG and designed a prediction model to explore pharmacology and KG features. The model allowed the user to gain a better understanding of the drug properties from a drug similarity perspective and insights that were not easily observed in individual drugs. Zheng et al [32] took advantage of 4 kinds of modality data (X-ray images, computed tomography [CT] images, ultrasound images, and text descriptions of diagnoses) to construct a KG. The model leveraged multimodal KG features.
attention embedding for diagnosis of COVID-19. The experimental results demonstrated that it was essential to capture and join the importance of single- and multilevel modality information in a multimodal KG. Li et al [33] designed an AI-powered voice assistant by constructing a comprehensive knowledge base with ontologies of defined Alzheimer disease and related dementia (ADRD) diet care and user profiles. They extended the model with external KGs, such as FoodData Central and DrugBank, which personalized ADRD diet services provided through a semantics-based KG search and reasoning engine.

With the development of deep learning methods, diagnostic decisions have become interpretable. Theoretically, rule-based engines may infinitely approximate the performance of nonlinear classifiers by mining the expanded knowledge. In other words, through the integration of interpretable knowledge rules, rule-based engines may approximate the performance of deep learning models. Through deep mining of rules, the clinical assisted decision-making system may be able to perform multiple rounds of rule expansion under dynamic thresholds and further extend the capability of decision-making based on existing knowledge.

Methods

TCM Knowledge Graphs

To construct a TCM KG (Table 2) for ordinary usage, such as disease diagnosis and treatment assistance, we cleaned the EMR data set of diagnosis and treatment of TCM diseases and represented the relations of entities in triples. For instance, given a description text of insulin resistance as a mechanism of type 2 diabetes, the entities and relations in the sentence were extracted and organized into a disease mechanism triple of (insulin resistance, mechanism=>treatment=>drug, diabetes mellitus).

The semantics of the entities diabetes mellitus and metformin were enriched by the embeddings of the 2-hop path inferred by triples (metformin, mechanism, insulin resistance) and (insulin resistance, treat, diabetes mellitus). To represent multihop relations, given the 2-hop path from the entity metformin to diabetes mellitus, triple forms (metformin, mechanism-treat, diabetes mellitus) were used for consistency. Since the multihop features were integrated, the representations of entities and relations tended to have strong inference capability, which facilitated entity link prediction. The KG was represented as textual triples that described multihop relations of entities.
Table 2. Overview of the TCM\textsuperscript{a} KG\textsuperscript{b}.

<table>
<thead>
<tr>
<th>Relation name</th>
<th>Heads, n</th>
<th>Tails, n</th>
<th>Triples, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>symptom=&gt;symptom</td>
<td>8101</td>
<td>8544</td>
<td>51,345</td>
</tr>
<tr>
<td>disease=&gt;symptom</td>
<td>12,225</td>
<td>15,071</td>
<td>133,648</td>
</tr>
<tr>
<td>disease=&gt;drug</td>
<td>12,650</td>
<td>11,526</td>
<td>84,524</td>
</tr>
<tr>
<td>mechanism=&gt;mechanism</td>
<td>527</td>
<td>51</td>
<td>590</td>
</tr>
<tr>
<td>symptom=&gt;drug</td>
<td>3941</td>
<td>6145</td>
<td>24,724</td>
</tr>
<tr>
<td>symptom=&gt;mechanism</td>
<td>6544</td>
<td>1096</td>
<td>10,906</td>
</tr>
<tr>
<td>symptom=&gt;disease</td>
<td>8101</td>
<td>10,391</td>
<td>87,651</td>
</tr>
<tr>
<td>mechanism=&gt;department</td>
<td>1908</td>
<td>65</td>
<td>4408</td>
</tr>
<tr>
<td>symptom=&gt;body parts</td>
<td>318</td>
<td>85</td>
<td>548</td>
</tr>
<tr>
<td>mechanism=&gt;body parts</td>
<td>2217</td>
<td>72</td>
<td>3221</td>
</tr>
<tr>
<td>mechanism=&gt;symptom</td>
<td>2147</td>
<td>4191</td>
<td>16,377</td>
</tr>
<tr>
<td>symptom=&gt;department</td>
<td>10,157</td>
<td>178</td>
<td>24,870</td>
</tr>
<tr>
<td>disease=&gt;mechanism</td>
<td>7774</td>
<td>5304</td>
<td>46,425</td>
</tr>
<tr>
<td>disease=&gt;body parts</td>
<td>7607</td>
<td>110</td>
<td>13,505</td>
</tr>
<tr>
<td>disease=&gt;department</td>
<td>14,484</td>
<td>284</td>
<td>40,762</td>
</tr>
<tr>
<td>disease=&gt;disease</td>
<td>9728</td>
<td>10,545</td>
<td>40,575</td>
</tr>
<tr>
<td>mechanism =&gt;disease</td>
<td>2228</td>
<td>5443</td>
<td>20,621</td>
</tr>
</tbody>
</table>

\textsuperscript{a}TCM: traditional Chinese medicine.
\textsuperscript{b}KG: knowledge graph.
Knowledge Graph Representation Framework

After preprocessing of the TCM KGs, we applied a CoKE-based KG representation learning model based on a diagnosis and treatment KG of Chinese and Western medicine and proposed a new KG representation framework. Compared with popular knowledge representation learning models, such as TransE and KBAT, our framework features the fusion of CoKE and multihop relations. The framework was verified with downstream applications, such as assisted decision-making and question answering, as shown in Figure 2.
Entity Link Prediction

The CoKE model was leveraged as the base model in this paper. The BERT model was leveraged to learn contextualized embeddings of entities and relations in CoKE. The input sequence $X = (x_1, x_2, ..., x_n)$ consisted of the embeddings of a head entity $x_1$ and a tail entity $x_n$, while the embeddings of relations were denoted as $x_2$ from $x_{n-1}$. Given $x_i$ from the input sequence, the hidden representation $h_i$ was expressed as Equation 1:

$$h_i = \text{Encoder}(\text{Input} + \text{Positional Embedding})$$

where $\text{Encoder}$ is the embedding of an element and $\text{Positional Embedding}$ is the positional embedding of an element. The former was used to identify the current entities or relations in $X$, and the latter presented the positional features of the element in the sequence. The constructed hidden representations were fed into transformer encoders of $L$ layers as Equation 2:

$$h_{i,l} = \text{Transformer}(h_i)$$

where $h_{i,l}$ is the hidden representation of $x_i$ at the $l$-th layer of the encoder. A multihitd self-attention mechanism was leveraged by the transformer, which allowed each element to attend to other elements in the sequence effectively for contextual feature modeling. As the use of transformers has become ubiquitous recently, we omitted a detailed description of the transformer. The final hidden representations $h_l$ are representations for entities and relations within the sequence $X$. The learned representations were naturally contextualized and automatically adaptive to the input.

Multihop Relational Representation Learning

Given a triple $(s, r, o)$ in a KG, the contexts between a head and a tail entity can be described as an edge and a path. An edge $s \rightarrow r \rightarrow o$ is presented as a sequence that can be viewed as a triple. For instance, an edge $\text{metformin} \rightarrow \text{mechanism} \rightarrow \text{insulin resistance}$ can form a triple $(\text{metformin}, \text{mechanism}, \text{insulin resistance})$ equivalently. As the basic unit of a KG, an edge (or a triple) is the simplest form of a graph context describing an entity. Another context is a path $s \rightarrow r_1 \rightarrow \ldots \rightarrow r_k \rightarrow o$ as a sequence consisted of head and tail entities and a list of linked relations between them. For instance, the path $\text{metformin} \rightarrow \text{mechanism} \rightarrow \text{insulin resistance} \rightarrow \text{diabetes mellitus}$ describes multihop relations between the head entity $\text{metformin}$ and the tail entity $\text{diabetes mellitus}$, where $\text{insulin resistance}$ is the intermediate entity in the path, while $\text{mechanism}$ and $\text{treat}$ are the relations. The path can be expressed as a triple $(\text{metformin}, \text{mechanism-treat}, \text{diabetes mellitus})$. Consisting of contextual features of entities, the multihop path representation can be leveraged for reasoning in a KG.

To verify the effectiveness of the model, experiments of entity link prediction in knowledge graph completion (KGC) [35] and multihop relation representation learning were conducted. Entity link prediction refers to a task that predicts missing target entities of triples $(h, r, ?)$ and $(?, r, t)$ with a candidate entity set by semantic constraints of KGE models. PathQuery answering [36] was utilized in the experiments of multihop relation representation learning. Given a source entity $s$ and a relation path $p$, a set of target entities that were inferred from the source entity $s$ via the path $p$ was predicted.

In entity link prediction, our model was trained to predict missing target entities, given a context in the KG, answering...
1-hop or multihop queries. Different strategies were considered to train our model with respect to the cases of edges and paths. Each edge $s \rightarrow r \rightarrow o$ is associated with 2 instances $? \rightarrow r \rightarrow o$ and $s \rightarrow r \rightarrow ?$, which can be regarded as 1-hop query answering. For instance, $\text{metformin} \rightarrow \text{mechanism} \rightarrow ?$ is to answer the query, What is the mechanism of $\text{metformin}$? Similarly, each path $s \rightarrow r_1 \rightarrow \ldots \rightarrow r_k \rightarrow o$ is also associated with 2 instances, one to predict $s$ and the other to predict $o$, which can be viewed as multihop question answering. For instance, $\text{metformin} \rightarrow \text{mechanism} \rightarrow \text{?}$ is to answer the query, What disease can be treated by the mechanism of $\text{metformin}$?

In the training procedure, edges or paths were unified as an input sequence $X = (x_1, x_2, \ldots, x_n)$. Two instances were created by replacing $x_1$ with a special token [MASK] for $s$ prediction and by replacing $x_n$ with [MASK] for $o$ prediction. The masked sequence was fed into the transformer encoding blocks to obtain the final hidden representation for target entity prediction.

As in the BERT model, the representations of the masked entities were fed into a feedforward neural network and a standard Softmax layer was leveraged for classification (Equation 3):

\[
\text{log} \frac{\exp(z_1)}{\sum \exp(z_i)} \quad \text{for } i = 1, \ldots, V
\]

where $z_i$ and $z_n$ are the representations of $h_{1}^{L}$ and $h_{n}^{L}$ produced by the feedforward layer, while $D_{i}$ is a matrix shared with the input element embedding matrix for classification. $D$ is the hidden size, $V$ is the size of the entity vocabulary, and $p_1$ and $p_n$ are the predicted distributions of target entities $s$ and $o$. Cross-entropy loss was leveraged as the loss function for classification (Equation 4):

\[
H(p, y) = -\sum_{i=1}^{V} y_i \log p_i + (1 - y_i) \log (1 - p_i)
\]

where $y_t$ and $p_t$ are the $t$-th components of the 1-hot label vector $y$ and the distribution vector $p$, respectively. A label-smoothing strategy was leveraged to lessen the restriction of 1-hot labels. In other words, the value of the target entity was set to $\epsilon$, while $y_t = (1 - \epsilon)/(V - 1)$ for incorrect entities in the candidate entity set.

**Knowledge Distillation**

Inspired by the idea of TinyBERT [37] for knowledge distillation, our model CoKE-distillation contains a teacher and a student model for knowledge distillation, as shown in Figure 3.

Our proposed CoKE-distillation model consists of 3 levels of distillation: embedding layer distillation, transformer -layer distillation, and prediction layer distillation. At the embedding layer distillation level, the embedding matrices of the student and teacher model are constrained by the mean-square error (MSE) loss (Equation 5):

\[
\text{MSE}(E_s, E_t) = \frac{1}{N} \sum_{i=1}^{N} (E_s(i) - E_t(i))^2
\]

where $E_s$ is a trainable linear transformation matrix to project the embedding of the student model into the semantic space of the teacher model. The embedding matrices of the student and teacher models are denoted by $E_s$, where $l$ is length of the sequence, $d_0$ is the size of the embeddings of the teacher model, and $d$ is the size of the embeddings of the student model.

At the level of transformer layer distillation, the CoKE-distillation model distills knowledge in $k$-layer intervals. For instance, if the student model has 4 layers, a transformer loss is calculated every 3 layers, since the teacher model has 12 layers. The first layer of the student model corresponds to the third layer of the teacher model, while the second layer of the student model corresponds to the sixth layer of the teacher model and so on. The transformer loss of each layer is divided into 2 parts, attention-based knowledge distillation and implicit state–based knowledge distillation. The loss of each layer consists of an attention-based knowledge distillation loss and a hidden state-based knowledge distillation loss.
The attention-based knowledge distillation loss is expressed as Equation 6:

\[
\text{where } h \text{ is the number of attention heads, } \text{refers to the attention matrix corresponding to the } i\text{-th head of the teacher or the student, and } l \text{ is the length of the input text.}
\]

The hidden state-based knowledge distillation loss is expressed as Equation 7:

\[
\text{where the matrices } \text{refer to the hidden representations of student and teacher models, respectively. At the level of prediction layer distillation, prediction loss is shown as Equation 8:}
\]

\[
\text{where } z^T \text{ and } z^S \text{ are the logit vectors predicted by the student and the teacher respectively, CE means the cross-entropy loss, and } t \text{ means the temperature value. In our experiment, } t \text{ was set to .}
\]

Results

Data Set

To evaluate the proposed model, a widely used standard data set FB15k-237 [38] was used, which is a subset of the Freebase knowledge base [6] with 14,541 entities and 237 relations. Due to redundant relations existing in the FB15k data set, FB15K-237 removes the inverse relations, preventing models from directly inferring target entities by inverse relations. The FB15k-237 data set is randomly divided into 3 sets (training, validation, and test sets), with 272,115 triples in the training set, 17,535 triples in the validation set, and 20,466 triples in the test set.

We constructed a medical diagnosis and treatment data set of TCM, called TCMdt, consisting of entities and relations as triples. The data set contained 17 kinds of relations, 59,882 entities, and 604,700 triples without repetitive and inverse relations. There were 3811 kinds of N–1 relations, such as relation combinations mechanism-body parts and mechanism-mechanism. The rest of the relations were N–N relations, 600,868 in total. There were no 1–1 and 1–N relations in the data set. The data set was divided into a training, a validation and a test set, containing 59,882 entities and 17 relations in total. The details of the FB15k-237 and TCMdt data sets are shown as Table 3.

The hypertension data set (Table 4) in TCM for the multilabel modeling task was used in our experiment to evaluate the effectiveness of KGE learning. TCM has been used for the diagnosis of hypertension and has significant advantages. Symptom analysis and modeling of TCM provide a way for clinicians to accurately and efficiently diagnose hypertension. In this study, the initial data were collected from trained practitioners and clinical practitioners. Details of 928 cases of hypertension were collected from the clinical departments of the Guangdong Provincial Hospital, with both inpatient and outpatient medical records from the Liwan district [39]. All cases with incomplete information were removed from the data set, and the remaining 886 (95.47%) cases were used for analysis in this study.

Each case in the data set had 129 dimensions of TCM symptom features and syndrome diagnosis labels in 1-hot format. Each case had 2-5 labels of TCM syndrome diagnosis reidentified by trained clinicians. The KGE of the syndrome entities and the symptom vectors and matrix were constructed from the aforementioned TCMdt data set.

Table 3. Statistics of the FB15k-237 data set and the constructed TCMdt data set.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Entities, n</th>
<th>Relations, n</th>
<th>Triples in the training set, n</th>
<th>Triples in the validation set, n</th>
<th>Triples in the test set, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB15k-237</td>
<td>14,541</td>
<td>237</td>
<td>272,115</td>
<td>17,535</td>
<td>20,466</td>
</tr>
<tr>
<td>TCMdt</td>
<td>59,882</td>
<td>17</td>
<td>544,230</td>
<td>30,235</td>
<td>30,235</td>
</tr>
</tbody>
</table>

Table 4. Statistics of the hypertension data set in TCM.

<table>
<thead>
<tr>
<th>Features, n</th>
<th>Classes, n</th>
<th>Total cases, N</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>121</td>
<td>8</td>
<td>886</td>
<td>10-fold cross-validation</td>
</tr>
</tbody>
</table>

aTCM: traditional Chinese medicine.

Baselines

Baseline methods were used for comparison in the experiments, including translational models, bilinear models, a rotational model, a GNN, and a transformer-based model. The details of the models and their types are shown in Table 5.
Table 5. Baseline methods for KG\(^a\) representation learning.

<table>
<thead>
<tr>
<th>Type of model</th>
<th>Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translational model</td>
<td>TransE ([13]), TranH ([14]), TransR ([15]), TransD ([16])</td>
</tr>
<tr>
<td>Linear/bilinear model</td>
<td>ComplEx ([21]), DistMult ([19]), SimplE ([22])</td>
</tr>
<tr>
<td>Rotational model</td>
<td>RotatE ([17])</td>
</tr>
<tr>
<td>GNN(^b)</td>
<td>KBAT(^c) ([26])</td>
</tr>
<tr>
<td>Transformer-based model</td>
<td>CoKE(^d) ([29])</td>
</tr>
</tbody>
</table>

\(^{a}\)KGE: knowledge graph.  
\(^{b}\)GNN: graph neural network.  
\(^{c}\)KBAT: knowledge base attention.  
\(^{d}\)CoKE: Contextualized Knowledge Graph Embedding.

**Evaluation Metrics**

With respect to the evaluation metrics, Sun et al \([40]\) found that some high performance can be attributed to the inappropriate evaluation protocols and proposed an evaluation protocol to address this problem. The proposed protocol was more robust to handle bias in the model, which could substantially affect the final results. Ruffinelli et al \([41]\) conducted systematic experiments on the training methods used in various KGE models and found that some early models (eg, RESCAL) can outperform the state-of-the-art models, after adjusting the training strategies and exploring a larger search space of hyperparameters. This indicated that the performance improvement of the models might not reflect their advantage, since the training strategies might play a critical role. Therefore, we established a unified evaluation standard to mine the valuable ideas and superiority of the models.

We used the mean reciprocal rank (MRR) and Hits@N, which are frequently used evaluation metrics for link prediction task in KGs (Equations 9 and 10). Applying the filtered settings given by Wang et al \([14]\), the rank of the head or tail entities in a test triple \((e_i, r_k, e_j)\) was computed within a filtered entity set. The filtered entity set contained entities that could be used to generate valid triples without valid head or tail entities in the training set. A large value of the MRR indicates that the KGE model have the capability of precise entity representation, while Hits@N denotes a rate of head and tail entities that rank within N (1, 3, or 10) empirically.

In the equations, \(|\Gamma_t|\) is the size of testing triple set \(\Gamma_t\) and I(·) is an indicator function, while \(\hat{\alpha}\) denote values of ranks for a head and a tail entity \(e_i\) and \(e_j\), respectively.

**Model Performances**

During the comparison, we evaluated the models with embedding vectors of 256, 512, 1024, and 2048 dimensions and sufficient iterations to ensure the obtained embeddings were qualified for the sake of the downstream task. The results are shown in Tables 6 and 7. Compared with the baseline models, the CoKE model showed a competitive performance on both the standard data set and the constructed TCMdt data set. The CoKE model had the highest MRR and CoKE-multihop model had the best Hits@10. The CoKE-multihop-distillation model still showed a competitive performance on the MRR and HIT@10 compared to the CoKE model.

To evaluate the effectiveness of the KGE learning, 10-fold cross-validation was used in the multilabel modeling task experiments. Compared with typical models multilabel k nearest neighbors (MLKNN), RandomForest-RAkEL (where RAkEL refers to random k-labelsets), LogisticRegression-RAkEL, and deep neural network (DNN) \([42]\), the proposed model outperformed the baseline models on metrics precision, recall, and the F1 score, as shown in Table 8. In addition, multilabel models with KGE had better performance than those without KGE. The results demonstrate that learned KGE is capable of improving the performance of deep learning models.

As shown in Figure 4, the DNN+BILSTM-KGE (where BILSTM refers to bidirectional long short-term memory) outperformed the DNN on evaluation metrics (eg, precision and F1 score) in the training procedure. Compared with the DNN, the average precision and F1 score of DNN+BILSTM-KGE showed improvement, with the Hamming loss significantly decreasing for the first 50 iterations.
Table 6. Performance comparison of link prediction on the FB15k-237 data set.

<table>
<thead>
<tr>
<th>Models</th>
<th>MRR@1</th>
<th>Hits@N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>@10</td>
<td>@3</td>
</tr>
<tr>
<td>TransE</td>
<td>0.296</td>
<td>0.499</td>
</tr>
<tr>
<td>SimplE</td>
<td>0.306</td>
<td>0.496</td>
</tr>
<tr>
<td>RotatE</td>
<td>0.314</td>
<td>0.505</td>
</tr>
<tr>
<td>ComplEx</td>
<td>0.296</td>
<td>0.489</td>
</tr>
<tr>
<td>DistMult</td>
<td>0.309</td>
<td>0.506</td>
</tr>
<tr>
<td>KBAT(^b)</td>
<td>0.103</td>
<td>0.337</td>
</tr>
<tr>
<td>ConvKB</td>
<td>0.407</td>
<td>0.527</td>
</tr>
<tr>
<td>CoKE(^c)</td>
<td>0.362</td>
<td>0.550</td>
</tr>
</tbody>
</table>

\(^a\)MSE: mean-square error.
\(^b\)KBAT: knowledge base attention.
\(^c\)CoKE: Contextualized Knowledge Graph Embedding.

Table 7. Performance comparison of link prediction on the TCMdt data set.

<table>
<thead>
<tr>
<th>Models</th>
<th>MRR@1</th>
<th>Hits@N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>@10</td>
<td>@3</td>
</tr>
<tr>
<td>TransE</td>
<td>0.243</td>
<td>0.428</td>
</tr>
<tr>
<td>SimplE</td>
<td>0.162</td>
<td>0.436</td>
</tr>
<tr>
<td>RotatE</td>
<td>0.146</td>
<td>0.424</td>
</tr>
<tr>
<td>ComplEx</td>
<td>0.137</td>
<td>0.411</td>
</tr>
<tr>
<td>DistMult</td>
<td>0.164</td>
<td>0.438</td>
</tr>
<tr>
<td>ConvKB</td>
<td>0.271</td>
<td>0.464</td>
</tr>
<tr>
<td>CoKE(^b)</td>
<td>0.332</td>
<td>0.491</td>
</tr>
<tr>
<td>KBAT(^c)</td>
<td>0.129</td>
<td>0.369</td>
</tr>
<tr>
<td>CoKE-multihop</td>
<td>0.251</td>
<td>0.515</td>
</tr>
<tr>
<td>CoKE-multihop-distillation</td>
<td>0.32</td>
<td>0.483</td>
</tr>
</tbody>
</table>

\(^a\)MSE: mean-square error.
\(^b\)KBAT: knowledge base attention.
\(^c\)CoKE: Contextualized Knowledge Graph Embedding.
Table 8. Results of 10-fold cross-validation of deep learning multilabel models.

<table>
<thead>
<tr>
<th>Index</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLKNN(^a) (Hamming loss=0.186; best parameter: K=26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro-avg</td>
<td>0.810</td>
<td>0.710</td>
<td>0.760</td>
</tr>
<tr>
<td>Macro-avg</td>
<td>0.800</td>
<td>0.610</td>
<td>0.660</td>
</tr>
<tr>
<td>RandomForest-RAkEL(^b) (Hamming loss=0.186; best parameter: n_estimators=800)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro-avg</td>
<td>0.790</td>
<td>0.740</td>
<td>0.760</td>
</tr>
<tr>
<td>Macro-avg</td>
<td>0.760</td>
<td>0.640</td>
<td>0.670</td>
</tr>
<tr>
<td>LogisticRegression-RAkEL (Hamming loss=0.173; best parameter: C=0.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro-avg</td>
<td>0.810</td>
<td>0.750</td>
<td>0.780</td>
</tr>
<tr>
<td>Macro-avg</td>
<td>0.760</td>
<td>0.660</td>
<td>0.700</td>
</tr>
<tr>
<td>DNN(^c) (Hamming loss=0.186; best parameters: hidden=500, layer=3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro-avg</td>
<td>0.790</td>
<td>0.740</td>
<td>0.760</td>
</tr>
<tr>
<td>Macro-avg</td>
<td>0.750</td>
<td>0.670</td>
<td>0.700</td>
</tr>
<tr>
<td>DNN+LSTM(^d)-KGE(^e) (Hamming loss=0.167; best parameters: hidden=500, layer=3, LSTM=128)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro-avg</td>
<td>0.800</td>
<td>0.790</td>
<td>0.790</td>
</tr>
<tr>
<td>Macro-avg</td>
<td>0.740</td>
<td>0.740</td>
<td>0.740</td>
</tr>
<tr>
<td>DNN+BILSTM(^f)-KGE (Hamming loss=0.127; best parameter: LSTM=128)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro-avg</td>
<td>0.860</td>
<td>0.820</td>
<td>0.840</td>
</tr>
<tr>
<td>Macro-avg</td>
<td>0.810</td>
<td>0.770</td>
<td>0.790</td>
</tr>
</tbody>
</table>

\(^a\)MLKNN: multilabel k nearest neighbors.
\(^b\)RAkEL: random k-labelsets.
\(^c\)DNN: deep neural network.
\(^d\)LSTM: long short-term memory.
\(^e\)KGE: knowledge graph embedding.
\(^f\)BILSTM: bidirectional long short-term memory.

Figure 4. Performances of DNN and DNN+BILSTM-KGE. BILSTM: bidirectional long short-term memory; DNN: deep neural network; KGE: knowledge graph embedding.
Learned representations of entities were visualized by t-SNE, as shown in Figure 5. Symptoms and TCM syndrome elements are denoted by ○ and X, respectively. The representation distribution conformed to theoretical common sense in TCM with obvious boundaries (i.e., silhouette score > 0.44) between different classes of TCM syndromes. Intuitively, the learned representations preserved the semantic information about TCM syndromes by using the proposed KGE learning methods. In addition, the relation between entities Yang hyperactivity and dizziness was similar to the relation between entities liver depression and stringy pulse, indicating that the semantic constraint of translational distance is preserved after training. The results show that representations learned by the proposed KGE learning method are capable of providing semantic information in TCM.

**Figure 5.** Learned representations of entity visualization.

---

**Discussion**

**Principal Findings**

The experiments show that the CoKE model has a more stable performance and can be used for improving downstream tasks. We assume that downstream tasks may be improved by KGE learning, since semantic information provided by KGE is preserved in learned representations of missing entities and relations in a KGC task. KGE is suitable to be applied in scenarios that suffer from incompleteness issues, including knowledge discovery for diagnosis and treatment and assisted decision-making in TCM. Based on the clinical KGE model, we automatically extracted the information about dominant diseases treated by Chinese physicians, evidence, symptoms, theories, treatment methods, prescriptions, medicines, and concept mappings according to the definition of clinical knowledge ontology by the physicians. Inspired by Luo et al [43] and Jin et al [44], the triples in a clinical KG are used to learn a personalized KGE model of Chinese physicians.

The problem of incompleteness of a KG is alleviated by entity link prediction of the personalized KGE model. Through the visualization of the KG, our system assists experts in identifying and expanding the potential relations and neighbors of entities in order to obtain explicitness of the implicit knowledge. Through multiple iterations of embedded learning, the KGE model is suitable for treatment decision-making of Chinese physicians. The theories, treatment methods, prescriptions, capability of cause-effect reasoning, and interpretability are enhanced.

Consisting of theories, treatment methods, prescriptions, and medicines of endometriosis (EM) in TCM, the visualization of our KG is shown in Figure 6. A personalized KG for gynecology is constructed to assist experts in knowledge discovery and decision-making. The thickness of the arrows represents the strength of the potential causality, and the size of the nodes represents their importance in the KG of EM in gynecology. Our system clusters the nodes and represents them with different colors of the clusters. Different shapes of nodes represent different entity types.

We referred to a large amount of ancient and modern literature and the diagnosis and treatment data of Chinese and Western medicine, combined with the techniques of entity extraction and causality extraction in natural language processing. According to the definition of domain knowledge by Chinese
physicians, valid entities and relations from real cases include the names of TCM diseases, Chinese medicines and prescriptions, tests and examinations, names of Western medicines and diseases, TCM symptoms, and hospital departments. In the training procedure, the weights of the CoKE model were updated until convergence in order to generate embedding vectors that captured semantic features for clinical interpretability. The proposed model can be applied for personalized recommendations of Chinese physicians, question answering, and optimization of diagnostic models.

Inspired by the heterogeneous network representation learning model [45], a framework for knowledge discovery and decision-making in TCM was proposed, as shown in Figure 7.

Figure 6. Visualization of a personalized KG that consists of theories, treatment methods, prescriptions, and medicines of EM in TCM. EM: endometriosis; KG: knowledge graph; TCM: traditional Chinese medicine.
For medical recommendation and assisted decision-making, the first step is to collect objective information about the four diagnostic methods. The clinical KG incorporates multimodal information recognized from tongue and facial diagnosis equipment, which can be used to improve the performance of models, even in few-shot learning scenarios. KGs can be used to effectively solve the problems of sparsity and cold start in recommendation systems. Integrating KGs into recommendation systems as external information facilitates the systems with common-sense reasoning capability. Based on the powerful capability of information aggregation and the inference of GNNs, we designed a recommendation system to recommend symptoms, diseases, and Chinese physicians, which effectively improves the performance of recommendations. In addition, the information propagation and inference capability of GNNs also provide interpretability for the results of recommendations.

The model can be used for high-quality assisted decision-making in diagnosis and treatment based on multimodal information and specialty questionnaires. Our system helps practitioners and patients efficiently build online profiles, which enhances the research value of clinical cases. Constructed from natural language, KGs have a strong connection to text mining. KGE can be used to boost the performance of models for text classification and generation. For example, KGE can be leveraged for entity disambiguation when answering the question of what glucose-lowering drug is better for obese diabetics. Similar to link prediction, knowledge inference in question answering infers new relations between entities, given a KG, which is often a multihop relation inference process. For instance, the question can be viewed as a query which can be predicted by PathQuery answering of CoKE for medicine recommendation to obtain related medicines, including metformin [46-49].

Conclusion

In this paper, a KG-fused multihop relational adaptive CoKE framework was proposed for screening enhancement, knowledge complement, knowledge inference, and knowledge distillation. The superiority of the model in knowledge discovery and assisted decision-making in TCM was shown in experiments and clinical practice. TCM is a systematic discipline focusing on inheritance and practice. A large amount of knowledge is hidden in the ancient literature and experimental cases of Chinese physicians, which can be mined by researchers. In the future, we aim to improve the quality of the intelligent system of human-machine collaborative KGs in TCM. More in-depth research will be conducted on the knowledge fusion of heterogeneous GNNs, complex inference of KGs with GNNs, and interpretable learning of GNNs.
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Abstract

Background: Preterm birth (PTB) represents a significant public health problem in the United States and throughout the world. Accurate identification of preterm labor (PTL) evaluation visits is the first step in conducting PTB-related research.

Objective: We aimed to develop a validated computerized algorithm to identify PTL evaluation visits and extract cervical length (CL) measures from electronic health records (EHRs) within a large integrated health care system.

Methods: We used data extracted from the EHRs at Kaiser Permanente Southern California between 2009 and 2020. First, we identified triage and hospital encounters with fetal fibronectin (fFN) tests, transvaginal ultrasound (TVUS) procedures, PTL medications, or PTL diagnosis codes within 24\(^{0/7}\)–34\(^{6/7}\) gestational weeks. Second, clinical notes associated with triage and hospital encounters within 24\(^{0/7}\)–34\(^{6/7}\) gestational weeks were extracted from EHRs. A computerized algorithm and an automated process were developed and refined by multiple iterations of chart review and adjudication to search the following PTL indicators: fFN tests, TVUS, abdominal pain, uterine contractions, PTL medications, and descriptions of PTL evaluations. An additional process was constructed to extract the CLs from the corresponding clinical notes of these identified PTL evaluation visits.

Results: A total of 441,673 live birth pregnancies were identified between 2009 and 2020. Of these, 103,139 pregnancies (23.35%) had documented PTL evaluation visits identified by the computerized algorithm. The trend of pregnancies with PTL evaluation visits slightly decreased from 24.41% (2009) to 17.42% (2020). Of the first 103,139 PTL visits, 19,439 (18.85%) and 44,423 (43.97%) had an fFN test and a TVUS, respectively. The percentage of first PTL visits with an fFN test decreased from 18.06% at 24\(^{0/7}\) gestational weeks to 2.32% at 34\(^{6/7}\) gestational weeks, and TVUS from 54.67% at 24\(^{0/7}\) gestational weeks to 12.05% in 34\(^{6/7}\) gestational weeks. The mean (SD) of the CL was 3.66 (0.99) cm with a mean range of 3.61–3.69 cm that remained stable across the study period. Of the pregnancies with PTL evaluation visits, the rate of PTB remained stable over time (20,399, 19.78%). Validation of the computerized algorithms against 100 randomly selected records from these potential PTL visits showed positive predictive values of 97%, 94.44%, 100%, and 96.43% for the PTL evaluation visits, fFN tests, TVUS, and CL, respectively.

https://medinform.jmir.org/2022/9/e37896
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along with sensitivity values of 100%, 90%, and 90%, and specificity values of 98.8%, 100%, and 98.6% for the fFN test, TVUS, and CL, respectively.

**Conclusions:** The developed computerized algorithm effectively identified PTL evaluation visits and extracted the corresponding CL measures from the EHRs. Validation against this algorithm achieved a high level of accuracy. This computerized algorithm can be used for conducting PTL- or PTB-related pharmacoepidemiologic studies and patient care reviews.

*(JMIR Med Inform 2022;10(9):e37896) doi:10.2196/37896*
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**Introduction**

Preterm birth (PTB, the birth of a child before 370/7 weeks of gestation) occurs in nearly 10% of live births in the United States [1,2]. It is one of the leading causes of infant morbidity and mortality in the United States and throughout the world [3,4] and constitutes a significant public health burden [2]. The majority of PTBs are spontaneous or idiopathic, whereas the remaining are medically indicated due to fetal or maternal complications [5-7]. Surviving infants are at significantly increased risk for long-term sequelae, including respiratory, gastrointestinal, central nervous system, hearing, and vision problems, as well as long-term cognitive, motor, and behavioral delays with long-lasting effects [2].

The identification of pregnant women at high risk for imminent spontaneous PTB (sPTB) is critical for appropriate and timely management of preterm labor (PTL), including timely administration of antenatal corticosteroids and magnesium sulfate for accelerating fetal lung maturation and neuroprotection [8-11]. On the other hand, accurate assessment of the risk of sPTB including cervical examination and observation of clinical signs and symptoms can allow for better timing of antenatal corticosteroid administration, avoid unnecessary interventions, and reduce costs. Fetal fibronectin (fFN) testing [12] and transvaginal ultrasound (TVUS) measurement of the cervical length (CL) prior to 24 weeks [13] have been used as indicators of potential sPTB risk. For instance, a CL measuring over 3 cm [14] or a negative fFN test [15] obtained from a pregnant woman with presumed PTL may rule against PTL and therefore avoid overdiagnosis and unnecessary treatment. Standardized clinical procedures for the assessment and management of pregnant women with suspected signs and symptoms of PTL have been established [16,17], and although not widely implemented, they have shown significant health care cost reduction by avoiding unnecessary hospitalization of pregnant women who may have signs and symptoms of PTL but are not likely to deliver prematurely [18].

One historical challenge in the evaluation of retrospective patient data has been with respect to the ability to incorporate some of these free-text elements in the electronic health record (EHR); despite being rich sources of data, they have been challenging to incorporate into studies without reliable, consistent, and efficient ways to identify these elements and classify them in data analyses. Natural language processing (NLP) is a field of computer-based methods aimed at standardizing and analyzing free text, for allowing inclusion of these free-text data elements even in large data sets [19-23]. It converts medical information residing in natural language into a more structured format for various medical research and patient care management purposes [24-27]. Although there have been fruitful attempts to predict the risk of sPTB [12-15,28,29] with structured EHRs or machine learning approaches, to our knowledge, there is no available automated algorithm to identify PTL evaluation visits among patients presenting at triage or hospitals from the EHR. The ability to examine all cases of threatened PTL in a large data set, their associated methods of evaluation, and their outcomes and costs will ultimately help inform the discussion surrounding the standardization of threatened PTL assessment and the associated use of TVUS and fFN. The purpose of the present study was to develop and validate a computerized NLP algorithm and process to effectively identify PTL evaluation visits and extract corresponding CL data from the EHRs, including free-text clinical notes, within a large integrated health care system.

**Methods**

**Study Setting and Population**

Kaiser Permanente Southern California (KPSC) is a large integrated health care system providing comprehensive medical services to over 4.7 million members across 15 large medical center areas. The demographic characteristics of KPSC members are diverse and largely representative of the residents in Southern California [30] with health insurance through group plans, individual plans, Medicare, and Medicaid programs, representing >260 ethnicities and >150 spoken languages. KPSC’s extensive EHR data contain individual-level structured data (including diagnosis codes, procedure codes, medications, immunization records, laboratory results, and pregnancy episodes and outcomes) and unstructured data (including free-text clinical notes, radiology reports, pathology reports, imaging, and videos) covering all medical visits across all health care settings (ie, outpatient, inpatient, emergency department, virtual, etc). Clinical care of KPSC members provided by external contracted providers is captured in the EHR through reimbursement claim requests.

**Ethics Approval**

The study protocol was reviewed and approved by the KPSC Institutional Review Board with a waiver of the requirement for informed consent (approval number: 12670). Only authorized persons were given access permission to perform all analyses.
Identification of PTL Evaluation Visits

The details of PTL assessments are documented in the EHR system in both structured (eg, fFN results, TVUS, and medication) and unstructured (eg, contraction frequency and CL) formats. We conducted a retrospective cohort study including all pregnancies and live births delivered at KPSC hospitals (N=441,673) between 2009 and 2020. The encounters between 24\textsuperscript{0/7} and 34\textsuperscript{6/7} weeks of gestation for each pregnancy episode and the corresponding medical information including clinical notes were extracted from the KPSC EHR system. The extracted information was then used to develop the computerized algorithm and process for identifying PTL evaluation visits through a refined iterative chart review process by the following steps. The encounters between 20\textsuperscript{0/7} and 23\textsuperscript{6/7} weeks as well as those between 35\textsuperscript{0/7} and 36\textsuperscript{6/7} weeks of gestation were excluded because fFN testing was not indicated in these gestational age groups.

Step 1: Based on the codes described in Table A1 of Multimedia Appendix 1, any of the following potential PTL-related encounters for each pregnancy episode were identified and assembled: encounter involving fFN testing, encounter involving TVUS, encounter with PTL diagnosis codes, and encounter with PTL medication.

If any of the above encounters was detected, it was passed to Step 3 for further processing.

Step 2: The evidence or indicator of PTL evaluation was identified from the clinical notes through the following process:

1. Clinical notes associated with triage or hospitalization encounters between 24\textsuperscript{0/7} and 34\textsuperscript{6/7} weeks of gestation for each pregnancy episode were extracted, but these were limited to the notes of interest to the study, as shown in Table A2 of Multimedia Appendix 1. Experienced obstetric gynecologists determined these note types.

2. Extracted clinical notes were preprocessed through letter lowercase conversion and sentence separation and tokenization (ie, segmenting text into linguistic units such as words and punctuation) [20]. The separated sentences were further cleaned up by removing the nondigital or nonletter characters except for spaces, periods, commas, and colons, while correcting misspelled words and standardizing abbreviated words or terms detected from the process of algorithm development. The complete corrected and standardized word lists are summarized in Table A3 of Multimedia Appendix 1.

3. Sentences extracted with at least one of the following predefined keywords are listed in Table A4 of Multimedia Appendix 1: preterm labor, fetal fibronectin, transvaginal ultrasound, abdominal pain, and uterine contraction. These keywords of interest to the study were compiled through consultations with experienced obstetric gynecologists. Sentences without any predefined keywords were not passed for further processing.

The following indicators of PTL evaluation were extracted from the above extracted sentences: performed fetal fibronectin test, performed transvaginal ultrasound, abdominal pain, uterine contraction, and explicit descriptions regarding preterm labor evaluation, such as “in preterm labor,” “ruled out PTL,” and “assessment: preterm labor.” Any negated, general, history-related, and uncertain descriptions were excluded.

If any of the above indicators was detected, the corresponding encounter was defined as a PTL evaluation encounter.

Step 3: The PTL evaluation encounters identified in Step 1 and Step 2 were combined, and deduplication was performed if the same encounter was found multiple times. However, encounters with the following conditions were excluded:

1. The encounter was a delivery encounter in patients with the pre-eclampsia/eclampsia diagnosis code. These were excluded due to potential confounding results related to a medically indicated PTB.

2. The encounter had a PTL diagnosis code but without any other evidence of evaluation for PTL in the same encounter (eg, TVUS, uterine contraction, and fFN test). The percentage of this group was relatively small (1.9%). We decided to exclude these potential cases due to the low confirmed rate from the chart review of a randomly selected sample (see the chart review process below).

Step 4: If the identified PTL encounters had an overlapping time window, these encounters were consolidated as a combined PTL encounter, in which the admitted time was the earlier admitted time, whereas the discharge time was the later discharge time.

Figure 1 presents the number of encounters derived from the process between 24\textsuperscript{0/7} and 34\textsuperscript{6/7} weeks.
CL Measurement Extraction

Cervical assessment may be performed via transvaginal or transabdominal ultrasound to determine CL during PTL evaluation visits; it can be used as a guide for either admission to the hospital or discharge home, as well as for making management decisions when interpreted in the context of clinical assessment and fFN where possible [16,17]. The measured CL was usually documented in the clinical notes or radiology reports by the examining health care provider. However, retrieving and formatting this measure presented a challenge due to the wide variety of free-text formats used. Therefore, a computerized process was developed to extract CL measures from clinical notes associated with a particular PTL evaluation encounter as in the following steps.

Step 1: Lists of keywords or phrases used to describe CL were compiled based on the knowledge of conventional usage by experienced obstetric gynecologists and enriched by iterative
refinement. The complete lists are summarized in Table A5 of Multimedia Appendix 1 and separated into 3 priority groups.

Step 2: The sentences in each clinical note were searched for the predefined keywords or phrases. If one of the predefined keywords was identified in a sentence, then Step 3 was performed. If no keyword was detected, the search was stopped, and the algorithm moved to the next note.

Step 3: The numeric values associated with the keyword “forward” within 10 tokens in the same sentence were searched starting from the position where the predefined keyword was found. If no values were found during forward searching, then the potentially associated values were searched “backward” within 5 tokens before the keyword position because some values were described before the keyword. However, the extracted value was ignored or excluded if it described other measures rather than the CL, such as cervical dilation. The retrieved measures could be 1 or multiple values or a range of values. In addition, each value could contain a unit (cm or mm) or not have any unit. Examples include “cervical length measures 1.6 cm,” “tvus cl 2.6-2.7 cm no funneling,” “cervical length 3.3 to 4.4,” and “transvaginal ultrasound at bedside 41 mm long cervical length.”

Step 4: The final CL measure was determined for each clinical note based on the keyword or phrase priority. If multiple keywords with different priorities were found in the note, the measured values associated with the keywords with the highest priority were retained. If the retained highest priority group still contained multiple different values, the shortest one was retained.

Step 5: The CL measures were determined for each PTL evaluation visit. A PTL evaluation visit could contain multiple CL values measured at different times. If the encounter was a delivery encounter, the first measure was used as the final CL. Otherwise, the measure closest to discharge was used as the final CL.

Step 6: The CL was standardized and finalized for each PTL evaluation visit. If the measure did not have an associated unit, it was considered cm by default. When the unit was mm/millimeter, the values were divided by 10. Finally, if ranges or multiple values were extracted, then the average value of the extracted values was considered the CL.

**Chart Reviews and Validation Process**

To validate the computerized algorithm for identifying true PTL evaluation visits in the EHRs, an iterative chart review process was completed by trained research chart abstractors and adjudicated by experienced obstetrician-gynecologists via multiple iterations. The trained research chart abstractors provided a spreadsheet with the patients’ unique medical record numbers and visit encounters with the encounter start and end dates. An encounter was considered a true PTL evaluation visit if any of the following criteria were met based on the review of free text in the medical notes: iFN test performed, TVUS performed, clinician description or mention of PTL in the encounter note, clinician description of contractions or abdominal pain in the encounter note, CL obtained, and administration of a PTL-related medication (eg, tocolysis, magnesium sulfate, and corticosteroids).

If any of the evaluation criteria were marked as “yes,” then the encounter was categorized as a PTL evaluation visit. Otherwise, it was not categorized as a PTL evaluation visit. The corresponding supporting information for the decision was documented in detail as well.

First, a sample of 20 encounters was randomly selected from the group with PTL diagnosis codes only but without any other evidence of evaluation for PTL, and the trained research chart abstractors reviewed the chart. Of the 20 encounters, 7 (35%) PTL diagnosis codes were confirmed as PTL evaluation encounters. Due to the low confirmed rate, the encounters with PTL diagnosis only were excluded from further processing. Second, another sample of 20 potential PTL evaluation visits identified by the computerized process was randomly selected for chart review. Among these, 17 (85%) were confirmed as true PTL evaluation visits, and the chart review results were then used for refining and finalizing the process. Finally, 100 potential PTL evaluation visits were randomly selected for full chart review, and the chart review results were used as the reference standard to assess the algorithm’s performance to accurately identify true cases of threatened PTL evaluation.

**Data Analysis**

Results of PTL evaluation visits, ifN tests, TVUS procedures, and CL measurements generated from the computerized algorithm and process were first evaluated against the chart-reviewed and adjudicated reference standard, including their sensitivity, specificity, and positive predictive value (PPV). Descriptive analyses were then conducted to report the distribution of the first identified PTL evaluation visit of each pregnancy episode by birth year, PTB status, and gestational age in detail. Gestational age at birth was based on the clinical estimate and captured as a structured format in the EHRs.

**Results**

A total of 441,673 live birth pregnancy episodes were extracted from the KPSC EHR system from January 1, 2009, to December 31, 2020. Of them, 103,139 (23.35%) were identified by the computerized algorithm and process with at least 1 PTL evaluation visit between 24\(^{0/7}\) and 34\(^{6/7}\) gestation weeks. The percentage of pregnancies with PTL evaluation visits was stable at approximately 24% between 2009 and 2015 and decreased starting in 2016 (Table 1). The annual trend of PTB associated with PTL among these pregnancies with PTL evaluation visits is shown in Table 2. The overall rate of PTB among pregnant women triaged for PTL evaluation was 19.78% and stable at a range of 18%-20% across the study period.

Table 3 presents the distribution of the identified first PTL evaluation visit of each pregnancy with iFN tests, TVUS procedures, and CL measures by birth year. The rate of the performed iFN tests decreased from 28.33% in 2009 to 9.01% in 2020, whereas the percentage of TVUS procedures increased from 36.72% in 2009 to 45.22% in 2020 and the rate of CL reporting increased from 35.32% in 2009 to 42.36% in 2020. In addition, the rate of PTL with both the iFN test and TVUS
procedure decreased from 14.64% in 2009 to 6.85% in 2020. The mean CL was 3.66 cm (SD=0.99 cm) and remained relatively stable over the study period.

Table 4 summarizes the distribution of the identified first PTL evaluation visit of each pregnancy with PTB, fFN tests, TVUS procedures, and CL measurements by the corresponding gestation age at the PTL evaluation visit. For the percentage of patients who ultimately had an sPTB varying by gestational age at the time of assessment, the sPTB decreased from 20.75% in patients presenting at 24⁰⁷⁻24⁶⁷ gestational weeks to 16.7% at 2⁷⁰⁷⁻2⁷⁶⁷ gestational weeks; it stayed in the range of 16%-19% between 2⁸⁰⁷ and 3⁰⁶⁷ gestational weeks and then increased from 19.38% at 3¹⁰⁷⁻3¹⁶⁷ gestational weeks to 24.52% at 3⁴⁰⁷⁻3⁴⁶⁷ gestational weeks.

Table 4. Trend showing pregnancies resulting in live births with preterm labor evaluation visits within 24⁰⁷⁻3⁴⁶⁷ gestational weeks by birth year.

<table>
<thead>
<tr>
<th>Birth year</th>
<th>Live birth pregnancy, N</th>
<th>Live birth pregnancy with preterm labor evaluation visit, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>31,476</td>
<td>7682 (24.41)</td>
</tr>
<tr>
<td>2010</td>
<td>31,388</td>
<td>7798 (24.84)</td>
</tr>
<tr>
<td>2011</td>
<td>32,896</td>
<td>8084 (24.57)</td>
</tr>
<tr>
<td>2012</td>
<td>34,765</td>
<td>8514 (24.49)</td>
</tr>
<tr>
<td>2013</td>
<td>34,968</td>
<td>8477 (24.24)</td>
</tr>
<tr>
<td>2014</td>
<td>36,148</td>
<td>8993 (24.88)</td>
</tr>
<tr>
<td>2015</td>
<td>37,782</td>
<td>9109 (24.11)</td>
</tr>
<tr>
<td>2016</td>
<td>39,605</td>
<td>9486 (23.95)</td>
</tr>
<tr>
<td>2017</td>
<td>40,030</td>
<td>9412 (23.51)</td>
</tr>
<tr>
<td>2018</td>
<td>41,026</td>
<td>9511 (23.18)</td>
</tr>
<tr>
<td>2019</td>
<td>41,326</td>
<td>9061 (21.93)</td>
</tr>
<tr>
<td>2020</td>
<td>40,263</td>
<td>7012 (17.42)</td>
</tr>
<tr>
<td>Overall</td>
<td>441,673</td>
<td>103,139 (23.35)</td>
</tr>
</tbody>
</table>

Table 2. Live birth pregnancies with preterm labor evaluation visits between 24⁰⁷ and 3⁴⁶⁷ weeks of gestation by birth year and preterm birth status.

<table>
<thead>
<tr>
<th>Birth year</th>
<th>Preterm birth status</th>
<th>Yes⁹, n (%)</th>
<th>No, n (%)</th>
<th>Total (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>1556 (20.26)</td>
<td>6126 (79.74)</td>
<td>7682</td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>1602 (20.54)</td>
<td>6196 (79.46)</td>
<td>7798</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>1638 (20.26)</td>
<td>6446 (79.74)</td>
<td>8084</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>1698 (19.94)</td>
<td>6816 (80.06)</td>
<td>8514</td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>1644 (19.39)</td>
<td>6833 (80.61)</td>
<td>8477</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>1645 (18.29)</td>
<td>7348 (81.71)</td>
<td>8993</td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>1755 (19.27)</td>
<td>7354 (80.73)</td>
<td>9109</td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>1859 (19.6)</td>
<td>7627 (80.4)</td>
<td>9486</td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>1870 (19.87)</td>
<td>7542 (80.13)</td>
<td>9412</td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>1814 (19.07)</td>
<td>7697 (80.93)</td>
<td>9511</td>
<td></td>
</tr>
<tr>
<td>2019</td>
<td>1809 (19.96)</td>
<td>7252 (80.04)</td>
<td>9061</td>
<td></td>
</tr>
<tr>
<td>2020</td>
<td>1509 (21.52)</td>
<td>5503 (78.48)</td>
<td>7012</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>20,399 (19.78)</td>
<td>82,740 (80.22)</td>
<td>103,139</td>
<td></td>
</tr>
</tbody>
</table>

⁹Yes: preterm births among those pregnancies with preterm labor evaluations.
<table>
<thead>
<tr>
<th>Birth year</th>
<th>Total PTL&lt;sup&gt;a&lt;/sup&gt;, N</th>
<th>Yes for fFN&lt;sup&gt;b&lt;/sup&gt;, n (%)</th>
<th>Yes&lt;sup&gt;c&lt;/sup&gt; for TVUS&lt;sup&gt;d&lt;/sup&gt;, n (%)</th>
<th>Yes for both fFN and TVUS, n (%)</th>
<th>Cervical length n (%)</th>
<th>Mean (SD), cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>7682</td>
<td>2176 (28.33)</td>
<td>2821 (36.72)</td>
<td>1125 (14.64)</td>
<td>2713 (35.32)</td>
<td>3.62 (1.01)</td>
</tr>
<tr>
<td>2010</td>
<td>7798</td>
<td>2145 (27.51)</td>
<td>2958 (37.93)</td>
<td>1129 (14.47)</td>
<td>2847 (36.51)</td>
<td>3.63 (1.01)</td>
</tr>
<tr>
<td>2011</td>
<td>8084</td>
<td>2223 (27.5)</td>
<td>3221 (39.84)</td>
<td>1233 (15.25)</td>
<td>3131 (38.73)</td>
<td>3.63 (0.99)</td>
</tr>
<tr>
<td>2012</td>
<td>8514</td>
<td>2155 (25.31)</td>
<td>3579 (42.04)</td>
<td>1276 (15)</td>
<td>3482 (40.9)</td>
<td>3.64 (0.99)</td>
</tr>
<tr>
<td>2013</td>
<td>8477</td>
<td>2106 (24.84)</td>
<td>3846 (45.37)</td>
<td>1349 (15.91)</td>
<td>3685 (43.47)</td>
<td>3.61 (0.99)</td>
</tr>
<tr>
<td>2014</td>
<td>8993</td>
<td>1848 (20.55)</td>
<td>4134 (45.97)</td>
<td>1264 (14.05)</td>
<td>3949 (43.91)</td>
<td>3.64 (1.00)</td>
</tr>
<tr>
<td>2015</td>
<td>9109</td>
<td>1653 (18.15)</td>
<td>4278 (46.96)</td>
<td>1113 (12.22)</td>
<td>4103 (45.04)</td>
<td>3.69 (1.00)</td>
</tr>
<tr>
<td>2016</td>
<td>9486</td>
<td>1470 (15.5)</td>
<td>4269 (45)</td>
<td>991 (10.44)</td>
<td>4097 (43.19)</td>
<td>3.68 (0.99)</td>
</tr>
<tr>
<td>2017</td>
<td>9412</td>
<td>1172 (12.45)</td>
<td>4045 (42.98)</td>
<td>803 (8.53)</td>
<td>3881 (40.23)</td>
<td>3.69 (0.96)</td>
</tr>
<tr>
<td>2018</td>
<td>9511</td>
<td>1009 (10.61)</td>
<td>4025 (42.32)</td>
<td>714 (7.51)</td>
<td>3805 (40.01)</td>
<td>3.68 (0.98)</td>
</tr>
<tr>
<td>2019</td>
<td>9061</td>
<td>850 (9.38)</td>
<td>3976 (43.88)</td>
<td>640 (7.06)</td>
<td>3762 (41.52)</td>
<td>3.70 (0.98)</td>
</tr>
<tr>
<td>2020</td>
<td>7012</td>
<td>632 (9.01)</td>
<td>3171 (45.33)</td>
<td>480 (6.85)</td>
<td>2970 (43.36)</td>
<td>3.65 (1.00)</td>
</tr>
<tr>
<td>Overall</td>
<td>103,139</td>
<td>19,439 (18.85)</td>
<td>44,423 (43.97)</td>
<td>12,117 (11.75)</td>
<td>42,425 (41.13)</td>
<td>3.66 (0.99)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PTL: preterm labor.
<sup>b</sup>fFN: fetal fibronectin.
<sup>c</sup>Yes: It means that the column contains patient records with documented transvaginal ultrasound assessment or cervical length values.
<sup>d</sup>TVUS: transvaginal ultrasound.
Table 4. First preterm labor evaluation visit of each pregnancy identified by the computerized algorithm between 24\textsuperscript{0/7} and 34\textsuperscript{6/7} weeks of gestation by gestational age.

<table>
<thead>
<tr>
<th>Gestation age of PTL\textsuperscript{a} (weeks)</th>
<th>Total PTL cases, N</th>
<th>PTB\textsuperscript{b} -Yes\textsuperscript{c}, n (%)</th>
<th>fFN\textsuperscript{d} -Yes, n (%)</th>
<th>TVUS\textsuperscript{e} -Yes, n (%)</th>
<th>Both fFN and TVUS -Yes, n (%)</th>
<th>Cervical length (n (%))</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>24\textsuperscript{0/7}-24\textsuperscript{6/7}</td>
<td>7691</td>
<td>1596 (20.75)</td>
<td>1397 (18.16)</td>
<td>4205 (54.67)</td>
<td>1013 (13.17)</td>
<td>4009 (52.13)</td>
<td>3.70 (1.06)</td>
</tr>
<tr>
<td>25\textsuperscript{0/7}-25\textsuperscript{6/7}</td>
<td>7496</td>
<td>2468 (19.58)</td>
<td>1403 (18.72)</td>
<td>3983 (53.14)</td>
<td>971 (12.95)</td>
<td>3813 (50.87)</td>
<td>3.73 (1.03)</td>
</tr>
<tr>
<td>26\textsuperscript{0/7}-26\textsuperscript{6/7}</td>
<td>7923</td>
<td>1392 (17.57)</td>
<td>1524 (19.24)</td>
<td>4060 (51.24)</td>
<td>1037 (13.09)</td>
<td>3894 (49.15)</td>
<td>3.76 (1.01)</td>
</tr>
<tr>
<td>27\textsuperscript{0/7}-27\textsuperscript{6/7}</td>
<td>8122</td>
<td>1356 (16.7)</td>
<td>1733 (21.34)</td>
<td>4186 (51.54)</td>
<td>1143 (14.07)</td>
<td>3995 (49.19)</td>
<td>3.75 (0.97)</td>
</tr>
<tr>
<td>28\textsuperscript{0/7}-28\textsuperscript{6/7}</td>
<td>8417</td>
<td>1562 (18.56)</td>
<td>1771 (21.04)</td>
<td>4220 (50.14)</td>
<td>1166 (13.85)</td>
<td>4060 (48.24)</td>
<td>3.71 (0.98)</td>
</tr>
<tr>
<td>29\textsuperscript{0/7}-29\textsuperscript{6/7}</td>
<td>8823</td>
<td>1535 (17.4)</td>
<td>2032 (23.03)</td>
<td>4229 (50.2)</td>
<td>1290 (14.62)</td>
<td>4262 (48.31)</td>
<td>3.68 (0.97)</td>
</tr>
<tr>
<td>30\textsuperscript{0/7}-30\textsuperscript{6/7}</td>
<td>9224</td>
<td>1709 (18.53)</td>
<td>2114 (24.22)</td>
<td>4436 (48.09)</td>
<td>1279 (13.87)</td>
<td>4274 (46.34)</td>
<td>3.67 (0.94)</td>
</tr>
<tr>
<td>31\textsuperscript{0/7}-31\textsuperscript{6/7}</td>
<td>9932</td>
<td>1925 (19.38)</td>
<td>2466 (26.43)</td>
<td>4638 (46.7)</td>
<td>1475 (14.85)</td>
<td>4492 (45.23)</td>
<td>3.59 (0.97)</td>
</tr>
<tr>
<td>32\textsuperscript{0/7}-32\textsuperscript{6/7}</td>
<td>11,158</td>
<td>2234 (20.02)</td>
<td>2639 (23.65)</td>
<td>4752 (42.59)</td>
<td>1520 (13.62)</td>
<td>4567 (40.93)</td>
<td>3.58 (0.95)</td>
</tr>
<tr>
<td>33\textsuperscript{0/7}-33\textsuperscript{6/7}</td>
<td>11,770</td>
<td>2537 (21.55)</td>
<td>2088 (17.74)</td>
<td>3898 (33.12)</td>
<td>1113 (9.46)</td>
<td>3722 (31.62)</td>
<td>3.50 (0.97)</td>
</tr>
<tr>
<td>34\textsuperscript{0/7}-34\textsuperscript{6/7}</td>
<td>12,583</td>
<td>3085 (24.52)</td>
<td>292 (2.32)</td>
<td>1516 (12.05)</td>
<td>100 (0.8)</td>
<td>1337 (10.63)</td>
<td>3.42 (1.08)</td>
</tr>
<tr>
<td>Overall</td>
<td>103,139</td>
<td>20,399 (19.78)</td>
<td>19,439 (18.85)</td>
<td>44,423 (43.97)</td>
<td>12117 (11.75)</td>
<td>42,425 (41.13)</td>
<td>3.66 (0.99)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}PTL: preterm labor.
\textsuperscript{b}PTB: preterm birth.
\textsuperscript{c}Yes: It implies preterm births among those pregnancies with preterm labor evaluations.
\textsuperscript{d}fFN: fetal fibronectin.
\textsuperscript{e}TVUS: transvaginal ultrasound.
\textsuperscript{f}Yes: It means that the column contains patient records with documented transvaginal ultrasound assessment or cervical length values.

The percentage of PTL evaluation visits with fFN tests, TVUS procedures, and CL measurements also varied over the gestational age at presentation. fFN testing increased from 18.16% at 24\textsuperscript{0/7}-24\textsuperscript{6/7} gestational weeks to 24.63% at 31\textsuperscript{0/7}-31\textsuperscript{6/7} gestational weeks and then dropped significantly to 2.32% at 34\textsuperscript{0/7}-34\textsuperscript{6/7} gestational weeks. In contrast, the percentage decreased from 54.67% at 24\textsuperscript{0/7}-24\textsuperscript{6/7} gestational weeks to 12.05% at 34\textsuperscript{0/7}-34\textsuperscript{6/7} gestational weeks for TVUS procedures, and 52.13% at 24\textsuperscript{0/7}-24\textsuperscript{6/7} gestational weeks to 10.63% at 34\textsuperscript{0/7}-34\textsuperscript{6/7} gestational weeks for CL measurements. The mean CL also slightly decreased from 3.7 cm (SD=1.06 cm) at 24\textsuperscript{0/7}-24\textsuperscript{6/7} gestational weeks to 3.43 cm (SD=1.08 cm) at 34\textsuperscript{0/7}-34\textsuperscript{6/7} gestational weeks. The trend of PTL evaluation with both fFN tests and TVUS procedures by gestational age had a pattern similar to PTL visits with fFN tests.

The validation of 100 randomly selected PTL evaluation visits identified by the computerized algorithm against the manual chart review (which served as the gold standard) is presented in Table 5. Of the 100 PTL evaluation visits identified by the NLP algorithm, 18 PTL evaluations involved fFN tests, 27 involved TVUS procedures, and 28 involved CL measures. Further, 97 of the 100 were confirmed PTL evaluation visits, 17 of 18 had confirmed fFN tests, all 27 had confirmed TVUS procedures, and 27 of 28 had confirmed CL measurements recorded. The computerized algorithm missed 3 PTL evaluation visits with TVUS performed and 3 CL measurements. The algorithm yielded PPVs of 97%, 94.44%, 100%, and 96.43% for PTL evaluation visits, fFN tests, TVUS procedures, and CL measurements, respectively, and sensitivity values of 100%, 90%, and 90%, along with specificity values of 98.8%, 100%, and 98.6% for fFN tests, TVUS procedures, and CL measurements, respectively, as observed in Table 6.
Table 5. Validation results of the preterm labor evaluation and cervical length measures extraction algorithm.

<table>
<thead>
<tr>
<th>Computerized results</th>
<th>Total (N)</th>
<th>Status after chart review</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Yes, n</td>
</tr>
<tr>
<td>Preterm labor evaluation visits</td>
<td>100</td>
<td>97</td>
</tr>
<tr>
<td>Fetal fibronectin test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>No</td>
<td>82</td>
<td>0</td>
</tr>
<tr>
<td>Transvaginal ultrasound</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>No</td>
<td>73</td>
<td>3</td>
</tr>
<tr>
<td>Cervical length</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes-same value</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>Yes-different value</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>No</td>
<td>72</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 6. Performance metrics of the algorithm.

<table>
<thead>
<tr>
<th>Performance</th>
<th>ppv(^a) (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preterm labor evaluation visit</td>
<td>97</td>
<td>NE(^b)</td>
<td>NE</td>
</tr>
<tr>
<td>Fetal fibronectin test</td>
<td>94.44</td>
<td>100</td>
<td>98.8</td>
</tr>
<tr>
<td>Transvaginal ultrasound</td>
<td>100</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Cervical length</td>
<td>96.43</td>
<td>90</td>
<td>98.6</td>
</tr>
</tbody>
</table>

\(^a\)PPV: positive predictive value.
\(^b\)NE: not estimated.

Discussion

When pregnant women presented in triage with signs and symptoms of PTL, a PTL assessment was performed, and the details of the assessment were documented and stored in the EHR system in both structured and unstructured formats. In this study, we developed a computerized algorithm and process to identify PTL evaluation visits and extract associated methods of evaluation for threatened PTL, including fFN, TVUS, and CL. This algorithm identified the population of patients who presented with threatened PTL and underwent these associated assessments with high sensitivity and specificity. With this algorithm, 23.35% of pregnancies in the study were identified with PTL evaluation visits within 24\(^0/7\)-34\(^6/7\) gestational weeks and 19.78% of these pregnancies ultimately led to sPTB. This result is consistent with findings reported in previous studies [18,31,32].

It is worth exploring the details of misclassifications against the manual chart review, although the disagreement between manual chart review and NLP outputs was small. Of the 3 false positive PTL evaluation visits, 1 presented for a scheduled cesarean section at 36 gestational weeks; the visit mentioned uterine contractions, which was one of the conditions used to define PTL. The second case with uterine contractions presented for elective induction of labor at 39 gestational weeks and was not excluded due to the inaccurate estimation of the pregnancy start date. The third case was not excluded because the algorithm detected documented discussion of untreated infection potentially increasing the risk of PTL rather than the true PTL assessment. The algorithm produced only 1 false positive finding for fFN because it wrongly identified the phrase “fFN uninterpretable given a recent sex activity” as a positive fFN result. The algorithm missed 3 TVUS procedures, among which 2 were missed because the terms “vaginal ultrasound” and “formal ultrasound” were used to describe ultrasound for CL measurements, and these were not present in the compiled term list. The other missed case was due to the location of the imaging; TVUS was performed during the regular obstetrician office visit rather than in the hospital triage unit. Additionally, the algorithm incorrectly extracted 1 CL measure but missed 3. The CL measures of the missed cases were falsely excluded because the measures were inaccurately associated with other terms by the algorithm, such as “cervix opening/dilation” or “deepest vertical amniotic fluid pocket.” The incorrect one resulted from the false selection of a measurement performed during the obstetrician office visit rather than as part of the hospital triage service because both were mentioned in the same triage clinical notes.

Clinicians routinely conduct PTL assessments when pregnant women present with signs and symptoms of PTL. Such assessments may help distinguish true PTL cases from false ones, for which the subsequent application of appropriate interventions may improve neonatal outcomes [33]. Conversely,
Algorithms designed to identify all PTL evaluation visits as long as the performed assessment was detected from clinical notes regardless of whether the encounter resulted in an sPTB or the continuation of the pregnancy. The identified PTL evaluation visits will provide a unique opportunity to explore the association of PTL assessment with fetal outcomes. This approach will also provide us the opportunity to accurately ascertain sPTB outcomes and its impact on successive pregnancies as well as differentiate PTBs by subtypes (sPTB from indicated PTB) in future studies.

In recent years, NLP applications have either embraced machine learning techniques alone or in combination with rule-based NLP [27,35]. Machine learning techniques proved advantageous because they improved accuracy when used in situations where the performance obtained with the existing rule-based algorithms was not satisfactory [36]. This technique has been applied in the prediction of PTBs using structured EHR data [27]. To our knowledge, this is the first NLP approach in the medical field to be used for identifying PTL evaluation visits based on either structured or unstructured data. Future work warrants further research in this area via machine learning approaches to improve the performance in terms of identifying PTL evaluation visits.

Our study has several potential limitations. First, our algorithm relied on the available (structured and unstructured) information and the accuracy of the variable in our EHR system. Although clinical notes are not available for individuals receiving outside care, it is less likely that pregnant women would receive their care elsewhere as long as a pregnancy episode was established in our care system. Second, although PTL visits with concomitant medical indications for preterm delivery were not the focus of the study (no PTL assessment performed, directly admitted for delivery), our algorithm only excluded the PTL visits with pre-eclampsia/eclampsia. Other medical conditions, such as scheduled cesarean sections and medically indicated induction of labor, were not integrated into the exclusion criteria of the algorithm due to relatively small sample sizes. Third, when applying to other health care systems and settings, this specific computerized algorithm may require some modifications due to variations in the format and presentation of clinical notes in different health care settings. Finally, this computerized algorithm was limited by the precompiled search terms and lexicons of interest in screening for potentially relevant clinical notes. It may be enhanced by more extensive and representative chart review samples in future work.

In conclusion, the developed NLP algorithm effectively identified PTL evaluation visits and extracted corresponding methods of evaluation for PTL, including fFN, TVUS, and CL measurements from the EHRs. Validation of this algorithm indicated a high level of accuracy. This NLP algorithm can be used to conduct PTL- or PTB-related pharmacoepidemiologic studies and patient care reviews.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL</td>
<td>cervical length</td>
</tr>
<tr>
<td>EHR</td>
<td>electronic health record</td>
</tr>
<tr>
<td>fFN</td>
<td>fetal fibronectin</td>
</tr>
<tr>
<td>KPSC</td>
<td>Kaiser Permanente Southern California</td>
</tr>
<tr>
<td>NLP</td>
<td>natural language processing</td>
</tr>
<tr>
<td>PPV</td>
<td>positive predictive value</td>
</tr>
<tr>
<td>PTB</td>
<td>preterm birth</td>
</tr>
<tr>
<td>PTL</td>
<td>preterm labor</td>
</tr>
<tr>
<td>sPTB</td>
<td>spontaneous preterm birth</td>
</tr>
<tr>
<td>TVUS</td>
<td>transvaginal ultrasound</td>
</tr>
</tbody>
</table>
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Abstract

Background: Severe drug hypersensitivity reactions (DHRs) refer to allergic reactions caused by drugs and usually present with severe skin rashes and internal damage as the main symptoms. Reporting of severe DHRs in hospitals now solely occurs through spontaneous reporting systems (SRSs), which clinicians in charge operate. An automatic identification system scrutinizes clinical notes and reports potential severe DHR cases.

Objective: The goal of the research was to develop an automatic identification system for mining severe DHR cases and discover more DHR cases for further study. The proposed method was applied to 9 years of data in pediatrics electronic health records (EHRs) of Beijing Children’s Hospital.

Methods: The phenotyping task was approached as a document classification problem. A DHR dataset containing tagged documents for training was prepared. Each document contains all the clinical notes generated during 1 inpatient visit in this data set. Document-level tags correspond to DHR types and a negative category. Strategies were evaluated for long document classification on the openly available National NLP Clinical Challenges 2016 smoking task. Four strategies were evaluated in this work: document truncation, hierarchy representation, efficient self-attention, and key sentence selection. In-domain and open-domain pretrained embeddings were evaluated on the DHR dataset. An automatic grid search was performed to tune statistical classifiers for the best performance over the transformed data. Inference efficiency and memory requirements of the best performing models were analyzed. The most efficient model for mining DHR cases from millions of documents in the EHR system was run.

Results: For long document classification, key sentence selection with guideline keywords achieved the best performance and was 9 times faster than hierarchy representation models for inference. The best model discovered 1155 DHR cases in Beijing Children’s Hospital EHR system. After double-checking by clinician experts, 357 cases of severe DHRs were finally identified. For the smoking challenge, our model reached the record of state-of-the-art performance (94.1% vs 94.2%).

Conclusions: The proposed method discovered 357 positive DHR cases from a large archive of EHR records, about 90% of which were missed by SRSs. SRSs reported only 36 cases during the same period. The case analysis also found more suspected drugs associated with severe DHRs in pediatrics.

(JMIR Med Inform 2022;10(9):e37812) doi:10.2196/37812
Introduction

Drug hypersensitivity reactions (DHRs) are one of the adverse drug reactions resembling allergy occurs. DHRs affect more than 7% of the population and are a significant cause of the postmarketing withdrawal of drugs [1]. Severe DHRs, such as anaphylactic shock, drug-induced hypersensitivity syndrome, Stevens-Johnson syndrome, and epidermolysis bullosa, have been observed worldwide with an annual incidence of 0.05 to 3 persons per million population. With mortality rates varying between 5% to 30%, severe DHRs in pediatric populations, including children, infants, and even newborns, comprise 10% to 20% of reported cases [2,3].

Reporting of severe DHRs in hospitals now solely occurs through spontaneous reporting systems (SRSs), which clinicians in charge operate. Previous studies showed that only 10% to 30% of severe adverse drug reactions were reported in SRSs [4]. Even though the missed cases were properly handled and simply not logged into the SRS system, a more thorough report would have helped improve drug guidelines. Recently, routinely collected medical data such as electronic health records (EHRs) are increasingly being used to complement the SRS and enable active pharmacovigilance. EHR systems contain detailed data with timestamps for admissions, discharges, diagnoses, medications, and laboratory tests. However, severe DHR rely on symptoms and signs for detection, which in turn often reside in the free-text areas of EHRs and require the use of natural language processing to extract information.

One of the most well-studied medical language processing applications is phenotyping (eg, the automatic evaluation of phenomics traits such as smoking status) [5]. Automatic identification of severe DHRs in patients can also be explored as a phenotyping task. When no structural data are available, the phenotyping of clinical notes can be formulated as a document classification task, which has been well studied in the natural language processing field.

Recent work [6-8] has reported that clinical documents are too long for contextualized language models to process. Our research group has integrated the medical data from a hospital and established a vertical data warehouse in its early stage. Unlike previous works that only process discharge summaries [5-7], this DHR task deals with documents consisting of all clinical notes associated with 1 inpatient visit. The average word length of discharge summaries is typically hundreds of words. However, in this DHR data set, the average word length is up to several thousand Chinese characters, and some documents contain tens of thousands of Chinese characters. Therefore, picking the best strategy for long document classification is crucial for achieving our objective.

Methods

Pipeline Design

This work approaches the automatic identification of DHR cases as a long document classification problem. For training purposes, domain experts prepared a corpus containing document-level tags. Figure 1 demonstrates the proposed system pipeline. First, 4 strategies for long document classification on the openly available smoking task were compared and evaluated. Second, the best strategy for the DHR task was applied. The pretrained embedding models of Chinese medical text on our own DHR task were compared and evaluated. A grid search to tune machine learning classifiers for the best document classification performance on the DHR data set was performed. Finally, the best pipeline to 9 years of data in a paramedic EHR was applied.

Figure 1. Proposed system pipeline in this study. DHR: drug hypersensitivity reaction; EHR: electronic health record.
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Data Set and Metrics

Smoking Task
The smoking challenge [5] automatically determines patients’ smoking status from their discharge summaries. The 502 discharge summaries present 5 statuses: past smoker, current smoker, smoker, nonsmoker, and unknown. Following previous work, the class smoker was ignored. Table 1 shows the training and test data distribution.

<table>
<thead>
<tr>
<th></th>
<th>Past smoker</th>
<th>Current smoker</th>
<th>Non-smoker</th>
<th>Unknown</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train set</td>
<td>36</td>
<td>35</td>
<td>66</td>
<td>252</td>
<td>389</td>
</tr>
<tr>
<td>Test set</td>
<td>11</td>
<td>11</td>
<td>16</td>
<td>63</td>
<td>101</td>
</tr>
</tbody>
</table>

Severe DHR Task

Data Source
Beijing Children’s Hospital’s information system allows for a patient’s history and physician notes to be digitally recorded and instantaneously available via the network to all patient departments. A vertical data warehouse was built based on the integration of medical data in the early stage. It contains 431,972 hospitalization records of 315,608 patients from January 1, 2012, to December 31, 2020, including detailed diagnostic information, medication information, laboratory tests, disease course data, etc. Among them, a hospitalization record represents a hospitalization process. If a patient is hospitalized multiple times, the same patient will have multiple hospitalization records.

Corpus Construction
Positive cases that present severe DHRs were collected from 2 pools: the 31 positive cases logged to National Medical Products Administration reporting system and the 183 positive cases discovered by chart review. After deduplication, 200 positive cases were collected. Each positive case was assigned 1 of 4 subcategories. Furthermore, 400 negative cases were randomly sampled from Beijing Children’s Hospital’s EHR system. These cases were assigned a negative (NEG) tag and hand-checked by physicians to ensure they did not present severe DHRs.

The definitions of the 4 subtypes of severe DHR are shown in Multimedia Appendix 1 as found in the Guidelines for Medical Nomenclature Use of Adverse Drug Reactions issued by the Center for Drug Reevaluation of the China National Medical Products Administration in 2016 [9].

Training and Test Data Set
These 5 categories of documents were randomly sampled into the training and test data sets. The training and test data distribution is shown in Table 2. The positive and negative ratio is close to the corresponding ratio in the smoking task.

<table>
<thead>
<tr>
<th></th>
<th>SJS</th>
<th>DIHS</th>
<th>AS</th>
<th>EB</th>
<th>NEG</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data set</td>
<td>56</td>
<td>44</td>
<td>18</td>
<td>32</td>
<td>323</td>
<td>473</td>
</tr>
<tr>
<td>Test data set</td>
<td>18</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>77</td>
<td>110</td>
</tr>
</tbody>
</table>

**Evaluation Metrics**
The micro-averaged F1 score was used to evaluate the performance of different models following previous study [6]. This metric is used for multiclass classification problems, measuring a balance between precision and recall and giving equal weights to each category.

**Strategies for Long Document Classification**
Four strategies were evaluated and compared: document truncation [10], hierarchy representation [6,11], more efficient self-attention [12], and key sentence selection [7,8,13,14]. The best strategy for long document classification was based on the openly available National NLP Clinical Challenges 2016 smoking task results [5]. The results of this task can be more fairly compared to other related works.

**Document Truncation**
The most straightforward way to apply a transformer model with a length limit is to truncate the input and pick the first block of tokens. These models typically require a length limit of 512 words.
More Efficient Self-Attention

Self-attention models, such as bidirectional encoder representation from transformer (BERT), require quadratic computational time and space with respect to the input sequence length. The Longformer model uses sparse self-attention instead of full self-attention to process longer documents (up to 4096 tokens).

Hierarchy Representation

In a hierarchy approach, sentence representations are built first and then aggregated into a document-level representation. In previous work on the phenotyping task of clinical notes, document representation is built by a sampling layer on top of the BERT blocks of each sentence [6].

Key Sentence Selection

A few key sentences could be enough for the document classification task. In previous works, unsupervised methods were explored to generate key sentences, which did not always perform well [13,15]. In this work, the keywords extracted from the task-specific guidelines were explored. The sentences containing keywords were selected as key sentences.

For the smoking task, unigrams and bigrams from previous work were taken as the keyword list: cigarette, smoke, smoked, smoker, smokes, smoking, tobacco [16].

For the DHR task, 2 sets of keywords were evaluated and compared. As an unsupervised method, the term frequency-inverse document frequency (TF-IDF) algorithm computed top feature words. Those containing numbers, foreign alphabets, and special characters were removed from these 2000 words. A total of 163 feature words with a score higher than zero were added to the keyword list.

The parts of the clinical notes that make references to the corresponding guidelines are most relevant for differential classification. Each positive category in the DHR data set is well defined in the corresponding guideline [17-20]. Medical terms were hand-picked from the guidelines. No domain knowledge was required to distinguish medical terms from general text. These keywords are shown in Textbox 1 in Chinese and Textbox 2 in English.


1. Stevens-Johnson综合征,过敏性休克,药物超敏反应综合征,大疱表皮松解症, AS, EB, TEN, SJS, DIHS
2. 过敏,超敏,黏膜,红斑,解,喘鸣,支气管痉挛,发绀,呼气流量峰值下降,荨麻疹,血管性水肿,紫绀,低血容量性低血压,斑疹,斑丘疹,无菌性脓疱,紫癜,剥脱性皮炎,融合成片,松弛性水疱,紫褐色,大疱
3. 糖皮质激素,肾上腺素,甲基泼尼松龙,泼尼松,地塞米松, IVIG,甲泼尼龙

Textbox 2. The guideline keywords for the severe drug hypersensitivity reaction task in English. AS: anaphylactic shock; DIHS: drug-induced hypersensitivity syndrome; EB: epidermolysis bullosa; IVIG: intravenous immunoglobulin; SJS: Stevens-Johnson syndrome; TEN: toxic epidermal necrolysis.

1. Stevens-Johnson syndrome, anaphylactic shock, drug-induced hypersensitivity syndrome, epidermolysis bullosa, AS, EB, TEN, SJS, DIHS
2. Allergy, hypersensitivity, mucous membrane, erythema, epidermolysis, wheezing, bronchospasm, cyanosis, decreased peak expiratory flow, dystonia, urticaria, angioedema, hypovolemic hypotension, macula, maculopapular, sterile pustules, purpura, confluent, flaccid blister, bulla, exfoliative, scales, Scarlet fever–like, measles, diffuse, mucosal erosion, IVIG
3. glucocorticoid, adrenaline, prednisolone, prednisone, dexamethasone, methylpred

Data Set With Selected Text

An oracle test was conducted to evaluate whether the strategy of key sentence selection affects performance. This oracle test was performed as follows: (1) for each document that contains any keyword, assign its gold tag, and (2) for all the documents that contain no keywords, assign the UNKNOWN tag (for the smoking task) or the NEG tag (for the DHR task).

As shown in Table 3, key sentence selection reduced the maximum word count and the average word count for both data sets of the smoking task. The oracle micro-F1 was 1.0 for both the training and test set, which meant that the key sentence selection strategy did not affect the overall performance.

Two lists of keywords were evaluated for the DHR task: TF-IDF keywords and guideline keywords. As shown in Table 4, key sentence selection reduced the maximum word count and the average word count for both training and test data sets of the DHR task. The oracle test showed that with TF-IDF keywords, the oracle micro-F1 score was almost 1.0. With guideline keywords, about 2% to 3% of errors in the whole pipeline were introduced by this strategy.
Table 3. Statistics on the original and selected text in the smoking task\(^a\).

<table>
<thead>
<tr>
<th></th>
<th>Maximum word count</th>
<th>Average word count</th>
<th>Oracle micro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Train</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>3025</td>
<td>766</td>
<td>(_)(^b)</td>
</tr>
<tr>
<td>Selected</td>
<td>194</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td><strong>Test</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>2529</td>
<td>851</td>
<td>(_)</td>
</tr>
<tr>
<td>Selected</td>
<td>117</td>
<td>18</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)For word counting, all terms split by space delimiters were considered words.
\(^b\)Not applicable.

Table 4. Statistics on the original and selected text in the severe drug hypersensitivity reaction task\(^a\).

<table>
<thead>
<tr>
<th></th>
<th>Maximum average count</th>
<th>Average character count</th>
<th>Oracle micro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Train</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>27198</td>
<td>4615</td>
<td>(_)(^b)</td>
</tr>
<tr>
<td>Selected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF-IDF</td>
<td>4681</td>
<td>770</td>
<td>0.99</td>
</tr>
<tr>
<td>Guideline</td>
<td>1926</td>
<td>199</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>Test</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>15454</td>
<td>3963</td>
<td>(_)</td>
</tr>
<tr>
<td>Selected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF-IDF</td>
<td>3210</td>
<td>687</td>
<td>1</td>
</tr>
<tr>
<td>Guideline</td>
<td>636</td>
<td>177</td>
<td>0.97</td>
</tr>
</tbody>
</table>

\(^a\)For the drug hypersensitivity reaction data set, Chinese characters were counted.
\(^b\)Not applicable.
\(^c\)TF-IDF: term frequency-inverse document frequency.

Transformers

In-domain and open-domain pretrained embeddings by contextualized language models were evaluated in this work. For implementation, the SBERT library \([10]\) computes document embedding with pretrained open-domain or domain-specific language models. There was no fine-tuning conducted for these pretrained models.

This work evaluated the open-domain model bert-base-uncased \([21]\) and domain-specific models ClinicalBERT and DischargeBERT \([20]\) for English clinical notes.

This work evaluated the open-domain model bert-base-chinese \([21]\) and domain-specific model Medbert-kd-chinese \([22]\) for Chinese clinical notes.

Machine Learning Classifiers

Machine learning classifiers were stacked on top of deep learning transformers. Each machine learning classifier was tuned by 10-fold cross-validation on the training data set. An automatic grid search framework \([10]\) searched for optimal hyperparameters. This work evaluated linear models with stochastic gradient descent (SGD) learning and libsvm for support vector classification (SVC).

Results

Smoking Task: Strategies for Long Document Classification

Document Truncation

The library SBERT implemented this strategy with pretrained models BERT, ClinicalBERT, and DischargeBERT. As shown in Table 5, these models performed poorly. When long documents were straightforwardly fed into the transformers, only the first 512-word pieces were reserved.
Table 5. Phenotyping results (micro-averaged F1) of the smoking task.

<table>
<thead>
<tr>
<th>Transformer</th>
<th>Classifier</th>
<th>Micro-averaged F1 (%)</th>
<th>Original text</th>
<th>Selected text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longformer</td>
<td>SGD\textsuperscript{a}</td>
<td>63.37</td>
<td></td>
<td>78.22</td>
</tr>
<tr>
<td>Bert-base-uncased</td>
<td>SGD</td>
<td>67.33</td>
<td></td>
<td>90.01</td>
</tr>
<tr>
<td>DischargeBERT</td>
<td>SGD</td>
<td>63.37\textsuperscript{b}</td>
<td></td>
<td>91.09</td>
</tr>
<tr>
<td>ClinicalBERT</td>
<td>SGD</td>
<td>60.40</td>
<td></td>
<td>94.06</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SGD: stochastic gradient descent.
\textsuperscript{b}Given the size of the data set, some models may have the same results.

**More Efficient Self-Attention**

The Longformer model uses sparse self-attention instead of full self-attention to process longer documents (up to 4096 tokens). However, as shown in Table 5, it did not outperform BERT baselines.

**Key Sentence Selection**

This work used unigrams and bigrams from Pedersen [16] to select key sentences. As shown in Table 5, each model performs better on the selected text. The domain-specific pretrained language model, ClinicalBERT (91.09\%), and DischargeBERT (93.07\%) outperformed the open-domain model, bert-base-uncased (90.01\%).

**Hierarchy Representation**

In a hierarchy approach, sentence representations are built first and then aggregated into a document-level representation. For a fair comparison, we evaluated and reported the results of previous work [6] with our own evaluation script. As shown in Table 6, the $f_{\text{mean}}$ architecture in [6] (94.2\%) achieved state-of-the-art performance.

As shown in Table 6, our method (94.1\%) achieved comparable performance with the top-performing method. Other earlier work for the smoking task (F1 ranged from 77.0\% to 90.0\%) did not achieve the same level of performance.

The strategies of key sentence selection and hierarchy representation achieve comparable performance. Furthermore, their efficiency and memory requirements were compared. As summarized in Table 7, GPU was not required for training machine learning classifiers in the proposed pipeline. The hierarchy representation model required a Tesla M40 GPU (Nvidia Corp) to train for 1 day. Our method was about 9 times faster than the hierarchy representation model for inference. With the strategies of both documentation truncation and key sentence selection, only 1 block was processed by the transformer models for each document, so the inference time was not reduced by key sentence selection.

Table 6. Phenotyping results (micro-averaged F1) of our methods and previous work\textsuperscript{a} of the smoking task.

<table>
<thead>
<tr>
<th>Transformer</th>
<th>Micro-averaged F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClinicalBERT (ours)</td>
<td>94.1</td>
</tr>
<tr>
<td>$f_{\text{mean}}$ [6]</td>
<td>94.2</td>
</tr>
<tr>
<td>Shared task 1st place [23]</td>
<td>90.0</td>
</tr>
<tr>
<td>Majority label baseline [6]</td>
<td>81.0</td>
</tr>
<tr>
<td>CNN\textsuperscript{b} [24]</td>
<td>77.0</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Our method and $f_{\text{mean}}$ were evaluated by the same script over the test data set. Other results were found directly from their published reports. For comparison, the precision of the results is 0.1\%.
\textsuperscript{b}CNN: convolutional neural networks.

Table 7. Runtime and memory requirements of each model. The training time and GPU requirement of $f_{\text{mean}}$ are taken from previous work [6]. The inference time on the test data set was evaluated on a GPU server with NVIDIA T4 and 4*cpu (Nvidia Corp).

<table>
<thead>
<tr>
<th>Model</th>
<th>Documents</th>
<th>Inference time on test data set (seconds)</th>
<th>Training time (hours)</th>
<th>GPU memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{\text{mean}}$ [6]</td>
<td>text</td>
<td>35.52</td>
<td>24</td>
<td>16</td>
</tr>
<tr>
<td>ClinicalBERT</td>
<td>text</td>
<td>0.46</td>
<td>_\textsuperscript{a}</td>
<td>_</td>
</tr>
<tr>
<td>+MLClassifier</td>
<td>selected text</td>
<td>0.437</td>
<td>1</td>
<td>_</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Not applicable.
Severe DHR Task: Stacked Transformers and Classifiers

The smoking task showed that key sentence selection improved self-attention transformers with length limits. In the DHR task, this strategy was evaluated with various transformers and classifiers. As discussed in Methods, 2 kinds of keywords were evaluated and compared. As an unsupervised method, top TF-IDF [8] feature words were used for key sentence selection. Considering that clinical notes comply with guidelines, keywords were drawn from the DHR guidelines.

As shown in Table 8, the guideline keywords always improved the performance, regardless of the stacked transformers and classifiers. The TF-IDF keywords only help with the SVC classifier.

Table 8. Phenotyping results (micro-averaged F1) of different transformers for the severe drug hypersensitivity reaction task.

<table>
<thead>
<tr>
<th>Transformers and classifiers</th>
<th>Micro-averaged F1(%)</th>
<th>Selected text</th>
<th>TF-IDF(^a)</th>
<th>guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original text</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bert-base-chinese</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVC(^b)</td>
<td>80.91</td>
<td>82.73</td>
<td>87.27</td>
<td></td>
</tr>
<tr>
<td>SGD(^c)</td>
<td>80.00</td>
<td>77.27</td>
<td>86.36</td>
<td></td>
</tr>
<tr>
<td><strong>Medbert-kd-chinese</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVC</td>
<td>81.82</td>
<td>83.64</td>
<td>89.09</td>
<td></td>
</tr>
<tr>
<td>SGD</td>
<td>82.73</td>
<td>73.64</td>
<td>87.27</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)TF-IDF: term frequency-inverse document frequency.
\(^b\)SVC: support vector classification.
\(^c\)SGD: stochastic gradient descent.

Applications in a 9-Year EHR

Finally, the best configuration was applied to the 9 years of data in Beijing Children’s Hospital’s EHRs. A total of 1155 cases were alerted. After double-checking by 2 clinicians and 2 pharmacists in pediatrics based on the criterion of severe DHRs, 357 cases of severe DHRs in children were found (Table 9): anaphylactic shock (n=178), Stevens-Johnson syndrome (n=86), and epidermolysis bullosa (n=54). Only 36 of 356 severe DHRs had been reported to SRS before. About 89.89% of cases were underreported, resulting in insufficient attention from drug regulators and clinicians. This suggests that our method could actively identify severe DHRs providing additional evidence for pharmacovigilance in children.

The case analysis indicated many suspected drugs that may cause severe DHRs in pediatrics. The suspected drugs leading to anaphylactic shock mainly included pegaspargase injection, L-asparaginase, cefoperazone sulbactam, etc. Phenobarbital, nimesulide, and cephalosporin antibiotics were the key suspected drugs leading to drug-induced hypersensitivity syndrome and Stevens-Johnson syndrome. In addition, lamotrigine, lysine acetylsalicylate, and meropenem were closely related to the occurrence of epidermolysis bullosa.

Table 9. Distribution of the severe drug hypersensitivity reactions cases in 9 years of electronic health records found by the proposed pipeline.

<table>
<thead>
<tr>
<th>Severe DHR(^a)</th>
<th>Reported in SRS(^b) of BCH(^c), n</th>
<th>DHR cases confirmed by experts, (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diagnosed in BCH</td>
<td>Diagnosed in other hospitals</td>
</tr>
<tr>
<td><strong>AS(^d)</strong></td>
<td>4</td>
<td>26</td>
</tr>
<tr>
<td><strong>DIHS(^e)</strong></td>
<td>16</td>
<td>29</td>
</tr>
<tr>
<td><strong>SJS(^f)</strong></td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td><strong>EB(^g)</strong></td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>36</td>
<td>72</td>
</tr>
</tbody>
</table>

\(^a\)DHR: drug hypersensitivity reaction.
\(^b\)SRS: spontaneous reporting system.
\(^c\)BCH: Beijing Children’s Hospital.
\(^d\)AS: anaphylactic shock.
\(^e\)DIHS: drug-induced hypersensitivity syndrome.
\(^f\)SJS: Stevens-Johnson syndrome.
\(^g\)EB: epidermolysis bullosa.
Discussion

Principal Findings

The results showed that clinical documents were too long to perform document classification baselines. Among the 4 strategies of long document classification, hierarchy representation and key sentence selection were best performed on the smoking task. Moreover, key sentence selection was 9 times faster than hierarchy representation models for inference. The keywords extracted from task-specific guidelines performed better than the unsupervised method. Domain-specific language models always performed better than general embeddings.

A total of 1155 cases were alerted, among which clinicians and pharmacists identified 357 cases of severe DHRs in children. Only 36 of these cases have been reported by SRS. This result suggested that the reporting rate of SRS may be as low as 10.08%. The automatic pipeline that scrutinized clinical notes and reported potential severe DHR cases can help decrease the number of missed positive DHR cases and reduce the cost of labor at the same time.

The case analysis also found more suspected drugs associated with severe DHRs in pediatrics. The analysis could help promote postmarketing drug risk assessment conducive to rational drug use and improve drug guidelines.

Comparison With Prior Work

Our method achieved comparable performance for the smoking task with the top-performing method (94.1% vs 94.2%). For the DHR task, our method discovered 357 positive cases, about 90% of which were missed by SRS.

Recent work has studied that clinical documents are too long for contextualized language models to process [6-8]. Unlike previous works that only process discharge summaries [5-7], this DHR task deals with documents consisting of all clinical notes associated with 1 inpatient visit. The average word length of discharge summaries is typically hundreds of words. However, in the DHR data set, the average word length is up to several thousand Chinese characters, and some documents contain tens of thousands of Chinese characters.

This work has 4 strategies evaluated and compared: document truncation [10], hierarchy representation [6,11], more efficient self-attention [12], and key sentence selection [7,8,13,14]. None of these works considered the use of guidelines.

Limitations

The proposed method required the annotation of about 200 positive cases for supervised training. When applying to the large archive of EHRs in hospital databases, certain preprocessing steps are still required to prevent malfunctions from badly formatted documents. Such preprocessing steps may vary for each hospital’s system.

Conclusions

Automatic identification of severe DHRs can be approached as a document classification problem. The best strategy for long document classification of clinical notes is key sentence selection with task-specific guidelines. The reporting of DHR cases cannot only rely on clinicians in charge. In the same period of data, the SRS system reported 36 cases, whereas the automatic process discovered 357 cases. The case analysis also found more suspected drugs associated with severe DHRs in pediatrics.
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Abstract

Background: Cardiac magnetic resonance imaging (CMR) is a powerful diagnostic modality that provides detailed quantitative assessment of cardiac anatomy and function. Automated extraction of CMR measurements from clinical reports that are typically stored as unstructured text in electronic health record systems would facilitate their use in research. Existing machine learning approaches either rely on large quantities of expert annotation or require the development of engineered rules that are time-consuming and are specific to the setting in which they were developed.

Objective: We hypothesize that the use of pretrained transformer-based language models may enable label-efficient numerical extraction from clinical text without the need for heuristics or large quantities of expert annotations. Here, we fine-tuned pretrained transformer-based language models on a small quantity of CMR annotations to extract 21 CMR measurements. We assessed the effect of clinical pretraining to reduce labeling needs and explored alternative representations of numerical inputs to improve performance.

Methods: Our study sample comprised 99,252 patients that received longitudinal cardiology care in a multi-institutional health care system. There were 12,720 available CMR reports from 9280 patients. We adapted PRAnCER (Platform Enabling Rapid Annotation for Clinical Entity Recognition), an annotation tool for clinical text, to collect annotations from a study clinician on 370 reports. We experimented with 5 different representations of numerical quantities and several model weight initializations. We evaluated extraction performance using macroaveraged $F_1$-scores across the measurements of interest. We applied the best-performing model to extract measurements from the remaining CMR reports in the study sample and evaluated established associations between selected extracted measures with clinical outcomes to demonstrate validity.
Results: All combinations of weight initializations and numerical representations obtained excellent performance on the gold-standard test set, suggesting that transformer models fine-tuned on a small set of annotations can effectively extract numerical quantities. Our results further indicate that custom numerical representations did not appear to have a significant impact on extraction performance. The best-performing model achieved a macroaveraged $F_1$-score of 0.957 across the evaluated CMR measurements (range 0.92 for the lowest-performing measure of left atrial anterior-posterior dimension to 1.0 for the highest-performing measures of left ventricular end systolic volume index and left ventricular end systolic diameter). Application of the best-performing model to the study cohort yielded 136,407 measurements from all available reports in the study sample. We observed expected associations between extracted left ventricular mass index, left ventricular ejection fraction, and right ventricular ejection fraction with clinical outcomes like atrial fibrillation, heart failure, and mortality.

Conclusions: This study demonstrated that a domain-agnostic pretrained transformer model is able to effectively extract quantitative clinical measurements from diagnostic reports with a relatively small number of gold-standard annotations. The proposed workflow may serve as a roadmap for other quantitative entity extraction.

(JMIR Med Inform 2022;10(9):e38178) doi:10.2196/38178
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Introduction

Cardiac magnetic resonance imaging (CMR) facilitates the characterization of many important cardiac diseases including left and right ventricular failure, left ventricular hypertrophy, and aortic root aneurysms. Quantification of left ventricular ejection fraction (LVEF) and classification of patients with heart failure into those with reduced, moderately reduced, or preserved ejection fraction is the cornerstone of selecting appropriate therapies for a given patient [1]. CMR also quantifies right ventricular function and is notably the only noninvasive diagnostic modality able to fully evaluate the right ventricle [2]. Anatomic information from CMR is also diagnostic of other important cardiac diseases, including left ventricular hypertrophy, which is an important marker for overall cardiac health, and thoracic aortic root aneurysms [3]. CMR measurements, in addition to other diagnostic information, are embedded in narrative clinical text. In many electronic health record (EHR) systems, these measurements are unavailable in easily accessible harmonized structured formats. The development of tools to automatically extract quantitative measurements from unstructured CMR reports would facilitate their use in research, including as inputs to machine learning models.

Existing approaches for extracting measurements from clinical text are often based on manually developed heuristics or machine learning methods that learn from labeled data but do not leverage pretrained language representations. Rule-based approaches [4], while computationally efficient, require substantial manual effort to construct and can suffer performance degradation with shifts in linguistic structure of reports [5]. Other work has used machine learning approaches such as support vector machines and long short-term memory models to extract measurements from clinical notes, but these approaches have required large quantities of expert annotations due to absence of pretraining [6]. In addition, prior methods for clinical measurement extraction rely on considerable data-specific preprocessing, which may not translate well to EHRs outside of where the heuristics were developed [7].

Transformer-based neural networks like Bidirectional Encoder Representations from Transformers (BERT) [8,9] have achieved state-of-the-art results across a wide variety of natural language processing (NLP) tasks [10]. These models are pretrained on large amounts of text to learn general linguistic structure and produce contextualized representations of language. The advantage of this pretraining paradigm is that these networks can be fine-tuned using minimal problem-specific labels to achieve state-of-the-art performance on many natural language tasks. BERT was originally pretrained on general domain text such as Wikipedia but has since been adapted for use in clinical applications by pretraining on domain-specific text [11-14]. Although transformer-based models have shown efficacy in extracting nonnumerical entities such as anatomical terms and disease states from clinical text [14], their application to extracting numerical quantities from clinical text has been limited [15,16].

In this study, we hypothesized that pretrained transformers fine-tuned on a small set of annotations can efficiently extract numerical quantities from diagnostic text. We fine-tuned a range of pretrained transformers, including clinically oriented ones, to develop an NLP workflow that simultaneously extracts 21 specific measurements of cardiac structure and function from CMR reports in a cardiology-based EHR cohort. This set represents all clinically meaningful quantitative imaging findings available in the CMR reports. We also explored whether alternative numerical representations impact extraction quality compared to the default representations that appear in reports. After selecting the best-performing model, we applied our workflow to extract measurements from all available CMR reports in the study cohort. To demonstrate the accuracy of these extractions, we assessed the expected associations between extracted cardiac anatomy and function indices and incident clinical outcomes.

Methods

Study Sample

Individuals were selected from a retrospective community-based ambulatory cardiology sample (Enterprise Warehouse of
Cardiology [EWOC]) in a multi-institutional academic health care system (Mass General Brigham). EWOC comprises 99,252 adults aged 18 years or older with ≥2 cardiology clinic visits within 1 to 3 years between 2000 and 2019. A broad range of EHR data are available for each individual in the cohort, including demographics, anthropometrics, vital signs, narrative notes, laboratory results, medication lists, radiology and cardiology diagnostic test results, pathology reports, and procedural and diagnostic administrative billing codes [16]. These data were processed using the JEDI Extractive Data Infrastructure [17]. After excluding 6 individuals and reports that had no CMR date available, 12,720 CMR reports were available for 9280 individuals in EWOC (Figure 1).

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram for study sample. CMR: cardiac magnetic resonance imaging; EWOC: Enterprise Warehouse of Cardiology.

Ethics Approval
This research was approved by the Massachusetts General Brigham Institutional Review Board (2017P001650).

Clinical Feature Ascertainment
Baseline characteristics were defined using previously published groupings of International Classification of Diseases, 9th and 10th revision diagnosis codes [16]. Definitions for clinical features used in the analysis are provided in Table S1 in Multimedia Appendix 1. Baseline characteristics of individuals in the modeling sample were ascertained prior to the date of the CMR (Table 1).
Table 1. Baseline characteristics of training the set, test set, and CMR outcomes set.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Training set (N=278)</th>
<th>Test set (N=100)</th>
<th>CMR outcomes set (N=9280)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (Q1, Q3)</td>
<td>54 (46, 64)</td>
<td>58 (45, 66)</td>
<td>57 (46, 67)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>95 (34.2)</td>
<td>33 (33)</td>
<td>3666 (39.5)</td>
</tr>
<tr>
<td>Diabetes mellitus, n (%)</td>
<td>23 (8.3)</td>
<td>10 (10)</td>
<td>1216 (13.1)</td>
</tr>
<tr>
<td>Coronary artery disease, n (%)</td>
<td>69 (24.8)</td>
<td>31 (31)</td>
<td>3406 (36.7)</td>
</tr>
<tr>
<td>Myocardial infarction, n (%)</td>
<td>42 (15.1)</td>
<td>15 (15)</td>
<td>1791 (19.3)</td>
</tr>
<tr>
<td>Atrial fibrillation, n (%)</td>
<td>104 (37.4)</td>
<td>24 (24)</td>
<td>3164 (34.1)</td>
</tr>
<tr>
<td>Obesity, n (%)</td>
<td>12 (4.3)</td>
<td>7 (7)</td>
<td>631 (6.8)</td>
</tr>
<tr>
<td>Chronic kidney disease, n (%)</td>
<td>26 (9.4)</td>
<td>7 (7)</td>
<td>1123 (12.1)</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>130 (46.8)</td>
<td>55 (55)</td>
<td>5563 (59.9)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>237 (85.3)</td>
<td>93 (93)</td>
<td>7814 (84.2)</td>
</tr>
<tr>
<td>Asian</td>
<td>14 (5.0)</td>
<td>1 (1)</td>
<td>251 (2.7)</td>
</tr>
<tr>
<td>Black</td>
<td>13 (4.7)</td>
<td>2 (2)</td>
<td>520 (5.6)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (2.5)</td>
<td>1 (1)</td>
<td>195 (2.1)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>4 (1.4)</td>
<td>0 (0)</td>
<td>111 (1.2)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (1.1)</td>
<td>3 (3)</td>
<td>390 (4.2)</td>
</tr>
</tbody>
</table>

*CMR: cardiac magnetic resonance imaging.

Includes all individuals in Enterprise Warehouse of Cardiology with a CMR report.

CMR Labeling

Similar to other EHRs, quantitative CMR measurements are contained in free-text diagnostic reports in the Mass General Brigham EHR [14,18]. We leveraged PRAnCER (Platform Enabling Rapid Annotation for Clinical Entity Recognition) [19], an open-source software application for intuitive labeling, to annotate 21 clinically important measurements from EWOC CMR reports (Textbox 1). We adapted PRAnCER to work with a custom schema containing CMR features rather than the Unified Medical Language System vocabulary [20] for which it was designed. There is significant variability in the format and context of measurement instances. This includes the ordering of measurements in the report, the language used to reference a particular measurement, the presence or absence of units, and the positional relationship between a measurement name and the value itself (Figure 2).

Of all available reports, 370 were randomly selected from unique individuals for annotation by a study clinician (JSH). From these reports, 270 were randomly partitioned into a training set while the remaining 100 were reserved for model testing (Figure 1). No individuals appeared in both the training and test sets. As CMR protocols may vary based on the clinical indication for the study, the total number of measurements per report ranged from 1 to 21. The counts of each unique feature across the training and test sets are available in Table S2 in Multimedia Appendix 1. Total clinician labeling time for all 370 reports was estimated at 15 hours.

Finally, to address the quality of clinical annotations, we employed a secondary annotator (PB) to label only the 100 reports reserved for model testing. We computed interannotator agreement as the proportion of matched extractions between annotators, in line with clinical entity extraction literature [15]. Overall agreement was excellent at 91.6%, and measurementwise agreement values are available in Table S3 in Multimedia Appendix 1. Given the nature of the annotation task, there was perfect precision when both annotators picked out a measurement from a report, and any disagreement represents values missed due to fatigue or difference in guidelines. Given the high agreement, we performed model derivation and validation on annotations from the study clinician (JSH) only.
Textbox 1. Clinical measurements extracted from cardiac magnetic resonance imaging reports.

<table>
<thead>
<tr>
<th>Left ventricle anatomy and function</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Left ventricular end diastolic volume</td>
</tr>
<tr>
<td>• Left ventricular end diastolic volume index</td>
</tr>
<tr>
<td>• Left ventricular end diastolic diameter</td>
</tr>
<tr>
<td>• Left ventricular end systolic volume</td>
</tr>
<tr>
<td>• Left ventricular end systolic volume index</td>
</tr>
<tr>
<td>• Left ventricular end systolic diameter</td>
</tr>
<tr>
<td>• Left ventricular ejection fraction</td>
</tr>
<tr>
<td>• Left ventricular stroke volume</td>
</tr>
<tr>
<td>• Left ventricular mass</td>
</tr>
<tr>
<td>• Left ventricular mass index</td>
</tr>
<tr>
<td>• Cardiac output</td>
</tr>
<tr>
<td>• Cardiac index</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Right ventricle anatomy and function</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Right ventricular end diastolic volume</td>
</tr>
<tr>
<td>• Right ventricular end diastolic volume index</td>
</tr>
<tr>
<td>• Right ventricular end systolic volume</td>
</tr>
<tr>
<td>• Right ventricular end systolic volume index</td>
</tr>
<tr>
<td>• Right ventricular stroke volume</td>
</tr>
<tr>
<td>• Right ventricular stroke volume</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Other cardiac structural anatomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Left atrial anterior-posterior dimension</td>
</tr>
<tr>
<td>• Pulmonary artery dimension</td>
</tr>
<tr>
<td>• Aortic root dimension</td>
</tr>
</tbody>
</table>

Figure 2. Example text from 3 cardiac magnetic resonance imaging reports (A,B,C) quantifying right ventricular function. The lack of consistency in how equivalent measurements are presented makes accurately extracting measurements challenging. Yellow highlighted features indicate right ventricular end diastolic volume (RVEDV), whereas blue highlighted features indicate right ventricular end diastolic volume index (RVEDVI). Example C does not contain the RVEDVI feature. EDV: end diastolic volume; EF: ejection fraction; ESV: end systolic volume; RVEF: right ventricular ejection fraction; RVESV: right ventricular end systolic volume; RVESVI: right ventricular end systolic volume index; RVSV: right ventricular stroke volume.

A. Right ventricle: RVEDV 110.5 ml RVESV: 51.01 ml RVEF: 57% (N=48-70%) RVEDVI 53 ml/m2 (N=58-114, F:48-103) RVESVI: 22 ml/m3 RVSV: 63 mL

B. Right ventricle: Non-indexed Indexed (m2) RVEDV (ml) 140.35 72.05 RVESV (ml) 62.83 31.64 RVSV (ml) 84.52 41.42 RVEF (%) 55.88

C. Function: Right Ventricle: EDV = 192 ml; ESV = 111; SV = 87; EF = 44%

Numerical Representations

Previous work has shown that the use of alternative representations in place of default surface representations of numbers has a significant impact on a transformer model's ability to perform quantitative manipulations within text, such as simple arithmetic [21]. The vocabularies of most transformer-based models include a limited number of numerical values and generally no decimal numbers since they are constructed from the most frequently occurring words in the corpus used for pretraining. The tokenization procedure employed by most transformer models separates “words” based
on punctuation and does not distinguish between periods and decimal places, which results in decimal numbers being broken up into multiple tokens. Given the potential limitations of default numerical representations, we investigated whether implementing alternative numerical representations impacts the extraction quality of quantitative clinical measures. We designed 4 different types of numerical transformations for quantitative tokens in the CMR reports, which were applied to both the training and test samples for model derivation. These included replacing decimal points with a special token to ensure that decimal numbers stay intact during tokenization, a consistent number of digits for all values, scientific notation, and converting quantities to words. Table 2 demonstrates these transformations for 1 snippet of text, and Multimedia Appendix 1 contains more information about their implementations.

<table>
<thead>
<tr>
<th>Transformation name</th>
<th>Transformed snippet</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>RVESV*: 51.01 ml</td>
<td>No transformation; for reference</td>
</tr>
<tr>
<td>Replaced decimal</td>
<td>RVESV: 51</td>
<td>01 ml</td>
</tr>
<tr>
<td>Consistent decimal</td>
<td>RVESV: 051010 ml</td>
<td>All numbers converted to be 6 digits in length</td>
</tr>
<tr>
<td>Scientific notation</td>
<td>RVESV: 5.1010e+01</td>
<td>All numbers converted to scientific notation, with 5 significant digits</td>
</tr>
<tr>
<td>Words</td>
<td>RVESV: fifty one point zero one ml</td>
<td>Number converted to corresponding word representation</td>
</tr>
</tbody>
</table>

*RVESV: right ventricular end systolic volume.

**Model Derivation and Validation**

Our modeling approach involved fine-tuning transformer-based models using the HuggingFace transformers library [22] to predict a label for each token in a given CMR report. To do so, we attached a linear classification head on top of the last layer of a BERT architecture. The classification head produces a distribution over 22 possible labels—the 21 cardiac measurements of interest plus a “0” label for all other tokens (Figure 3). We preprocessed report text into sections containing 128 tokens, accounting for subword tokenization, in accordance with input size limitations of the transformer-based models. We used cross-entropy loss with a learning rate of 5e^-5 and a batch size of 32 across all experiments. To evaluate the impact of clinical pretraining on numerical clinical value extraction, we experimented with initializing the weights of the BERT architecture with the weights provided by BERT\_LARGE [8,9] cased (~340 million parameters) as well as the clinically oriented weights of PubMedBERT [11], SapBERT [12], and Bio+DischargeSummaryBERT [13] (each with ~110 million parameters). Pretrained weights were downloaded from the HuggingFace model hub [23]. Each pretrained architecture was paired with the 5 numerical representations.

Each model was fine-tuned on the Center for Clinical Data Science computational cluster hosted by Mass General Brigham. On a graphic processing unit–equipped machine, each model trained at a rate of approximately 2 minutes per epoch. Each combination of weight initialization and numerical representation strategy was fine-tuned for 20 epochs, requiring an average of 40 minutes. For the purpose of model evaluation, we assigned a label to a token if the predicted score for that label was greater than 0.5. Performance was evaluated using the macroaveraged $F_1$-score over all 21 measurements of interest, as this metric captures featurewise performance regardless of the frequency of occurrence in the reports. For each model, we selected the number of epochs that maximized the macroaveraged $F_1$-score.

Minimal postprocessing was applied based on the results of the labels assigned by our modeling experiments. This included merging with additional significant digits that should obviously be included as part of a measurement and the consolidation of model-predicted tokens into a structured format (Multimedia Appendix 1). Finally, we applied upper and lower bounds on extracted values using reference ranges derived from the CMR literature [24-26] (Table S4, Multimedia Appendix 1). An overview of the workflow, including collecting clinical annotations, modeling, and postprocessing to extract final measurements is provided in Figure 4.
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Figure 3. Architecture for fine-tuning pretrained transformer architecture with gold-standard cardiac resonance imaging annotations and predicting labels for each token. BERT: Bidirectional Encoder Representations from Transformers; ESV: end systolic volume.

Figure 4. Natural language processing workflow for collecting clinical annotations, modeling, and extracting measurements from cardiac magnetic resonance imaging reports. BERT: Bidirectional Encoder Representations from Transformers; ESV: end systolic volume; CMR: cardiac magnetic resonance imaging; PRAnCER: Platform Enabling Rapid Annotation for Clinical Entity Recognition; RVEDV: right ventricular end diastolic volume; RVESV: right ventricular end systolic volume.
Associations With Clinical Outcomes

Finally, to assess the clinical validity of model extractions, we evaluated whether selected extracted features demonstrated known relationships with clinical outcomes, including mortality, atrial fibrillation, and heart failure [27-29]. We first applied the highest performing model to extract left ventricular mass index (LVMI), LVEF, and right ventricular ejection fraction (RVEF) from all CMR reports in EWOC. Rather than choose a model score threshold for each label, we chose the label with the highest score for each token. For individuals with multiple reports containing a given feature, we used features extracted from the earliest report for the primary analysis.

We then assessed incidence rates of mortality, atrial fibrillation, and heart failure by quartile of extracted left ventricular mass. We also measured the incidence rate of mortality by abnormal and normal LVEF and RVEF, defined as LVEF <50% and RVEF <45%, respectively [1,30]. Clinical outcomes were defined using previously described groupings of diagnostic codes [31,32]. For incidence analysis, we omitted individuals with the primary outcome (ie, atrial fibrillation or heart failure) occurring prior to or on the same day as the CMR. For incident atrial fibrillation and heart failure analyses, follow-up time began at the time of the CMR and continued until occurrence of the primary outcome, death, or last clinical encounter. For mortality analysis, follow-up time began at the time of the CMR and continued until time of death or last clinical encounter. Confidence intervals were calculated by the exact method. We compared incidence rates using the 2-sample test of proportions [33]. In order to assess potential confounding of report timing on associations between extracted features and clinical outcomes, we also performed a sensitivity analysis where we selected features extracted from the last report.

Results

Model Performance

The training set included reports from 270 individuals with a median age of 65 (IQR 54-74) years at time of CMR of whom 34.2% (n=92) were female (Table 2). The test set included reports from 100 individuals with a median age of 58 (IQR 45-66) years at time of CMR of whom 33% (n=33) were female (Table 2).

All combinations of pretrained weights and numerical representations achieved excellent macroaveraged $F_1$-scores on the test set. Table 3 illustrates the maximum macroaveraged $F_1$-scores for all combinations of pretrained weight initializations and numerical representations. The best-performing combination was BERTLARGE, fine-tuned on the replaced decimal numerical representation scheme, which achieved a maximum macroaveraged $F_1$-score of 0.957 after fine-tuning for 12 epochs. A plot of macroaveraged $F_1$-score on the test set over the training epochs is available in Figure S1 in Multimedia Appendix 1, and featurewise receiver operating characteristic curves are shown in Figure 5. The range of feature-level macroaveraged $F_1$-scores was 0.902 to 1.000, and all scores are reported in Table S5, Multimedia Appendix 1. To investigate the impact of labeling effort on model performance, we fine-tuned this combination of BERTLARGE pretraining and the replaced decimal numerical representation scheme on varying subsets of the training data, and plotted the macroaveraged $F_1$-score on the test set (Figure 6). This plot demonstrates consistently significant gains in performance when the number of training reports is iteratively increased from 45 to about 200 but starts to saturate after this point. We also correlated the number of annotations in the training data, and plotted the macroaveraged $F_1$-score on the test set over the training epochs (Figure 6). This plot demonstrates consistently significant gains in performance when the number of training reports is iteratively increased from 45 to about 200 but starts to saturate after this point. We also correlated the number of annotations in the training sample with test $F_1$ performance for each measurement and did not find a strong relationship (Figure S2, Multimedia Appendix 1).

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Numerical representation, maximum macroaveraged $F_1$-score (95% CI)</th>
<th>Original</th>
<th>Replaced decimal</th>
<th>Consistent digits</th>
<th>Scientific</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>PubMedBERT</td>
<td>0.954</td>
<td>(0.947-0.960)</td>
<td>0.952</td>
<td>0.950</td>
<td>0.955</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.948-0.960)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.949-0.958)</td>
</tr>
<tr>
<td>SapBERT</td>
<td>0.955</td>
<td>(0.949-0.960)</td>
<td>0.954</td>
<td>0.955</td>
<td>0.955</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.951-0.961)</td>
</tr>
<tr>
<td>Bio+Discharge</td>
<td>0.950</td>
<td>(0.944-0.957)</td>
<td>0.953</td>
<td>0.953</td>
<td>0.952</td>
<td>0.946</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.942-0.952)</td>
</tr>
<tr>
<td>SummaryBERT</td>
<td>0.951</td>
<td>(0.945-0.957)</td>
<td>0.957</td>
<td>0.951</td>
<td>0.944</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.951-0.962)</td>
<td></td>
<td></td>
<td>(0.938-0.951)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.947-0.957)</td>
</tr>
<tr>
<td>BERTLARGE</td>
<td>0.951</td>
<td>(0.945-0.957)</td>
<td>0.957</td>
<td>0.951</td>
<td>0.944</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.951-0.962)</td>
<td></td>
<td></td>
<td>(0.938-0.951)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.947-0.957)</td>
</tr>
</tbody>
</table>

aBERT: Bidirectional Encoder Representations from Transformers.

bBest-performing numerical representation for each pretrained weight initialization.

Table 3. Maximum macroaveraged $F_1$-scores and bootstrapped 95% CIs on gold-standard test labels by pretrained weight initialization and numerical representation.
In EWOC, there were 12,720 CMR reports from 9280 individuals, which composed the CMR outcomes set (Figure 1). The median age of individuals in the outcomes set at the time of CMR was 57 (IQR 46-67) years, and 39.50% (3666/9280) were female (Table 1). After selecting the best model configuration, we applied the top-performing model to infer CMR values on all reports in this set. After running inference, we filtered by physiologic lower and upper bounds (Table S6, Multimedia Appendix 1) and extracted a total of 136,407 measurements. Counts for each extracted feature and distribution metrics are illustrated in Table S7 in Multimedia Appendix 1. We also compared the proportion of reports that contained model-predicted measurements in the CMR outcomes set and found them to be consistent with gold-standard annotation proportions in the test set (Table S8, Multimedia Appendix 1).

**Associations With Clinical Outcomes**

The median follow-up time of individuals in the CMR outcomes set was 5.3 (IQR 2.8-9.2). In the outcomes set, we observed 1520 incident heart failure events, 1488 incident atrial fibrillation events, and 909 deaths during follow-up. LVMI was extracted from 5015 of 9280 individuals (54.04%). In the outcomes set, increasing LVMI was associated with increasing incidence of mortality, atrial fibrillation, and heart failure with statistically significant differences in incidence rates between the lowest and highest quartiles (Figure 7). The mortality rate was 0.9 deaths per 100 person-years (PY; 95% CI 0.7-1.1) in the lowest quartile of extracted LVMI compared to 2.2 deaths per 100 PY (95% CI 1.9-2.6) in the highest quartile of extracted LVMI ($P<.05$; Figure 7). The incidence rate of atrial fibrillation was 3.0 events per 100 PY (95% CI 2.5-3.5) in the lowest quartile of extracted LVMI compared to 7.9 events per 100 PY (95% CI 6.8-8.7) in the highest quartile of extracted LVMI ($P<.05$; Figure 7). The incidence rate of heart failure was 3.2 events per 100 PY (95% CI 2.7-3.7) in the lowest quartile of extracted LVMI compared to 8.1 events per 100 PY (95% CI 7.2-9.1) in the highest quartile of extracted LVMI ($P<.05$).
LVEF was extracted from 7389 of 9280 individuals (79.62%), and 2297 met the criteria for abnormal LV systolic dysfunction (LVEF <50%). RVEF was extracted from 6324 of 9280 individuals (68.15%), and 1626 met criteria for abnormal RV systolic function (RVEF <45%; Figure 7). Both abnormal LVEF and RVEF were significantly associated with increased incidence of mortality compared to normal ventricular function ($P<.05$ for both measures). In the abnormal LVEF group, the mortality rate was 2.5 deaths per 100 PY (95% CI 2.2-2.8) compared to 1.1 deaths per 100 PY (95% CI 0.9-1.2) in the normal LVEF group ($P<.05$). In the abnormal RVEF group, the mortality rate was 2.5 deaths per 100 PY (95% CI 2.1-2.8) compared to 1.0 deaths per 100 PY (95% CI 0.9-1.2) in the normal RVEF group ($P<.05$).

We also performed a sensitivity analysis where the last CMR report was used for feature extraction of LVMI, LVEF, and RVEF. There were 687 of 5015 (13.70%) individuals with more than 1 extracted LVMI, 1268 of 7389 (17.16%) individuals with more than 1 extracted LVEF, and 1038 of 6324 (16.41%) individuals with more than 1 extracted RVEF. The mean time difference between the first and last reports for LVMI was 2.4 (SD 2.2) years, the LVEF was 2.9 (SD 2.9) years, and the RVEF was 2.7 (SD 2.6) years. Similar to the primary analysis, we observed increasing rates of mortality, atrial fibrillation, and heart failure with increasing LVMI; and significantly higher mortality rates in individuals with abnormal LVEF or RVEF compared to individuals with normal LVEF or RVEF (Figure S3, Multimedia Appendix 1).

**Discussion**

**Principal Results**

In this study, we report the results of an accurate and practical NLP-based approach for simultaneously extracting 21 quantitative measurements from CMR reports. Our final model, which yielded a macroaveraged $F_1$-score of 0.957, was derived from a workflow leveraging open-source frameworks for collecting gold-standard clinician labels and publicly available transformer model weights. We also highlight the clinical validity of our approach by demonstrating known associations of extracted CMR measurements with outcomes such as atrial fibrillation, heart failure, and mortality (Figure 7) [30,34].

We found that BERT$_{\text{LARGE}}$ demonstrated excellent performance when compared to model initializations based on clinically oriented pretraining, indicating that clinical pretraining does
not have a significant impact on clinical numerical value extraction (Table 3). BERT_{LARGE} is larger than the available clinically oriented models, and model complexity may play a role in comparable performance, indicating that larger clinically pretrained models represent a direction for future work. We also experimented with 4 different alternative representations of numerical measurements and found the test performance to be similar to that of the default representation (Table 3). Our findings suggest that for the particular case of extracting numerical quantities, transformer-based models do not require clinical pretraining or alternative numerical representations. Through experiments with limited training set sizes, we found that excellent performance can be achieved with fewer than 50 labeled reports. Furthermore, a training set with 175 reports was sufficient to train a model with performance that was within the 95% CI of a model trained with 270 reports (Figure 6).

Measurements extracted by our model potentially facilitate the automated characterization of a range of important cardiac diseases, which we leave to future work. We expect that our proposed workflow can be easily used by others to extract arbitrary measurements from clinical text. The PRAnCER platform is open source and can be easily adapted to label clinical measurements of interest. Our software for fine-tuning and evaluating NLP models is also open source [34], and model training is possible using a standard graphic processing unit–equipped machine. We expect it to be possible to extract an arbitrary number of clinical measurements with a practical amount of labeling effort and computational requirements in clinical domains not limited to CMRs.

**Attention-Based Exploration of Error Modes**

The characterization of error modes can be instructive toward having confidence in model predictions and for finding ways to improve a model by future researchers. Despite the overall high accuracy of our best model across all the types of measurements that we considered, the most common error mode involved the model assigning a “0” label to values that should have been labeled as measurements. In many cases that we examined, a measurement such as “aortic root dimension” would be correctly labeled in one report and not labeled in another report despite a similar sequence of tokens surrounding the value to be labeled. By examining the attention weights for the token to be labeled in both reports, we discovered that the correctly labeled value most heavily weighted the word “dimension” in the preceding “aortic root dimension” phrase. For the incorrectly labeled value, 3 of the 4 most-attended tokens were separate instances of the word “dimension,” one of which was part of the correct phrase, with the other instances appearing in the remainder of the text. All of the attention weights were much lower than the attention paid to the word “dimension” by the correctly labeled example. This may indicate that an opportunity for further improvement could involve providing more training examples with sections of text that are absent from most reports in our data set or by augmenting existing labeled text with synthetic text containing critical tokens.

Additionally, we recognize that while our models perform well, extraction errors are inevitable. The clinical consequences of these errors depend on the specific feature. For example, incorrect LVEF extraction could misclassify a patient with heart failure as reduced ejection fraction or preserved ejection fraction and thereby impact treatment choices. Similarly, incorrect RV EEF could misclassify a patient with right-sided heart failure. Incorrect aortic root size could misclassify an aortic root aneurysm. False-positive errors may be particularly difficult to detect as the final postprocessing stop of physiologic filtering means that false positives will still be within the expected range. Therefore, careful evaluation of model performance is necessary, especially if applying such a model to new data sets.

**Comparison With Prior Work**

To our knowledge, this is the first example of using a transformer-based model (without pretraining from scratch) fine-tuned on clinician labels to extract numerical measurements from diagnostic text. We previously demonstrated the value of extracting 4 vital sign measurements from clinical text based on a large number of weak labels that were generated using a rule-based approach [16]. Our previous approach was based on the assumption that it would be impractical to accrue a sufficient quantity of gold-standard annotations in order to fine-tune a transformer-based approach. However, we found that a single clinician required at most 15 hours to produce sufficient gold-standard annotations for 21 types of quantitative measurements, thereby eliminating the need for rule-based approaches and enabling easy scaling to a large number of relevant measurements.

Recent work [15] used a combination of embeddings produced by pretraining a BERT model and a FLAIR model from scratch on domain-specific data. Embeddings were then used as input to a combination of a bidirectional long short-term memory with a conditional random field layer to label tokens of interest, including numerical measurements. This approach worked well and achieved comparable performance to our approach with a similar amount of labeling effort. We demonstrate with our work that pretraining a model from scratch on domain-specific data is not necessary to achieve a high level of accuracy. The days, or perhaps even weeks, of computation required to pretrain a model from scratch on clinical data can be avoided. Furthermore, our work examines the impact of the number of annotations on performance.

Other approaches for extracting numerical measurements from clinical text have also achieved reasonable accuracy, but we suggest that our approach minimizes labeling effort, is more robust, and is sufficiently computationally efficient to serve as a practical solution for accelerating EHR-based clinical research. Rule-based approaches, while potentially accurate, generally require multiple iterations of development and validation to ensure accuracy given the wide variability of clinical text [4]. Prior work has also shown that rule-based approaches may not be easily portable to other EHRs outside of where they were developed. In their work evaluating the portability of a rule-based model for extraction of echocardiogram measurements, Adekkanattu et al [7] report variable $F_1$-scores that differ by clinical site. We demonstrate that transformer-based models pretrained on clinical text can be fine-tuned on a practical number of labels to learn to extract
Limitations and Directions for Future Work

Our study must be interpreted in the context of its limitations. Our test set consisted of a relatively small sample of 100 reports, but an analysis to randomly resample the test set of the same size yielded models with a markedly close range of macro \( F_1 \)-scores (0.947-0.970 across 10 samples), which indicates the robustness of our approach. Our approach required a minimal degree of postprocessing and mainly involved imposing physiologic ranges for values extracted by the model. Although relatively few values were filtered this way, these may represent model false positives. Another aspect of postprocessing involved extending model predictions to include missed significant digits, which happened very rarely. Our experiments with numerical representations and pretrained models enabled high extraction accuracy, but further work is required to understand how to best use transformer-based models in handling arbitrary numerical values [35]. In addition, CMR reports were taken from a large heterogeneous health care system, and while our model was able to handle significant variability in the presentation of relevant measurements, further work is required to show that our modeling approach is portable to other institutions.

Similar to other artificial intelligence models with health care applications, clinical implementation of our model is stymied by several barriers [36]. The first is deployment of a model within an EHR environment, which involves both accessing siloed clinical data and integrating modeling results into the electronic environment for presentation. The second is ensuring that the model is adaptable to changes in report structure either between institutions or prospectively over the lifetime of the model. Last, monitoring and regular quality control is essential to ensuring patient safety. Although few models have successfully overcome these numerous challenges, we hypothesize that our work offers a modeling strategy that is adaptable to changes in report structure and provides a framework for developing new quantitative models aimed at other important clinical tasks. Future work should test the performance of models like these in real-time settings to prove generalizability to new environments and data structures.

Conclusions

We present a powerful natural language workflow for simultaneously extracting 21 types of numerical measurements from CMR free-text reports. We found that general pretrained transformer-based language models require a relatively small number of gold-standard annotations, necessitate minimal data processing, and are robust to significant variability in the context and presentation of numerical measurements. We observed expected associations between extracted CMR measurements and known clinical outcomes like heart failure, atrial fibrillation, and mortality. Our workflow is reproducible and is likely applicable to many other types of clinical data.
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- **BERT**: Bidirectional Encoder Representations from Transformers
- **CMR**: cardiac magnetic resonance imaging
- **EHR**: electronic health record
- **EWOC**: Enterprise Warehouse of Cardiology
- **LVEF**: left ventricular ejection fraction
- **LVMI**: left ventricular mass index
- **NIH**: National Institutes of Health
- **NLP**: natural language processing
- **PRAnCER**: Platform Enabling Rapid Annotation for Clinical Entity Recognition
- **PY**: person-years
- **RVEF**: right ventricular ejection fraction
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