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Abstract

Background: Socia mediaplatforms (SMPs) are frequently used by various pharmaceutical companies, public health agencies,
and nongovernment organizations (NGOs) for communicating health concerns, new advancements, and potential outbreaks.
Although the benefits of using them asatool have been extensively discussed, the online activity of various health care organizations
on SMPs during COVID-19 in terms of engagement and sentiment forecasting has not been thoroughly investigated.

Objective: The purpose of this research is to analyze the nature of information shared on Twitter, understand the public
engagement generated on it, and forecast the sentiment score for various organizations.

Methods: Data were collected from the Twitter handles of 5 pharmaceutical companies, 10 US and Canadian public health
agencies, and the World Health Organization (WHQO) from January 1, 2017, to December 31, 2021. A total of 181,469 tweets
were divided into 2 phases for the analysis, before COVID-19 and during COVID-19, based on the confirmation of the first
COVID-19 community transmission case in North America on February 26, 2020. We conducted content analysis to generate
health-related topics using natural language processing (NL P)-based topic-modeling techniques, analyzed public engagement on
Twitter, and performed sentiment forecasting using 16 univariate moving-average and machinelearning (ML) modelsto understand
the correlation between public opinion and tweet contents.

Results: We utilized the topics modeled from the tweets authored by the health care organi zations chosen for our analysis using
nonnegative matrix factorization (NMF): Cmas=—3.6530 and —3.7944 before and during COVID-19, respectively. The topics
were chronic diseases, health research, community health care, medical trials, COVID-19, vaccination, nutrition and well-being,
and mental health. Interms of user impact, WHO (user impact=4171.24) had the highest impact overall, followed by public health
agencies, the Centers for Disease Control and Prevention (CDC; user impact=2895.87), and the National Institutes of Health
(NIH; user impact=891.06). Among pharmaceutical companies, Pfizer’s user impact was the highest at 97.79. Furthermore, for
sentiment forecasting, autoregressive integrated moving average (ARIMA) and seasonal autoregressive integrated moving average
with exogenous factors (SARIMAX) models performed best on the mgjority of the subsets of data (divided as per the health care
organization and period), with the mean absolute error (MAE) between 0.027 and 0.084, the mean square error (M SE) between
0.001 and 0.011, and the root-mean-square error (RM SE) between 0.031 and 0.105.

Conclusions: Our findings indicate that people engage more on topics such as COVID-19 than medical trials and customer
experience. In addition, there are notable differences in the user engagement levels across organizations. Global organizations,
such as WHO, show wide variations in engagement levels over time. The sentiment forecasting method discussed presents away
for organizations to structure their future content to ensure maximum user engagement.
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Introduction

Background

Social mediaplatforms (SMPs), such as Twitter, Facebook, and
Reddit, are commonly used by people to access hedth
information. In the United States, 8 in 10 internet users access
health information online, and 74% of these use SMPs.
Meanwhile, public heath agencies and pharmaceutical
companies often use social mediato engage with the public[1].
SMPs significantly contribute to the community by providing
a communication platform for the public, patients, and health
care professionals (HCPs) to talk about health concerns,
eventually leading to better outcomes [2]. Additionally, SMPs
also function as a medium to motivate patients by promoting
health care education and providing the latest information to
the community [1]. Analyzing social mediacontent in the health
caredomain can reveal important dimensions, such asaudience
reach (eg, followers and subscribers), post source (eg,
pharmaceutical companies, public health agencies), and post
interactivity (eg, number of likes, retweets) [3]. A recent study
discussed a machine learning (ML) approach to examining
COVID-19 on Twitter [4]. Although it identifies discussion
themes, thereis no research on understanding the content shared
by public health agencies and private organizations.

Related Works

The positiveimpacts of using SMPs by patients and HCPs have
been previously discussed [5]. Patients feel empowered and
develop positive relationships with their HCPs. For instance,
Ventola [1] discussed SMPs as a tool to share and promote
healthy habits, share information, and interact with the public.
Li et a [6] presented an analysis of social medias impact on
the public. Their research discusses public perceptions of
health-related content being classified as true, debatable, or
false; the study shows that people have a strong tendency to
adopt collective opinionswhile sharing health-rel ated statements
on social media

There are different topic-clustering and content analysis
techniques available to identify the characteristics of
stakeholders (eg, pharmaceutical companies’ tweets for drug
information) on SMPs [7,8]. A previous study presented an
overview of techniques used for sentiment analysis in health
care [9]. The researchers discuss multiple lexicon-based and
ML-based approaches. The previous discussion on
pharmaceutical companies has focused on COVID-19
vaccine—related public opinions [10,11]. Using latent dirichlet
alocation (LDA) and valence aware dictionary and sentiment
reasoner (VADER), researchers have examined topics, trends,
and sentiments over time [10].

Prior research work has also focused on the response of G7
leaders during COVID-19 on Twitter [12,13]. The research
classified viral tweets into appropriate categories, the most
common being informative. Furthermore, researchers have
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recently presented a discussion on the harms and benefits of
using Twitter during COVI1D-19[14]. An epidemiological study
conducted in 2020 investigated the news-sharing behavior on
Twitter. Although it concluded that tweets that include news
articles sharing pandemic information are popular, they cannot
substitute public health agencies, organizations, or HCPs [15].
In addition, the study of public sentiments via artificial
intelligence (Al) can provide a way to frame public health
policies[16].

COVID-19 led to a rapid change in public sentiments over a
short span of time [17]. People expressed sentiments of joy and
gratitude toward good health and sadness and anger at the loss
of life and stay-at-home orders [17,18]. Understanding public
perceptionstoward health-rel ated content isimportant. Although
the mgjority of people have a positive attitude toward social
media, some feel more attention is required to promote the
credibility of shared information [19]. Attempts have been made
to capture peoples' reactions to the pandemic; however, they
are limited in scope. One study investigated the concerns
originating toward public health interventionsin North America
via topic modeling [20], while another examined the role of
beliefs and susceptibility information in public engagement on
Twitter [21]. Statistical analysis aso shows that health care
organizations have to come forward to engage more with
consumers [22]. The importance of risk communication
strategies while using SMPs cannot be undermined [23].

Although a tweet's engagement and sentiment can only be
calculated once it has been posted, forecasting presents a
fascinating way to predict the sentiments beforehand. Time
series—based strategies, such asautoregressiveintegrated moving
average (ARIMA) and vector autoregressions (VAR), have been
used for forecasting emotionsfrom SMPs[24,25]. The seasonal
autoregressive integrated moving average with exogenous
factors (SARIMAX) model was recently used to gain insights
into people’s current emotional state via sentiment nowcasting
on Twitter [26].

ML and natura language processing (NLP) agorithms have
been recently used in variousinstances; for example, Bayesian
ridge and ridge regression models were used for emotion
prediction and health care analysis on large-scale data sets
[27,28]. The elastic net and lasso regression have been
previously used for health care access management and
information exchange [29,30], whilelinear regression, decision
tree, and random forest models are commonly used for
epidemic-level disease tracking [31]. Different regression
boosting algorithms, such as AdaBoost, light gradient boost ,
and gradient boost, have also been used for disease outbreak
prediction [31]. Prophet, aPython library package, was recently
used for COVID-19 outbreak prediction [32].

Objective
Theimplications of social mediacommunication by HCPs have

been extensively discussed [33,34]. Although they focus on the
advantages and methods of extracting health- and disease-related
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content from social media, there is currently a lack of
understanding of how social media usage by public health
agencies, nongovernment organizations (NGOs), and
pharmaceutical companiesresonates with society. Additionally,
the study of tweets' sentiments can supplement existing models
for generating content for future tweets. Predicting the tweet
sentiment is 1 way to achieve this goal. Therefore, it is crucial
to convert this textual content into information for formulating
future strategies and gaining valuabl e insights into perceptions
of social media users.

The remainder of the paper is structured as follows: First, a
preliminary analysisof topic modeling using the best-performing
clustering algorithm is presented in the Methods section,
followed by sentiment and engagement analysis using
CardiffNLP's twitter-roberta-base-sentiment model. We then
conducted time series-based sentiment forecasting using 16
univariate models on the compl ete data set. The Results section
outlinesmodel topics obtained, which were used for generating
heatmaps to obtain insights into topicwise tweets. Next, we
discussed user engagement with its impact to understand
whether there were specific occurrences of higher levels of
engagement impacted by any offline events. In addition, we
discussed results from best-performing sentiment-forecasting
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models. Finally, in the Discussion section, we draw conclusions
and present an outline for future work.

Methods

Data Set

Thedatafor thisstudy (181,469 tweets) were gathered from the
accounts of major US and Canadian health care organizations,
pharmaceutical companies, and the World Health Organization
(WHO) using the Twitter Academic API for Research v2 [35]
during thetime frame of January 1, 2017, to December 31, 2021.
The top 5 pharmaceutical companies were selected based on
the recommendations made by HCPs on Twitter [36]. Table 1
liststhe number of tweets scraped for each Twitter handle. Each
organizationisreferred to asauser, and the type of organization
(ie, pharmaceutical company, public health agency, NGO) is
referred to as a user group for the scope of this study.

The complete timeline was divided into 2 phases for analysis,
before COVID-19 and during COVID-19, based on the
confirmation of the first COVID-19 community transmission
case in North America on February 26, 2020 [37]. Figure 1
presents an overview of the research framework.

Table 1. Distribution of tweets for the selected user accounts of 3 types of organizations.

Name of organization (Twitter handl€)

BeforeCOVID-19,n(%) DuringCOVID-19,n (%) Total tweets, N

Public health agencies
Centers for Disease Control and Prevention (CDCgov)
Centers for Disease Control and Prevention (CDC_eHealth)
Government of Canada for Indigenous (GClndigenous)
Hesalth Canada and PHAC (GovCanHedlth)
US Department of Health & Human Services (HHSGov)
Indian Health Service (IHSgov)
Canadian Food Inspection Agency (InspectionCan)
National Institutes of Health (NIH)
National Indian Health Board (NIHB1)
US Food and Drug Administration (US_FDA)
Total
Phar maceutical companies
AstraZeneca (AstraZeneca)
Biogen (biogen)
Glaxo SmithKline (GSK)
Johnson & Johnson (INJNews)
Pfizer (pfizer)
Total
NGO?
World Health Organization (WHO)

8435 (58.6) 5963 (41.4) 14,398
1376 (86.3) 219 (13.7) 1594
3505 (54.0) 2989 (46.0) 6494
7878 (17.2) 37,907 (82.8) 45,785
7890 (56.9) 5969 (43.1) 13,859
1090 (44.7) 1346 (55.3) 2436
4145 (62.2) 2516 (37.8) 6661
5837 (71.6) 2314 (28.4) 8151
1247 (51.1) 1195 (48.9) 2442
5810 (59.7) 3925 (40.3) 9735
47,213 (42.3) 64,343 (57.7) 111,555
3462 (78.2) 963 (21.8) 4425
1819 (61.9) 1120 (38.1) 2939
4200 (69.3) 1857 (30.7) 6057
4813 (71.4) 1926 (28.6) 6739
3637 (64.1) 2039 (35.9) 5676
17,931 (69.4) 7905 (30.6) 25,836
24,775 (56.2) 19,303 (43.8) 44,078

3NGO: nongovernment organization.
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Figure 1. Overall research framework. WHO: World Health Organization.
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Content Analysis

The content of each user was divided into 2 phases, before and
during COVID-19. We performed topic modeling on the tweets
authored by the organizations by using the topics yielded by
the best-performing topic model in order to explore the most
and least talked about topics with the help of heatmaps.
Additionally, we examined the top 10 hashtags used by these
organizations.

Preprocessing

First, all nonaphabets (numbers, punctuation, new-line
characters, and extra spaces) and Uniform Resource L ocators
(URLSs) were removed using the regular expression module (re
2.2.1) [38] for al tweets. The cleaned text was then tokenized
using thenltk 3.2.5library [39]. Next, stopwords were removed,
followed by stemming using PorterStemmer, and lemmatizing
using the WordNetL emmatizer from nltk.

Topic Modeling

Researchers have used term frequency—inverse document
frequency (TF-1DF) to create document embeddings for tweets
[40]. Following their approach, we preprocessed and generated
document embeddings for tweets and input them to 5 different
clustering algorithms: LDA, parallel LDA, nonnegative matrix
factorization (NMF), latent semantic indexing (LSI), and the
hierarchical dirichlet process (HDP). These clustering algorithms
were executed 5 times with varying random seed values. The

https://medinform.jmir.org/2022/8/€37829

Daily and monthly
sentiment score

Time series
forecasting

seed values accounted for the short and noisy nature of tweets.
We calculated the coherence scores of the topic models, Cymass
[41] and c, [42], to confirm performance consistency over
multiple runs.

We used Gensim LDA [43], Gensim LDA multicore (parallel
LDA) [44], and Gensim LS| [44,45] models. For NMF and
HDP models, we used online NMF for large corpora [46] and
online variational inference [46,47] models, respectively.

Heatmaps

Heatmaps were generated using seaborn to analyze the volume
of tweets for each topic. The topics yielded by the
best-performing topic model as per the time phase (ie, before
and during COVID-19) were leveraged to generate heatmaps.
Each cell represented the total count of tweets for a particular
topic by an organization. For example, among pharmaceutical
companies, AstraZeneca had the highest number of tweets
(n=1729, 49.9%) before COVID-19 for chronic diseases.

Hashtags

The top 10 hashtags mentioned in the users tweets were
evaluated using the advertools 0.13.0 module [48]. This tool
extracts hashtagsin social mediaposts. It was used for analyzing
the similarities and differences in the tweeting behavior before
and during COVID-19 and conducting topic analysis.
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Sentiment Analysis

Sentiment analysis is an NLP approach used to categorize the
sentiments appearing in Twitter messages based on the keywords
used in each tweet. We tested different models that classify a
user'stweet in 1 of 3 categories: positive, negative, and neutral.
Although there is no common threshold for how many tweets
should be sampled, we witnessed arange of around 2000 tweets
[49-51] to several thousand tweets[52-54] when testing amode!.
For this study, we sampled 3000 tweets uniformly distributed
over the span of our data collection time frame and from all
Twitter handles. The tweets were then labeled by 3 distinct
annotators, and the sentiment category with the highest votes
was chosen as the overal sentiment. CardiffNLP's
twitter-roberta-base-sentiment model [55], which istrained on
a60 million Twitter corpus, was used to obtain sentiment labels
on the sampled data set. We checked for similarity between
human annotations and model labels, and the similarity
percentage for CardiffNL P’smodel was 69.96%; the model was
therefore used to predict the sentiment on the remaining tweets
of the users.

Engagement Analysis
For a given user, Twitter defines the engagement rate [56] as
presented in Equation (1):

Engagement

Engagement rate = x 100 (1)

Impressions

where “Engagement is the summation of the number of likes,
replies, retweets, mediaviews, tweet expansion, profile, hashtag,
URL clicks, and new followers gained for every tweet, and
Impressions is the total number of times a tweet has been seen
on Twitter, such asthrough afollower’stimeline, Twitter search,
or as aresult of someone liking your tweet.”

Researchers have analyzed the impact (popularity) of Twitter
handles by proposing heuristic and neural network—based models
[57-59]. We defined it as a function of followers, following,
the total number of tweets, and the profile age and calculated
it using Equation (2):

Jollowers +1)

Following @)
tweetCount X profileAge

(followers x listedCount) x logyo(

impact ,ser =

where listedCount is the number of public lists of which this
user is amember.

The total number of tweets produced by a user was considered
inversely proportional to the user’'s impact, because a user
tweeting occasionally and receiving higher engagement ismore
impactful than auser tweeting regularly with lower engagement.

Engagement analysis was performed to quantify the popularity
of atopic generated. The engagement for each user was defined
asthe product of average engagement per day and their impact,
as described in Equation (3). The average engagement per day
was cal culated asthe sum of the count of likes, replies, retweets,
and quotes per day. These reactions were aggregated from
January 1, 2017, to December 31, 2021.

_ (likes + replies + retweets + quotes) «

AvgE t/d
vgEngag /day 4 x tweetsPerDay

impactuer  (3)
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The exponential moving average (EMA) was calcul ated with a
window span of 151 days for every user, and outliers were
removed using the z-score, followed by smoothening of the
average engagement per day to the eighth degree using the
Savitzky-Golay filter [60].

Sentiment Forecasting

To forecast the sentiment per day, we first needed to quantify
the overall sentiment of the tweets from each user every day.
We leveraged CardiffNLP's twitter-roberta-base-sentiment
model [55] to cal cul ate the sentiments of all the tweets collected
for our analysis and then calculated the daily sentiment score,
as mentioned in Equation (4), based on the sentiment category
with the maximum number of tweets for that day, followed by
assigning the sentiment score based on the sentiment: O for
neutral sentiment, the ratio of the count of positive tweets to
total tweetsfor positive sentiment, and the negation of theratio
of the count of negative tweets to the total tweets for negative
sentiment.

0 : mazSentiment(tweets) = neutral

Senti (tweets) = +ve (4)

Senti

t(tweets) = —ve

The daily sentiment scores were then resampled to a monthly
mean sentiment score, which aso helped usin handling missing
values, if any. The complete timeline was divided into 2 phases
(ie, before and during COVID-19), as discussed before, and the
sentiment score was forecasted on 20% of the data set in each
period for al user groups.

A grid search was used to find optimal hyperparameters, and
5-fold cross-validation was performed for every model. The
statsmodel library [61] was used for ARIMA [62] and
SARIMAX [63] models, and pycaret [64] was used for
regression-based models. We al so reported the performance of
the prophet [65] model on the data set.

Three metrics, the mean absolute error (MAE), the mean square
error (MSE), and the root-mean-square error (RMSE), were
selected to evaluate the forecasting accuracy of the models. We
considered 1-step-ahead forecasting for this study asit helped
avoid problemsrelated to cumulative errors from the preceding
period.

Computational Resources

The study was performed using Compute Canada (now called
the Digital Research Alliance of Canada) resources, which
provide accessto advanced research computing (ARC), research
data management (RDM), and research software (RS). The
following isalist of the computing resources offered by one of
the clustersfrom National Services (Digita Research Alliance),
Graham:

+ Centra processing unit (CPU): 2x Intel E5-2683 v4
Broadwell @2.1 GHz
+  Memory (RAM): 30 GB
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Results

Content Analysis

The details of the parameters used for each model are discussed
in Multimedia Appendix 1, Table S1. Table 2 shows the mean
coherence scores (¢, and ¢, fOr each clustering algorithm.
Although the HDP had the highest ¢, scoresin both time phases
(ie, 0.696 and 0.650 before and during COVID-19, respectively),
NMF had the best ¢4 SCOres (—3.653 and —3.794, respectively)
and generated the most meaningful topics for the data set (see
Multimedia Appendix 1, Tables S2 and S3). Therefore, the top
5 topics generated by NMF were selected to search for on the
first page of Google Search results. Theresulting contentswere
then retrieved to interpret the extracted topic keywords to
propose a suitable topic name. For example, for the set of
keywords yielded by the topic model “community health, care,
community health services, health center, family health centers,
community plan, community clinic, family health care, qualified
health centers, health services” we assigned the topic
community health care.

The scaled heatmaps showing the topic distribution for different
Twitter handles are shown in Figure 2. Prior to COVID-19,
chronic diseases were the most active topic, with atotal of 9488
tweets from pharmaceutical companies and WHO (see Figure
2a). However, during COVD-19, we observed that COVD-19,
health research, and chronic diseases were the most-discussed
topics, with 52,148 tweets from all data sets combined (see
Multimedia Appendix 1, Figures S1b and S1d).

This shift in the tweets content was observed across the
complete data set, and we further made the following inferences:

Singhal et d

«  Before COVID-19: Chronic diseases were the most talked
about topic for pharmaceutical companies (AstraZeneca,
1729, 49.9%, tweets, Pfizer, 1168, 32.1%, tweets) and for
WHO (4831, 19.5%, tweets), followed by tweets on health
research (WHO, 1703, 6.9%, tweets; AstraZeneca, 1037,
29.9%, tweets). Thisissupported by Figure 3a, which shows
#cancer, #lungcancer, #alzheimers, #hiv, and #ms to be
prominently used in tweets. Among public health agencies,
the NIH’s and the CDC'’s Twitter handles were the most
active, with 1840 (31.6%) and 1742 (20.6%) tweets
discussing hedth research and chronic diseases,
respectively, strongly supported by the most used hashtags
#nativehealth and #foodsafety (refer to Multimedia
Appendix 1, Figures S2a and S2c).

« During COVID-19: Chronic diseases and health research
were the most active topics for AstraZeneca (680, 70.6%,
tweets) and Glaxo SmithKline (GSK, 655, 35.2%, tweets),
respectively. In addition, COVID-19 and vaccination were
most talked about by GSK (398, 21.4%, tweets) and Pfizer
(396, 19.4%, tweets). Figure 3b shows the hashtags
supporting this:  #covidl9, #alzheimers, #cancer,
#multiplesclerosis, and #vaccine. GovCanHealth was by
far the most active public health agency on Twitter, with
16,832 (87.2%) tweets on health research, 16,449 (85.2%)
tweets on vaccination, and 14,260 (73.8%) tweets on
COVID-19, having #covidl9, #coronavirus, and
#covidvaccine as trending hashtags. The magjority of the
tweets by WHO were on COVID-19 (8911 tweets) and
vaccination (2131 tweets), with #covidl19, #coronavirus,
and #vaccineequity appearing frequently in thetweets (refer
to Multimedia Appendix 1, Figure S2d).

Table 2. Mean coherence scores and CPU? time for different clustering algorithms.

Clustering algorithm Cy Cumass Time taken (minutes:seconds)
Before COVID-19
LDAP 0.352 -5.526 17:11
Parallel LDA 0.396 -3.709 5:48
NMES 0.493 -3.653 7:38
Lgd 0.316 -5.921 0:16
HDP® 0.696 -18.668 3:24
During COVID-19
LDA 0.456 -5.688 14:01
Parallel LDA 0.446 -3.990 6:08
NMF 0.567 -3.79% 7:04
LSl 0.381 —5.356 0:16
HDP 0.650 -17.610 3:01

8CPU: central processing unit.

BL_DA: latent dirichlet allocation.

°NIMF: nonnegative matrix factorization.
dLSI: latent semantic indexing.

®HDP: hierarchical dirichlet process.
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Figure 2. Scaled heatmaps showing topic distribution for pharmaceutical companies before and during COVID-19.
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Figure 3. Top hashtags of pharmaceutical companies before and during COVID-19.
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Engagement Analysis

WHO (user impact=4171.24) had the highest impact overall,
followed by public health agencies (CDC user impact=2895.87;
NIH user impact=891.06). Among pharmaceutical companies,
Pfizer's user impact was the highest at 97.79. The user impact
was normalized between the range of 0 and 1 and is shown in
Figure 4.

Among pharmaceutical companies, Pfizer's user engagement
was far higher than that of others (Figure 5), both before and
during COVID-19, with the highest engagement observed at
thetime of its COVID-19 vaccine's successin November 2020.
A jump in engagement was also observed in May 2021, when
Pfizer announced its plan for helping India fight the second
wave of coronavirus (refer to Multimedia Appendix 1, Table
$4).
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A similar trend was observed in public health agencies, with
the CDC's account showing the highest user engagement
between March and June 2020, the early months of the
COVID-19 pandemic. A sharp rise in user engagement was
observed in May 2021, when the CDC announced arelaxation
on socia distancing and masking rules for fully vaccinated
individuals. The user engagement on WHQO's account varied
significantly over time. Its engagement was the highest in the
time frame of February-April 2020, the early months of the
pandemic, similar to what was observed for public health
agencies. A sharp increase was seen in October 2020 following
the announcement of the World Mental Health Day and in late
2020, when WHO made an announcement for COVID-19
vaccine development (refer to Multimedia Appendix 1, Figure
S3).
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Figure 4. User impact of all Twitter handles scaled between 0 and 1. CDC: Centers for Disease Control and Prevention; NIH: National Institutes of

Health; WHO: World Health Organization.
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Figure5. User engagement on Twitter accounts of pharmaceutical companies from January 1, 2017, to December 31, 2021.
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Sentiment Forecasting

Table 3 shows the MAE, MSE, and RMSE for the 16 models
used on the data sets. Overal, ARIMA (univariate) and
SARIMAX models performed best on the majority of the subsets
of the data (divided as per the organization and period), and we
further made the following inferences:

- Before COVID-19: ARIMA and SARIMAX models
generated the lowest MSE (0.005) and RM SE (0.072) for
pharmaceutical companies. When measuring the model
performance through the MAE, ARIMA performed better
than all other models (0.063). A similar trend was observed
for public health agencies, with ARIMA having the lowest
MAE (0.027) and SARIMAX having the lowest RMSE
(0.031) and a tie between them for the MSE (0.001).
SARIMAX had the lowest MAE (0.054), MSE (0.004),
and RM SE (0.080) on the WHO data set.

https://medinform.jmir.org/2022/8/€37829
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«  During COVID-19: Using the CatBoost regressor gave the
lowest MAE (0.072) and RMSE (0.086), while the
K-neighbors regressor yielded the lowest M SE (0.008) for
pharmaceutical companies. Performing regression using
AdaBoost generated the lowest MAE (0.084) and RMSE
(0.105) among all models used, and SARIMAX had the
lowest MSE (0.011) for public health agencies. For WHO,
the elastic net, lasso regression, and light gradient boosting
performed equally well, with all 3 models having the same
MAE (0.046) and RMSE (0.059), and SARIMAX had the
lowest MSE (0.004).

Figure 6a shows the 1-step-ahead forecast for pharmaceutical
companies before COVID-19 using ARIMA. The model was
trained on sentiment scores from January 2017 to June 2019
and tested on data from July 2019 to February 2020 for tweets
before COVID-19. The 1-step-ahead forecasting aligned well
with the observed sentiment scores, and we obtained similar
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results for public health agencies and WHO. The organizations
showed some deviations from observed sentiments while
conducting 1-step-ahead forecasting during COV1D-19, making
it difficult to predict their sentiment accurately, as seen in
Multimedia Appendix 1, Figure $4.

To verify the forecasting performance of these models, we
checked for the nature of their residual errors (ie, whether the
residuals of the models were normally distributed with mean O
and SD 1 and were uncorrelated). From Multimedia Appendix
1, Figure S5, as in the case of public health agencies, before
COVID-19 using ARIMA, we confirmed the aforementioned
through plot_diagnostics. The green kernel density estimation
(KDE) line closely followed the normal distribution (N {0,1})
line in the top-right corner of Multimedia Appendix 1, Figure

https://medinform.jmir.org/2022/8/€37829
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S5, whichisapositive indicator that the residual swere scattered
normally. The quantile-quantile (Q-Q) plot on the bottom left
showsthat the distribution of residuals (blue dots) approximately
followed the linear trend of samples drawn from a standard
normal distribution, N. This confirms again that the residuals
were normally distributed. The residuals over time (top left in
Multimedia Appendix 1, Figure S5) showed no apparent
seasonality and have O mean. The autocorrelation plot (ie,
correlogram) attested this, indicating that the time series
residuals exhibited minimal correlation with lagged forms of
themselves. Thus, these findings encouraged us to believe that
our models provide an adequate fit, which might aid us in
understanding the sentiments of the organizations and
forecasting their values without overburdening our hardware
with computationally heavy models.
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Table 3. Results of time series sentiment forecasting using different ML? models (all metrics are 5-fold cross-validation).

Models  Pharmaceutical companies Public health agencies WHQP
Before COVID-19 During COVID-19  Before COVID-19  During COVID-19  Before COVID-19  During COVID-19
MAES M Ryt MAE MSE RME MAE MSE RME MAE MSE RME MAE MSE RME MAE MSE RMSE
ARIMAT 006 oo 00729 0098 0013 0112 qpA o9 o' 0240 0082 0286 o' ooos oogg® 0106 0012 0.111

SARI- qoes" oocs? 00729 0084 0011 0104 o ooo9 oz® 0709 oo119 0108 0o 000 0o6ld 004! ooof 0066
MAX'

Bayesan 0083 0010 0100 0102 0018 0119 0031 0001 0037 0141 0037 0163 oo oood oogF 006L 0008 0.075
ridge

Ridgere- 0069 0008 0.085 0079 0011 0094 0030 0002 0038 0124 0029 0147 0076 0009 0091 0056 0007 0.068
gression

CatBoost 0066 ooo7 0.080" 007 00d' 008 o’ oo 0035 0104 0023 0127 0079 0009 0089 0052 0007 0.065
regressor

K-neigh- 0070 0009 0.087 ogi ooe? qog" 0030 0001 0036 (ood 002 0113 0081 0011 0100 0050 0007 (e
borsre-
gressor

Elastic 0070 0008 0.088 0080 (ood 0ood 0029 (ooh 0035 og oopd 010d 0082 0011 0100 oo oo 0.0599
net

Lassore- 0070 0008 0.088 0080 (good oood 0029 0001 0035 ogi gopd 010d 0082 0011 0100 oo oo 0.0599
gression

Random 0065 000 0081y 0080 0010 0093 0028 (oyh ooz4d 0110 0024 0134 0082 0009 000 o7 o006 0.060"
forest re-
gressor

Lightgra— 0070 0008 0.088 0.080 0.(w O_(D:j 0.029 O.(I)lh 0.035 O.%?h 0.0ZLj 0_1@ 0082 0011 0100 o’ Qw 0.0599
dient

boosting

machine

Gradient 0075 0008 0.08 0079 0010 0034 0029 oy 0036 0141 0034 0168 0082 0010 0094 0051 0008 0.064
boosting
regressor

AdeBoost 0070 0007 0082 0080 0010 0091 0029 000l 0037 gge o qie® 0087 0010 00%6 0057 0007 0.072
regressor

Extreme 0068 0009 0.087 0080 0011 0098 0031 0002 0040 0151 0045 0171 0087 0011 0098 0055 0007 0.065
gradient
boosting

Decison 0076 0009 0.086 0087 0013 0106 0029 0001 0037 0112 0030 0142 0098 0014 0111 0048 (g 0.061
treere-
gressor

Linearre- 0245 0312 0.314 00%4 0017 0114 0157 0164 0216 0124 0029 0148 2367 52719 3334 0062 0008 0.076
gression

Prophet 0108 0016 0.126 0089 0011 0104 0040 0002 0049 0120 0015 0124 0114 0020 0143 008 0011 0.106

3\IL: machine learning.

BWHO: World Hedlth Organization.

°MAE: mean absolute error.

dMSE: mean squared error.

®RM SE: root-mean-square efror.

"ARIMA: autoregressive integrated moving average.

9The highest-performing forecasting method.

P The second-highest-performing forecasting method.

ISARIMAX: seasonal autoregressive integrated moving average with exogenous factors.
IThe third-highest-performing forecasting method.
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Figure 6. One-step-ahead forecast for all pharmaceutical companies before and during COVID-19 using the best-performing models from Table S1
(Multimedia Appendix 1). ARIMA: autoregressive integrated moving average.
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Discussion

Principal Findings

In this paper, we proposed a framework for using NLP-based
text-mining techniques for performing comprehensive social
media content analysis of various health care organizations. We
processed reasonably large amounts of textual data for topic
modeling, sentiment and engagement analysis, and sentiment
forecasting. Our study revesled the following key findings:

- Being the most active organization on social media does
not translate to more user impact. WHO and the US public
health agency CDC generated far more user impact than
the Public Health Agency of Canada, even though the | atter
had a high number of relevant tweets when analyzed
topicwise. People are more likely to engage with neutral
tweets, which usually consist of some public health
announcement rather than exclusively positive or negative
tweets. This might mean that organizations can leverage
thisknowledge while creating content for social media posts
inthe futureto increase their visibility in the online sphere.

- Certaintopicsnormally translate to more user engagement.
Although the content on chronic diseases and health
research dominated most of the tweets posted over the study
period, there was a marked shift toward a discussion on
COVID-19 and vaccination for public health agencies, more
than what was observed in pharmaceutical companies.
Tweets on COVID-19 and chronic diseases generate more
interest among the public. Perhaps surprisingly, we found
that people are not much receptive to content on medical
trials, often shared by pharmaceutical companies, unlessit
concernsapublic health emergency, such asthe COVID-19
pandemic. Using particular hashtags certainly helps in
generating engagement, as we found that most user
engagement was highly skewed toward tweets concerning
COVID-19. Moreover, our study revealed that compared
to the user engagement patterns found in the mgjority of
health care organizations (ie, with peaks observed around
major events or announcements), there are wide variations
in user engagement for WHO. This could be due to the
global presence of WHO, implying that it might not be the
same set of followers engaging with its content every time,
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but rather only those who are impacted by or interested in
the content in some way.

«  When the content is structured, results tend to exceed
expectations. We conducted sentiment forecasting on the
data sets using different moving averages and various ML
univariate models. Surprisingly, we observed that when the
content is structured, as is normally the case for that
available on official Twitter accounts, resultstend to exceed
expectations, more so before COVID-19 than during
COVID-19. The models used in this research are able to
predict monthwise tweet sentiment with high accuracy and
low errors. This helped usin analyzing our work in-depth,
and we did not need to create any multivariate ML models.
Results show that commonly used ARIMA and SARIMAX
modelswork well, and they can be used for predicting tweet
sentiments on live data. This could a so help organizations
correlate tweet sentiment with user engagement. For
example, the highest engagement on Pfizer's tweets was
for the oneslabeled neutral, implying that the organization
should structure the content of its future tweetsin asimilar
manner to maintain higher levels of engagement.
Furthermore, tweets that mention more news-relevant
content might be able to trandate it into more user
engagement.

Limitations and Future Work

There are 3 limitations of this study that could be addressed in
future research. First, thiswork focused on dividing the tweets
into 2 phases, before and during COVID-19. In the future,
researchers can pursue other methods of structuring theanalysis
timeline. Second, this study dealt with only the structured textual
content of tweets. It would be interesting to also incorporate
the presence of image attributes in future studies. Finally, as
the scope of this study was limited to health care organizations,
wedid not account for public demographics. Understanding the
demographic background of the public engaging with this
content is another areathat can be explored in future studies.

Conclusion

This study examined the online activity of US and Canadian
health care organizations on Twitter. The NLP-based analysis
of social media presented here can be incorporated to gauge
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engagement on the previously published tweetsand to generate  organization’s perception by the public. In conclusion, wefound
tweets that create an impact on people accessing health that performing content analysis and sentiment forecasting on
information via SMPs. As organizations continue to leverage  an organization’s social media usage provides acomprehensive
SMPs by providing the latest information to the community, view of how it resonates with society.

predicting a tweet’s sentiment before publishing can boost an
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