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Abstract

Real-world data (RWD) collected in routine health care processes and transformed to real-world evidence have becomeincreasingly
interesting within the research and medical communities to enhance medical research and support regulatory decision-making.
Despite numerous European initiatives, there is still no cross-border consensus or guideline determining which qualities RWD
must meet in order to be acceptable for decision-making within regulatory or routine clinical decision support. In the absence of
guidelines defining the quality standards for RWD, an overview and first recommendations for quality criteria for RWD in
pharmaceutical research and health care decision-making is needed in Austria. An Austrian multistakeholder expert group led
by Gesdllschaft flir Pharmazeutische Medizin (Austrian Society for Pharmaceutical Medicine) met regularly; reviewed and
discussed guidelines, frameworks, use cases, or viewpoints; and agreed unanimously on a set of quality criteriafor RWD. This
consensus statement was derived from the quality criteria for RWD to be used more effectively for medical research purposes
beyond the registry-based studies discussed in the European Medicines Agency guideline for registry-based studies. This paper
summarizes the recommendations for the quality criteria of RWD, which represents a minimum set of requirements. In order to
future-proof registry-based studies, RWD should follow high-quality standards and be subjected to the quality assurance measures
needed to underpin data quality. Furthermore, specific RWD quality aspects for individual use cases (eg, medical or
pharmacoeconomic research), market authorization processes, or postmarket authorization phases have yet to be elaborated.

(IMIR Med Inform 2022;10(6):€34204) doi:10.2196/34204
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Introduction

Real-world data (RWD) is an overarching term for data on
patient’s health (health status, effectiveness, medical treatment,
the pattern of use of medicinal products, and resource use, etc)
that are collected in routine health care processes and not in the
context of clinical trials. RWD involve large and complex data
sets such asdatafrom electronic health records, pharmacy data,
electronic smart devices, patient-reported outcomes, and digital
applications or platforms[1,2]. When RWD are analyzed, they
lead to real-world evidence (RWE) on the pattern of use and
effectiveness of any kind of procedure, drug, or
nonpharmacological intervention. The availability of RWD and
evolving analytic techniques to generate RWE have created
interest within the research and medical communities to use
RWD and RWE to enhance clinical research and support
regulatory decision-making [1,3]. On a European level, the
European Medicines Agency (EMA) and Heads of Medicines
Agencies fully recognize the value of health data and set up a
joint task force to describe the health data landscape from a
regulatory perspective and identify practical steps for the
European medicines regulatory network to make the best use
of health datain support of innovation and public health in the
European Union [4].

The comprehensive work plan identifies 10 priorities [5], such
asdelivering asustainable platform to access and analyze health
care data from across the European Union (Data Analysis and
Real World Interrogation Network [6]) or establishing an EU
framework for data quality (European Health Data & Evidence
Network [7] and Health Outcomes Observatory [8]) and
representativeness. Despite many initiatives, there are still no
guidelinesfor the quality criteriathat RWD must meet in order
to be able to use it for decision-making purposes within
regulatory or routine clinical decision support. As a first
example, the EMA Guideline on registry-based studies [9]
provides considerations on good practice for registries to
increase their usefulness for regulatory purposes.

The objective of this consensus statement of the Austrian Expert
Group led by Gesellschaft fiir Pharmazeutische Medizin
(GPMed; Austrian Society for Pharmaceutical Medicine) isto
provide an overview and first recommendations for the quality
criteria of RWD for primary and secondary research purposes
to be adopted in medical or pharmacoeconomic research and
health care decision-making processes. The consensus statement
does not discuss the general use of RWD nor how to obtain
RWE in general.

Methods

After EMA published a drafted guideline for registry-based
studies, interested GPM ed board members volunteered together
with Austrian Medicinesand Medical Devices Agency executive
experts to assess how ready the Austrian research landscape is
for registry-based studies.

The Austrian Medicines and Medical Devices Agency and
GPMed invited Austrian RWD researchers and data experts to
contribute voluntarily to thetopic. Thecriteriato select working

https://medinform.jmir.org/2022/6/€34204
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group memberswere those with scientific work in thefield and
longstanding expertise in using RWD for research purposes.
After the kickoff meeting in April 2021, the expert group led
by GPMed met on a monthly basis, reviewed guidelines,
frameworks, use cases, or viewpoints, and derived a consensus
statement on the quality criteria for RWD to be used more
effectively for medical research purposes beyond the
registry-based studies discussed in the EMA Guideline for
registry-based studies [9].

Following agreement on a joint definition on RWD, experts
from the group shared examples of RWD frameworks,
guidelines, or viewpoints, which were discussed in the working
group, and consensus was reached unanimously within the
monthly meetings.

Results

Definition of RWD

Despite anincreasing recognition of the value of RWD, aglobal
consensus on the definition of RWD is lacking [10]. The
definition of RWD can differ in various areas of application
(eg, public health vs automoative industry). However, the expert
group led by GPMed reviewed several definitions [7,8,10-15]
and agreed on the following description.

Real-world data can be defined as datarel ating to patient health
status or the delivery of health care that are routinely collected
fromavariety of sources (including patient-reported outcomes),
such as:

« hedth care databases (systems into which health care
providers routinely enter clinical and laboratory data; eg,
electronic health records and pharmacist databases),

« hedthinsurance and claims databases (maintained by payers
for reimbursement purposes),

«  patient registries (data on a group of patients with specific
characteristicsin common),

« disease registries (data on a particular disease or
disease-related patient characteristic regardless of exposure
to any medicinal product, other treatment, or a particular
health service),

« datagathered from other sourcesthat can inform on health
status, such as mobile devices, wearables, or other smart
medicinal products (eg, rea-time continuous glucose
monitoring devices),

« socia media—and patient-powered research networks (eg,
patient networks to share health information),

«  biobanks, and

« oObservational studies.

Note that this definition includes data that are neither collected
by licensed medical devices operated by health professionals
inclinical settings nor observational datathat aretypically stored
in public health registries and administrative databases. Namely,
RWD aso include hedlth-related data that are generated by the
patient by means of digita heath technologies (sensors,
wearables, and smartphones, etc). Hence, ethical and regulatory
frameworks should also be applied to these health-related data
and not only target health care databases and registries [16].
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Examples of RWD Frameworks

Globally and Europe-wide, more and more examples of how
RWD are used for research or regulatory purposes are being

Klimek et a

published. The expert group decided to illustrate some examples
of how the quality of RWD is ensured along different
approaches (Table 1). Further details to this overview can be

found in the Multimedia Appendix 1.

Table 1. Examples and short descriptions of reviewed real-world data (RWD) frameworks.

RWD framework

Short description

Country

RWD for health sys-
tems research [17-23]

Danish Data Analytics
Center [24]

EMAP submission sup-
ported by historical co-
hort patient data [25]

Demonstrated the re-
search potential of a
clinico-genomic
database [26,27]

Multidatabase studies
for medicines surveil-
lance in real-world set-
tings [28,29]

EUnetHTAS RE-
QuesTY[30]

Nordic countries have set the worldwide gold standard for how RWD can be leveraged. Good RWD
frameworksexist in Finland, Denmark, Sweden, |celand, and Norway. The RWD qudlity and infrastructure
built up in these countries can be seen as best practice examples for how to leverage RWD for research.

The Danish DAC? has access to some of the most sophisticated and complete patient-level health data
in the world and meets the highest requirements for dataand I T security. DAC constitutes a unique
possibility for the use of big data analytics to discover hidden patterns to benefit patients. It will reduce
the entry barriers for new drugs to go to market while maintaining the high safety standards currently
in place.

Based on the observed efficacy in Phase 2 studies (n=189 and n=36) and combined with an additional
historical comparator study (1139 cases), conditional marketing authorization was granted with the need
to better quantify the magnitude of the effect by submitting data from a Post Authorization Efficacy
Study (Phase 3 randomized, comparative study of blinatumomab vs standard of care chemotherapy) as
well as a noninterventional Post Authorization Safety Study in subsequent years.

In 2017, Foundation Medicine and Flatiron Health created a proof-of-concept study. Using a sample
size of over 2000 patients with non—small cell lung cancer, they discovered that high versus low tumor
mutation burden showed afar stronger association than high versuslow PD-L 1 level s after immunother-
apy. Their results were nearly identical to those derived by adrug manufacturer from apost hoc analysis
of afailed clinical trial. The validation study helped establish the groundwork for this data set to be used
to advance cancer research.

Postmarketing studies can be underpowered if outcomes or exposure of interest are rare, or the interest
isin the subgroup effects. Combining several databases might provide the statistical power needed. Al-
though many multidatabase studies have been performed in Europe in the past 10 years, thereis alack
of clarity onthe peculiarities and implications of the existing strategiesto conduct them. Expertsidentified
4 strategies to execute multidatabase studies, classified according to specific choicesin the execution.

The Registry Evaluation and Quality Standards Tool (REQueST) aims to support health technology as-
sessment organizations and other actorsin guiding and evaluating registries for effective use in health

Denmark, Fin-
land, Iceland,
Norway, and
Sweden

Denmark

European Union

United States

European Union

European Union

technology assessment.

3DAC: Data Analytics Center.

bEMA: European Medicines Agency.

CEUnetHTA: European Network for Health Technology Assessment.
dREQueST - Registry Evaluation and Quality Standards Tool.

Legal Frameworks

The current legal framework in Austria with the Federa
Statistics Act as well as the Research Organization Act
recognizesthe“ use” of RWD—especially for research purposes
[31-33].

Independently of the question of data availability, many RWD
sources, as defined within this expert consensus paper, do not
address data quality issues. Therefore, the need for high—data
quality standards should be also recognized by legal frameworks.
OnaEuropean level, dataquality aspects are strongly embedded
within the development of the European Health Data Space [34]
and Data Analysis and Real World Interrogation Network [6].
Shared outcomes on data quality should be reflected within
local legal frameworks as well.

https://medinform.jmir.org/2022/6/€34204

Recommendations

Data Quality

RWD are often used for purposes that are different from the
intention for which the datawere collected originally. Therefore,
it is of utmost importance to check upfront if the RWD are
adequate in terms of clearly defined quality criteria and can,
therefore, be used in general for primary or secondary research
purposes as well. Due to the lack of guidelines defining the
quality standards of RWD to be used for decision-making, it is
even more important to be able to assess the suitability of RWD
for research purposes by applying checklists and some
standardized questionnaires [35-38].

RWD Should Follow High Standards and Be Subject to
Quality Assurance

The value of the secondary use of RWD data (in particular,
registries) for research purposes depends crucialy on their
quality as quantified by completeness and accuracy [39], next
to timeliness, comparability, the technical prerequisite that the
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size of the data source is sufficient (ie, the study does not
become underpowered), and that the data is in principle
accessi ble and can be mapped with other relevant data sets (well
defined research question outlined in a research plan). An
evaluation with regard to these factorsistherefore recommended
before using the data. Note that these quality criteria are not
unique in the sense that alternative data quality concepts have
also been described (eg, validity, consistency, and integrity).

Completeness is defined as the proportion of true cases of a
variable (disease, treatment, and diagnose, etc) inal or acertain
subgroup of patients that is correctly reported in the data.
Completeness therefore captures the amount of missing datain
a specific source—the extent to which all necessary data that
could have been registered has been registered [40]. Very often
there is no comprehensive reference source available for
evaluating the completeness of a data set with regard to the
general population. Inthat case, it might be advisableto identify
studies that report the variables of interest for specific
comparable subgroups and therefore allow for an assessment
of data completeness [39]. These comparisons should ideally
be performed on anindividual level (eg, comparing datarecords
from registries for certain diseases to administrative records)
or, in cases where the required information is not available on
an individual level, attempts should be made to examine
completeness at least on an aggregate level (by comparing the
expected number of cases across data sets).

Accuracy measures the proportion of patients with a certain
property (diagnosis, prescription, and socioeconomic or
demographic properties, etc) in a data set that truly have the
property. Accuracy istypically assessed by comparing the data
recordswith the reference standard used to confirm the specific
variable[41]. In many cases, thisreference could be the medical
record; for certain areas, other references might be feasible as
well. One strategy to perform such a comparison could be to
randomly sample a given percentage (eg, 5%) or an absolute
number (eg, 1000) manually. This helps to identify errors and
whether they are systematic (as often happens through
algorithmic problems when the data are collected in an
automated way or if the dataare collated from different reporting
systems, regional or otherwise) or random (often resulting from
manual data collection), thereby informing strategiesto increase
data accuracy.

Timeliness measures data quality with regard to the time at
which the variable (disease and diagnosis, etc) was recorded
(eg, the extent to which the time of the recorded disease
corresponds to the true time of the disease). This can often be
assessed together with completeness and accuracy and is of
particular importance in longitudinal study designs.

Furthermore, comparability needsto be checked to ensure that
variable definitions in a data set conform to international
guidelines and other relevant references.

A comprehensive review of 114 data quality studies in the
Danish registry network showed that both completeness and
accuracy increased over time and accuracy varies substantially
across different diseases, between less than 15% of correctly
coded diagnosesto almost 100% [41]. Thisfinding underscores
the need for data quality assurance of RWD for research use.

https://medinform.jmir.org/2022/6/€34204
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High Research Standards Should Underpin the Quality
of RWD

Study Protocol

Observationa postmarketing studiesare an important tool, using
data obtained from routine clinical care, to provide data on
medical treatment effect estimates and the tolerability of
medicinal productsin areal-world setting, aswell asfor medical
devices as part of the postmarketing surveillance [42].
Nonrandomized studies may be used to complement the
evidence base represented by randomized controlled trials[43],
even though one cannot expect nonrandomized, observational
studies to exactly reproduce randomized controlled trials as
these are different study designs, and hence measure different
types of effects [44]. Noncontrolled studies lack a comparison
group, which means that inferences on the treatment effect and
tolerability must rely on before-and-after comparisons of the
outcome of interest. Treatment effect estimates and tolerability
derived from nonrandomized studies are at greater risk of bias.
Thus, datafrom routine clinical observation should be collected
after the development of astudy protocol where the population
of interest, study outcome, methods for data generation and
analysis, limitation of study data, and bias are defined in
advance, asa so defined inthe EMA guidelinefor registry-based
studies[9].

Informed Consent

The informed consent process of patients in observational,
noninterventional studies are not discussed by Good Clinical
Practice (1SO 14155) [45], and this topic is still dealt with
heterogeneously throughout the European Union. Within the
study protocol, the consent process and requirements of
complianceto the General Data Protection Regulation (GDPR)
should be specified. Data generated in an anonymized way
would not require patient consent, though collection of
pseudonymized datain observational studiesrequiresthe consent
of patients prior to data collection, which should be limited only
to the GDPR requirements, and not include any consent to
medical treatment. The burden of obtaining informed consent
to collect routine clinical datashould be kept feasible to reduce
bias of missing data from severely ill patients or patients
incapable of consenting, such asin emergency situations. Since
GDPR appliesonly to living people, awaiver for datacollection
from the deceased can be obtained if the purposeis sufficiently
outlined in the study protocol.

Institutional Review Board and Ethics Committee

Within the study protocoal, all interventionsin the observational
tria (ie, treatment, diagnostic or monitoring procedures) should
fall within the standard of care or routine treatment, as
interpreted by the competent authority or ethics committee in
that member state. Thus, a review and approval from the
respective ethics committeeisrequired, asalso indicated in the
EMA guideline for registry-based studies[9].

Checklist on Quality Criteriafor RWD

Following general recommendations and reflecting guidelines
and checklists on registry-based research [9,37], the expert
group suggests a minimum set of criteria summarized within
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the checklist presented in Table 2 to ensure the quality of RWD  for research purposes and health care decision-making processes.

Table 2. Gesellschaft fiir Pharmazeutische Medizin (GPMed) checklist for real-world data (RWD) quality.

Criteria Description

Datamanagement and
stewardship

Governanceframework

Quality requirements

Dataprivacy and trans-
parency

Research objectives .

Dataproviders .

Patient population cov-
ered

Data elements .

Infrastructure .

“FAIR DataPrinciples’ which formulate principlesthat sustainable, reusable research dataand research datainfrastruc-
tures must meet [38,46,47]

Available policy for collaborations with external organizations

Involvement of patient organizations

Governance structure for decision-making on requests for collaboration

Templates for research and data-sharing contracts between partners and institutions

High—RWD quality standards are implemented, such as completeness, accuracy, timeliness, and comparability
Process in place for ongoing data quality assessments

Processes in place for quality planning, control, assurance, and improvement

Data verification (the method and frequency of verification)

Auditing practice

Informed consent processes and its validity for research purposes according to General Data Protection Regulation and
relevant national regulations
Data privacy officer

Well-defined research question outlined in aresearch plan

Available documentation, protocol, or proposal that describes the purpose of RWD use and rational that the RWD
sources adequately address the research questions (eg, study protocol)

Approval of RWD use from independent an institutional review board or ethics committee

Protocol should follow the Declaration of Helsinki, and furthermore, the Declaration of Taipei [48] on Research on
Health Databases, Big Data and Biobanks should be taken into account

Adequate description of data providers, such as patients, caregivers, or health care professionals; their geographical
area; and any selection process (inclusion and exclusion criteria) that may be applied for their acceptance as data
providers

Adequate description of the type of patient population (disease, condition, time period covered, and procedure), which
defines the criteriafor patient eligibility

Relevance of setting and catchment area

Clarity on patients’ inclusion and exclusion criteria

Methods applied to minimize selection bias and loss to follow-up

Ensure fair representations of minorities, sex, gender, and socially disadvantaged groups

Core RWD set collected for RWD use case or purpose
Definition, dictionary, and format of data elements
Standards and terminologies applied

Capabilities and plans for amendments of data elements

High-quality systemsfor RWD collection, recording, and reporting, including timelines

Capability (and experience) for expedited reporting and evaluation of severe suspected adverse reactionsin RWD
collection

Capability (and experience) for periodic reporting of clinical outcomes—idesally patient-reported outcomes—and adverse
events reported by physicians, at the individual -patient level and aggregated data level

Capability (and experience) for data cleaning, extraction, transformation, and analysis

Capability (and experience) for data transfer to external organizations

Capabilities for amendment of safety reporting processes

Discussion

are a profound data management and stewardship; established
governance framework; standardized quality requirements;

Principle Findings

Over the past months, EU and EMA strategies, workplans, and
initiatives on health data use devel oped very quickly [34,49-51].
This paper shows the consensus of a multistakeholder expert

adhered data privacy and transparency measures; well-defined
research objectives, adequate description of data providers,
well-described patient population covered; outlined which data
elementsarerequired; and high-quality infrastructure for RWD
collection, recording, and reporting.

group which summarizes a minimum set of the quality criteria
of RWD for research and decision-making purposes in health
care. Themost important quality assurance measuresidentified
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Conclusions the quality of RWD. Furthermore, specific RWD quality aspects

To future-proof registry-based studies, the group strongly for individual use cases (_eg, _medical or pharmacoeconomic
recommends that RWD should follow high standards and be  1€Search), market authorization processes, or postmarket
subject to the quality assurance measures needed to underpin  uthorization phases have yet to be elaborated.
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Abstract

Background: New artificia intelligence (Al) tools are being developed at a high speed. However, strategies and practical
experiences surrounding the adoption and implementation of Al in health care are lacking. This is likely because of the high
implementation complexity of Al, legacy IT infrastructure, and unclear business cases, thus complicating Al adoption. Research
has recently started to identify the factorsinfluencing Al readiness of organizations.

Objective: This study aimed to investigate the factors influencing Al readiness as well as possible barriersto Al adoption and
implementation in German hospitals. We also assessed the status quo regarding the dissemination of Al tools in hospitals. We
focused on IT decision makers, a seldom studied but highly relevant group.

Methods. We created aweb-based survey based on recent Al readiness and implementation literature. Participantswereidentified
through a publicly accessible database and contacted via email or invitational leaflets sent by mail, in some cases accompanied
by atelephonic prenctification. The survey responses were analyzed using descriptive statistics.

Results: We contacted 609 possible participants, and our database recorded 40 completed surveys. Most participants agreed or
rather agreed with the statement that Al would be relevant in the future, both in Germany (37/40, 93%) and in their own hospital
(36/40, 90%). Participants were asked whether their hospitals used or planned to use Al technologies. Of the 40 participants, 26
(65%) answered “yes” Most Al technologieswere used or planned for patient care, followed by biomedical research, administration,
and logistics and central purchasing. The most important barriersto Al were lack of resources (staff, knowledge, and financial).
Relevant possible opportunities for using Al were increase in efficiency owing to time-saving effects, competitive advantages,
and increase in quality of care. Most Al toolsin use or in planning have been developed with external partners.

Conclusions: Few tools have been implemented in routine care, and many hospitals do not use or plan to use Al in the future.
This can likely be explained by missing or unclear business cases or the need for amodern IT infrastructure to integrate Al tools
in a usable manner. These shortcomings complicate decision-making and resource attribution. As most Al technologies aready
in use were developed in cooperation with external partners, these relationships should be fostered. IT decision makers should
assess their hospitals' readiness for Al individually with a focus on resources. Further research should continue to monitor the
dissemination of Al tools and readiness factors to determine whether improvements can be made over time. This monitoring is
especially important with regard to government-supported investmentsin Al technologies that could alleviate financial burdens.
Qualitative studies with hospital IT decision makers should be conducted to further explore the reasons for slow Al.

(IMIR Med Inform 2022;10(6):€34678) doi:10.2196/34678
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Introduction

Background

Inrecent years, artificial intelligence (Al) inmedicine has gained
significant attention, with innovative technologies promising
better quality of diagnosis [1-3], treatment [1], advancements
in personalized medicine[1,4], and improvementsin workflow
[5]. Simultaneously, these technologies have the potential to
save time and cost [1,6]. The use of Al could free hedlth care
workers from repetitive and tedious tasks and enable them to
alocate their attention and time more effectively [7]. However,
fears surrounding Al in health care persist. Common fears
include possible job losses because of automation and negative
effects on the patient-physician relationship [2,8,9]. For this
study, we used the definition by He et al [10]. They define Al
as “ a branch of applied computer science wherein computer
algorithms aretrained to perform taskstypically associated with
human intelligence” [10]. There are different relevant
subcategories of Al, such asmachinelearning and deep learning,
with different implications for professional users and health
care organizations. However, in this study, we focused on the
general concept of Al in hospitals.

A recent systematic review by Yin et a [5] demonstrated
hesitancy and slow uptake of Al technologies. The authors
reported on real-lifeimplementations of Al in health care. Their
search retrieved 51 real-life clinical implementations of Al
worldwide, with most studies conducted in the United States.
The most common applications of Al tools werein thefield of
decision support. These technologies mainly focus on specific
diseases such as sepsis, breast cancer, and diabetic retinopathy
[5]. Diverging outcome measures and low-quality studies were
prevalent in the review, making it difficult for decision makers
to compare and evaluate Al effectiveness, advantages, and
disadvantages. Furthermore, they found that outcome evaluation
and acceptance measures only included patients and health care
workers[5]. Their search strategy retrieved only one paper from
Germany, which isin contrast with the German government’s
Al strategy [11] and recent political efforts to increase the use
of Al inhospitals[12]. Hence, weidentified aneed to investigate
the current spread of Al technologiesin hospitals and their stage
of development aswell as Al readiness factorsin Germany.

The transfer of new and innovative technologies into practice
isusually associated with barriers and requires employees’ and
institutions' ability to adapt to change[13,14]. Recently, existing
frameworks and learnings on the dissemination of innovative
technologies have been applied to Al [15]. Three main
components can be outlined: (1) adoption, which entails the
decisionto usean innovation [16]; (2) readiness, encompassing
the assessment of the conditions needed to engage in an activity
[17]; and (3) implementation, describing an innovation’stransfer
into practice [15].

Although new Al technologies are being developed at a high
speed, strategies and practical experiences surrounding the
adoption and implementation of Al in health care are lacking
[10,18]. This is partly because of the high implementation
complexity of Al, asitisneither easy to use nor easy to deploy
[17,19]. Furthermore, Al can be difficult to understand and has
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been described as a black box, meaning a machine with
nontransparent workings and inexplicabl e results of automated
algorithms. This hasthe potential to lower trust and discourage
decision makers and users [4,20,21].

Aims

This study presents the first large-scale web-based survey on
the current adoption and implementation of Al technologiesin
randomly selected German hospitals. We further aimed to gain
insights into the number, type, and developmental stage of the
Al technologies currently in use. In addition to theliterature on

Al readiness and adoption, we examined the applicability of
existing Al readiness factors to the German health care sector.

Methods

Study Design

A quantitative study design was used to obtain a genera
overview of the situation in Germany. Datawere collected using
an anonymous web-based questionnaire. We invited chief
information officers (ClOs) from randomly selected German
hospitals. We identified CIOs as important intermediaries
because their position is linked to the clinical implementation
of Al as well as to developers, technology companies, and
regulatory authorities. Anonymity was ensured throughout the
study.

Ethics Approval

The study was approved by the Ethics Committee of Heidelberg
University Hospital (S-490/2020). The study was conducted
according to the Checklist for Reporting Results of Internet
E-Surveys checklist for quantitative research [22].

Instrument Development and Design

After consulting existing literature on Al readiness,
implementation, and adoption, the authors conducted acreative
brainstorming processto develop preliminary survey items. The
preliminary items were compared with existing theoretical
frameworks.

Johnk et a [15] developed a model that focused on
organizational Al readiness. They described Al readiness both
as a predecessor and a constant influence on Al adoption and
implementation [15]. Johnk et a [15] identified 18
organizational readiness factors in 5 categories (strategic
alignment, resources, knowledge, culture, and data) and pointed
out that these factors continuously foster Al adoption [15].
Awareness of these factors can improve the adoption and
implementation outcomes, as a higher level of organizational
readiness is believed to increase the success of innovation
adoption whilelowering therisk of failure[20,23]. For example,
knowledge and awareness of Al were shown to be prerequisites
for successful Al adoption [15,24,25].

The technol ogical-organi zational -environmental framework by
DePietro et al [26] describes the adoption, implementation, and
use of technology in firms as dependent on the technological,
organizational, and the environmental context [27]. Pumplun
et al [24] first applied this framework to Al and discussed that
challengesto Al readiness can be observed at al of theselevels.
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Observed technological challenges often stem from data
accessibility issues owing to Al’s need for extensive databases
and adjacent data privacy considerations[24,28]. Environmental
challenges include questions about consumer and patient trust
in Al, regulatory acceptance, and in some cases, mandated work
councils (mandated ingtitutions of nonunion employee
representation) [6,24,29,30]. Concerning organizational
challenges, alack of (top) manageria support hasbeenidentified
asvery relevant [17]. A further challenge isthe need for highly
skilled and trained staff (eg, data scientists, a very sought-after
group of professionals) [15,17]. Financial aspects, such as
unclear reimbursement processes for health care delivered by
Al and liability issues, contribute to hesitancy in Al adoption
and implementation [1].

On the basis of these theoretical considerations, LW, JM, and
L S refined the survey design and wording of the questions. In
the first section, the questionnaire focused on participants
general professional opinions on Al in hospitals to assess the
hospital’s strategic alignment and their stancein the Al adoption
phase. The second section asked participants to state their
hospital’s use of Al technologies, which helped us gain insight
into the dissemination of Al technologies. In the following
sections, the survey presentsitems on known perceived barriers,
opportunities, and resources needed for the implementation of
Al inhospitals. In addition to these questions, the questionnaire
also asked for sociodemographic data of the participants,
hospital size, and hospital ownership (private, public, or
nonprofit). A transated English version of the survey can be
found in Multimedia Appendix 1.

The survey was pretested by 6 researchers from the field of
medical informatics, using a cognitive pretesting method [31].
The pretest participants suggested changes in the wording and
order of questions. These suggestions were implemented, and
the final survey was created.

The final survey did not include any randomized or alternated
items. Adaptive questioning was used to reduce the length of
the questionnaires. On average, the 10-page questionnaire
contained 6.3 items per page. Possible answers were either
presented on a 5-point Likert scale or asyes or no, with | don’t
know and prefer not to say asalternative options. Few questions
were asked for further elaboration of answers in open-text
formats. Automatic checks for completeness were performed,
and participants were required to choose an answer for each
guestion. Cookies were used to assign unique user IDs.
Participants were offered the option to return and modify their
answers. They were also able to leave the survey and continue
it later. 1P addresses of participants were neither saved nor
checked. REDCap (Research Electronic Data Capture;
Vanderbilt University) [32,33] hosted at the Heidelberg
University Hospital was used for data collection and
management. REDCap is a secure web-based software platform
designed to support data capture for research studies [32,33].

Data Collection and Analysis

From a publicly available database of all hospitalsin Germany
provided by the German Hospital Federation [34], werandomly
selected the hospitals we wanted to include in our recruitment
process by performing a spreadsheet cal culation. We aimed for
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an equal, realistic representation of hospital size (measured
through the number of hospital beds) in each sample. We then
checked whether the selected hospitals were actually in
operation. Other specific inclusion and exclusion criteria were
not applied, as we wanted to depict a realistic reflection of all
the hospitalsin Germany. In addition to this random selection,
we included all academic hospitals in Germany in our
recruitment efforts. ClOsand their contact detailswere manually
retrieved from the websites of hospitals. We recruited
participants from 609 hospitals in 4 rounds of recruitment.
Initially, participantswereinvited viaemail to participatein the
study. The emails contained a link to access the open survey
and information about the study (eg, purpose of the study, length
of questionnaire, data protection guidelines, and investigators).
As participation in this study was voluntary and anonymous,
we regarded survey completion as consent for study participation
and data use.

Although al 4 roundsfollowed the same admini strative process,
we used additional measures in recruitment rounds 3 and 4 to
increase the number of participants. In round 3, we used
telephonic prenotifications when an office telephone number
was publicly available. In round 4 of recruitment, we designed
invitational leaflets that were sent via mail. The leaflets
encompassed a short informational text and a QR code, leading
to the open survey. For each round, we sent 2 reminders via
email. Our survey was not advertised elsewhere, as we wanted
to include only members of our specific target group in the
sample. No incentives were offered to the study participants.

Datawere collected from October 2020 to February 2021. After
completion, all data were exported from REDCap to SPSS
statistical software (version 27, IBM). All data were checked
for plausibility and analyzed by LW. Descriptive analyses were
conducted. For open-item responses, recurring keywords and
phrases were paraphrased and summarized.

Results

Overview

Our database recorded 50 surveys, of which 10 wereterminated
early, usudly in the first third of the survey. A total of 40
surveyswere fully completed and wereincluded in the analysis,
resulting in aresponserate of 6.6%. Timeframeswere analyzed,
but no unusual timeframes were observed. No statistical
corrections were performed.

Demographic Characteristics

A total of 40 fully completed surveys were included in the
analysis. Table 1 provides information on participant
characteristics. Most participants were aged between 46 and 55
years (23/40, 58%), and most of the participants were male
(33/40, 83%). Of the 40 participants, 26 (65%) said they were
ClOsor leaders of the I T department of their institution. Other
commonly mentioned professions included IT department
employee (7/40, 18%) and research associate (4/40, 1%).
Participants stated the ownership of their hospitals as follows:
public hospital (30/40, 75%), nonprofit hospital (8/40, 20%),
private hospital (2/40, 5%), and hospital with an academic
affiliation (15/40, 38%)
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Table 1. Participant characteristics (N=40).

Weinert et al

Characteristics Participants
Gender, n (%)
Female 5(13)
Male 33(83)
Prefer not to say 2(5)
Agegroup (years), n (%)
261035 2(5
351045 8(20)
46t0 55 23(58)
56 t0 65 5(13)
>65 2(5)
Hospital ownership, n (%)
Public 30 (75)
Nonprofit 8 (20)
Private 2(5)
Academic affiliation, n (%)
Academic 15(38)
Nonacademic 25 (63)
Number of bedsin hospital, n (%)
1t0199 3(8)
200 to 399 5(13)
400 to 599 7(18)
600 to 799 4(10)
>800 21(52)
Position? n (%)
Chief information officer or head of IT 26 (65)
Chief data officer 1(3)
Chief medical officer 1(3)
IT department employee 7(18)
Research associate 4(10)
Data scientist 3(8)
No answer 1(3)
Other 3(8)

8Selection of multiple items possible.

Participants Professional Opinionsand Assessments

Most participants were either undecided or said they rather
disagreed with the statement that Al isrelevant for the current
health care provisionin their hospital and in Germany. However,
most participants agreed or rather agreed that Al would be
relevant in the future, both in Germany (37/40, 93%) and in
their own hospital (36/40, 90%). This fits well with most
participants fully agreeing or rather agreeing that Al plays a
role in their hospital’s strategy (22/40, 55%). On the topic of
information about the possible application of Al in hospitals,

https://medinform.jmir.org/2022/6/€34678

the participants were more undecided. In all, 13% (5/40) of the
participants fully agreed with the statement that they were well
informed, and 38% (15/40) of the participantsrather agreed that
they were well informed. A total of 38% (15/40) of the
respondents were undecided, and 13% (5/40) of the respondents
said they wererather uninformed. Overall, the participantswere
rather optimistic about the use of Al technologies in their
hospitals. Of the 40 participants, 14 (35%) rather agreed that
their hospital was ready for Al, 14 (35%) were undecided, 7
(18%) said they were rather not ready, and only 4 (10%) stated
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that their hospital was not ready at all. One participant did not
respond to this question.

Al Technologiesin Useor in Planning

The next section of the questionnaire focused on Al tools and
technologies. In the first subcategory, participants were asked
whether their hospital used or planned to use Al technologies.
Of the 40 participants, 26 (65%) answered “yes.” Through the
following questions, participants were asked to describe these
technologies in more detail. Most Al technologies were used
or planned for patient care, followed by biomedical research,
administration, and logistics and central purchasing. Other areas
mentioned by the participants in free text were marketing,
malware detection, and pathology. Participants were presented
with a list of common Al technologies when they answered
“yes’ to the first question in this subcategory (Multimedia
Appendix 1 provides the full list of technologies). For every
listed Al technology, they could categorize their hospital’s
current stance on this technology. The options included the
following: in planning, in research and developmental stage,
implementation phase, routine care, and not applicable. The
most commonly chosen technologies overall were as follows:
speech recognition and text analysis systems (20/26, 77%,
assigned one of the stances other than not applicable), systems
for picture recognition (17/26, 65%), and robotics and
autonomous systems (17/26, 65%).

Sensorics and communication systems were the least picked
(10/26, 38%). Most technologies were in the planning phase.

Concerning the integration of these technologies into the
overarching system architecture, 27% (7/26) of the participants
stated that technologiesin their hospital wereintegrated, in 23%
(6/26) of hospitals, technologies were not integrated but
integration was planned, 38% (10/26) were partly integrated,

Weinert et al

and 12% (3/26) were not integrated. In free text, participants
provided reasons for the lack of integration, which included
missing interfaces; missing standards for interfaces, processes,
and organization; unfavorable cost-benefit relationship; missing
evaluation and overall concepts; and immaturity of the Al
technology.

In a question allowing for multiple choice, participants stated
that some or all Al technologies in their ingtitution were
commonly developed with industry partners (23/26, 88%) or
university-based research partners (9/26, 35%). Only 12% (3/26)
of the participants stated that some or all of their Al technologies
were devel oped within their own institutions.

Barriersto Al Use and Possible Opportunities
Associated With Al

The second subcategory included questions about perceived
barriersto the use of Al (Table 2). Through amatrix design, we
presented the participantswith alist of known barriers compiled
from the literature. The barrier most participants (36/40, 90%)
agreed or partly agreed with was lacking resources (staff,
knowledge, financial). Other relevant barriers were lacking
compatibility or interoperability with existing I T infrastructure
(33/40, 83%) and quality of data (30/40, 75%). Participantsalso
disagreed or rather disagreed with some of the barriers derived
from the literature. Here, the barriers with the least agreement
were leadership acceptance (4/40, 10%, agreed or rather agreed
with the statement) and patient acceptance (4/40, 10%). Other
barriers with low agreement were user (eg, physicians and
nurses) acceptance (9/40, 23%) and cor porate culture (13/40,
33%). In free text, some participants described additional
barriers. These contained immaturity of available Al
technologies, fear of high expensesin the training and learning
phase of Al, and cloud strategies of Al producers.

Table 2. Perceived barriers to implementation and use of artificial intelligence (N=40).

Ranking  Barrier Total participantsin agreement and sample percentages, n (%)
1 Lacking resources (staff, knowledge, and financial) 36 (90)
2 Lacking compatibility or interoperability with existing I T infrastructure 33 (83)
3 Quality of data 30 (75)
4 Availability of data 26 (65)
5 Ethical aspects (eg, liability issues) 24 (60)
6 Product range on the market 23 (58)
7 Data protection 22 (55)
7 Quantity of data 22 (55)
8 Legal regulations 19 (48)
9 Consent of the work council 15 (38)
10 Corporate culture 13(33)
11 User (eg, physicians, nurses, and administration) acceptance 9(23)
12 L eadership acceptance 4(10)
12 Patient acceptance 4(10)

8Responses of “agree” or “rather agree” were grouped together.
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In the third subcategory, participants were asked about positive
prospects possibly associated with Al (Table 3). Then, they had
to state their agreement with these opportunities on a 5-point
Likert scale. The opportunity with the highest agreement was
increase in efficiency due to time-saving effects (29/40, 73%
agreed or rather agreed with the statement). Other statements
also yielded high agreement rates. The opportunity participants
agreed with least was financial savings. Only 40% (16/40) of

Weinert et al

the participants said they agreed or rather agreed with the
statement that Al could lead to financial savingsintheir hospital,
whereas 40% (16/40) of the participants disagreed or rather
disagreed. Overal, this subcategory yielded homogeneous
results. No further opportunities were raised in free text.

A detailed presentation and graphs presenting the results of
these 2 subcategories can be found in Multimedia Appendix 2.

Table 3. Perceived opportunities associated with the implementation and use of artificial intelligence (N=40).

Ranking Opportunity Total participants in agreement and sample percentages, n (%)@
1 Increase in efficiency due to time-saving effects 29 (73)
2 Competitive advantage 27 (69)
3 Increase in quality of care 25 (66)
4 Easing the workload of employees 21 (53)
5 Financial savings 16 (40)

@Responses of “agree” or “rather agree” were grouped together.

Resources and Requirementsfor Al Usein Hospitals

For the fourth subcategory, we focused on the resources required
for the use of Al technologies in hospitals. Again, the
participants were presented with a list of known critica
resourcesfor Al implementation, and they had to indicate their
level of agreement with these findings from literature (Table

4). The resource most people needed was staffing resources
(35/40, 90% agreed or rather agreed with the statement). The
resource with the least rel evance was organi zational frameworks
(25/40, 64%). As seen in the other subcategories, thedistribution
of answers was homogeneous. A detailed presentation and
graphs presenting the results of this subcategory can be found
in Multimedia Appendix 2.

Table 4. Resources needed for use and implementation of artificial intelligence (N=40).

Ranking Resource Total participants in agreement and sample percentages, n (%)@
1 Staffing resources 35(90)
2 Time 34.(87)
3 Knowledge 33(85)
4 Financial resources 32(84)
5 Technical resources 31(79)
6 Data base 27 (69)
7 Organizational frameworks 25 (64)
8Responses of “agree” or “rather agree” were grouped together.
The next item asked participants whether their hospital needed Discussion

to fulfill any further requirements or resources besides those
already mentioned inayesor no format. A total of 60% (24/40)
of the participants answered “yes’ and provided explanations
in free text. Here, organizationa aspects were most common
(eg, competencies and responsibilities), followed by workflow
and legal issues. Technical aspects were described in detail,
such as lacking hardware and software, interoperability,
difficultieswith datatransfer from old to new systems, need for
additional modules for data capture, and Wi-Fi availability and
Speed.

Considering the tech industry and its offerings on the market,
the participants were highly undecided. Furthermore, 58%
(23/40) of the participants said that they did not know if the
supply met the demand for Al technologies in their hospital.
Only 7% (3/40) of the participants stated that offerings on the
market were sufficient.

https://medinform.jmir.org/2022/6/€34678

Principal Findings

This study provided insights into the current and planned
dissemination of Al tools as well as perceived barriers and
opportunities for the implementation and adoption of Al tools
in 40 hospitals in Germany. We designed a web-based survey
based on existing literature on the implementation of Al in
hospitals. Our participantswere mainly from an I T background,
with 28 decision makers in leadership positions. Two-thirds of
the participants said that they used or planned to use Al tools
intheir institution. Speech recognition and text analysis systems,
systems for picture recognition, and robotics and autonomous
systemswerethetools or systems most commonly used, or their
use was planned. We did not find differing opinions among
hospitals of different sizes or ownership. The results showed
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that most participants recognized the implementation of Al in
hospitals as a relevant, forthcoming part of their IT strategy.
However, lack of resourcesand compatibility or interoperability
with the existing I T infrastructure were identified as barriersto
implementation. Staffing resources, time, knowledge, financial
resources, and technical resources required for the
implementation of Al were all highly relevant resources. A
possible increase in efficiency because of time-saving effects,
competitive advantage, and increasein quality of care was seen
as the most important opportunity associated with Al use. We
conclude that Al readiness factors derived from the literature
are applicableto the hospital context in Germany. Thefollowing
discussion highlightsthe most relevant barriersto Al readiness,
adoption, and implementation while also presenting possible
ways to overcome these barriers.

Al in Hospital Strategies

Al readiness as a concept has been described recently [15,24].
Srategic alignment was identified as 1 of 5 key aspects of
organizational Al readiness. Our survey included a question
addressing whether Al was a part of the participants’ hospital
IT strategy. To this question, 55% (22/40) of the participants
agreed or rather agreed that Al was a part of their strategy. In
addition, most participants agreed or rather agreed that Al would
be relevant in the future, both in Germany (37/40, 93%) and in
their own hospital (36/40, 90%). However, this also means that
there are decision makers who recognize the relevance of Al in
thefuture but do not consider it apart of their hospitals’ strategy.
First, this could be because of the complexity of Al
implementation (eg, uncertainties surrounding the workings of
the technology, acceptance of the technology, and an unclear
regulatory situation) [1,10,17,19,29,35]. Second, the hesitancy
toinclude Al inahospital’s I T strategy could be explained by
high costs and unclear reimbursement schemes[1]. In our study,
80% (32/40) of the participants agreed that their ingtitution
lacked financial resources, and 90% (36/40) said that alack of
resources overall was a barrier for Al implementation. At the
same time, only 40% (16/40) of the participants agreed with
the statement that Al holds a potential for financial savings.
This paints a picture of Al as a resource-intensive technology
with limited financial rewards. To overcome this barrier and
compensate for the financial burden because of investmentsin
digita technologies, the German government recently
introduced anew law, the hospital future act (ie,
Krankenhauszukunftsgesetz). Through thislaw, hospitalstrying
to implement digital technologies, including decision support
systems, can apply for financial support to facilitate necessary
acquisitions [12]. The law went into effect during our data
collection period; thus, we cannot report on the possibleimpacts
of thislaw. However, as the financial aspects were reported as
arelevant barrier in our study, it could be of interest for future
research to evaluate the effects of the new law.

Although there are both expectations and observations of Al as
apossibletool to save cost and generate high revenue [1,6,29],
for example, through higher efficiency, high-quality evidence
analyzing the cost and benefits of Al implementationin hospitals
is missing [7]. Hence, decision makers lack evidence and
information, and the business case for Al in hospitals remains
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unclear [10,29], which in turn inhibits organizational Al
readiness [15].

Al Acceptability

With regard to further barriersto theimplementation of Al, soft
factors such as user, patient, and leadership acceptance were
seen as less relevant barriers by the participants in our survey.
This impression might be caused by limited contact of IT
department memberswith users, leadership, and especially with
patients. Acceptance issues might also become more obvious
to decision makers over time, as most participantsin our study
had not yet implemented Al in their hospital. Nonetheless, itis
important to consider the evidence that acceptability isarelevant
antecedent of Al adoption and implementation. For example, a
paper reviewing 9 studies on the acceptance of Al in health care
concluded that consumers have a robust reluctance toward
medical care delivered by Al compared with human providers
[36]. In another study, only 3% of patients found that the
possible negative aspects of Al outweighed the potential benefits
[37]. Overdl, there is mixed evidence regarding patients
acceptance of Al in the medical context, and further research
is needed [5].

Leadership acceptance and support have been identified as
important antecedents for Al implementation [15,24]. The
acceptance of Al users, such as physicians and hospital
employees, has also been identified as relevant in other studies
[9,38]. Following the technology acceptance model, perceived
ease of use and usefulness can positively affect favorable
attitudes toward a new technology, which in turn improves its
acceptability and use [13,39]. Hence, special attention should
be paid to these aspects when deciding on acquiring and
implementing new Al toolsin a hospital.

Finally, the issue of Al acceptability can be addressed by
investing in the concept of explainable Al, meaning a more
transparent, understandable Al with high performance levels
[40Q]. Although little evidence exists, it is reasonable to expect
that this new approach could increase Al acceptability by
increasing understanding and trust in the new technology
[13,40-42]. IT decision makers should not underestimate the
issue of Al acceptability and should take the fears and
perceptions surrounding Al serioudy when planning to
implement new Al technology.

Possible Mismatch in Supply and Demand

Another finding in our study was that only 7% (3/40) of the
participants said that the supply of applicable Al solutions to
the tech market was sufficient for their needs. Another 58%
(23/40) of participants reported that they were unsure. One
reason could be that we did not reach the right people in the
institution, and they were thus unabl e to assess the tech market.
Another possibility could be that our participants did not spend
time researching the offeringsin the tech market. This could be
especialy true for those who are not using or planning to use
Al tools. However, it could also be possible that the offerings
on the market do not fit the requirements of their potential
clients. Thisresult could be of value for tech companiestrying
to reach decision makersin hospitals. Thisfinding is especially
important considering that only 12% of the Al tools were
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developed within the hospitals in our survey. Hence,
partnerships for the development of Al tools are common and
must be fostered.

Generalizability

We created this survey instrument based on an extensive
literature research and theoretical frameworksand used cognitive
pretesting to ensure understandability. Participants usually
completed the survey in <10 minutes. Hence, our survey
instrument enabled us to collect data both efficiently and in a
theoretically informed manner. This survey could serve as a
templatefor other studies, especially in countrieswith asimilar
level of dissemination of Al technologies. Country-specific
items, such asthework council, should be adapted to the context
in question. Although our survey included these country-specific
aspects, they did not appear to be of high relevance in our
sample. However, we think that these aspects should be
surveyed, astheir importancein other contextsis not predictable.

Strengths and Limitations

This study investigated the status quo of Al technologiesin 40
German hospitals and the applicability of Al readiness factors
derived from the literature. Owing to the low response rate and
resulting small sample size, our results are not representative
but describe a first impression. We surveyed hospital ClOs, a
group we identified as important intermediaries for digital
innovation adoption and implementation. While other studies
about the perceptions, barriers, and issues surrounding Al
questioned users (eg, physicians and health professionals),
patients, or other stakeholders [37,43-45], we focused on the
seldom studied group of 1T decision makers. Although focusing
exclusively on one stakeholder group may introduce a bias, we
believe that the focus on this seldom studied group makes our
study unique and relevant, thus warranting the risk of bias. The
presented perspective of hospital ClOs depicts barriers to Al
use and acceptance on adecision or leadership level. Our results
can further the holistic discussion about the real-world
implementation of Al and Al readiness.

We analyzed the differences in opinions of hospitals differing
in size and ownership, which did not produce relevant results.
This finding should be interpreted cautioudly, as our sample
size could be too small to produce significant results.

Owing to technical limitations, we were unable to report the
number of unique site visitors. Thisimpedes the calculation of
correct survey response rates. Although we used various
recruitment methods (emails, letters, and telephone calls) over
aprolonged period, our sample size remained small compared
with the number of hospitals in Germany (1914 hospitals in
2019[35]). The small number of respondents may be explained
by a general lack of interest in the survey’s topic [46], time
constraints because of the COVID-19 pandemic, or because of
the requirements of aleadership position and by a hesitancy to
click on links sent viaemail owing to fear of security breaches.
We tried to reduce this fear by establishing an offline contact
with possible participants (letters and tel ephonic prenotification),
but the effect is unclear. At the same time, people who chose
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to participate in the survey might have a stronger interest or
profound experience with Al. We tried to minimize this effect
by pointing out in invitations that no knowledge or experience
with Al is necessary for participation. However, there was a
risk of nonresponse biasin our study.

Considering the demographics of the survey respondents, the
sample was very homogeneous, as most participants were
middle-aged and male. This distribution was expected and
representsthe composition of I T departmentsin Germany [47].
Asweincluded al academic hospitalsin our recruitment efforts,
larger hospitals were overrepresented in our sample. We
expected academic hospitalsto be moreinvolved in Al research
and thus wanted to invite them to participate in our study. In
addition, very small hospitals sometimes do not have a ClIO
position or outsource their IT services. In such situations, it is
possible that our survey invitations did not reach the right
person.

As Al isanew and complex technology, it is possible that our
participants misunderstood some questions or falsely claimed
that they had used Al in their hospital. We managed this risk
by closely aligning our survey design with the results from the
6 pretests. Pretest participants suggested not to include ageneral
definition of Al but to give examples for the specific tools in
question 2 (“Please assess the current stage of implementation
of these Al toolsin your hospital™). To keep the survey as short
as possible and by keeping in mind that our target group
consisted of experts in a related field, we followed this
suggestion. However, this risk must be considered when
comparing our results.

Conclusions

This study paints a mixed picture of the status quo of Al in
German hospitals. In our sample, few tools have been
implemented in routine care, and many hospitals do not use or
plan to use Al in the future. This can likely be explained by
missing or unclear business cases, which complicates
decision-making and resource attribution. We also observed a
mismatch or lack of information about Al offeringsin the tech
market. This is another important aspect to be monitored, as
most Al technologiesthat are already in use were developed in
cooperation with external partners. Therefore, these rel ationships
should befostered. IT decision makersin hospitals should assess
their hospitals' readiness for Al individually with a focus on
resources. Further research should continue to monitor the
dissemination of Al toolsand Al readinessfactorsto determine
whether improvements can be made over time, especially with
regard to government-supported investmentsin Al technologies
that could alleviate the financial burden. Qualitative studies
with hospital I T decision makers should be conducted to explore
the reasons for slow Al adoption in more detail. The results of
our study may infer that Al adoption is not only atopic solely
for the IT department but also for the whole hospital as an
enterprise, including management, medical staff, and business
in terms of an important building block of the digital
transformation.
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Abstract

Background: With the increased sharing of electronic health information as required by the US 21st Century Cures Act, there
isan increased risk of breaching patient, parent, or guardian confidentiality. The prevalence of sensitive termsin clinical notes
is not known.

Objective:  The aim of this study is to define sensitive terms that represent the documentation of content that may be private
and determine the prevalence and characteristics of provider notes that contain sensitive terms.

Methods: Using keyword expansion, we defined a list of 781 sensitive terms. We searched al provider history and physical,
progress, consult, and discharge summary notes for patients aged 0-21 years written between January 1, 2019, and December 31,
2019, for adirect string match of sensitive terms. We calculated the prevalence of notes with sensitive terms and characterized
clinical encounters and patient characteristics.

Results:  Sensitive terms were present in notes from every clinical context in all pediatric ages. Terms related to the mental
health category were most used overall (254,975/1,338,297, 19.5%), but terms rel ated to substance abuse and reproductive health
were most common in patients aged 0-3 years. History and physical notes (19,854/34,771, 57.1%) and ambulatory progress notes
(265,302/563,273, 47.1%) were most likely to include sensitive terms. The highest prevalence of notes with sensitive terms was
found in pain management (950/1112, 85.4%) and child abuse (1092/1282, 85.2%) clinics.

Conclusions: Notes containing sensitive terms are not limited to adolescent patients, specific note types, or certain specialties.
Recognition of sensitive terms across all ages and clinical settings complicates efforts to protect patient and caregiver privacy in
the era of information-blocking regulations.

(JMIR Med I nform 2022;10(6):€38482) doi:10.2196/38482

KEYWORDS
adolescent; child; privacy; patient portals, natural language processing; eHealth

information to the patient, which a parent or guardian wantsto

Introduction

With the increased sharing of electronic health information
(EHI) through patient portalsasthe result of the US 21st Century
Cures Act information blocking regulations, thereisan increased
risk of sharing sensitive information with the wrong person [1].
For pediatric patients and their parents or guardians, there are
two major types of risk. The first is disclosure of sensitive

https://medinform.jmir.org/2022/6/€38482
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remain private. In arecent position statement, the Society for
Adolescent Health and Medicine supports the parent’s right to
withhold “certain family information” such as HIV status,
substance use disorders, or consanguinity with the child [2].
The second type of risk is disclosure of sensitive information
that the child or patient desires (and may be legally entitled) to
withhold from a parent or guardian such as documentation of
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certain types of reproductive health care, mental health care, or
substance abuse treatment [3-5].

Ingtitutionsrely on providersto manually flag notesthat contain
sengitiveinformation [6,7]. At one pediatric institution, Parsons
et al [7] manually reviewed notes flagged as sensitive (which
accounted for only 2.3% of the total note volume) and found
that 16% of them did not have discernable sensitive information.
This aligns with the findings of prior work that providers often
do not have awareness of the relevant adolescent consent laws
intheir state [8].

The percentage of notes flagged as containing sensitive
information should be higher than indicated in the study
conducted by Parsons et a [7]. In newborn patient notes, it is
routine practice to document intrauterine drug use or exposure
to infectious diseases such as maternal HIV. Bright Futures
Guidelines from the American Academy of Pediatrics
recommends providers perform psychosocial screening on
patients of all ages, and substance use and sexua health
screening in al adolescent patients[9,10]. In arecent survey of
3533 high school-aged adolescents, 71% confirmed that
providers interviewed them without a parent present [11], in
which case it should lead to the documentation of that private
interview. Because current electronic health record (EHR)
systems are not able to automatically identify sensitive
information in clinical notes, the overall prevalence of sensitive
information documented in pediatric clinical notes cannot be
easily ascertained. The aim of this study isto define akeyword
set of senditiveterms and characterize the prevalence of provider
notes that contain sensitive terms across different clinical
settings.

Methods

Setting

This study was a single-center retrospective review of provider
notes in patients aged 0-21 years from January 1, 2019, to
December 31, 2019, at an urban, academic, not-for-profit,
freestanding children’s hospital with over 50 subspecialtiesand
1.6 million patient visitsannually. The note typesincluded were
history and physica (H&P) notes, progress notes (inpatient,
emergency care, and ambulatory), consultation notes, and
discharge summaries authored by physicians (residents, fellows,
and attendings) and advanced practice providers (nurse
practitioners and physician assistants) documented in the local
Epic EHR (Epic Systems Corporation).

Study Design

We used natural language processing (NLP) term expansion to
create a representative list of sensitive terms or phrases in the
following four categories of sensitive information as determined
by local experts: substance use, mental health, reproductive
health, and home environment. These categories were created
based on prior work to categorize confidential content to
incorporate the most common types of sensitive content that

https://medinform.jmir.org/2022/6/€38482
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may warrant protection from disclosure [7]. Mental health and
substance use disorder records are subject to additional Health
Insurance Portability and Accountability Act privacy protections
[12,13]. Similarly, adol escents may consent to several elements
of their own reproductive health care without parental
involvement (though specific elements of care vary by state)
[14-17]. Home environment includes topics the disclosure of
which may place achild in danger in the home, such as parental
discord or domestic violence [18]. Similar term expansion
methods have been used before, such as for identification of
smoking status in free-text data[19,20].

For each category, subject matter experts (SY, CH, and JL)
identified 5 to 10 representative terms. We then employed a
locally developed NLP tool dubbed DeepSuggest for term
expansion. DeepSuggest was trained on approximately 93
million clinical notes in the EHR data set. For each term,
DeepSuggest identified 60 additional potentially related terms
or phrases, as well as common abbreviations and misspellings
[21]. For example, for the term “alcohol,” DeepSuggest
produced related terms such as “etoh” (abbreviation), “drug”
(related term), and “alchol” (misspelling).

Two subject matter experts (JL and CH) manually annotated
each term provided by DeepSuggest as either “sensitive” or
“not sensitive” (Figure 1). A term was defined as “ sensitive” if
its presence in a clinical note could indicate documentation of
a topic that might reflect sensitive information. For example,
asshownin Figure 1, theinitial term “anxiety” is expanded by
DeepSuggest to include terms such as “worry” and “ptsd.”
“Worry” is related to “anxiety” but was deemed not likely to
represent sensitive content and was thus not included in the
final vocabulary. Disagreements between the 2 subject matter
experts was resolved through discussion.

We used direct string matching to query for the presence of any
sensitive term or phrase in the selected note types. Notes
documented in the EHR could contain free text, dictated or
transcribed text, templated text, or dynamic links that insert
discrete data from elsewhere in the EHR (eg, family history,
tobacco use screening, or problem list). However, because the
notes are saved as plain text, we were able to use direct string
matching to screen for the presence of a term or phrase
regardless of how each portion of the note was populated.
Moreover, as exact string matching was used, manual review
to confirm the accuracy or recall of the search parameters was
unnecessary. Parsons et a [7] included the presence of
psychiatric or substance use screening questions regardless of
positive or negative status as confidential information. Similarly,
we determined the presence of a sensitive term, regardless of
negation status, as sensitiveinformation. Figure 1 describesthe
study design.

Clinical notes identified by the search were stratified by note
type, author type, and patient age. Because most patient
encounters were ambulatory encounters, these notes were aso
stratified by specialty.
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Figure 1. Combining natural language processing (NLP) and expert definitions to identify sensitive notesin the electronic health record. Overview of
sensitive term identification protocol. Four categories and sensitive keywords representative for each category were identified by local subject matter
experts. A natural language processing tool trained on the entire cohort of notes at the organization was used for keyword expansion. Each sensitive
keyword was expanded to 60 potentially related terms. Each related term was manually annotated asa " sensitive” or "not sensitive” term by board-certified
pediatricians and adolescent medicine specialists. Exact string word matching was used to determine if a sensitive term was documented in aclinical
note; ptsd: posttraumatic stress disorder.

MANUAL DETERMINATION SYSTEM PROCESSING MANUAL ANNOTATION SYSTEM QUERY
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of sensitive keywords.
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previous stage.
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Clinical experts reviewed
the expanded keywords to
form a set of sensitive terms.

“anxiety”

Sensitive Note

An NLP tool searched clinical
notes for the presence of
each sensitive term.

Sensitive Note

Mental Health

Analysis

Descriptive analysis was performed for al notes by patient
cohort, encounter type, and author provider type. We identified
thetop 10 frequently occurring sensitive terms by category and
compared the prevalence of clinical notes with sensitive terms
among note types by age using the Fisher exact test (P<.05).
We used the Cohen kappa to quantify interrater agreement for
sensitiveterm identification. We then determined the prevalence
of clinical notes with sensitive terms written in the ambulatory
setting and compared them by clinical specialty, also using the
Fisher exact test (P<.05).

Ethics Approval

The study was approved by the Nationwide Children’sHospital
Ingtitutional Review Board (STUDY 00000611).
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Results

In the study period, there were 763,133 clinical encounters
among 279,737 unique patients. In total, 70.3%
(536,201/763,133) of the encounters occurred in an ambul atory
setting; 20.7% (70,378/763,133) of the patients were 13 years
or older. Most patients were White (151,988/279,737, 54.3%),
and there was a dight male predominance (142,539/279,737,
51.0% male vs 137,180/279,737, 49.0% female). During the
study period, atotal of 1,338,297 notes were written by 2342
unique providers, with 501,762/1,338,297 (37.5%) notes
containing at least one sensitive term (Table 1).
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Table 1. Patient, encounter, and provider characteristics.
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Populations and characteristics

Values, n (%)

Patients (n=279,737)
Age (years)
Lessthan 13
13t0 18
18to 21
Legal sex
Male
Female
Unknown
Race
White
Black or African American
Latino or Hispanic
Other or unknown
Encounters
Ambulatory care
Emergency care
Inpatient care
Providers (n=2342)
Resident
Attending
Fellow
Advanced practice provider
Notes (n=1,338,297)

Notes with sensitive terms

200,359 (74.84)
59,415 (21.23)
10,963 (3.92)

142,539 (50.95)
137,180 (49.04)
18 (0.02)

151,988 (54.33)
66,995 (23.95)
19,053 (6.81)
41,701 (14.91)
763,133
536,201 (70.3)
188,204 (24.7)
38,728 (5.1)

888 (37.92)
828 (35.35)
393 (16.78)
233(9.94)

501,762 (37.49)

DeepSuggest expanded 27 sensitive keywords to 1620 new
candidate terms. Of those 1620 terms, 478 (30%) were
duplicates; 781 (68%) of the 1142 unique candidate termswere
determined to be sensitive with an interrater reliability (kappa
score) of 0.944. Of the 781 sensitive terms, 698 (89%) were
found in the study period (supplemental Table for list of initial
keywords and full list of terms are presented in Multimedia
Appendix 1).

https://medinform.jmir.org/2022/6/€38482

“Anxiety” was the most frequent sensitive term, with 418,766
total occurrencesamong 143,968 notes. “ Depression” had fewer
mentions than anxiety, occurring in 150,934 notes.
Abbreviationssuch as“thc” (tetrahydrocannabinal), “cps’ (child
protective services), “si” (suicidal ideation), and “hiv” (human
immunodeficiency virus) were among theterms most commonly
found in the notes. Table 2 describesthe 10 most frequent terms
in each of the 4 categories.
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Table 2. Most frequently used sensitive terms by category.

Category and term Term frequency, n Note frequency, n
Substance use
tobacco 190,547 119,764
alcohol 143,945 107,871
substance 101,183 78,997
smoker 51,572 50,538
Cigarettes 36,444 35,443
substance abuse 28,970 23,131
thc? 21,216 14,153
marijuana 16,625 10,985
smoked 14,508 14,271
cocaine 13,747 8618
Mental health
anxiety 418,766 143,968
depression 270,661 150,934
mood 267,706 122,293
suicidal 224,989 72,709
suicidal ideation 140,918 57,057
suicide 109,123 46,463
gP 66,977 35,713
panic 52,040 32,025
bipolar 46,729 35,539
depressive 41,511 26,025
Reproductive health
sexual 238,310 84,710
pregnancy 118,872 77,337
hiv 80,306 56,072
partner 62,456 33,155
sexually 44,491 33,902
sexually active 37,149 29,817
sexual abuse 36,000 16,030
«i° 33,904 22,679
Sex 30,612 21,714
partners 23,406 13,461

Home environment

abuse 156,957 70,712
food insecurity 21,108 14,848
bullying 17,259 10,712
conflict 14,997 9657
cpsd 13,962 9081
weapons 12,016 9485
abuse or neglect 11,671 6212
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Category and term

Term freguency, n

Note frequency, n

emotional abuse or neglect 11,195
perpetration 11,017
yesu® 10,511

5784
5403
6488

8hc: tetrahydrocannabinol.

Bsi: suicidal ideation.

Csti: sexually transmitted infection.
dcps; Child Protective Services.
&csu: Youth Christian Social Union.

Mental health terms were documented most, occurring in
254,975 (19.5%) of notes, followed by reproductive health in
184,720 (14.2%), substance usein 184,342 (14.2%), and home
environment in 95,598 (7.4%). Thedifferencein term prevalence
between menta headth and the next closest category
(reproductive health) was statistically significant (P<.05). This

difference was most notable in the adolescent years. In thefirst
year of life, substance use and reproductive health terms are
more frequently documented than terms from the other two
categories. Figure 2 demonstrates the prevalence of any term
from different categories by age.

Figure 2. Percent of notes containing sensitive terms by age of patient and category. Line graph depicting percent of clinical notes containing at least
one sensitive term over age. Sensitivetermsare found in a portion of clinical notesfor all patient ages. Thisfigure demonstratesthat while all categories
show an upward trend during adolescent age, in the first year of life, reproductive health and substance abuse categories are the most frequently

documented.

Percent of Notes

0 2 4 6 8 10 12

Age (years)

The prevalence of sensitive terms varied by note type. The
inpatient H& P note type contained at least one sensitive term
57.1% (19,854/34,771) of thetime, whereas ambulatory progress
notes contained sensitive termsin 46.7% (265,302/563,273) of

https://medinform.jmir.org/2022/6/e38482
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cases. Figure 3 shows a heat map of the percentage of notes
containing asensitive term by note type and age. The noteswith
the highest percentage sensitive terms are H& P notes among
adolescent patients aged 12-20 years (66%-73%).
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Figure 3. Percent of notes containing sensitive terms by age and note type. This heat map demonstrates the specific note types that contain at least one
sensitive term of any category. Sensitive terms are found in a portion of all clinical note types examined in all age groups. This figure demonstrates that
while all categories show an upward trend of including sensitive notes during adolescent age, the history and physical note is most likely to contain
sensitive term overall. APN: ambulatory progress note; EPN: emergency care and urgent care progress note; H&P: history and physica note; ICN:
inpatient consult note; IDS: inpatient discharge summary; IPN: inpatient progress note.

H&P
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In terms of specialty, the highest prevalence of ambulatory
progress notes with at least one sensitive term occurred in pain
management (950/1112, 85.4%) child abuse pediatrics
(1092/1282, 85.2%), obstetrics or gynecology (5701/6707,
85.0%), and behaviora health (2128/2589, 82.2%). The
difference between obstetrics or gynecology and behavioral
health was statistically significant (P<.05). Pediatric primary
care had an overall prevalence of 44.0% (175,173/398,120) of
notes with sensitive terms.

Discussion

Principal Findings

To our knowledge, our study isone of thefirst studiesto define
sensitive terms to represent categories of confidential
information using NLP. In this study, sensitive terms were
identified in notes from every clinical context, provider type,
specidty, and in al ages included in the study cohort. Prior to
the 21st Century Cures Act information blocking regulations,
sharing of notes through the portal was not mandatory.
Organizations voluntarily sharing notes (eg, the OpenNotes
initiative) commonly prevented the release of notes in specific
specidties and, in particular, among the adolescent age group
to protect confidentiality [22,23]. Now, federal regulationslimit
the circumstances under which health care providers may
withhold EHI. Moreover, our data show that sensitiveterms are
present diffusely across all notes in our system, making
approaches that restrict notes within specific speciaties or
certain age groups no longer viable options.

https://medinform.jmir.org/2022/6/€38482
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Ingtitutions rely on manual notation by the author [7] even
though research has shown that providers may not be aware of
the confidentiality laws in their state [8]. Our work indicates
that thereis no generalizable rule that can be applied to prevent
unintended disclosure of sensitive termsin clinical notes. It is
important to note that the presence of a sensitive term in a
clinical noteisnot equivalent to an EHI that should be withheld.
Instead, providers need to be cognizant of sensitive term
documentation before sharing with a patient, parent, or guardian.
Future work is being carried out at our organization to alert
authors of the presence of sensitive terms before releasing to a
portal.

We found that sensitive terms related to mental health werethe
most common overall, but inthefirst yearsof life, termsrelated
to reproductive health and substance abuse were more prevalent.
Thisismost likely dueto the documentation of maternal history
[24]. Disclosure of maternal history may lead to privacy
violations when viewed by another legal guardian or by the
patient at an older age [25].

Inpatient H& P and ambul atory progress note types have ahigher
prevalence of sensitive terms across al age groups. This may
be due to the documentation of various screening tools used
during patient encounters. For example, the American Academy
of Pediatricsrecommends universal psychosocia and depression
screening beginning at the age of 11 years and risk assessment
for alcohol and drug use during well-child exams [9,10]. The
US Preventive Services Task Force recommends routinely
screening adolescents for HIV starting at the age of 15 years
[26,27]. To facilitate compliance with screening for billing
purposes, clinical note templates often include these screening
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guestions, along with their requisite sensitive terms, to prompt
clinicians during the visit. Adolescent patients in ambulatory
settings report having frequent private conversations with their
provider [11]; however, in the pediatric inpatient setting,
nonobservance of privacy protectionsis often reported [28].

The notes with highest prevalence of sensitive terms were
adolescent patient H& P notes. Studies have shown adol escents
would forgo care if confidentiality regarding sensitive issues
was not assured [29,30]. In addition to missed care, the release
of sengitive information for adol escents may constitute abreach
of state or federal privacy law. Individual health systems define
different types of portal access, often giving adol escent patients
full or limited access [31]. Under the Health Insurance
Portability and Accountability Act, parentsand legal guardians
are considered personal representatives of patients under 18
years (ie, minors) and are thus afforded proxy access to the
patient's EHI, including access through patient portals
[16,23,31]. However, arecent work by Ip et a [32] demonstrated
that parents are often active users of adolescent portal accounts,
making it even more crucial that note authors recognize sensitive
content in their notes and take into consideration who can see
what in their patient portal.

Clinical Implications

The presence of sensitive terms in a clinical note does not
necessarily indicate that anoteisto be considered confidential.
However, confidential notes likely contain sensitive terms.
Providers need to be educated on what information is protected
by federal and state laws, and they should determine, on a
case-by-case basis, which notes are not to be shared.
Furthermore, patients and guardians should be informed
regarding who has accessto what information in apatient portal,
and proxy access policies should be regularly reviewed and
updated as needed. | deally, sensitive conversationswith patients
or guardians should also include discussion about whether this
information should be kept confidential or shared through the
patient portal.

Our approach identified sensitive terms anywhere in the body
of aclinical note regardless of whether it was entered manually
by the provider or added to the note from discrete data sources
elsewhere in the EHR, such as prior family or socia history
documentation. For example, if apatient’s problemlist contains
asensitiveterm such as* prior suicide attempt” and the problem
listisincluded in anote template, it may be added automatically
to aclinical note for a visit unrelated to a sensitive condition,
thus rendering the note inadvertently confidential. Similarly,
copy and paste behavior can result in unrecognized inclusion
of sensitiveinformation in otherwise nonconfidential notes. For
these reasons, additional work is needed to identify the source
of the sensitive terms found in Figure 3.

Policy Consider ations

This study demonstrates that sensitive terms are documented
in clinical notesacrossall ages, including an increasein mental
health—related terms starting at the age of 10 years. Laws and
institutional policies are often designed to protect adolescent
privacy; however, there is often a lack of protection for other
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age groups. Current law and policies might need to berevisited
in light of this research.

Future Development

Further technological development is needed for EHRs and
other health information technologies to support improved
protection of patient and guardian privacy. Toolsbased on NLP
techniques may now be possible, which could providereal-time
feedback to note authors in situations where sensitive content
present in clinical documentation may not otherwise be
recognized and protected from inadvertent disclosure. Several
challenges may be encountered when considering the
implementation of similar NLP-supported tools [33]. Prior to
implementation, a health institution must ensure data privacy
and integrity, consider the necessities of information system
infrastructure, model, and system performance, as well as
performing assessment for algorithmic bias [33-35]. From a
provider standpoint, as many ingtitutions are working on
reducing provider aert burden [36], they should be cautious
toward implementing such tools not to increase provider derting,
which has been associated with provider burnout. As such,
provider acceptance of these tools should be monitored over
time[33].

Limitations

We defined sensitive terms broadly to increase the likelihood
of identifying notes that might contain information that should
remain confidential. However, the presence of a sensitive term
by itself does not eguate to confidential content. For example,
“partner” (or “partners’) is a very common term in the
reproductive health category. Thisword could be used in phrases
that indicate confidential content, such as* sexua partner,” but
also in nonconfidential content such as “partners with teachers
to assess behavior at school.” This highlights the need for
providers to make the final determination of whether a clinical
note contains confidential content.

Our list of sensitive terms is not comprehensive. DeepSuggest
expands a single keyword to up to 60 potentially related terms
in an unsupervised manner. However, given that less than 50%
of the expanded termswere considered sensitive, expanding the
potentially related term set may not improve the identification
of additional sensitive terms. In future work, these sensitive
term findings may be used to develop a specific algorithm to
locate sensitive terms with a greater degree of precision. For
instance, the deep learning algorithms have been successfully
used to identify adverse events [37].

Conclusion

Clinical notes often contain sensitive terms and thus pose a
challenge in complying with new regulationsthat require more
timely and transparent disclosure of clinical notes to patients,
parents, and legal guardians. Confidential information protected
by law and ethical standards should be withheld from disclosure.
The presence of sensitivetermsin aclinical note may indicate
documentation of confidential information requiring protection
from inadvertent disclosure. To the best of our knowledge, this
isthefirst study that defines sensitive termsin this context using
an iterative process of expert opinion and NL P techniques, thus
allowing an approximation of the actual prevalence of sensitive
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terms in provider clinical notes in a pediatric population. We  present in their clinical notes, thereby avoiding accidental
hope thiswork isthefirst step toward developing toolsto assist  disclosure to the wrong person.
providers in identifying potentially confidential information
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Abstract

Background: Littleisknown about family member involvement, by relationship status, for patientstreated in the intensive care
unit (ICU).

Objective: Using documentation of family interactions in clinical notes, we examined associations between child and spousal
involvement and ICU patient outcomes, including goals of care conversations (GOCCs), limitations in life-sustaining therapy
(LLST), and 3-month mortality.

Methods: Using aretrospective cohort design, the study included atotal of 858 adult patients treated between 2008 and 2012
in the medical ICU at atertiary care center in northeastern United States. Clinical notes generated within the first 48 hours of
admission to the |CU were used with standard machine learning methods to predict patient outcomes. We used natural language
processing methods to identify family-related documentation and abstracted sociodemographic and clinical characteristics of the
patients from the medical record.

Results: Most of the 858 patients were White (n=650, 75.8%); 437 (50.9%) were male, 479 (55.8%) were married, and the
median age was 68.4 (IQR 56.5-79.4) years. Most patients had documented GOCC (n=651, 75.9%). In adjusted regression
analyses, child involvement (odds ratio [OR] 0.81; 95% CI 0.49-1.34; P=.41) and child plus spouse involvement (OR 1.28; 95%
Cl 0.8-2.03; P=.3) were not associated with GOCCs compared to spouse involvement. Child involvement was not associated
with LLST when compared to spouse involvement (OR 1.49; 95% Cl 0.89-2.52; P=.13). However, child plus spouse involvement
was associated with LLST (OR 1.6; 95% CI 1.02-2.52; P=.04). Compared to spouse involvement, there were no significant
differencesin the 3-month mortality by family member type, including child plus spouseinvol vement (OR 1.38; 95% CI 0.91-2.09;
P=.13) and child involvement (OR 1.47; 95% CIl 0.9-2.41; P=.12).
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Conclusions: Our findings demonstrate that statistical models derived from text analysisin the first 48 hours of ICU admission
can predict patient outcomes. Early child plus spouse involvement was associated with LLST, suggesting that decisions about
LL ST were more likely to occur when the child and spouse were both involved compared to the involvement of only the spouse.
More research is needed to further understand the involvement of different family membersin ICU care and its association with

patient outcomes.

(JMIR Med Inform 2022;10(6):€33921) doi:10.2196/33921

KEYWORDS

critical care; natural language processing; family; electronic health records; goals of care; intensive care unit; ICU

Introduction

Background

Mechanically ventilated critically ill patients often lack
decisional capacity [1-3] and rely on family members for their
care and medical decision-making [2-6]. In the critical care
environment, where decisions about tests, procedures, and
treatments must be made quickly [7,8], physicians turn to
surrogate decision makers for guidance about goals of care and
making decisions to limit life-sustaining treatment
[1,6,7,9-11]. Critical care organizations have strongly
encouraged afamily-centered approach to care[12,13]; however,
information about when, how, and which family members are
engaged over the course of illness remains poorly understood

(7.

Although clinicians often expect 1 family member to be the
“voice” for the patient, severa family members are often
involved [14,15]. In the event that the patients no longer possess
the reguisite capacity to make their own health care decisions
or aretoo ill, which iscommon in the intensive care unit (ICU)
setting [16], the health care proxy is the most common way
through which patients appoint a surrogate decision-maker to
make decisions on their behalf [17]. Typicaly, the health care
provider has a priority list of individuals to be designated for
this role, and at the top of the hierarchy is often the patient’s
spouse followed by the adult child/children, parents, and adult
sibling(s) [18,19]. In American families, the spouseis commonly
the first in line to assume the role of a health care proxy [20]
andisinformed if heor sheisaware of (1) the patient’s personal
definition of quality of life, (2) his or her specific plan if he or
she cannot achieve this quality of life, and (3) desired location
of death [21]. If no spouse is available to provide care, adult
children often take on the role and sometimes share care tasks
[22]. Although studies examining family membersin the ICU
have focused on family needs, communication, and satisfaction
with care [23-27], to our knowledge, no studies have discerned
the distinct involvement of spouses and children in care
decisions and its impact on patient outcomes in the medical
ICU (MICU) setting.

https://medinform.jmir.org/2022/6/€33921

Objective

We sought to describe family member involvement in
decision-making, by relationship status, for patients treated in
the ICU. We also examined patient characteristics associated
with child and spousal involvement. Using documentation of
family interactionsin clinical notes, we examined the association
between child and spousal involvement in the first 48 hours of
admission and ICU patient outcomes, including goals of care
conversations (GOCCs), limitations in life-sustaining therapy
(LLST), and mortality.

Methods

Data Source

Our datasourcewasthe Medical Information Mart for Intensive
Carelll (MIMIC-III) database, devel oped by the Massachusetts
Ingtitute of Technology (MIT) and Beth Israel Deaconess
Medica Center (BIDMC), and it is a large, freely available
database. The MIMIC database provided deidentified
demographic, administrative, clinical, and survival outcome
data for all adult ICU admissions at the BIDMC [28]. For our
analysis, we used data between 2008 and 2012 to includeclinical
notes from a broad group of clinicians likely to document
engagement with patients families, including physicians,
nursing staff, social workers, case managers, and physician
assistants [29]. The Ingtitutional Review Board of the BIDMC
and MIT approved use of the MIMIC-1Il database by any
investigator who fulfills data-user requirements [29]. This
research was deemed exempt by the Dana-Farber Cancer
Ingtitute Institutional Review Board (approval number 18-192).

Study Population

The study population included patients at least 18 years of age
who weretreated inthe MICU at the BIDMC in Boston between
2008 and 2012 (Figure 1). We focused exclusively on MICU
patients commonly facing life-threatening conditions that may
warrant family involvement in decision-making [30]. We
excluded patients with an ICU length of stay (LOS) less than
48 hours and those lacking available clinical notes due to
potential privacy disclosures (eg, VIPs). For patients with
multiple ICU admissions during a single hospitalization, only
the first admission was used for analysis.
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Figure 1. Flow diagram showing patient selection in the study. ICU: intensive care unit; MIMIC-111: Medical Information Mart for Intensive Care 1.
It is a deidentified demographic, administrative, clinical, and survival outcome database for adult ICU admissions. MICU: medical intensive care unit.
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Natural Language Processing (NLP)

Family communication is often recorded as free text in the
clinica notes [31]. Manual abstraction of these data is
time-consuming and prone to human error, thus benefiting from
a structured approach using standard NLP methods [31]. The
ability of NLP methods to identify electronic health record
(EHR) documentation of family involvement in the ICU was
evaluated using a multistep process. First, we constructed a
keyword library to develop a standard structure, including
typographical errors that might be present. We used the text
annotation software, ClinicalRegex [32], to identify
documentation of child and spousal or partner involvement in
the EHR (referred to as “family involvement”). Clinical Regex
was developed by the Lindvall Lab at Dana-Farber Cancer
Institute and has been applied in multiple studies [32-35] to

https://medinform.jmir.org/2022/6/€33921

RenderX

531 hospital admissions without identified
documentation of a spouse or child caregiver
removed

identify defined keywords or phrases within clinical notes,
accounting for varietiesin language, spelling, and punctuation.
Using a predefined ontology, the software displayed clinical
notes that contain the highlighted keywords or phrases
associated with family. Our ontology contained two domains
of documentation regarding family involvement: (1) spouse or
partner and (2) children. The keyword library was refined to
prioritize sensitivity over specificity and validated by expert
review of arandom selection of notes identified by the library
aswell as manual review of notes not identified by the library.
The final keyword library is provided in Multimedia A ppendix
1

Second, once the ontology was devel oped, independent coders
(TFG, KMD, and SZ) reviewed asubset of 100 random samples
of chartsin Clinical Regex using the keyword library to examine
whether each clinical note contained keywordsrelated to family
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involvement. Human experts labeled notations using
prespecified codes (eg, using “0" to label notations where
keywords appeared out of context for exclusion or using “1” to
label notations for inclusion), and the presence or absence of
family-related documentation was determined at the hospital
admission level. Interrater agreement was excellent (k values
of 0.83 and 0.82 for child and spouse, respectively).

Study Measures

Family I nvolvement

To identify family-related documentation in the EHR, we first
conducted a literature search of relevant keywords related to
spouse and child [22,36,37]. For our keyword library, we
developed an extensive list to account for the wide variation in
describing spouse and child. For example, spouse was described
as husbhand, wife, fiancé, girlfriend, boyfriend, companion,
partner, spouse, comate, etc. Child was described as son,
daughter, grandchild, teenage, girl, boy, child, children,
grandson, granddaughter, etc. Multimedia Appendix 1 presents
the exact phrases used in the keyword bank. Multimedia
Appendices 2 and 3 respectively describe examples of how the
keywords found in the clinical notes were used in the relevant
context as well as the keywords that were not used in the
analysis because they were used in a nonrelevant context.

Sociodemographic and Clinical Factors

We collected demographic information (admission age, sex,
race, ethnicity, and marital status) as well as clinical
characterigticsincluding the sequential organ failure assessment
score (SOFA) and Elixhauser Comorbidity Index. The SOFA
score described the time course of multiple organ dysfunction
using a limited number of routinely measured variables [38],
and the Elixhauser Comorbidity Index quantified the effect of
comorbidities on patient outcomes[39]. The sociodemographic
and clinical characteristics of the patients were ascertained by
EHR data extraction.

Health Care Usage

For health care usage outcomes, the discharge location was
included (eg, home, home health care, hospice, short-term
hospital, long-term-care hospital, skilled nursing facility [SNF],
“other facilities,” and in-hospital death). The LOSfor obtaining
the hospitalization index and hospital readmission were also
determined for each patient. For our analyses, homewasdefined
as either home or home health care. Facility was defined as
either hospice, short-term hospital, long-term care, SNF, or
“other facilities.”

Outcome M easures

GOCC Documentation

The National Quality Forum recommends that GOCCs be
documented in the EHR within the first 48 hours of an ICU
admission, especially among frail and seriously ill patients. For
our study, weidentified GOCCs using an operational definition
previously described elsewhere [29]. GOCC documentation
required both of the following details: (1) mention of a
conversation with either the patient or afamily member and (2)
mention of aspecific care preference pertaining to hospital care

https://medinform.jmir.org/2022/6/€33921
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[29]. Ascertained by free-text datain the clinical notes, GOCC
documentation included discussion about advance care planning
activities (values, goals, and preferences considering future
care), completion of advance directives or Physician Order for
Life-Sustaining Treatment forms, or referral to hospice or
subspecialty palliative care services [40].

LLST Conversations

Similar to our previous study [29] and other research [41], LLST
included documentation from free-text datawithin clinical notes
regarding a do-not-resuscitate or do-not-intubate (DNR/DNI)
code status, LL ST, acknowledgment of patient or family wishes
to decline any interventional procedures (including central
venous line, temp wire placement, etc) but agreement for
medical management, preference for no heroic measures, no
blood transfusions, no resuscitations, and no blood pressure
interventions.

Mortality

To assess the 3-month mortality since hospital admission, we
used a binary outcome of died and not died within 3 months
since hospital admission based on EHR review.

Statistical Analysis

We used descriptive statistics to summarize the sample,
including the sociodemographic and clinical characteristics of
the patients as well as health care use and mortality. We
performed univariate analyses to assess the relationships
between the sociodemographic and clinical characteristics of
the patients and family involvement, stratified by the type of
family member (overall cohort, both child and spousa
involvement, child only involvement, and spouse only
involvement). To assess the independent associations between
family involvement and GOCC, LL ST, and 3-month mortality,
we devel oped multivariablelogistic regression models. For each
dependent variable, separate models were fitted, adjusting for
sex, marital status, race and ethnicity, age, SOFA, and
Elixhauser scores identified a priori based on prior literature
[22,38,42,43]. All statistical testsand Cls, as appropriate, were
performed as 2-sided tests, and all reported P values <.05 were
considered statistically significant. We performed all statistical
analyses using Python version 3.7.6 and library statsmodels
version 0.12.0.

Results

Patient Characteristics

Table 1 describes the sociodemographic and clinical
characteristics of the patients at hospital admission (N=858).
The median age was 68 (IQR: 57-79) years, most patients were
non-Hispanic White (n=650, 75.8%), and approximately half
were male (n=437, 50.9%) and married (n=479, 55.8%). The
median SOFA and Elixhauser scores were 6 (IQR 4-9) and 5
(range 3-6), respectively. Themedian LOSwas 9 (IQR 4.9-16.8)
days. More than a quarter of these patients died in the ICU
(n=253, 29.5%), whereas the majority were either discharged
to a facility or home (n=379, 44.2% and n=223, 26%,
respectively). When compared to child plus spouse involvement
and spouse only involvement, patients with child only
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involvement (n=352) were more likely to be female (235/352, male (123/202, 60.9%), married (170/202, 84.2%), and had a
66.8%), not married or partnered (265/352, 75.3%), and older median age of 70 (range 61-77) years. In comparison with White
(median age of 76.7 [IQR 66-85] years) (Table 1). When both  patients, non-White patients had a high proportion of child only
spouse and child were involved (n=202), patients were mostly  involvement (95/165, 57.6% vs. 242/650, 37.2%).

Table 1. Patient characteristics®.

Characteristics Overall Both Child Spouse P vaue
(N=858) (n=202) (n=352) (n=304)
Sex, n (%) <.001
Male 421 (49.1) 79 (39.1) 235 (66.8) 107 (35.2)
Female 437 (50.9) 123 (60.9) 117 (33.2) 197 (64.8)
Marital status, n (%) <.001
Married 479 (55.8) 170 (84.2) 72 (20.5) 237 (78.0)
Not married 354 (41.3) 27 (13.4) 265 (75.3) 62 (20.4)
Unknown 25(2.9) 5(2.5) 15 (4.3) 5(1.6)
Ethnicity, n (%) <.001
White (non-Hispanic) 650 (75.8) 163 (80.7) 242 (68.8) 245 (80.6)
Other 165 (19.2) 29 (14.4) 95 (27.0) 41 (135)
Unknown 43 (5.0) 10 (5.0) 15 (4.3) 18 (5.9)
Admission age in years, median (IQR) 68.4 (56.5-79.4) 69.7 (61-77.4) 76.7 (66-85) 58.4 (48.4-67) <.001
Hospital LOS® in days, median (IQR) 9(4.9-16.8) 8.6 (4.7-16.1) 8 (4.7-14.7) 12.1(6-21.1) <.001
Discharge status, n (%) <.001
Death 253 (29.5) 81(40.1) 109 (31.0) 63 (20.7)
Facility 379 (44.2) 85(42.1) 158 (44.9) 136 (44.7)
Home 223 (26.0) 36 (17.8) 84 (23.9) 103 (33.9)
Unknown 3(0.3) 0(0) 1(0.3) 2(0.7)
Mortality, n (%) <.001
In-hospital mortality 253 (29.5) 81 (40.1) 109 (31.0) 63 (20.7)
3 months from hospital admission 342 (39.9) 98 (48.5) 152 (43.2) 92 (30.3)
1 year from hospital admission 442 (51.5) 118 (58.4) 198 (56.2) 126 (41.4)
6 months from | CUE discharge 397 (46.3) 108 (53.5) 173 (49.1) 116 (38.2)
Readmission, n (%) 196 (22.8) 43(21.3) 90 (25.6) 63 (20.7) 28
Documented goals of care conversation, n (%) 651 (75.9) 164 (81.2) 266 (75.6) 221 (72.7) .09
Documented conversations about limitations 274 (31.9) 73 (36.1) 149 (42.3) 52 (17.1) <.001
in code status, n (%)
SoFAY score, median (IQR) 6 (4-9) 7 (5-10) 6 (4-9) 5.5(3-8) <.001
Elixhauser score, median (IQR) 5(3-6) 5(3-6) 5(3-6) 4(3-6) .06

3patient characteristics of study the cohort were stratified by documentation of family involvement. For discharge status, chi-square tests may not be
valid due to alow number of examplesin some categories.

b_OS: length of stay.
ClCu: intensive care unit.
dsOFA: sequential organ failure assessment score.

. . 0.49-1.34; P=.41) and involvement of child plus spouse (OR
Association Between Family Involvement and GOCC 4 5. 9504, ¢} 0.8-2.03: P=.3) were not associated with GOCC

Overal, most patients had documented GOCC (651/858, 75.9%)  when compared to spouse only involvement (Table 2).
(Table 1). Child involvement (odds ratio [OR] 0.81; 95% ClI
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Variables Oddsrratio (95% Cl) P value
Sex (reference group: male)

Female 1.18(8.84-1.65) 35
Marital status (reference group: married)

Not married 1.19(0.79-1.78) 4

Unknown 1.09 (0.4-2.96) 86
Ethnicity (reference group: White)

Other 0.8(0.54-1.2) 28

Unknown 0.99 (0.46-2.13) 97
Type of family member documentation identified (reference group: spouse only)

Both child and spouse 1.28 (0.8-2.03) 3

Child only 0.81 (0.49-1.34) A
Admission age 1.01 (1-1.03) .05
Elixhauser score 0.99 (0.92-1.07) 81
SOFAD score 1.09 (1.04-1.14) <.001

3Exploratory analyses were conducted to investigate the association between documentation related to family member involvement and goals of care

conversations.
bSoFA: sequential organ failure assessment score.

Association Between Family Involvement and LL ST

compared to spouse only involvement. Child plus spouse
involvement was associated with higher odds of LLST (OR 1.6;

More than a quarter of the patients (274/858, 31.9%) had 950 CI 1.02-2.52; P=.04) compared to spouse only involvement

documented LLST (Table 1). Child only involvement was not  (Table 3).
associated with LLST (OR 1.49; 95% CI 0.89-2.52; P=.13)

Table3. Limitationsin life-sustaining therapy conversations®.

Variables Oddsratio (95% Cl) P vaue
Sex (reference group: male)

Female 0.98 (0.7-1.37) 91
Marital status (reference group: married)

Not married 1.51 (0.99-2.28) .05

Unknown 1.16 (0.44-3.05) g7
Ethnicity (reference group: White)

Other 0.85 (0.57-1.28) 44

Unknown 0.6 (0.27-1.36) 22
Type of family member documentation identified (reference group: spouse only)

Both child and spouse 1.6 (1.02-2.52) .04

Child only 1.49 (0.89-2.52) A3
Admission age 1.04 (1.03-1.06) <.001
Elixhauser score 0.96 (0.89-1.03) 24
SOFAP score 1.15(1.11-1.2) <.001

3Resuilts of exploratory analyses to investigate the association between documentation related to family member involvement and limitations in

life-sustaining therapy.
bSOFA: sequential organ failure assessment score
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Association Between Family I nvolvement and
Mortality

Over a third of the patients (342/858, 39.9%) died 3 months
post hospital admission (Table 1). Compared to spouse only

Table 4. Mortality at 3 months following admission®

Gray et a

involvement, we found no significant differencesin the 3-month
mortality by family member type, including child plus spouse
involvement (OR 1.38; 95% CI 0.91-2.09; P=.13) and child
only involvement (OR 1.47; 95% Cl 0.9-2.41; P=.12) (Table
4).

Variables Oddsrratio (95% Cl) P value
Sex (reference group: male)

Female 0.76 (0.56-1.05) .09
Marital status (reference group: married)

Not married 0.71 (0.47-1.05) .09

Unknown 1.01 (0.41-2.51) 98
Ethnicity (reference group: White)

Other 0.82 (0.56-1.22) 33

Unknown 1.28 (0.62-2.65) 51
Type of family member documentation identified (reference group: spouse only)

Both child and spouse 1.38(0.91-2.09) A3

Child only 1.47 (0.9-2.41) 12
Admission age 1.03 (1.02-1.04) <.001
Elixhauser score 1.01 (0.95-1.09) 7
SOFA|, score 1.2 (1.15-1.25) <.001

3Results of exploratory analysesto investigate the association between documentation rel ated to family involvement and 3-month mortality since hospital

admission.
bSOFA: sequential organ failure assessment score.

Discussion

Principal Results

This study demonstrated that child plus spouse involvement in
decision-making within the first 48 hours of an ICU stay was
associated with LL ST for mechanically ventilated patientswhen
compared to spouse involvement only. To our knowledge, this
isthe first study to demonstrate an association between spouse
plus child involvement and LLST in mechanically ventilated
patientsin the ICU. Family members may find it easier to make
complex decisions in a group with other family members, and
this approach may help in reaching a consensus in the context
of a poor prognosis. Prior research has shown that family
members take on the end-of-life (EOL) decision-maker role
together asaunit and collaborate, and even designated surrogate
decision makers prefer to structure the interaction around
collaborative group decision-making rather than take on the
roleindividually [14].

Unlike the association found between LLST and family
involvement, there was no association between family member
involvement and documentation of GOCC. One possible
explanation is that a GOCC is defined as a paliative and
end-of-life care process measure [40,44], meaning that such
conversations are part of evidence-based guidelines and will
occur regardless of which family member is present [45].
Meanwhile, LLST isthe next step after a GOCC occurs and is
important to establish when actually making decisions about

https://medinform.jmir.org/2022/6/€33921

life-limiting therapies, which may collectively involve the
patients, their family members, and clinicians.

Comparison With Prior Work

Research has demonstrated that the type of family involvement
often varies across racia and ethnic groups and there is a
growing humber of studies exploring therole of race, ethnicity,
and culture in caregiving [36,46,47]. Compared to White
patients, we observed that non-White patients had a high
proportion of child only involvement. Similarly, previous studies
have found that African American patients are more likely to
receive assistance from adult children rather than spouses
[47-49]. Williams and Dilworth-Anderson examined connections
of socia support for 187 community-dwelling African American
elders and demonstrated that the adult child was the most
common type of relationship to the care recipient (62%),
surpassing spouse (6%), friend (3%), and other kin (29%) [50].
Similarly, Miller and Guo demonstrated that African American
caregiversfor personswith dementiawere found to be younger,
less educated, having lower income, and married for fewer years
than White caregivers [51]. Though this study included
participants from a single site, which may impact
generalizability, the findings demonstrate potential racial and
ethnic differences regarding the type of family members
involved in care within the ICU setting, but further research is
warranted.
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Given the rising number of individuals facing serious illness,
receiving critical care, and living longer, our study adds to the
growing body of knowledge that calls for the need to develop
approaches that are tailored to the specific subpopulations of
family members who are involved in ICU patient care and
decision-making.

Limitations

Thisstudy has several limitations. First, we examined datafrom
2008 to 2012, so our findings may not be generalizable to the
more recent years. Second, the cross-sectional nature of the
study did not enable us to assess causality or temporality
between family involvement and patient outcomes. Third,
because our sample was limited to clinical notes from asingle
tertiary care hospital in northeastern United States and lacked
racial diversity, our algorithm may not be generalizableto other
hospitals, |CU populations, or geographic areas. Fourth, as noted
in other studies[34,44,52], our methods were dependent on the
guantity and quality of documentation that existinthe EHR, so
it is possible that some family-related documentation or actual
interaction with and involvement of families may have been

Gray et a

missed. Moreover, our models may not fully account for all
possible confounders, and we were unable to capture other
factors that may impact the relationship between family
involvement and patient outcomes. Fifth, we focused on
documentation generated within the first 48 hours by nurses,
case managers, social workers, physician assistants, and
physicians, but critical care is a broad, interdisciplinary
speciaty. The role of other clinicians documentations in
describing outcomes in the ICU setting is not known. Future
work should examine documentation of family involvement
generated by other clinical disciplines and other ICU settings.
Finally, we used rule-based NLP models, which only detect
phrasesin notesif they match the specified keywords.

Conclusions

Thisstudy fillsanimportant gap in our understanding of family
involvement in patient care and decision-making early in ICU
stays. Findings suggest that better decisions about LLSTswill
be made if additional family members are engaged, and
clinicians should seek out everyone who may want to or need
to participate.
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Multimedia Appendix 1

Keyword library. This appendix presents the exact phrases used in the keyword bank. It includes an extensive list to account for
thewide variationsin describing spouse and child. For example, spouse s described as husband, wife, fiancé, girlfriend, boyfriend,
companion, partner, spouse, comate, etc. Child is described as son, daughter, grandchild, teenage, girl, boy, child, children,
grandson, granddaughter, etc.

[PDEF File (Adobe PDF File), 155 KB - medinform_v10i6e33921 appl.pdf ]

Multimedia Appendix 2

Keywords used in relevant context. This Multimedia Appendix provides examples of how the keywords found in the clinical
notes were used in relevant context in the analysis.

[PDF File (Adobe PDF File), 137 KB - medinform_v10i6e33921 app2.pdf ]

Multimedia Appendix 3

Keywords used in nonrelevant context. This Multimedia Appendix provides examples of how the keywords found in the clinical
notes were used in a nonrelevant context and eliminated during the analysis.

[PDFE File (Adobe PDF File), 31 KB - medinform v10i6e33921 app3.pdf ]
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Abstract

Background: The tenth revision of the International Classification of Diseases (ICD-10) is widely used for epidemiological
research and health management. The clinical modification (CM) and procedure coding system (PCS) of 1CD-10 were devel oped
to describe more clinical details with increasing diagnosis and procedure codes and applied in disease-related groups for
reimbursement. The expansion of codes made the coding time-consuming and less accurate. The state-of-the-art model using
deep contextual word embeddings was used for automatic multilabel text classification of ICD-10. In addition to input discharge
diagnoses (DD), the performance can be improved by appropriate preprocessing methods for the text from other document types,
such as medical history, comorbidity and complication, surgical method, and special examination.

Objective: This study aims to establish a contextual language model with rule-based preprocessing methods to develop the
model for ICD-10 multilabel classification.

Methods: We retrieved electronic health records from amedical center. We first compared different word embedding methods.
Second, we compared the preprocessing methods using the best-performing embeddings. We compared biomedical bidirectional
encoder representations from transformers (BioBERT), clinical generalized autoregressive pretraining for language understanding
(Clinical XLNet), label tree-based attention-aware deep model for high-performance extreme multilabel text classification
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(AttentionXLM), and word-to-vector (Word2Vec) to predict ICD-10-CM. To compare different preprocessing methods for
ICD-10-CM, we included DD, medical history, and comorbidity and complication as inputs. We compared the performance of
ICD-10-CM prediction using different preprocesses, including definition training, external cause code removal, number conversion,
and combination codefiltering. For the ICD-10 PCS, the model wastrained using different combinations of DD, surgical method,
and key words of special examination. The micro F; score and the micro area under the receiver operating characteristic curve
were used to compare the model’s performance with that of different preprocessing methods.

Results: BioBERT had an F; score of 0.701 and outperformed other models such as Clinical XLNet, AttentionXLM, and
Word2Vec. For the ICD-10-CM, the model had an F; scorethat significantly increased from 0.749 (95% Cl 0.744-0.753) to 0.769
(95% CI 0.764-0.773) with the ICD-10 definition training, external cause code removal, number conversion, and combination
codefilter. For the ICD-10-PCS, the model had an F; score that significantly increased from 0.670 (95% CI 0.663-0.678) to 0.726
(95% CI 0.719-0.732) with acombination of discharge diagnoses, surgical methods, and key words of special examination. With
our preprocessing methods, the model had the highest area under the receiver operating characteristic curve of 0.853 (95% Cl
0.849-0.855) and 0.831 (95% CI 0.827-0.834) for ICD-10-CM and ICD-10-PCS, respectively.

Conclusions: The performance of our model with the pretrained contextualized language model and rule-based preprocessing
method is better than that of the state-of-the-art model for ICD-10-CM or ICD-10-PCS. This study highlights the importance of
rule-based preprocessing methods based on coder coding rules.

(IMIR Med I nform 2022;10(6):€37557) doi:10.2196/37557

KEYWORDS

deep learning; International Classification of Diseases, medical records; multilabel text classification; natural language processing;
coding system; algorithm; electronic health record; data mining

Introduction

Background

The International Classification of Diseases (ICD) aims to
systematically record, analyze, interpret, and compare mortality
and morbidity data collected in different areas. ICD transforms
the diagnosis of diseases and other health problems from text
to alphanumeric codes, which are mixed with English letters
and numbers [1]. ICD has become an internationally accepted
diagnostic classification system for epidemiological research
and health management.

The World Health Organization (WHO) introduced the tenth
revision of the International Classification of Diseases (ICD-10)
in the 1990sto accommodate theincreasing number of diagnoses
and related health problems[1]. Theclinical modification (CM)
and procedure coding system (PCS) of ICD-10 (ICD-10-CM
and 1CD-10-PCS) have been devel oped to describe moreclinical
details with increasing diagnosis and procedure codes and
applied in payment methodologies, such as disease-related
groupsin the United States[2,3]. The transition from ICD-9 to
ICD-10-CM or ICD-10-PCS expanded the number of codes.
Thereare only approximately 14,000 diagnosis codes and 3800
procedure codes in ICD-9, but approximately 69,000 in
ICD-10-CM and 72,000 in ICD-10-PCS [3]. The expanded
codes suppress productivity and increase the cost of disease
coding [4]. In practice, the disease coder spent more time
interpreting the text of the medical records to ensure the
correctness of the disease [4].

The speed and correctness of the classification of the disease
coder will be affected by incomplete medical records, orders of
diagnosis, undetailed surgical findings, and fragmented exam
reports. In addition, hospitals must increase their accuracy in
terms of reimbursement. The research found that income can

https://medinform.jmir.org/2022/6/€37557

be increased by approximately 5% with a clinician-auditor
review in patients discharged following an emergency admission

[5].
Related Work

In recent years, text classification from el ectronic health records
(EHR) data has been widely studied in natural language
processing [6], which isasubdisciplinein thefields of artificial
intelligence and linguistics. This field explores how to process
and use natural language by computers into meaningful
representations and maintain the relationships of meanings
according to the purpose [ 7]. Text classification can be divided
into the 3 categories of binary, multiclass, and multilabel.
Among these, multilabel text classification outputs multiple
labels with one or more classes. The multilabel classification
task is more challenging because the number of possible
combinations of resultsis greater if the label set islarger.

Teng et al [8] recently proposed amodel predicting ICD-10-CM
using a medical topic mining method and a cross-textual
attentional neural network. It had an F; score of 0.96 inasingle
label of “atrial fibrillation.” However, even with the same
methods proposed to predict the top 50 most fregquent
ICD-10-CM codes, their model had an F,; score of 0.68. This
shows that multilabel classification is more complicated than
single-label classification. Multilabel classification for
ICD-10-PCS is even more challenging owing to its sparsity.
Subotin et a [9] proposed a model with code co-occurrence
propensity, which improved the prediction of ICD-10-PCSwith
an F; score from 0.50 to 0.56.

Previous Work

To facilitate the laborious and time-consuming work process,
we have shown that the ICD-10 autocoding system achieved
an F; score of 0.67 and 0.58 in CM and PCS by applying
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word-to-vector (Word2Vec) [10]. Furthermore, we achieved a
better F, score of 0.72 and 0.62 in CM and PCS through
bidirectional encoder representationsfrom transformers (BERT).
In addition, an attention mechanism was used in this
classification model to visualize the importance of words used
to train new disease coders[11].

In our previous work, some problems were encountered, such
as handling the following issues. Some meaningful numbers
used in medical terms were removed from the data sets in the
preprocessing stage. The combination codes comprising 2
diagnoses in 1 code were hard to be predicted. Other than
discharge diagnoses, information from the discharge records
was not efficiently included, such as medical history,
comorbidity, and complication. In addition, because thewriting
of medical records was different from the original |CD-10-CM
code definition, training our model with the ICD-10-CM
definition may be helpful.

Surgical method records and special examination reports are
helpful for disease coders to determine the 1CD-10-PCS.
However, information from special examination reports is
challenging to be extracted because it is mixed with
uninformative content, such as ultrasound, radiol ogy, endoscopy,
and electroencephalography. Furthermore, information from
surgical method records is also essential, but the combination
algorithm for these types of documents should be studied.

Objective

This study focuses on interpreting medical recordsto tacklethe
problems mentioned above because we found that the accuracy
is limited without a rule-based approach. We propose that we
can make our model more accurate by adopting coding rules
from experienced disease codersin our preprocess. Therefore,
this study aims to establish a contextual language model with
rule-based preprocessing methods to develop a more accurate
and explainable ICD-10 autocoding system.

Figure 1. Datacounts of 5 types of documents.
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Methods

Ethical Consider ations

Thisretrospective study was approved by theinstitutional review
board of the Far Eastern Memorial Hospital (109086-F and
110028-F), which waived the requirement for informed consent.

Data Collection

Data were acquired from the electronic medical records of the
Far Eastern Memorial Hospital, a medical center in Taiwan,
from January 2018 to December 2020. The collected data
included admission date, discharge date, discharge summary,
ICD-10-CM codes, and ICD-10-PCS codes. The ground-truth
ICD-10-CM or ICD-10-PCS codes were labeled by the disease
coders.

Data Description

We obtained 101,974 documents for ICD-10-CM codes and
105,466 documents for ICD-10-PCS codes. Our discharge
summary contains 5 types of documents. The discharge
diagnoses (DD) listed the main diagnoses related to this
hospitalization. The surgical method (SM) includesadescription
of thesurgical proceduresand findings. The specia examination
(SE) includes ultrasound, radiological, endoscopic, and
€l ectroencephal ography reports. Medical history (MH) contains
the process of developing the present illness and the past medical
history. Comorbidity and complications (CC) included
complications noted during hospitalization.

Most of these studies included CC and MH (Figure 1). The
count of the 3 types of documents in each chapter of the
ICD-10-CM and ICD-10-PCS are shown in Multimedia
Appendix 1. The chapters were determined by thefirst 3 codes
of the |CD-10 label sannotated by disease coders. The maximal
word count was up to 2342 in SE, and the mean word count
was up to 149 in MH (Table 1).

Comorbidity
and
complication

Surgical
methods

Special
examination

Types of documents
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Table 1. Word counts of 5 types of documents.

Chenet a

Mean word count

Document type Maximal word count
Discharge diagnoses 480

Surgical method 487

Special examination 2342

Medical history 586

Comorbidity and complication 338

31
11
86
149

Common Text Preprocessing

Null or duplicate data sets and punctuation were removed using
the Natural Language Toolkit [12]. Non-English characterswere
removed beforefurther preprocessing. Thetext inour EHR was
writtenin mixed English and Chinese. The Chinese part contains
the names of the people, places, specia customs, and transferred
hospital, and isirrelevant to the diagnosis.

Study Design

Wefirst compared different word embedding methods. Second,
we compared the preprocessing methods using the
best-performing word embedding methods. To choose the
best-performing embeddings, we compared the performance of
Word2Vec [13], label tree-based attention-aware deep model
for high-performance extreme multilabel text classification
(AttentionXLM) [14], biomedical BERT (BioBERT) [15], and
clinical generalized autoregressive pretraining for language
understanding (clinical XLNet) [16] to predict ICD-10-CM with

DD asinput. BioBERT had the highest F, score and was chosen

to comparethefollowing preprocessing methodsfor ICD-10-CM
or ICD-10-PCS (Multimedia Appendix 2).

The sections used for predicting ICD-10-CM were DD, MH,
and CC; the sections used for predicting ICD-10-PCSwere DD,
SM, and SE. The concatenated input text from these sections
waslong and contained fewer informative components. A proper
preprocessing method should be designed to extract helpful
information from text. Werandomly split thedataina9:1ratio
into training and validation sets. After the model was trained
with thetraining set, the validation set was used to compare the
effects of the following preprocessing methods:. the change in
the model performance of the trained definition, external cause
code removal, number conversion, and combination codefilter,
which are shown for ICD-10-CM stepwise. The model
performance of inputting different document section
combinations was compared for ICD-10-PCS, including DD,
SM, and SE (Figure 2).

Figure 2. Data processing flow chart and the model architecture. BioBERT: bidirectional encoder representations from transformers for biomedical
text mining. CLS: classification; CM: clinical modification; ICD: International Classification of Diseases; PCS: procedure coding system; T: token;

Woutput: output weight; Wp: pooled weight.
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Model Architecture

After preprocessing, the text was tokenized using the BERT
tokenizer. The tokens for BioBERT were truncated to 512 in
length because of the model limit [15]. Tokens are then inputted
into the BioBERT. A linear layer was connected to the pooled
output of BioBERT with labels. The labels are one-hot
encodings of al individual ICD-10-CM or |CD-10-PCS codes
inour data set, which are 9876 for CM and 7204 for PCS (Figure
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2). We calculated the loss by cross entropy. We trained the
model using the Adam optimizer and alearning rate of 0.00005
until 100 epochs or met the early stop criteria (less than 0.0001
changes for 10 epochs).

Data Preprocessing for |CD-10-CM

We included DD, MH, and CC to train the model for
ICD-10-CM. We designed a process to include helpful
information and remove less informative content. This process
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contains several components, including the following: MH
extraction, CC combining, ICD-10-CM definition training,
external cause code removal, number conversion, and
combination code filter. The effects of adding the ICD-10-CM
definition, external cause code removal, number conversion,
and combination code filter on the model performance were
compared with the performance before adding these processes.

Medical History

Weincluded the MH to extract chronic diseases not mentioned
in the DD because we found that some chronic diseases, such
as hypertension or chronic kidney disease, were not recorded
in approximately 15% of DD in our data. Because the mean
length of MH is5timesthat of DD (Table 1), we only extracted
key words from MH instead of directly merging DD and MH.
We listed these key words and their ICD-10-CM codes in
Multimedia Appendix 3. These key words were produced after
discussions with disease coders. Only key words found in the
text in the MH will be retained for combination after the key
word extractor is used.

Comorbidity and Complication Combining

Although CC isnull in smoothly discharged patients, it affects
the ICD-10-CM code if it is not null. ICD-10-CM codes that
are frequently inferred from CC include nausea, vomiting,
diarrhea, fatigue, and pneumonia. The mean length of the CC
was only one-sixth of the DD (Table 1), and thus we combined
DD with CC directly.

|CD-10-CM Definition Trained

Weinitiated our model with weightsfrom BioBERT and trained
the model on the official ICD-10-CM definition by the WHO
as the input and the respective ICD-10-CM code as the output
[1]. The model was trained for 100 epochs with early stop
criteria (less than 0.0001 changes for 10 epochs). For example,
if the output ICD-10-CM codeisN39.0, theinput text is“ urinary
tract infection, site not specified.”.

External Cause Codes Removal

External cause codes (VV01-Y 98) define environmental events,
circumstances, and conditions, such as the cause of injury,
poisoning, and other adverse effects related to an injury.

https://medinform.jmir.org/2022/6/€37557
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However, it ischallenging for amodel to predict external cause
codes because relevant information is seldom recorded. Because
external cause codesdo not affect thefinal disease-related group
payment, we removed them from our labels.

Number Converting

There are numbersin our EHR, such asthe date of the MH, the
report’s physiological value, and the header of each line. They
were removed because most of them were not informative for
our classification task. However, we found that some numbers
may affect the ICD-10-CM or |CD-10-PCS prediction, such as
pregnancy weeks (“36 weeks gestation of pregnancy”), stage
of chronic diseases (“stage 4 chronic kidney disease”), type of
disease (“type 2 diabetes mellitus’), and grade of disease
(“follicular lymphoma grade 1" and “modified Rankin scale
0"). Thus, we converted all the known essential numbers back
to alphabets, such as*“ stage four chronic kidney disease,” “type
two diabetes mellitus,” and “thirty-six weeks gestation of
pregnancy,” before removing all numbers.

Combination Code Filter

A combination code represents the diagnosis of one or more
comorbidities. For example, hypertension with various
comorbidities refers to different combinations of codes. To
solve these problems, we designed a combination code filter
(Multimedia Appendix 4). If the input text contains
“hypertension,” it will check whether this case has chronic
kidney disease and heart failure. If yes, the combination code
filter replaces the origina text with the definition of the
combination code. In this manner, we prevented the model from
providing 2 codes instead of using combination codes.

IHlustrating Preprocessing for Models Predicting
|CD-10-CM

An example of preprocessing the input data for the models
predicting ICD-10-CM is shown in Figure 3. After number
conversion, we combined DD with extracted key words from
MH, such as* hypertension” and “chronic kidney insufficiency,”
into the extract summary. We then transformed the summary
using a combination code filter into the training data. We first
trained our model using the ICD-10-CM definition and then
trained it on the training data.
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Figure 3. Data preprocessing framework of ICD-10-CM classification model. CM: clinical modification; CT: computed tomography; ER: emergency
room; ICD: International Classification of Diseases; L: lumbar; LAR: low anterior resection; OS: oculus sinister.

: Medical history:
Preprocess"lg prOCEdure This 93-year-old man has history of 1. colorectal cancer status after LAR with
obstruction, compatible with ischemic colitis stalus after Hartmann procedure;
P = s 2. acute-on-chronic kidney insulficiency; 3. diabetes melitus type II; 4. hypertension;
Comorbidity and complication: 5. Gastric ulcer and duodenal ulcer; 6. aortic regurgitation, mild to moderate;
t 2 : 7, calaract, OS; 8. lumbar spine stenosis, L3-5 status afler microendoscopic
aspiration pneumonia doce fve laminotamy, right unilateral laminectomy for bilateral
decompression. The patient came to the hospital for abdominal pain for 2 days and
+ the colostomy prolapsed. At ER, we arranged abdominal CT scan and it showed
ical ileus, i with ion ileus. He was i o our hospital
for further treatment.
Discharge diagnoses 1
1. Bowel obstruction, suspect adhesion ileus ——— ——
2. Colorectal cancer status gﬂe.r LAR wlth N Key word extractor
obstruction, compatible with ischemic colitis
status after Hartmann procedure |
3. Acute-on-chronic kidney insufficiency Medical history
4. Diabetes meliitus type Il hypertension
5. Gastric ulcer and duodenal ulcer chronic kidney insufficiency

Extract summary

Summary:

Hypertension and chronic kidney insuficciency

1. Bowel abstruction, suspect adhesion ileus

2. Colorectal cancer status after LAR with
obstruction, compatible with ischemic colitis
status after Hartmann procedure

3. Acute-on-chronic kidney insufficiency

4. Diabetes mellitus type ||

5. Gastric ulcer and duodenal ulcer

!

Combination code
filter

!

Training data:

1. Aspiration pneumonia

2. Bowel obstruction, suspect adhesion ileus

3. Colorectal cancer status after LAR with obstruction, compatible with
ischemic colitis status after Hartmann procedure

. Diabetic mellitus type Il

. Gastric ulcer and duodenal ulcer

. Hypertensive chronic kidney disease with stage 1 through stage 4
chronic kidney disease, or unspecified chronic kidney disease

7. Chronic kidney disease, unspecified

[p IS R o8

ICD-10-CM definition

ICD-10-CM
trained

multilable classifierxt

Predicted 1CD-10-CM code:
K565, K559, Z85038, )690 ,1129, N189, E119,

28711,1351, H269

Surgical Method

The mean length of SM was one-third of that of DD (Table 1).
SM was recorded only if the patient underwent mgjor
procedures. To extract the most helpful information for training
our model, we proposed a combination of DD and SM.

Data Preprocessing for |CD-10-PCS

We included DD, SM, and SE to train the model for the
ICD-10-PCS. In addition to DD, SM and SE provide helpful
information for determining | CD-10-PCS. Wetrained the model
with DD alone, SM alone, and 3 strategies for combining DD
with SM and SE, and then compared their performances.
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Special Examination

The mean length of SE was 3 timesthat of DD (Table 1). Inan
SE report, not al examinations will have the corresponding
ICD-10-PCS codes, such as radiological examination or
electroencephal ography. Therefore, these components should
be removed accordingly.

We designed akey word extractor to extract hel pful information
from SE and to avoid excessive text length. We listed these key
words and their ICD-10-PCS codes from high to low frequency
in Multimedia Appendix 5. These key words were produced by
adiscussion with the disease coders. Only key words found in
the text in the SE were retained after the key word extractor
was used.

https://medinform.jmir.org/2022/6/€37557
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After extracting the key wordsfrom the SE, we used 2 different
combination strategies. First, weinput the DD only if the patient
hasno SM or SE. In the second method, we input the DD if the
patient had no SM and added key words from the SE.

IHlustrating Preprocessing for Models Predicting
|CD-10-PCS

An example of preprocessing the input data for models
predicting |CD-10-PCSisshown in Figure 4. Wefirst combined
DD with extracted key words from SE, such as “endoscope”
and “biopsy,” into the extract summary. We then trained our
model on these data to predict ICD-10-PCS.
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Figure4. Datapreprocessing framework of |CD-10-PCS classification model. AR: aortic regurgitation; CAD: coronary arterial disease; CBD: common
bile duct; CV: cardiovascular; EGD: esophagogastroduodenoscopy; EGJ: esophago-gastric junction; GB: gall bladder; ICD: Internationa Classification
of Diseases; IHD: intrahepatic duct; |V, intravenous; LA: left atrium; LV: left ventricle; LV EF: |eft ventricular gjection fraction; MR: mitral regurgitation;
PCS: procedure coding system; PV: porta vein; R/O: rule out; p: status post; TKR: total knee replacement; TR: tricuspid regurgitation.

Preprocessing procedure Special examination:

2020-12-22 CV echo: normal LA and LV size, good LV contractility (LVEF: 70% by
M-mode), LV concentric hypertrophy, grade | LV diastolic dysfunction AR, mild to
. . moderate MR, mild TR, probable mild pulmonary hypertension.
2020-12-22 Depaﬂmem- orthopedlcs 2020-12-25 Abdomen echo: severe epigastralgia for rlo abdomen lesion:
1. Left TKR under Stryker Express Navigation with [LF_IndthSI i ip NPT
. . s iver: heterogenous echotexture was noted; PV negative; GB: invisible; the

Smlth"Nephew pmth93|5 and prolong insert diameter of CBD was 8.5 mm; IHDs: mild double channel sign was noted at right
IHDs; pancreas: head and tail of pancreas were masked by gas; spleen: negative;
kidney: negative; ascites: negative; others: negative.

Surgical methods:

Discharge diagnoses: [Diagnosis]
T Parenchymal liver disease postcholecystectomy, dilated intrahepatic duct, right, mild.
1. Osteoarthritis knee, left status after total knee 2020-12-25 EGD report; endoscope: GIF-HQ290-2061858
replacement under Stryker Express Navigation Medication: Hyoscine-N-Butylbromide 20 mg; IV sedation: yes; complication: none.
with Smith-Nephew prothesis and prolong insert [Symptems] R -
. severe epigastralgia for rfo abdomen lesion
2. Hypeﬂen3|0n [Endescopic findings]
3. Anemia due to surgery blood loss Esophagus: some mucosal breaks smaller than 5 mm were noted at EGJ; stomach:
4. Ccnstipation hyperemic patches with erosions were noted at antrum, and biopsy was taken for
58 . di d abl pathology; duodenum: no ulcer was noted till the second portion of duodenum.
- Suspicious coronary artery disease and unstable [Diagnosis]
angina Reflux escphagitis, Los Angeles classification grade A, esophagegastric junction,
6. Parenchymal liver disease erosive gastritis, antrum, s/p biopsy
7. Postcholecystectomy
8. Dilated intrahepatic duct, right, mild l
9. Reflux esophagitis, Los Angeles classification

10. Esophagogastric junction extractor
11. Erosive gastritis l

12. Overactive bladder Special examination:
Endoscope, biopsy

Extract summary

Summary:

1. Endoscope, biopsy
2. Left TKR under Stryker Express Navigation with Smith-Nephew
prothesis and prolong insert

ICD-10-PCS

multilabel classifier

l

Predicted 1CD-10-PCS code:
OSRDO0J9,0DB68ZX

Preprocessing for 1CD-10-PCS L abel Classification

In the ICD-10-PCS part of this study, DD, SM, and SE were
included as inputs. We compared the prediction performance
of theinput text, including only DD, SM, and the 3 combination
strategies. Combination strategy 1, “SM or DD”—weinput the
DD only if the case has no SM. Combination strategy 2,

Preprocessing for ICD-10-CM L abel Classification

To compare different preprocessing methods for ICD-10-CM,
we included DD, MH, and CC as inputs. We compared the
performance of ICD-10-CM prediction using different
preprocesses, including definition training, external cause code
removal, number conversion, and combination code filtering.
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“(SM+SE) or DD”"—we input the DD only if the case has no
SM or SE. Combination strategy 3, “(SM+SE) or
(CD+SE)”—we only input DD if the case has no SM and add
key words of SE.

Evaluation Metrics

Microprecision is the summation of true positives divided by
the summation of all predicted positive cases (Formula 1).
Microrecall is the summation of true positives divided by the
summation of al actual positive cases (Formula 2). The micro
F, score is the harmonic mean of the microrecal and
microprecision, and it is an overall measure of the quality of a
classifier’s predictions (Formula3). The areaunder the receiver
operating characteristic curve (AUROC) was calculated by
taking the true-positive rate against the false-positive rate. The
micro-average calculates the metrics globally by considering
each element of the [abel indicator matrix as alabel. We chose
the micro F; score and micro-AUROC to compare the model
performance. The F, score, precision, recall, and AUROC are

bootstrapped 100 timesto cal cul ate the 95% confidenceinterval.

]

Chenet a

Results

|CD-10-CM L abel Classification

In our ICD-10-CM multilabel text classification task, each case
contained approximately 1 to 20 codes from AQO to Z99. The
label set was 9876 in the CM. In the comparison of different
embedding models, BioBERT, Clinical XL Net, AttentionXLM,
and Word2Vec had the F; score of 0.701, 0.685, 0.654, and
0.651, respectively. The BioBERT model had the highest F;
score and was selected for the following experiment. Table 2
shows a comparison of the different preprocessing methods for
the ICD-10-CM. The baseline model had a micro F, score of
0.749 (95% CI 0.744-0.753). After the model was trained with
thedefinition, it had an F; score of 0.759 (95% CI 0.754-0.763).
After removing the external cause codes, converting the number
to the alphabet, and applying a combination code filter, the
model had an F; score of 0.763 (95% CI 0.759-0.767), 0.767
(95% CI 0.761-0.772), and 0.769 (95% CI 0.764-0.773),
respectively. The baseline model had the AUROC of 0.839
(95% CI 0.835-0.842). With all the preprocessing methods used,
the model had an AUROC of 0.858 (95% CI 0.849-0.855).

Table 2. Comparison of different preprocessing methods for BioBERT? model on ICDP-10-CMC. Preprocessing methods are added one by one and

95% Cls are calculated by bootstrapping.

Preprocessing method

Micro Fq score (95% Cl) Microprecision (95% Cl) Microrecall (95% ClI)

AUROCH (95% CI)

Baseline 0.749 (0.744-0.753)
+Trained with definition 0.759 (0.754-0.763)
+External cause codes removal 0.763 (0.759-0.767)
+Number converting 0.767 (0.761-0.772)
+Combination code filter 0.769 (0.764-0.773)

0.836 (0.832-0.840)
0.833 (0.829-0.838)
0.843 (0.840-0.846)
0.845 (0.840-0.849)
0.845 (0.841-0.850)

0.678 (0.672-0.684)
0.696 (0.690-0.702)
0.697 (0.691-0.702)
0.702 (0.695-0.708)
0.706 (0.699-0.711)

0.839 (0.835-0.842)
0.848 (0.845-0.851)
0.849 (0.846-0.851)
0.851 (0.847-0.854)
0.853 (0.849-0.855)

3BioBERT: bidirectional encoder representations from transformers for biomedical text mining.

B/CD: International Classification of Diseases.
®CM: clinical modification.
4AUROC: area under the receiver operating characteristic curve.

ICD-10-PCS Label Classification

In our ICD-10-PCS multilabel text classification task, each case
contained approximately 1-20 codes. Thelabel set was 7204 in
the PCS. Table 3 shows a comparison of different input
document combinationsfor thel CD-10-PCS. Themodelstrained
with only DD and SM had an F,; score of 0.670 (95% ClI

0.663-0.678) and 0.618 (95% Cl 0.607-0.627), respectively.

https://medinform.jmir.org/2022/6/€37557

The model trained with combination strategies 1 (SM or DD),
2 ([SM+SE] or DD), and 3 ([SM+SE] or [DD+SE]) had an F;
score of 0.714 (95% CI 0.708-0.721), 0.724 (95% ClI
0.718-0.730), and 0.726 (95% CI 0.719-0.732), respectively.
The models trained with only DD had the AUROC of 0.800
(95% CI 0.796-0.805). With combination strategy 3, the model
had the highest AUROC of 0.831 (95% CI 0.827-0.834).
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Table 3. Comparison of different preprocessing methods for BioBERT? model on ICDP-10-PCS . The 95% Cls are calculated by bootstrapping.

Chenet a

Preprocessing method

Micro Fq score (95% CI)

Microprecision (95% ClI)

Microrecall (95% ClI)

AUROCY (95% CI)

DD® 0.670 (0.663-0.678) 0.756 (0.750-0.761)
auf 0.618 (0.607-0.627) 0.750 (0.741-0.762)
SM or DD 0.714 (0.708-0.721) 0.790 (0.784-0.791)
(SM+SE9) or DD 0.724 (0.718-0.730) 0.801 (0.794-0.808)
(SM+SE) or (DD+SE) 0.726 (0.719-0.732) 0.803 (0.797-0.810)

0.601 (0.593-0.610)
0.524 (0.512-0.534)

0.651 (0.644-0.660)
0.661 (0.654-0.668)

0.661 (0.654-0.669)

0.800 (0.796-0.805)
0.762 (0.756-0.767)

0.826 (0.822-0.830)
0.830 (0.827-0.834)

0.831 (0.827-0.834)

3BioBERT: bidirectional encoder representations from transformers for biomedical text mining.

B1CD: International Classification of Diseases.

°PCS: procedure coding system.

4AUROC: area under the receiver operating characteristic curve.
®DD: discharge diagnoses.

fsm: surgical method.

9SE: special examination.

Discussion

Principal Findings

In our study of the multilabel text classification of ICD-10-CM
or ICD-10-PCS, each case contained 1-20 codes, and the |abel
set contained up to 9876 and 7204 in CM and PCS, respectively.
In our previous study, the model had an F, score of 0.71 and
0.62 in ICD-10-CM and ICD-10-PCS [11]. In this study, we
proposed preprocessing methods for 1CD-10-CM and
|CD-10-PCS, respectively. For the ICD-10-CM, the model had
asignificant F; scoreincreasefrom 0.749 (95% Cl 0.744-0.753)
to 0.769 (95% Cl 0.764-0.773) and a significant AUROC
increase from 0.839 (95% Cl 0.835-0.842) to 0.853 (95% Cl
0.849-0.855). For the ICD-10-PCS, the model had an F; score
that significantly increased from 0.670 (95% CI 0.663-0.678)
t00.726 (95% CI 0.719-0.732) and an AUROC that significantly
increased from 0.800 (95% CI 0.796-0.805) to 0.831 (95% ClI
0.827-0.834).

In our comparison of different word embedding methods for
ICD-10-CM classification, BioBERT achieved the highest F;
score of 0.701 among al embedding methods. This result is
consistent with previous research that contextualized
representations (BERT and XLNet) showing consistent
improvement over noncontextualized models (Word2Vec and
AttentionXLM) in multilabel text classification tasks [17].
BioBERT was pretrained on PubMed abstracts and PubMed
Central full-text articles to improve the performance of
biomedical text-mining tasks [15]. Previous studies confirmed
that BioBERT outperformed other embedding methods in
classifying ICD-10-CM [11,18].

Training the model with the ICD-10-CM definition increased
itsF; scorefrom 0.749t0 0.759 (1.3%). Each ICD-10-CM code
has atextual description of the definition on the WHO website
[1]. Although the text in medical records is different from the
WHO's definition, its semantics should approximate that
definition. The results showed that training with definition
increased the model performancefor the multilabel classification
of clinical text. External cause code removal increases the

https://medinform.jmir.org/2022/6/€37557

model’sF; scorefrom 0.759to 0.763 (0.5%). Theimprovement

is limited because external cause codes only accounted for
2.73% (2787/101,974) of our cases.

The number conversion increased the model’s F; score from
0.763 to 0.767 (0.5%). Number converting affected 33.3%
(33,978/101,974) of our cases. Retaining informative numbers
such as disease type, grade, stages, and pregnancy weeks helps
the model learn the relation of these numbers to the different
codes. For example, there were differences between type 1
diabetes mellitus (E10) and type 2 diabetes mellitus (E11),
follicular lymphoma grades | (C82.0) and 11 (C82.1), chronic
kidney disease stages 1 (N18.1) and 4 (N18.4), and full-term
uncomplicated delivery (O80) and preterm delivery (060). The
combination code filter increases the model’s F, score from
0.767 to 0.769 (0.2%). The rules of the combination code are
challenging to learn through machine learning because thistext
may be linked to 2 different codes instead of 1 combination
code. With all preprocessing methods, the F; score increased
from 0.749 to 0.769 (2.6%). Our result is better than the
state-of-the-art model of 1CD-10-CM with an F; score of 0.68
[8] because we designed a key word extractor and trained our
model with ICD-10-CM definition, external cause coderemoval,
number conversion, and combination code filter.

The trained model had the F; score of 0.670 and 0.618 for DD
and SM, respectively. DD is more informative for predicting
|CD-10-PCS than SM when used alone. However, the model
trained using combination strategy 1 (SM or DD) had an F;
score of 0.714. The F; score was 6.6% and 15.5% higher than
that of DD alone and SM alone, respectively. The F, score of
the model trained with SM aone was lower than that of the
model trained with DD aone because only 58%
(60,558/104,411) of the cases had SM compared to cases with
DD. If apatient underwent surgery, the |CD-10-PCS codeswere
coded according to the SM records. The model trained with
combination strategies 2 ([SM+SE] or DD) and 3 (|[SM+SE] or
[DD+SE]) had an F; score of 0.724 and 0.726, respectively.
Their F, scores were 1.4% and 1.7% higher than those of
Strategy 1. Adding SE to SM or DD is effective in improving
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the model performance because severa |CD-10-PCS codes are
coded according to ultrasound or endoscopic reports in SM.
Our result is better than the state-of-the-art model of
|CD-10-PCS with an F, score of 0.56 [9] because we designed

akey word extractor and combined DD with SM and SE.

Limitations

Our study had some limitations. First, the data were obtained
from a single medical center. Writing habits and disease
prevalence may vary between hospitals. Different purposes of
coding in different areas may aso affect the labels. External
validation should be conducted in future studies. Second,
although we attempted to include most of the content from the
health record, other parts may a so contribute to the prediction,
such as problem lists and progress notes. Further studies are
required to manage these issues.
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Conclusions

ICD-10-CM and ICD-10-PCS codes are widely applied in
surveillance, clinical research, and reimbursement. Because of
the complexity of ICD-10-CM and ICD-10-PCS, it takes
approximately 40.4 min for a record to be coded into
|CD-10-CM or ICD-10-PCS manually [2]. This study proposed
a model with a combination of a pretrained contextualized
language model and rule-based preprocessing methods that
outperformed the state-of-the-at models in predicting
ICD-10-CM or ICD-10-PCS. This study highlights the
importance of rule-based preprocessing methods based on coder
coding rules. In EHR, other documents are read manually to
determine |CD-10-CM or ICD-10-PCS codes, such asradiology
reports, laboratory data, and the problem list. An effective
preprocessing method to include documents can be studied in
the future.
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Abstract

Background: Cervical cancer has been recognized as a preventable type of cancer. As the assessment of all the risk factors of
adiseaseis challenging for physicians, information technology and risk assessment model s have been used to estimate the degree
of risk.

Objective: Theaim of this study wasto develop aclinical decision support system to assess the risk of cervical cancer.

Methods: Thisstudy was conducted in 2 phasesin 2021. In thefirst phase of the study, 20 gynecol ogists completed aquestionnaire
to determine the essential parameters for assessing the risk of cervical cancer, and the data were analyzed using descriptive
statistics. In the second phase of the study, the prototype of the clinical decision support system was devel oped and evaluated.

Results: The findings revealed that the most important parameters for assessing the risk of cervical cancer consisted of general
and specific parameters. In total, the 8 parameters that had the greatest impact on the risk of cervical cancer were selected. After
developing the clinical decision support system, it was evaluated and the mean values of sensitivity, specificity, and accuracy
were 85.81%, 93.82%, and 91.39%, respectively.

Conclusions: The clinical decision support system developed in this study can facilitate the process of identifying people who
areat risk of developing cervica cancer. In addition, it can help to increase the quality of health care and reduce the costs associated
with the treatment of cervical cancer.

(JMIR Med Inform 2022;10(6):€34753) doi:10.2196/34753

KEYWORDS

cervical cancer; clinical decision support system; risk assessment; medical informatics; cancer; oncology; decision support; risk;
CDSS; cervical; prototype; evaluation; testing

causes of cervical cancer, human papillomavirus (HPV) types
16 and 18 are associated with more than 70% of cervical
cancers. Other risk factors include early marriage, sexual
intercourse before the age of 16, multiple sex partners, smoking,
and some genital infections, such asHIV or chlamydia, that can
be transmitted through sexual contact [3].

Introduction

Cervical cancer isone of the most common and deadliest cancers
after breast cancer inwomen[1]. Approximately 85% of cervical
cancer deaths occur in transitional countries, and the rate of
cervical cancer death in low- to middle-income countriesis 18
times higher than that of high-income countries[2]. Among the
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Cervical cancer has been recognized as a preventable type of
cancer, asit has along journey before tissue invasion, and can
be prevented by proper screening plans and treating primary
lesions [4]. However, risky cases are not diagnosed at an early
stage in most transitional countries mainly due to the shortage
of obstetricians and gynecologists or patients' fear of and
objection to invasive procedures. Therefore, most women with
this disease, as compared with other diseases, die at a younger
age [5]. To solve this problem, cervical cancer screening and
therisk assessment of this disease are among the most common
actions that should be taken with the aim of prevention,
diagnosis, and treatment of lesions at the primary stage [4].
Current statistical risk assessment models estimate the likelihood
of cancer development by examining the association between
genetic, environmental, and behavioral risk factors [6]. These
models classify women as high- and low-risk patients using
clinical data. As aresult, invasive procedures are not required
for al patients and are only recommended for high-risk patients

(71

As mentioned before, the shortage of different physician
specialties, including obstetricians and gynecol ogists, isamong
the substantial barriers to providing health care services for
women in many low- and middle-income countries [8].
Therefore, a team-based care model along with using digital
tools has been suggested to increase the accessibility and quality
of health care services [9]. Currently, the use of information
technology, and in particular, the use of clinical decision support
systems (CDSSs) in the field of medicine has supported other
traditional approaches to solve complex medical issues and
make more appropriate decisions [10]. Simply, a CDSS is an
interactive and flexible information system that is devel oped
specifically to support solving nonstructural problems and
improve the decision-making process [11]. These systems can
be used by different health care professional sincluding general
practitioners (GPs) and nurses and help them make the right
decision at the point of need. The applicationsof CDSSsinclude
screening different diseases, providing clinicians with reliable
information for decision-making, presenting a variety of
treatment strategies, and predicting drug interactionsto improve
patient care and reduce medical and nursing errors[12].

It is also expected that using health information technologies
such as CDSS helps improve equity by providing health care
services for different groups of patients in a variety of
geographical locations [13]. However, there might be some
shortfallsin using CDSSs. For example, human decision-makers
may directly adopt computer recommendations mainly due to
reasons such as increasing efficiency, the higher objectivity of
computer conclusions, or having difficulty justifying any
deviation from the computer recommendations. Moreover,
low-quality data may cause the system to make incorrect
decisions, and problems may arise when contextual factorsthat
are relevant but not represented in the data sets are ignored in
decision-making. This may also cause errors in identifying
high-risk patients. Other risks of automated decisions include
the shifting of responsibility, potential manipulation, and the
lack of traceability by patients[13].

In the field of oncology, CDSSs can help assess the risk of
cancer development by using clinical data and quantifying the
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impact of cancer risk factors [14]. These systems can also
support early disease detection and allow GPsto provide acare
plan when specialists are not available [15,16]. Although some
similar systems have been previously developed for cervical
cancer risk assessment, the number and types of input and output
variablesand the types of rulesand algorithms used are different.
According to the literature, machine learning algorithms to
predict cervical cancer [17], artificial neural networks (ANNS)
to combine the cytology and biomarker results[18], and ANNSs
to classify the normal and abnormal cells in the cervix region
of the uterus [19] have been applied in previous studies.
However, in these studies, the cytology results were the main
input variables. Given the limited number of research conducted
on the application of information technology to assess the risk
of cervical cancer, the aim of this study was to develop and
implement a CDSS to assess the risk of this disease by
considering more simple variablesto hel p patientsand clinicians
avoid unnecessary invasive procedures, savetime, reduce costs,
and increase the quality of care.

Methods

This study was conducted in 2 phases in 2021.

Phase 1

The first phase of the study included determining the essential
parameters for assessing the risk of cervical cancer. Initialy, a
list of these parameterswas provided based on literature reviews
[4,15,20-24]. Subsequently, 20 gynecologists completed a
5-point Likert scale questionnaire (very important=5,
important=4, moderately important=3, dightly important=2,
and unimportant=1) to determine the most important parameters
included on the list. The questionnaire consisted of 2 sections.
Thefirst section collected the participants personal information,
such as age and work experience, and the second section
consisted of 50 parameters and risk factors related to cervical
cancer. The face and content validity of the questionnaire was
assessed by 5 gynecologists. Thereliability of the questionnaire
was cal culated using the test-retest method, and 15 gynecol ogists
out of the research sample were asked to complete the
guestionnaire twice within 2 weeks. Afterward, the correlation
coefficient was calculated for the questionnaire (r=.87).

To analyze the data, descriptive statistics and SPSS software
(version 24; IBM Corp) were used. Initialy, the mean values
and SDs were calculated for each parameter. All parameters
with a mean value of 4 or more were selected to focus on the
main parameters and facilitate the process of writing the rules
[10]. Subsequently, one of the gynecologists was consulted,
and 8 important parameters were selected to be included in the
system.

Phase 2

In the second phase of the study, the system rules were written
based on the findings of the first phase of the research and by
using MATLAB software (version 9.5; MathWorks Inc). The
graphical user interface of the system was designed, and the
sensitivity, specificity, and accuracy of the system were
evaluated. In this phase, the required data were collected from
the outpatient medical records of patientsreferred to gynecology
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clinics (n=93). The gynecologists were requested to complete
a data collection form including the 8 selected parameters for
each patient and determine the patient’s risk of cervical cancer
based on their own knowledge and experience. Finally, the level
of the risk suggested by system was compared to the
gynecologists opinions (gold standard) using the Cohen k
coefficient. A k value greater than 0.75 indicates a very good
agreement, ak value less than 0.4 indicates aweak agreement,
and ak value between 0.4 and 0.75 indicates a relatively good
agreement [10]. The receiver operating characteristic (ROC)
curve of the system was a so drawn. The greater the diagnostic
power of the system, the ROC curve will be above the square
diameter and closer to theideal condition of an areaunder curve
of 1[10].

Ethics Approval

Ethics approval was obtained from the National Committee of
Ethicsin Biomedical Research (IR.IUMS.REC.1400.940).

Results

The findings of thefirst phase of the study indicated that of the
20 gynecologists, those in the age range of 41-45 years (n=8,
40%) and with work experiences of 5-10 years (n=12, 60%)
were the most frequent. According to the participants
perspectives, anumber of general and specific parameterswere
more important than others for assessing the risk of cervical
cancer (Table 1).

As previously noted, one of the gynecologists was consulted,
and 8 important parameters were sel ected among all itemswith
amean value of 4 or more to be included in the system. These
parameters were the history of high-risk HPV (16, 18), number
of patient’s sexual partners, history of various sexualy
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transmitted infections, smoking status, Papanicolaou (Pap smear)
test results, number of husband’s legal sexual partners, age of
the first sexual intercourse, and history of cervical and vagina
diseases.

After writing the If-Then rules, the graphical user interface of
the system was designed using MATLAB software (Figure 1).
The interface of the CDSS consisted of input and output
variables. The input variables included the data for the 8
important parameters mentioned above, and the output variable
was the risk assessment result that showed 4 different levels:
safe, low risk, moderate risk, and high risk.

The system was evaluated using data collected from patients
who werereferred to gynecological clinics. Intotal, 100 patients
visited the gynecological clinicsin 1 month; however, 7 patients
were excluded due to definite cervical cancer diagnoses, and
the number of patients was reduced to 93. The patients' data
were entered into the system and the results were compared to
the gynecologists opinions. Table 2 shows the vaues of
sengitivity, specificity, and accuracy for the different risk groups.

The Cohen k coefficient was a so cal cul ated to compare therisk
level assessed by the CDSS and the gynecologists opinions.
The results revealed that the k value was 0.89 for the low-risk
group, 0.73 for the moderate-risk group, 0.74 for the high-risk
group, and 0.79 for the whole system. As the k values were
greater than or closeto 0.75, it can be concluded that there was
a good agreement between the system performance and
gynecologists’ opinions. The ROC curve of the system wasalso
drawn (Figure 2). The results showed that the ROC curve was
above the square diameter and close to the ideal condition of
an area under curve of 1. Thisindicated high diagnostic power
by the system.
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Table 1. Important general and specific parameters for ng the risk of cervical cancer.

Parameter Degree of importance® Mean (SD)
Very important,  Important, Moderately important, Slightly impor-  Unimportant,
n (%) n (%) n (%) tant, n (%) n (%)

General parameters

Patient’s age 9 (45) 8 (40) 3(15) 0(0) 0(0) 4.30(0.73)
Smoking status 11 (55) 5(25) 4(20) 0(0) 0(0) 4.40 (0.75)
History of exposureto smoke 10 (5) 5(25) 4(20) 1(5) 0(0) 4.20 (0.95)
Patient’s social status 8 (40) 9 (45) 3(15) 0(0) 0(0) 4.25(0.71)
Marital status 8 (40) 9 (45) 3(15) 0(0) 0(0) 4.25(0.71)
History of high-risk Hp\/b 20 (100) 0(0) 0(0) 0(0) 0(0) 5(0)

(16, 18)

History of HPV vaccination 13 (65) 5(25) 2(10) 0(0) 0(0) 4.55 (0.68)
Family history of cervical 12 (60) 4(20) 3(15) 0(0) 1(5) 4.30 (1.08)
cancer

Genetic factors 12 (60) 3(15) 5(25) 0(0) 0(0) 4.35(0.87)
Number of sexual partners 16 (80) 3(15) 1(5) 0(0) 0(0) 4.75 (0.55)
Number of husband's legal 16 (80) 4(20) 0(0) 0(0) 0(0) 4.80 (0.41)
sexual partners

Age of marriage 7 (35) 10 (50) 3(15) 0(0) 0(0) 4.20 (0.69)
Age of thefirst sexual inter- 9 (45) 7(35) 4 (20) 0(0) 0(0) 4.25(0.78)
course

Number of sexua intercourse 7 (35) 6 (30) 7(35) 0(0) 0(0) 4(0.85)
per month

Specific parameters

Sexual health status 10 (50) 10 (50) 0(0) 0(0) 0(0) 4.5 (0.51)
Papanicolaou test results 17 (85) 2(10) 0(0) 1(5) 0(0) 4.75 (0.71)
History of immunedeficiency 14 (70) 6 (30) 0(0) 0(0) 0(0) 4.70 (0.47)
diseases

History of cervical and vagi- 16 (80) 3(15) 1(5) 0(0) 0(0) 4.75 (0.55)
nal diseases

History of ovarianand fallop- 7 (35) 8 (40) 4 (20) 1(5) 0(0) 4,05 (0.88)
ian tube diseases

History of hysterectomy 8 (40) 6 (30) 4 (20) 2(10) 0(0) 4(1.02)
History of sexually transmit- 14 (70) 6 (30) 0(0) 0(0) 0(0) 4.70 (0.47)
ted infections

3/ery important=5, important=4, moderately important=3, slightly important=2, and unimportant=1.
PHPV: human papillomavirus.
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Figure 1. User interface of the clinical decision support system (CDSS) to assess the risk of cervical cancer. HPV: human papillomavirus.
4 MATLAB FApp T O ot

CDSS for Cervical Cancer Risk Assessment

Personal data

Patient's name | e
surname
Physician's ID  Age
National ID Patient ID
Clinical data
History of high-risk HPV (16,18) Don't have ¥
Number of sexual partners 0 ¥

History of various sexually transmitted infections Dcn't have ¥

Smoking status Don't have ¥
Papanicolaou test results Don't have ¥
Number of husband's legal sexual partners D bl
Age of the first sexual intercourse Don't have ¥

History of cervical and vaginal diseases D-::nt have v

Risk assessment of cervical cancer

Table 2. Sensitivity, specificity, and accuracy of the system for different risk groups.

Risk group Evaluation criteria
Sensitivity, % Specificity, % Accuracy, %
Low risk 93.70 95.50 94.62
Moderate risk 78.26 90 87.09
High risk 76.47 96.05 92.47
Mean values for the system 82.81 93.85 91.39
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Figure 2. Receiver operating characteristic (ROC) curve.
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Discussion

Principal Findings

In this study, the essential parameters for cervical cancer risk
assessment were identified and divided into 2 categories of
general and specific parameters. To design a CDSS, the most
important risk factors were selected based on the gynecologists
opinions and consultation with a specialist. The results of the
evaluation study showed that the developed system had a high
level of sensitivity, specificity, and accuracy and, in most cases,
was able to identify at-risk patients similar to the specialists.

Assessing therisk of adisease is one of the greatest challenges
in medical sciences. Most clinical decisions are made based on
thephysicians personal understanding and experience; however,
their expertise may not be adequate for ng therisk of all
diseasesor disorders. Therefore, therisk assessment of diseases
has been the focus of many research studiesin recent years[10].
As there are different risk factors for a disease, information
technology and risk assessment model s are used to quantify the
risk level [21,25]. Regarding cervical cancer, it is possible to
identify at-risk women by determining the risk factors and
measuring the effect of these factors on the risk of cancer. In
addition, prevention or intervention in the early stages of the
disease can be made possible by early detection in patients and
then carrying out further examinations [16,26].

https://medinform.jmir.org/2022/6/€34753
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Comparison With Prior Studies

In this study, the patient’s age, smoking status, social status,
and marital status were the general parameters and the history
of high-risk HPV (16, 18), history of HPV vaccination, family
history of cervical cancer, genetic factors, and number of
patient’s sexual partners were the specific parameters that had
the highest mean values of importance. Similarly, in a study
conducted by Vaisy et a [27], the patient’s age, age of thefirst
delivery, history of abortion and curettage, number of
pregnancies, and economic and socia status wereidentified as
risk factors of cervical cancer. Vaisy et a aso showed that
marital status, the number of marriages, marriage under the age
of 16 years, and taking birth control pills can increase the risk
of cervical cancer.

Another study conducted by Nojomi et al [28] indicated that
demographic variables such as marital status, occupation,
literacy, the duration of using birth control pills, the history of
abortion, the family history of cervical cancer, smoking status,
age at marriage, and mother’s age at the birth of her first child
are among the cervical cancer risk factors. Theresearchersalso
indicated that a positive family history of cervical cancer, low
age of marriage, high number of pregnancies, low age at the
birth of the first child, and long-term use of birth control pills
were the most significant risk factors. Similarly, Nkfusai et a
[29] examined the role of smoking status, the number of sexual
partners, the family history of cervica cancer, the history of
HIV infection, and having more than 5 deliveries as cervical
cancer risk factors.
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Therefore, the essential parameters for assessing the risk of
cervical cancer found in the first phase of the study were
consistent with the findings of other similar studies. It should
be noted that although 2 groups of general and specific
parameters were considered in this study, 8 parameters were
selected based on consulting with a gynecologist to facilitate
the process of rule writing, developing, and implementing the
CDSS. These 8 parameters were the history of high-risk HPV
(16, 18), number of sexual partners, history of various sexually
transmitted infections, smoking status, Papanicolaou test results,
number of husband’slegal sexua partners, age of thefirst sexual
intercourse, and history of cervical and vaginal diseases. These
parameters have also been mentioned in other similar studies
[27-29]. After determining the essential parametersin assessing
the risk of cervical cancer, a prototype of the CDSS was
developed using MATLAB software. The rules of the system
were determined after consulting a gynecologist, and the
graphical user interface was developed using MATLAB
software. The users could enter data into the system, and the
result of the cervical cancer risk assessment would be displayed
as safe, low risk, moderate risk, or high risk.

Similarly, Omololu and Adeoluo [30] extracted a number of
cervical cancer risk factors from patient records. These risk
factorsincluded HPV infection, the number of sexual partners,
the age of the first sexual intercourse, extramarital affairs of
spouses, economic and socia status, the use of oral birth control
pills, and genetic history. In their study, cervical cancer
diagnosis was considered as the system output and adaptive
neuro-fuzzy inference was used. However, in this study, the
system was able to assess the risk of cervical cancer by using
If-Then rules.

After developing the system, the data collected from the
outpatient medical records were used to evaluate the system
performance. Among the low-risk, moderate-risk, and high-risk
groups, the highest sensitivity (93.70%) and accuracy (94.62%)
belonged to the low-risk group, the highest specificity (96.05%)
and lowest sensitivity (76.47%) bel onged to the high-risk group,
and the lowest specificity (90%) and accuracy (87.09%)
belonged to the moderate-risk group. In general, the sensitivity,
specificity, and accuracy of the system were calculated to be
82.81%, 93.85%, and 91.39%, respectively.

Similarly, Hu et a [20] used a regression model and an ANN
to assesstherisk of cervical cancer. After evaluating the model,
the sensitivity and specificity of the model were 95.2% and
99%, respectively. In another study, Lee et a [24] validated a
risk scoring system. They used patient medical recordsto collect
thedataand the Cox risk model to determinetherisk score. The
resultsindicated that the sensitivity and specificity in the group
under Papanicolaou screening with a follow-up of less than 3
years were 75% and 94.1%, respectively. The sensitivity and
specificity in the similar group with a follow-up of lessthan 5
yearswere 66.7% and 93.5%, respectively, and in the screening
group using cytological tests, the sensitivity and specificity were
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88.2% and 87.7%, respectively. Bountaries et al [31] used the
retrospective data of patientswho underwent colposcopy. Their
CDSSclassified cancer lesions using ahybrid genetic algorithm
and Bayesian classification. To evaluate the system, they
compared the sensitivity and specificity of their CDSS in
diagnosing cancerous lesions with the Papanicolaou test and
HPV detection results. The sensitivity and specificity of the
developed system were 83.4% and 88.1%, respectively.

It is notable that the sensitivities, specificities, and accuracies
cannot be compared between the different systems mainly due
to the differences in the input and output variables and
algorithmsused. Although neural networks and other algorithms
that might have higher precision in detecting at-risk patients
were not used in this study, the results of this study showed that
the devel oped system had a high level of sensitivity, specificity,
and accuracy similar to other systems and could be used to
screen and identify women at risk of devel oping cervical cancer.
The designed system can be used by different health care
providers including nurses, GPs, and gynecologists, as it had
been developed based on basic clinical data. It can help regular
screenings and prevent invasivetestsfor all patients. Moreover,
identifying at-risk women at the early stages of the disease can
help treat primary lesions and reduces malignancy and death
[16]. In addition, a better allocation of heath care resources and
improving the quality of care are expected by classifying patients
into different risk groups.

Research Limitations

There are various parameters to assess the risk of cervical
cancer; however, it isdifficult to gather and consider all of these
parameters in a single CDSS. Therefore, in this study, the
essential parameterswere selected and considered for developing
the system based on the gynecol ogists’ opinions. Including other
parameters in future systems and using more sophisticated
methods for system design may help assess the risk of cervical
cancer more precisely. Future researchers can use parameters
that were not included in the current system, or they can use
new parameters that might be introduced by other researchers.

Conclusion

The aim of this study wasto develop a CDSS to assess the risk
of cervical cancer. In this study, 8 essential parameters were
selected and considered as input variables. The output of the
system showed therisk of cervical cancer in 4 levels: safe, low
risk, moderate risk, and high risk. The findings of this study
revealed that the system performance was very similar to the
gynecologists opinions. Such a system could be used for
cervical cancer screening or in regions where access to
gynecologistsislimited. The use of thissystem can helpimprove
the quality of care and manage patients more effectively.
Moreover, the reduction of the mortality rate of cervical cancer
through continuous and timely patient screening would be
another benefit of using this system.
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Abstract

Background: Automatic e-coaching may motivate individuals to lead a healthy lifestyle with early health risk prediction,
personalized recommendation generation, and goal evaluation. Multiple studies have reported on uninterrupted and automatic
monitoring of behavioral aspects (such as sedentary time, amount, and type of physical activity); however, e-coaching and
personalized feedback techniques are till in a nascent stage. Current intelligent coaching strategies are mostly based on the
handcrafted string messages that rarely individualize to each user’s needs, context, and preferences. Therefore, more realistic,
flexible, practical, sophisticated, and engaging strategies are needed to model personalized recommendations.

Objective: Thisstudy aimsto design and develop an ontology to model personalized recommendation message intent, components
(such as suggestion, feedback, argument, and foll ow-ups), and contents (such as spatial and temporal content and objects relevant
to perform the recommended activities). A reasoning technique will help to discover implied knowledge from the proposed
ontology. Furthermore, recommendation messages can be classified into different categoriesin the proposed ontology.

Methods. Theontology was created using Protégé (version 5.5.0) open-source software. We used the Java-based Jena Framework
(version 3.16) to build a semantic web application as a proof of concept, which included Resource Description Framework
application programming interface, World Wide Web Consortium Web Ontology L anguage application programming interface,
native tuple database, and SPARQL Protocol and Resource Description Framework Query Language query engine. The Hermi T
(version 1.4.3.x) ontology reasoner available in Protégé 5.x implemented the logical and structural consistency of the proposed
ontology. To verify the proposed ontology model, we simulated datafor 8 test cases. The personalized recommendation messages
were generated based on the processing of persona activity data in combination with contextual weather data and personal
preference data. The developed ontology was processed using a query engine against a rule base to generate personalized
recommendations.

Results: The proposed ontol ogy wasimplemented in automatic activity coaching to generate and deliver meaningful, personalized
lifestyle recommendations. The ontology can be visualized using OWLViz and OntoGraf. In addition, we devel oped an ontology
verification module that behaves similar to a rule-based decision support system to analyze the generation and delivery of
personalized recommendation messages following alogical structure.

Conclusions: This study led to the creation of a meaningful ontology to generate and model personalized recommendation
messages for physical activity coaching.

(IMIR Med Inform 2022;10(6):€33847) doi:10.2196/33847
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Introduction

Overview

Currently, risk factors associated with unhealthy lifestyle have
been recognized as the foremost contributorsto chronic illness
and mortality in developed countries [1-6]. An e-coach system
can guide people and convey the appropriate recommendations
in context with sufficient time to prevent and improve living
with chronic conditions. It isaset of computerized components
that congtitute an artificial entity that can observe, reason about,
learn from, and predict a user’s behaviors, in context and over
time, and engages proactively in an ongoing collaborative
conversation with the user to aid planning and promote effective
goa striving using persuasive techniques [7-10]. Motivating
people toward a healthy lifestyle has been challenging without
appropriate and continuous support and correct intervention
planning [7-10]. Personalized recommendation technology in
health care may be hel pful to address such challenges. It requires
the proper collection of personal health and wellness data and
the right recommendation generation and delivery in a
meaningful way. Our previous study [11] focused on cresting
a meaningful, context-specific holistic ontology to model raw
and unstructured observations of personal health and wellness
data collected from heterogeneous sources (eg, Sensors,
interviews, and questionnaires) with semantic metadata and
create a compact and logical abstraction for heath risk
prediction. However, this comprehensive study concentrated
on rule-based recommendation generation and semantic
modeling of recommendation messages for physical activity
coaching.

Motivation

Generation of motivational messagesisessential in e-coaching.
Motivational messages provide quick information on timein a
more natural and meaningful manner to translate behavioral
observations into inspiring, easy-to-follow, and achievable
actions. Moreover, these messages must be diverse to make the
e-coach system more reasonable and reliable. In activity
coaching, personalized motivational messages can offer
inspiration for aday, week, or month based on the activity goals.
It helps to regain motivation when the individual has lost
motivation to attain activity goals. The medium of
recommendation delivery can be diverse and depends on
personal interaction choices (eg, graphical visualization, pop-up
textual notification, and audio-visual material). In existing
studies, motivational messages have textual forms that follow
a static predefined format; therefore, they are difficult to
individualize. Existing ontologies do not include model
recommendation message intent, components, and contents
important to automatically select accurate messages in
e-coaching. Personalized recommendation generation for a
healthy lifestyleisclosely related to personal preferences. Thus,
personal preferences can be of 3 types: activity goal setting (eg,
nature of goals—direct vs motivational goals and generic vs
personalized goals), response type (eg, mode to communicate
extended health state, health state prediction, and customized
recommendations for activity coaching), and nature of
interaction with the e-coach system (eg, mode, frequency, and
medium). In this study, we have gone one step ahead to perform

https://medinform.jmir.org/2022/6/€33847
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semantic (ontological) modeling of preference data and
recommendation messages beyond static textual form to describe
its characteristics, metadata, and content information.

The use of ontologies has certain benefits while modeling
recommendation messages. It helps to interpret which
recommendation message is to be generated using a binary
tree-like structure (if-then or if-then-el se conditional statement).
Interpretability makes identifying the cause-and-effect
relationships between data input and data output easy. In
ontology, thelogical and structural representation of knowledge,
hierarchical model structuring (eg, class and subclass model),
and inferred knowledge generation with reasoners can solve
interpretability problems in decision-making. Furthermore,
benefits such as extensibility, flexibility, generality, and
decoupling of knowledge help ontology to develop an
appropriate solution to model recommendation messages in
automatic coaching.

Aim of the Study

This study proposes a Web Ontology Language (OWL)-based
ontology (OntoRecoModel) to deal with personal preferences
and recommendati on messages and annotate them with semantic
metadatainformation. The OntoRecoModel will not only support
alogical representation of data and messages but also encourage
rule-based decison-making to generate personalized
recommendation messages using SPARQL Protocol and
Resource Description Framework (RDF) Query Language
(SPARQL) as a verification study against different test cases
with simulated data. Moreover, we assessed the performance
of the ontology agai nst mean reasoning time and query execution
time. In OntoRecoModel, we annotated the participant’s data
with Semantic Web Rule Language (SWRL) and stored the
resultant OWL filein atriple-storeformat for better readability.
The OntoRecoModel allows automatic knowledge inferencing
and efficient knowledge representation to balance a trade-off
between complexity, persuasiveness, and reasoning about formal
knowledge. The entire study wasdivided into thefollowing two
sections: (1) OntoRecoModel design and implementation for
semantic annotation and (2) its verification with ssimulated data.
The main contributions of this study were the following:

1. Annotation of persona preferences data (activity goal
setting, response type, and interaction type) and
recommendation messages in the OntoRecoModel.

2. Preparation of semantic rules to execute SPARQL queries
for different test cases.

3. Use of the prepared rules to generate personalized activity
recommendations.

For this set of semantic data, it will be regarded as an assertion
of truefacts. Themain goal of this paper wasto trigger alogical
rule of shape (A IMPLIES B) in alogically equivalent manner
(NQOT [A] or B). If some specific variables are inferred to be
true, some suggestions should be provided to the participants
of the semantic data source.

Related Work

This section offers existing knowledge relevant to current
research and a qualitative comparison between our proposed
ontology and the existing ontol ogies based on selected categories
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in Table 1. An ontology is a formal description of knowledge
as concepts within a domain and their relationships. It uses
existing technol ogies to develop new ideas through conceptual
modeling or proof-of-concept studiesto solve general rea-world
or project-specific semantic modeling problems. There are other
approaches to knowledge representation that use formal
specifications, such as vocabularies, taxonomies, thesaurus,

Chatterjee & Prinz

topic maps, and logical models. However, unlike taxonomy or
relational database schemas, ontologies express relationships
and allow users to bring together or link multiple concepts in
novel ways. Furthermore, al the related ontologies are not
availablein open source. Therefore, it is not straightforward to
make quantitative comparisons between different rel ated studies.

Table 1. A qualitative comparison between our proposed study and the existing studies.

Study Used technologies Annotation of ~ Annotation of per- Rule-basedrecom- Annotation of pref-  Annotation of rec-
sensor data sonal and health mendation genera-  erence data ommendation mes-
dataor healthman-  tion sages
agement data
Our study OWL? HermiT, Yes No Yes Yes Yes
RDF?, SPARQLS,
TDBY, OWLViz, On-
toGraf, and Java
Chatterjeeet a [11] OWL, HermiT, RDF,  Yes Yes Yes No No
SPARQL, TDB,
OWLViz, SSN€,
SNOMED-CT', On-
toGraf, and Java
Kimeta [12] OWL No Yes No No No
Sojicet a [13] OWL and SWRLY No Yes No No No
Kimet a [14] OWL and FaCT++ No Yes No No No
Lasierraet al [15] OWL, RDF, and No Yes Yes No No
SPARQL
Yao and Kumar [16] OWL and SWRL No Yes Yes No No
Chi eta [17] OWL and SWRL No Yes Yes No No
Rhayem et a [18] OWL and SWRL Yes No Yes No No
Galopin et al [19] OWL and SWRL No Yes Yes No No
Sherimon and Krish-  OWL and SWRL No Yes Yes No No
nan [20]
Hristoskovaetal [21] soaN Amigo, owL, No Yes Yes No No
and SWRL
Riano et al [22] OwWL No No Yes No No
Jinand Kim [23] SSNandIETFYANG Yes No No No No
Ganguly et a [24] OwWL No No Yes No No
Bouzaet a [25] OWL, Decision Tree, No No Yes No No
and Java
Villadlongaetd [26] OWL and SPARQL  No No Yes No Yes

30WL: Web Ontology Language.

PRDF: Resource Description Framework.

CSPARQL: SPARQL Protocol and RDF Query Language.
4TDB: tuple database.

€SSN: semantic sensor network.

fSNOMED-CT: Systematized Nomenclature of Medicine—Clinica Terms.

9SWRL: Semantic Web Rule Language.
NSOA: service-oriented architecture.

Kim et a [12] developed an ontology model for obesity
management, which realizes spontaneous participation of
participants and continuous weight monitoring through the

https://medinform.jmir.org/2022/6/€33847

nursing process in the field of mobile devices. The scope of
obesity management includes behavioral intervention, dietary
advice, and physical activity. Similarly, the study includes
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evaluation data (BMI, gender, and hip circumference), inferred
datato expressdiagnostic results, evaluation (causes of obesity),
success or failure in behavior change, and implementation
(education, advice, and intervention). Sojic et a [13] used OWL
to model a specific ontology in the obesity field to design
reasoning models to personalize health status assessments to
be age-specific and gender-specific. The ontology helps to
classify personal files according to changesin personal behavior
or characteristics over time and automatically infer personal
health status, which is of great significance for obesity
assessment and prevention. They used SWRL to write the
ontology rules. Kim et al [14] proposed a physical activity
ontology model to support the interoperability of physical
activity data. The ontology was developed in Protégé (version
4.x), and the FaCT++ reasoner verified itsstructural consistency.
On the basis of the automatic cal cul ation paradigm, Monitoring,
Analysis, Planning, and Execution, an automatic ontol ogy-based
method was developed by Lasierra et a [15] to manage
information in the home-based remote monitoring service
scenario. Furthermore, they proposed the following three stages
[27] for ontology-driven home-based personalized care for the
patients with chronic illnesses: stage 1—ontology design and
implementation, stage 2—the application of ontology to study
the personalization problem, and stage 3—software prototype
implementation. The proposed ontology was designed in the
Protége-OWL (version 4.0.2) ontology editor using
OWL-Description Logic (OWL-DL) language and verified
using the FaCT++ reasoner. Ontology development involves
data from heterogeneous sources, such as clinical knowledge,
data from medical devices, and patient’s contextual data. Yao
and Kumar [16] proposed a new flexible workflow based on
clinical context method, which used ontology modeling to
incorporate flexible and adaptive clinical pathwaysinto clinical
decision support system (CDSS). They developed 18 SWRL
rulesto explain practical knowledge of heart failure. The model
was verified using the Pellet Reasoner plug-in for Protégé 3.4.
In addition, they devel oped a proof-of-concept prototype of the
proposed method using the Drools framework. Chi et al [17]
used OWL and SWRL to construct a dietary consultation
system. The knowledge base (KB) involves the interaction of
heterogeneous data sources and factors such as patient’s disease
stage, physical condition, activity level, food intake, and key
nutritional restrictions. Rhayem et a [18] proposed an ontology
(HealthloT)—based system for patient monitoring using sensors,
radio frequency identification, and actuators. They claim that
the data obtained from medically connected devices are huge,
and therefore, lack restraint and comprehensibility and are
manipulated by other systems and devices. Therefore, they
proposed an ontology model that represents connected medical
devices and their data according to semantic rules and, then,
used the proposed I nternet of Things medical insurance system
for model evaluation, which supports decision-making after
analyzing the patient’s vital signs. Galopin et a [19] proposed
an ontology-based prototype CDSS to manage patients with
multiple chronic diseases in accordance with clinical practice
guidelines. They prepared a KB based on the clinical practice
guidelines and patient observation data. The KB decision rule
is based on the if-then rule. Sherimon and Krishnan [20]
proposed an ontology system (OntoDiabetic) using OWL2

https://medinform.jmir.org/2022/6/€33847
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language to support CDSS for patients with cardiovascular
disease, diabetic nephropathy, and hypertension to follow
clinical guidelines and if-then decision rules. Hristoskova et al
[21] proposed another ontology-driven environmental
intelligence (Aml) framework to support personalized medical
detection and aert generation based on the analysis of vital
signs collected from patients diagnosed with congestive heart
failure. The CDSS system can classify individual congestive
heart failure risk stages and notify patients through Aml’s
reasoning engine. Riano et al [22] proposed an ontol ogy-based
CDSSto monitor and intervenein patientswith chronic diseases
to prevent critical situations, such as misdiagnosis, undetected
comorbidities, lack of information, unobserved rel ated diseases,
or prevention. An eHealth system was designed and
implemented by Jin and Kim [23] using the IETF YANG
ontology based on the semantic sensor network (SSN). This
method helped to automatically configure eHealth sensors
(responsible for collecting body temperature, blood pressure,
electromyography, and galvanic skin response) with the help
of information and communication technology and supported
guerying the sensor network through semantic interoperability
for the planned eHealth system. The proposed eHealth system
consisted of 3 main components—SSN (eHealth sensor, patient,
and URI), internet (eHealth server and KB), and eHealth client
(patients and professionals). The proposed semantic model used
YANG to JavaScript Object Notation converter to convert
YANG semantic model data into JavaScript Object Notation
semantic model data to achieve semantic interoperability, and
then, stored it in adatabase or KB. Ganguly et a [24] proposed
an ontol ogy-based model for managing semantic interoperability
issues in diabetic diet management. The development of the
framework includes dialogue game rules, DSS with KB (rule
library and database), dial ogue model based on decision-making
mechanism, dialogue game grammar, decision-making
mechanism, and trandation rules. Bouza et al [25] proposed a
domain ontol ogy-based decision tree algorithm and a reasoner
to separate instances with more general features for
recommender system (SemTree) that outperformed comparable
approachesin recommendation generation. Chatterjeeet a [11]
focused on the creation of a meaningful, context-specific
ontology (University of Agder eHealth Ontology [ UiAeHO0]) to
model unintuitive, raw, and unstructured observations of health
and wellness data (eg, sensors, interviews, and questionnaires)
with semantic metadata and create a compact and logical
abstraction for health risk prediction. Villalonga et a [26]
proposed a holistic ontology model to annotate and classify
motivational messages for physical activity coaching.

Most studies have devel oped ontol ogies that use OWL to solve
data interoperability and knowledge representation problems.
However, integrating personal health and wellness data, sensor
observations, preference settings, semantic rules, semantic
annotations, clinical guidelines, health risk prediction, and
personalized recommendation generation remainsasaproblem
in eHealth. We gathered ideas from existing studies to
conceptualize our ontology design and implementation. In our
previous study [11], we developed Ui AeHo ontol ogy to annotate
personal and person-generated health and wellness data, sensor
observations, health statusin OWL format, combining SSN and
Systematized Nomenclature of Medicine—Clinical Terms. Here,
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we extended the study to annotate preference settings and
activity status and tailored recommendation messages for
activity e-coaching. The design and development of UiAeHo
were focused more on obesity and overweight case studies
However, this study focuses strictly on activity coaching and
recommendation modeling. In addition, our proposed ontology
was verified with semantic rulesto generate different categories
of recommendation messagesfor different cases. The high-level
graphical representation of the proposed approach has been
depicted in Figure 1 to show a distinction between

Chatterjee & Prinz

OntoRecoModel and UiAeHo ontologies. OntoRecoMaodel
annotates the following 3 types of data: sensor data (activity
and wesather), persona preference data, and personalized
recommendations. Annotation of the sensor data in
OntoRecoModel was based on the existing UiAeHo ontology
following a semantic structure. Sensor data (activity data and
contextual weather data) were included in this ontology design
to exhibit that our OntoRecoModel can generate contextual and
personalized recommendations in combination with personal
preference data and semantic rules.

Figure 1. High-level representation of the proposed approach. SPARQL: SPARQL Protocol and Resource Description Framework Query Language;

TDB: tuple database; UiAeHo: University of Agder eHealth Ontology.

Methods

Domain Ontology

Ontology supports flexibility in its design to solve real-world
modeling and knowledge representation problems. Itisaformal
model of a specific domain, with the following essential
elements: individual s or objects, classes, attributes, relationships,
and axioms. The class diagram of a program written using
object-oriented programming [28,29] visually depicts an
ontology. The concept of ontology was created thousands of
years ago in the philosophical domain, and it has the design
flexibility of using existing ontology [29,30].

The open-world assumption knowledge representation style
uses OWL, RDF, and RDF schema syntax. It can be optimized
using the ontology model, and the consistency of itslogic and
structure can be verified using the ontol ogy reasoning machine.
Anontology O is defined as atuple Q=(C, R), where C isthe
set of concepts and R is a set of relations. An ontology has a
tree-like hierarchica structure (O}) with the following

properties [31,32]:
1 L=levels (O)=total number of levels in the ontology

hierarchy, O<n<L, where n 8 7* and n=0 represent the
root node

Cn;=amodel classifying O at alevel n; where, (=] o,
3. |Cl=number of instances classified as class C

4. E=edge(C,;, C,.1,)=€edge between node C,; and its parent
node Cp,;
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Ontology Design Approach

An ontology can bedesigned in 5 ways: inspirational, inductive,
synthetic, deductive, and collaborative [33]. We used a mixed
method in our ontol ogy design after combining the inspirational
and deductive approaches. The inspirational approach helped
usto identify the need for the ontology design, and the deductive
approach focused more on the development of the
OntoRecoModel model in Protégé. Moreover, the deductive
approach helped us to adapt and adjust general principles to
develop an anticipatory ontology of personalized activity
recommendations as a study case. It includes general concepts
that are filtered and refined to personalize specific domain
subsets. Theoverall approacheswere distributed inthefollowing
phases:

1. Literature search: we identified the necessary ontology
components in healthy lifestyle management through a
literature review, as described in the Related Work section.
This study aimed to integrate ideas from the related
ontology development in our proposed work.

2. |deation: we discussed with 12 experts in the domain of
information and communi cation technol ogieswith research
background in health care to design the concept of the
ontology to fit in an activity e-coaching.

3. Annotation: we designed and devel oped the OntoRecoMode
ontology to annotate personal preference data and
motivational recommendation messages.

4. Rulebase: wecreated arule basefor SPARQL query engine
for query execution and personalized recommendation
message generation (rule-based inference).

5 Verification: we verified our proposed OntoRecoMaodel
ontology using simulated data against different test cases.
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The feasibility study of the proposed OntoRecoMaodel consists
of the following steps—(1) designing the ontology to fit in
activity e-coaching concept; (2) modeling the ontology in the
Protégé open-source platform and reasoning with HermiT
reasoner; (3) integrating the concepts, such as annotation of
personal preference data and motivational recommendation
messagesin OntoRecoModel; (4) implementing OntoRecoModel
with logical axioms, declaration axioms, classes, instances,
object properties, and data properties; and (5) setting up therule
base for ontology verification with SPARQL queries. We further
discussed how interpretation can be associated with rule-based
activity recommendation generation.

The specificationsrelated to this study, as maintained by World
Wide Web Consortium, are XML, URI, RDF, Turtle, RDF
schema, OWL, SPARQL, and SWRL. Thefollowing terms are
related to OntoRecoMaodel representation and processing:

1. Propositional variables (the atomic name of the truth value
can be changed from one model to another)

2. Constants (the only propositional variables are TRUE and
FALSE; thus, their truth values cannot be changed)

3. Operators (a set of logical connectors in each logic)

Here, we used operators, such as NOT, AND, OR, IMPLIES,
EQUIV, and quantifiers (a set of logical quantifiersin a given
logic). In this study, we used FORALL as the universal
quantifier, EXISTS as the existential quantifier, quantification
clause (a set of propositional variables connected by operators
and quantifiers), clause (a quantification clause without any
quantifier), formulas (a collection of clauses and quantified
clauseslinked together by logical operators), and process models
(acollection of assignments for each propositional variable, so
that when simplified, the process will lead to the constant
TRUE).

https://medinform.jmir.org/2022/6/€33847
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Different open-access ontology editors are available in the
market, such asNeOn Toolkit, Protégé, FOAF editor, TopBraid
Composer, WebOnto Ontolingua Server, OntoEdit, WebODE,
and Ontosaurus. The editors support the development of
OWL-based ontologies. In addition, these editors support
reasoning. The reasoner isacrucial component for using OWL
ontology [11]. It derives new truths about the concepts that are
modeled using OWL ontology. All queries on OWL ontology
(and its imported closures) can be performed using reasoners
[11,34,35]. Therefore, the knowledge in the ontology may not
be explicit, and a reasoner is needed to infer the implicit
knowledge to obtain the correct query results. If reasoner
implementation is needed, the reasoner must be accessed through
application programming interface (API). The OWL API
includes various interfaces for accessing OWL reasoners.
Reasoners can be categorized into 3 groups—OWL-DL,
OWL—expression language, and OWL—query language
[11,34-42]. This study considered Protégé (version 5.x) as an
ontology editor for ontology design and development, OWLViz
for ontology visualization, and HermiT (version 1.4.x;
JOWL-DL) reasoner for validating the ontology structure. In
addition, we used an open-source Apache Jena Fuseki server
[39] for SPARQL processing [43,44] with a tuple database
(TDB). TDB supports Jena APIs [45,46] and can be used as a
stand-al one high-performance RDF storage.

Ontology Modeling

Ontology modeling in Protégé can be classified into the
following 2 categories: OWL-based and frame-based categories.
We have used Protégé-OWL editor to model OntoRecoModel
following the open KB connectivity protocol using classes,
instances (objects), properties (object properties and data
properties), and relationships. The steps of OntoRecoModel
modeling in Protégé are described in Textbox 1.
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Textbox 1. OntoRecoModel modeling stepsin Protégé.

Step 1

Creation of anew Web Ontology Language project in Protégé and saveit asa Turtle Resource Description Framework (RDF) format (OntoRecoM odel .ttl)
Step 2

Create named classes under the superclass owl: Thing, maintaining consistency

« Createagroup of classes (G=[Cy, Cy,......, C1])

Define digioint classes (Cx n Cy=[g], where Cx and Cy |E G)
«  Define subclasses

« Definedigoint subclasses

Step 3

Creation of Web Ontology Language properties after identifying classes and their properties
«  Object properties (association between objects)

«  Dataproperties (relates objects to XML schema datatype or rdf:literal)

« Annotation properties to annotate classes, objects, and properties

Step 4
Define nature of the properties
o Subproperties (A O B, where A and B are two nonempty sets)

Inverse properties (xxy=I, where x, ylE A; I=identity element)
«  Functiona properties (X=AxX, where X isthe set of all sequences <al, a2,..., an>for al, a2,.., an A)

Inverse functional properties (for afunctionf: X - Y, itsinversefL: ¥ _ X, where X, Y |E R)

Transitive properties (ES 0 Sorif x=y and y=z, then x=z, where x, y, z 0 S set)
«  Symmetric properties (if x=y, then y=x, wherex, y O S set)

« Reflexive properties (x=x, wherex R)

Step 5

Addition of existing ontology classes (eg, semantic sensor network ontology classes to annotate sensor observations)
Step 6

Define property domain (D) and range (R) for both object properties and data properties as axioms in reasoning
Step 7

Define property restrictions

o Qualifier restrictions (existential and universal)

o  Cardindlity restrictions (=1)

o hasValuerestrictions (datatype)

Step 8
Ontology processing with reasoner to check structural and logical consistency and compute the inferred ontology class hierarchy
« Bluecolor classininferred hierarchy for reclassification

« Redcolor classin inferred hierarchy for inconsistent class

Step 9

Remove inconsistencies from the ontology tree using pruning method

Step 10

Query processing with SPARQL Protocol and RDF Query Language and storing the Terse RDF Triple Languagefileinto tuple database for persistence
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Ontology | mplementation

Scope

We have planned to integrate the proposed OntoRecoModel
model into an automatic activity coaching system for the
semantic representation of activity sensor data, weather sensor
data, personal preference data, and recommendati on messages.
The annotation of sensor data was pre-existing, and we used
the concept from our previous study [11]. Furthermore, we
showed a direction to use the proposed ontology model for
automatic rule-based tailored activity recommendation
generation with SPARQL queries to motivate individuals to
maintain a healthy lifestyle. OntoRecoModel has gone one step
forward to represent motivational recommendation messages
beyond the string representation. Furthermore, the rule base
helped to interpret the logic behind recommendation generation
with logical AND and OR operations. We verified the ontology
against afew test cases, which consisted of simulated data.

Chatterjee & Prinz

The targeted activity e-coach system has three modules, as
depicted in Figure 2—(1) datacollection and annotation module,
(2) hedth state monitor and prediction module, and (3)
recommendation generation module. In the data collection and
annotation module, we showed a direction to annotate personal
preference data essential for personalized recommendation
generation. Health state monitor and prediction models
periodically load individual activity dataand analyze them using
adata-driven machinelearning (ML) approach or arule-driven
binary conditional approach. We considered a rule-driven
approach for monitoring individual activity datausing SPARQL
queries. It determineswhether a participant is sedentary or active
over a day based on the recorded activity data. The annotated
guery processing results are stored in the database. Then, the
personalized recommendation generation modul e combinesthe
annotated SPARQL query resultswith the annotated preference
data to generate tailored recommendation messages for
motivation, which may help individualsto achievetheir activity
goals.

Figure 2. The modules of the e-coach prototype system. OWL: Web Ontology Language; SPARQL: SPARQL Protocol and Resource Description

Framework Query Language; TDB: tuple database.
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Annotation of Sensor Data

Asshown in our previous study, this study achieved annotation
of activity sensor dataand contextual weather sensor datausing
pre-existing SSN ontology [11]. We used a similar logic;
however, we annotated them more redlistically. We examined
the recorded activity parameters of different wearable activity
sensors, such as Fithit Versa, MOX2-5, and Garmin, and
discovered that the following parameters are essential and
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common across these activity sensors. sedentary time, low
physical activity (LPA) time, medium physical activity (MPA)
time, vigorous physical activity (VPA) time, and total number
of steps. Therefore, in this ontology, we annotated these activity
parameters. Similarly, we analyzed data from different weather
APIs, such as AccuWesther, Yr.no, and OpenWeather API. We
found that the following observable weather parameters are
common across these APIs: city, country, weather code, status,
description, temperature, real feel, air pressure, humidity,
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visibility, and wind speed. Thus, it may help OntoRecoModel
to be functional, irrespective of the choice of standard activity
sensor and weather APIs.

Annotation of Personal Preference Data

Personal preferences reflect individual expectations from an
e-coach system. We planned to collect personal preference data
at the beginning of the individual e-coaching session. We
classified preference datainto three categories:. (1) activity goal
settings, (2) responsetype for coaching, and (3) interaction type.
Activity goals were categorized into 2 groups: personalized
versus generic and direct versus motivational . The generic goals
in activity coaching are the general activity guidelines set by
the World Health Organization [47]. Personalized activity goals
can be of multiple types (eg, weight reduction, staying active,
body fat level, and proper sleeping). Direct goals tell the
participant to perform direct activities (such as walking 2 km
tomorrow).

In contrast, motivational goalsinspirethe participantsto perform
some tasks through persuasion (eg, If you walk 1 km further,
you can watch an excellent soccer game). Response type for
e-coaching can be either direct (eg, a pop-up message or
notification to receive activity progression alert) or indirect (eg,
graphical representation of activity progression). Individuals
can be encouraged with personalized, evidence-based, and
contextual response generation and its purposeful presentation
(eg, graphic illustration, selection of colors, contrasts, visual
aspects of movements, and menus, which are adjustable with

Chatterjee & Prinz

device type). Interaction is an action that occurs owing to the
mutual effect of >2 objects. The concept of 2-way effects is
essential ininteraction, not 1-way causal effects. Theinteraction
types can be the mode (eg, style and graph), medium (eg, audio,
voice, and text), and frequency (eg, hourly, daily, weekly, and
monthly). Notification generation is a subcategory of interaction
and may be persistent or nonpersistent.

Annotation of Recommendation Messages

The recommender modul e generates personalized and contextual
recommendations based on the prediction status. The
recommendations can be direct (eg, pop-up notifications as
alerts) or indirect (eg, visual representation). Direct or immediate
notifications can contain 2 types of messages: to-do or formal
(eg, You need to complete 1500 more steps in the next 2 hours
to reach your daily goal) and informal (eg, Good work, keep it
up! You have achieved the targeted steps). Therefore, we broke
down the recommendation message concepts into intents and
components. I ntent defines the message’s intention (eg, formal
or informal). Message components define time, element (eg,
data types in XML schema definition language), action (eg,
pop-up and graphical visualization), and subject. An individual
can receive >1 meaningful recommendation message based on
the one-to-many relationship.

Ontology Classes and Properties

Figure 3 to 6 describe OntoRecoModel with mandatory classes
to annotate the sensor, preference, and recommendation data.

Figure 3. High-level graphical representation of participant using OntoGraf in Protégé. OWL: Web Ontology L anguage.

Foowmy_]

Participant is the subclass of the human class (Figure 3). They
have dedicated role and credentials (objectProperties: hasRole,
hasPassword, and hasUniqueUserld) to authorize and
authenticate themselves in the system. Participants are adults
(both men and women), digitaly literate, and clinically fit
individuals. They are associated with the data properties such
as hasAge, hasDesignation, hasEmail, hasFirstName,
hasL astName, hasGender, and hasMobile. Each participant has
their health record (hasHealthRecord), such as activity data;
status (hasStatus), such as active or inactive; context
infformation, such as weather status, preferences

https://medinform.jmir.org/2022/6/€33847
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Sensor dataare ObservableEntity (Figure4). Observation value
is the subclass of ObservableEntity. ActivityDataValue and
External WeatherValue are the subclass of Observation value
class. ActivityData and ActivityDataValue are linked to
represent individual activity data. ActivityData class is a
subclass of ParticipantHealthRecord and has
obj ectProperty—hasBeenCollectedBy to represent associated
activity datavalues (class: ActivityDataVal ue) asan observable
entity. We have planned to collect activity data (such as steps,
LPA, MPA, VPA, deep time, and sedentary bouts) with a
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wearable MOX2-5 activity sensor. In contrast, contextual data
are observable westher-rel ated data (city, country, weather code,
status, description, temperature, real feel, air pressure, humidity,
visibility, and wind speed), which are planned to be collected
through the OpenWeather web interfaces. ContextData classis
the subclass of ContextualData class and linked with
ExternalWeatherValue to represent contextual weather data.
TemporalEntity class represents the time stamp when the
observational data have been captured and personalized
recommendations have been generated (data property:
hasDateTime).

Recommendation is a broad area, and we considered only
activity recommendations in this study.
ActivityRecommendation is a subclass of Recommendation
class and parent to the M essagel ntent and M essageComponent
with the following objectProperties: hasMessagelntent and
hasM essageComponent. Messagelntent class is the parent to
ToDo and Informal classeswith thefollowing objectProperties:
hasRecol nformal and hasRecoToDo  (Figure 5).
MessageComponent is the parent of Time, Element, Action,
and Subject classes with the following objectProperties:
hasTime, hasElement, hasAction, and hasSubject. Preferences
is a subclass of the Qualifier class and related to the Goal,
Interaction, and ResponseType (subclasses of the Preference
class) with the following objectProperties: haslnteractionType,
hasResponseType, and hasGoal. Preference class is a
guestionnaire-based method to receive participant’s choices on
goa setting, response type for e-coaching, and nature of
interaction with the e-coach system.

Chatterjee & Prinz

Preference class has 3 subclasses: ResponseType, Goal, and
Interaction. Goal class has 2 subclasses: Daily and Weekly
(Figure 6). Each activity recommendations are either generic
or personalized. Thus, recommendation generation dependson
the assessment of the health status of the participants, regarding
activity measurement and contextual information. Contextual
data help recommend participants to plan indoor or outdoor
activities based on external weather conditions. Table Sl in
Multimedia Appendix 1 [48-51] summarizesthe set of identified
recommendation messages used for the test setup (ontology
verification) and prepared based on positive psychology [52]
and the concept of persuasion [48]. Recommendations generated
on day n will reflect daily activity and contemplate what to
perform on the day n+ 1 to achieve the weekly goal. Preference
data are personalized and customizable. All the necessary data
for this study and their nature are summarized in Table S2 in
Multimedia Appendix 2.

Description logic is the formal knowledge representation of
ontology language, which provides a good trade-off between
the expressiveness, complexity, and efficiency of knowledge
representation and structured knowledge reasoning. We have
thefollowing proposition variables and recommended messages
with their links to ensure that the paper is fully understood.
Now, we need aset of clauses so that specific models can assign
these variables to true, which triggers the sending of
recommendations. SROIQ Description Logic [53] is the logic
that provides the formal basis for OWL2 and has been used as
the formal logic for reasoning in this study (Table S3 in
Multimedia Appendix 3).

Figure 4. High-level graphical representation of observable data using OntoGraf in Protégé.
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Figure5. High-level graphical representation of recommendation using OntoGraf in Protégé.
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Figure 6. High-level graphical representation of preferences using OntoGraf in Protégé.
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Ontology Verification

Test Cases With Simulated Data

We considered 8 test cases, as described in Table $4 in
Multimedia Appendix 4, with smulated data for the proposed
ontology verification. In the table, all the data are simulated.
Therefore, no ethical approval was required. Cases 1 to 4 were
associated with goal type—generic (World Health Organization
standard guidelines to stay active for an entire week). Cases 5
to 8 were associated with goal type—personalized. More
detailed description of different cases is provided in Textbox

https://medinform.jmir.org/2022/6/e33847
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2. The primary objective of the test caseswas to check whether
the daily step goa and daily sleep goal were achieved. The
sedentary time and total time of VPA, MPA, and LPA were
evaluated as a part of the secondary goal achievement. Daily
goal achievement consisted of both primary objective and
secondary objectives.

For al the test cases, the contextua weather data were
considered constant (Table S5 in Multimedia Appendix 5).
These test cases were added to the proposed ontology as
individuals. SPARQL query processor engine processed the
simulated data against certain test cases.
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Textbox 2. Different test cases and their description.

Chatterjee & Prinz

Goal type: Generic
« Casel(11): Daily step goal and sleep goal are achieved.

o« Case2(10): Daily step goal is achieved; however, sleep goal is not achieved.
« Case3(01): Daily step goal is not achieved; however, sleep goal is achieved.

o Case4(00): Daily step goal and sleep goal are not achieved.

Goal type: Personalized
o« Case5(11): Daily step goal and sleep goal are achieved.

« Case6(10): Daily step goal is achieved; however, sleep goal is not achieved.
o« Case7(01): Daily step goal is not achieved; however, sleep goal is achieved.

« Case8(00): Daily step goal and sleep goal are not achieved.

Note:

« 1landO0 aretwo binary numbers and represent an on-off switch.

« Oindicatesthat certain feature isfalse and 1 indicates that certain feature is true.

«  Their combination (00, 01, 10, and 11) represents the following 2 combined features: daily step goal and daily sleep goal.

*  The combination produces atotal of 2" possible test cases (00, 01, 10, and 11) for each goal type.

Rule Creation for SPARQL and Rule Execution

Rules were composed of cause (A) and effect (B) to imply A
— B. For each of the conditions mentioned in Table S3 in
Multimedia Appendix 3, the recommendation module performed
a SPARQL query every day to determine the type of
recommended message to be delivered to each participant, as
shown in the Unified Modeling Language sequence diagram
(Figure 7). The execution of each of the predefined semantic
rules specifiedin Table S3in Multimedia Appendix 3 depended
on the performance of the SPARQL queries, and theruleswere
created according to clinical guidelines [48-50]. This study
subdivided 12 semantic rules into activity-level classification
(n=10, 83%), weather classification (n=1, 8%), and satifiability
(n=1, 8%). The added concepts and rules were relatively easy
to follow and use.

Observable and measurable parameters related to the activities
and context of the individual participants on the time stamp
were obtained based on SPARQL queries at preference-based
intervals. Therules 1 to 8 in Table S3 in Multimedia A ppendix
3 assigned truth values to variables to ensure consistency. We

https://medinform.jmir.org/2022/6/€33847

confirmed with HermiT that the correct recommendation
message was triggered for specific situations. However, it was
necessary to ensure that no variable combination makes the
entire formula unsatisfiable; that is, no model can satisfy the
process. We confirmed that only 1 message was triggered at a
time. In this study, we had aformal guarantee that 2 once a day
messages cannot be triggered simultaneously and there cannot
be a model output by HermiT every time for every possible
variable combination. If we put the different variables used in
thefirst 10 rules (Table S3 in Multimedia Appendix 3) into the
propositional variables (Table S1 in Multimedia Appendix 1),
we will have an exponential number of possible participants.

As 2 messages cannot be triggered simultaneously to meet the
exact requirements, we added arule (rule 11), and the variable
used in the proposal starts once a day. If rule 11 is false, the
entire ruleset (deemed as significant conjunction) will be set to
false, and then, there will be no model as output, and we will
be able to debug our rulesif needed. If it is set to true, we will
have aformal guarantee that regardless of the true value we put
in the rule base, 2 once a day messages will not be triggered at
the sametime.
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Figure 7. Unified Modeling L anguage sequence diagram for personalized recommendation generation and delivery. SPARQL : SPARQL Protocol and

Resource Description Framework Query Language; TDB: tuple database.
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Ethics Approval

We have used simulated data for this study. Therefore,
participants’ data have not been recorded or disclosed.

Results

An e-coach system can use the messages presented in this study
(Table S1 in Multimedia Appendix 1) to improve individual
activitieswith proper goal management. Therefore, the e-coach
system must access these messages stored in a KB during
tailored recommendation generation. Both the asserted and
inferred knowledge obtained through the reasoning method will
be helpful to determine the most appropriate message.

The TDB database, as shown in Figure 7, was used asaKB in
thisstudy. Thetest used to verify the performance and reliability
of the proposed OntoRecoModel ontology included SPARQL
gueries and arule base. In ontology verification, we generated
personalized and contextua activity recommendations according
to the semantic rules to improve the individual’s physical
activity to meet their activity goals. We executed al the semantic
rulesdescribed in Table S3in Multimedia Appendix 3 and used
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the Jena ARQ engine to run relevant SPARQL queries on the
simulated data for the 8 test cases described in Table $4 in
Multimedia Appendix 4. This helped to determine the type of
recommendation message that would be generated, and we have
presented our findings (rule-based recommendation generation
for different cases) in Table 2. Several individual SPARQL
gueries are provided in Textbox S1 in Multimedia Appendix 6
as examples, and their results need to be combined to generate
personalized recommendations to meet the e-coaching
requirements. We achieved 100% precision in executing
SPARQL queriesto retrieve the necessary data.

Table 2 showsthat participants can receive multiple motivational
recommendation messages under ToDo and informal categories.
The purpose of the e-coaching isto motivate participants (with
motivational recommendation messages) for activities on day
n+1 based on the activity progression on day n, so that they can
meet their weekly activity goals (generic or personalized) and
maintain ahealthy lifestyle. Proposition variable A-15 and A-16
(Table S1 in Multimedia Appendix 1) were the determinant of
the weekly goal achievement and the delivery of the
corresponding recommendation messages.

JMIR Med Inform 2022 | vol. 10 | iss. 6 |€33847 | p.81
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Chatterjee & Prinz

Table 2. Recommendation generation for different cases on day n for day n+1 (n>0).

Case Activity status on day n Recommendations for day n+1
ToDo Informal

1 Goal achieved AZ3, A-6, A-8, A-10, and A-12 A-13and CP-1
2 Goal partialy achieved A-2, A-5, A-8, A-10, and A-11 A-14 and C-1
3 Goal partialy achieved A-1, A-5, A-7, A-9, and A-12 A-14 and C-1
4 Goal not achieved A-1, A-5, A-7, A-9, and A-11 A-14 and C-1
5 Goal achieved A-4, A-6, A-8, A-10, and A-12 A-13 and C-1
6 Goal partialy achieved A-4, A-5, A-8, A-9, and A-11 A-14 and C-1
7 Goal partialy achieved A-3, A-5, A-7, A-9, and A-12 A-14 and C-1
8 Goal not achieved A-3, A-5 A-7, A-9, and A-11 A-14 and C-1

8A: activity recommendations.
bC: contextual recommendations.

Discussion

Principal Findings

The recommendation generation module used SPARQL queries
and arule base to generate personalized and contextual activity
recommendations. There is no false positive situation based on
the proposed ontology. According to the test cases in Table 4
in Multimedia Appendix 4, case 1 and case 5 achieved the daily
activity goal; case 2, case 3, case 6, and case 7 achieved partial
daily activity goal; and case 4 and case 8 ultimately failed to
attain the daily activity goa. After combining the results of
SPARQL queries with semantic rules, the related

recommendation messages were updated, as shown in Table 2.
The average execution time for al the SPARQL queries was
between 0.1 and 0.3 seconds. The semantic rules described in
Table S3 in Multimedia Appendix 3 represent the logic behind
personalized recommendation message generation. The
rule-based binary reasoning (if - 1, else - 0) helpstointerpret
the reason behind the delivery of a personal recommendation
message.

The reasoning time of the proposed ontology was measured
against the following reasoners available in Protégé: HermiT,
Pellet, FaCT++, RacerPro, and KAON2; the corresponding
processing times are shown in Table 3. The HermiT reasoner
performed the best without reporting any inconsistencies.

Table 3. Comparative performance analysis of different reasoners available in Protégé.

Reasoner Approximate reasoning time (seconds)
HermiT 23
Pellet 4-5
FaCT++ 56
RacerPro 4-5
KAON2 5-6

The reading time after loading the ontology into the Jena
workspace was approximately 1 to 2.5 seconds, with the
OWL_MEM_MICRO_RULE_INF ontology specification (OWL
full) in the Terse RDF Triple Language format, in-memory
storage, and optimized rule-based reasoner OWL rules. Then,
we used the Jena framework to query the ontology classes,
predicates, subjects, and individualsin <1, <0.3, <0.4, and <2
seconds, respectively. Each ontology model (complete RDF
diagram) was associated with a document manager (default
global document manager: OntDocumentManager) to assist in
processing ontology documents. All classes that represent the
value of the ontology in the ontology API had OntResource as
a general superclass with attributes (version information,
comment, label, seeAlso, isDefinedBy, sameAs, and
differentFrom) and methods (add, set, list, get, update, and
delete). We implemented the RDF interface provided by Jena
to maintain the modeled ontology and itsinstancesin the TDB

https://medinform.jmir.org/2022/6/€33847

and load them back for further processing. Jena Fuseki was
tightly integrated with TDB to provide a robust transactional
persistent storage layer.

Limitations and Future Scope

Asexplained in this study, we conducted the overall experiment
on simulated data in a modeled e-coaching environment. This
concept must be tested after integrating with areal -time activity
e-coaching system, in which actual participantswill beinvolved.
Here, the personalized recommendation generation isrule-driven
and straightforward. In Figure 2, the health state monitor and
prediction module can be upgraded using data-driven ML
approaches, followed by annotation of prediction results into
the ontology. However, it is the future scope of this study.

I'n our conceptualized activity e-coaching, the recommendation
generation modul e successfully searched the KB of motivational
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recommendation messages based on the rulesin addition to the
SPARQL results. The recommendation messages can be further
personalized based on human behavior, liking for sports (eg,
soccer), and the concept of reward bank. The components of
the activity-related message can be further divided into indoor,
outdoor, morning, afternoon, evening, and night activities. If a
person has a dog and the e-coach system is aware of it, its
recommendation generation module may suggest some activity
recommendations involving the dog.

Table 2 showsthat a participant can receive >1 recommendation
message. It may lead to a message overloading problem. In
future research, the recommendation process can be automated
with ML algorithms (eg, time series and regression model) to
select an optimal set of recommendations from feasible
recommendations. The scope of the proposed ontology can be
enhanced by conducting a study on a cluster of trials.

Conclusions

This study created the OntoRecoModel ontology to generate
and model personalized recommendation messagesfor physical
activity coaching. The proposed ontology not only semantically
annotates recommendation messages, their intention, and

Chatterjee & Prinz

components but also model s personal preference data, individual
activity data, and contextual weather information (required for
personalized recommendation generation). Moreover, we
successfully verified the use of the proposed ontology in
rule-based recommendation generation using the SPARQL
guery engine. This study also showed a direction to categorize
recommendation messages according to the defined ontology
rules. Furthermore, reasoning has helped to organize the
recommendation messages into multiple aspects. The
recommendation message categorization, their semantic
annotation, and the ontological SPARQL queries enable the
recommendation generation modul e to generate them based on
preferences, activity data, and contextual weather data.

The OntoRecoModel ontology uses the OWL-based web
language to represent the collected datain the RDF triple storage
format. The performance of the proposed ontology was
evaluated using simulated data from 8 test cases. The structure
and logical consistency of the proposed ontology were evaluated
using the HermiT reasoner. In future studies, we will recruit
actual participantsfollowing theinclusion and exclusion criteria
to replicate the entire test scenario and assess the effectiveness
of the recommendation generation plan for goal evaluation.
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Abstract

Background: Internet-based online virtual health services were originally an important way for the Chinese government to
resolve unmet medical service needs due to inadequate medical institutions. Itsinitial development was not well received. Then,
the unexpected COV I D-19 pandemic produced atremendous demand for telehealth in ashort time, which stimulated the explosive
development of internet hospitals. The Second Affiliated Hospital of Zhejiang University (SAHZU) has taken aleading rolein
the construction of internet hospitals in China. The pandemic triggered the hospital to develop unique research on health service
capacity under strict quarantine policies and to predict long-term trends.

Objective: Thisstudy aimsto provide policy enlightenment for the construction of internet-based health services to better fight
against COVID-19 and to elucidate future directions through an in-depth analysis of 2 years of online health service data gleaned
from SAHZU'’s experiences and lessons |earned.

Methods: We collected datafrom SAHZU Internet Hospital from November 1, 2019, to September 16, 2021. Data from over
900,000 users were analyzed with respect to demographic characteristics, demands placed on departments by user needs, new
registrations, and consultation behaviors. Interrupted time series (ITS) analysis was adopted to evaluate the impact of this
momentous emergency event and its long-term trends. With theme analysis and a defined 2D model, 3 investigations were
conducted synchronously to determine users' authentic demands on online hospitals.

Results: The general profile of internet hospital usersisyoung or middle-aged women who live in Zhejiang and surrounding
provinces. The ITSmodel indicated that, after the intervention (the strict quarantine policies) wasimplemented during the outbreak,
the number of internet hospital users significantly increased (3_2=105.736, P<.001). Further, long-term waves of COVID-19 led
to anincreasing number of usersfollowing the outbreak (_3=0.167, P<.001). Inthemeanalysis, we summarized 8 major demands
by users of the SAHZU internet hospital during the national shutdown period and afterwards. Online consultations and information
services were persistent and universal demands, followed by concerns about medical safety and quality, time, and cost. Users
medical behavior patterns changed from onsite to online as internet hospital demands increased.

Conclusions: The pandemic has spawned the explosive growth of telehealth; as a public tertiary internet hospital, the SAHZU
internet hospital is partially and irreversibly integrated into the traditional medical system. Aswe shared the practical examples
of 1 public internet hospital in China, we put forward suggestions about the future direction of telehealth. Vital experience in the
construction of internet hospitals was provided in the normalization of COVID-19 prevention and control, which can be
demonstrated as amodel of internet hospital management practice for other medical institutions.
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Introduction

Digital health care is on the frontline in the fight against
COVID-19, during which strict quarantine policy deterred most
public access to onsite health care [1]. In response, online
services from internet hospitals were quickly mobilized and
dramatically upgraded as emergency relief measures for
COVID-19 prevention and control in China. The pandemic
accelerated the development of telehealth, including
complementary servicesto existing departments, policy support,
and rapid devel opment and implementation of internet hospitals
[2]. Internet hospitals, in general, are online medical platforms
that combine online and offline access to medical institutions
to provide a variety of telehealth services directly to patients.
To date, 4 kinds of services have been equipped, including
convenience services (booking appointments, checking test
results), online medical services (electronic prescriptions),
telemedicine (heal th education), and rel ated support (follow-up
consultations) [3]. There are 3 types of internet hospitals in
Chinaz  government-oriented,  hospital-oriented,  and
enterprise-oriented [4]. Routinely, Chinese patients go to
hospitals, repeatedly queuing for registration, inquiries, or
medical checkupsin different departments[5]. Internet hospitals
are able to render multiple services and offer essential medical
support, surmounting geographical and time-related barriers
[6]. Generally, internet hospitals in huge demand alleviate the
imbalance of limited medical resources and increased burden
of chronic diseases[7].

In China, the internet hospital is part of an ambitious plan,
“Healthy China 2030 initiative,” released by the Chinese
government in 2016. One of the important tenants of the plan
is to make full use of internet technology to promote the
integration of the internet and medical care, which isknown as
the“internet-plus-healthcare plan.” The construction of internet
hospitals is an important part of the plan. The outbreak of
COVID-19 greatly stimulated the explosive growth of internet
hospitals. In 2016, there were only 25 internet hospitals[8]. By
December 31, 2020, 1004 [9] had been established, and by June
2021, this number had increased to 1600 [10]. By 2017, the
market size of internet medical servicesin Chinawill be 32.5
billion yuan, with an estimated 250 million users[11]. Therapid
excessive growth of internet hospitals urgently calls for a
summary of relevant experience and construction guidance to
ensure the healthy development of internet hospitals.

Worldwide, studies verified that, in the initial stage of the
pandemic, there was a considerable amount of emerging
literature on telehealth in most high-income countries[11]. For
example, in the United States, approximately 60.0% of health
care consumers reported that they first search online for
information about an intended doctor through the internet
hospital site or physician-rating websites before making achoice
[12]. In addition, 59% of health care consumers confirm their
choice based on the evaluation of doctors by internet hospitals
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or physician-rating websites [13]. However, the application of
telehedth in resource-limited settings and low- and
middle-income countries must be established to make the most
of its potential and transform health care for the world’s
population [14]. The definition, functions, boundaries, and
hidden problems of internet hospitals are in urgent need of
updated consensusto realize their potential and promote health
carein the future.

SAHZU has played a pioneering and leading role in Chinas
development of internet hospitals. SAHZU is located in
Hangzhou, the cradle of well-known internet enterprises (eg,
Alibaba and NetEase). SAHZU is one of the oldest public
general hospitals, ranking in the top 10 among national general
hospitalsin China. Asthe “forerunner” of online medical care
in China, the hospital took thelead in 2017 to launch an internet
hospital and has continuously updated its capabilities. To date,
almost 900,000 users have registered at SAHZU's Internet
Hospital, which provides services to more than 1 million
individuals per month. It initiated free online consultation and
medication delivery services from January 27, 2020, to March
27, 2020, covering the lockdown period of the province. On
March 15, 2020, Chinas first relevant group standard,
Regulations on Online Consultation Services for Infectious
Diseases, was released [15]. In the following 18 months, the
hospital modified its strategies in promoting smart-assisted
services as COVID-19 surged and subsided.

The pandemic triggered this unique research on health service
capacity under strict quarantine policies. Only a few studies
have reported the maximum usage of online hospital services
during major public health emergencies. The strength of this
study might belong-term follow-upsthat further identify users
behavior patterns and provide implications for the construction
of global internet hospitals in the COVID-19 era. Of note, we
captured the authentic demands of online health care seekers
during the national blockade at the beginning of the pandemic.
This study aimed to demonstrate the changes and trends in
internet hospital applications during the COVID-19 pandemic
in China

Methods

Study Timeline

On January 30, 2020, the World Health Organization declared
COVID-19 to be a public health emergency of international
concern. SAHZU efficiently responded by establishing a free
online consultation portal and received more than 10,000
consultation requests in the following 2 months. On February
7, 2020, a special online pharmacy was created to circumvent
difficulties in obtaining regular medications. As an
observational, cross-sectional study, we defined time periods
as shown in Figure 1, whereas the investigation timeline
primarily synchronized with national policies.
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Figure 1. Study timeline. WHO: World Health Organization.
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Data Collection and Analysis M ethods

The data sources in this paper were divided into 2 categories:
guantitative dataand qualitative data. M ultiple data sources and
research methods are illustrated in Figure 2.

Figure 2. Data sources and analysis methods. ITS: intermittent time series.
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Data Collection

Quantitative Data

Datafrom al internet hospital users, including daily registration
numbers and user demographics (gender, age, geolocation,
choice of specific department, and service needs), were collected
on August 15, 2021.

Qualitative Data

As the basis of the initial research (first survey) and the
qualitative research of this study, 15,990 conversation flows
during the outbreak period under the national shutdown were
reviewed in this study.

The first step was data reduction. This study is based on
real-world data, and dialogue between doctors and patients
containsgrammar errors, dialects, and nonstandard expressions.
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Thus, the dialogue flow needs to be manually analyzed to
address one of the major demands we classified.

Second, there was required prework before the analysis. For
instance, more than one kind of demand could beincludedin a
consultation case; therefore, the sum of the countsis not equal
to thetotal number of cases. Moreover, asingle user could have
initiated several consultation cases with different needs or
different patients because the platform allows users to initiate
consultations for themselves or their family members using
valid patient 1Ds.

Third, every entry in the data set was de-identified, including
the gender, age, patient’s chief complaint and previous
diagnoses, the department of the clinician the patient consulted,
and the content of the conversation without private information.
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Thus, we preprocessed the dial ogue between doctors and patients
before formally processing the data.

Following the data reduction task, our theme analyses followed
3 steps: (1) theme formation, (2) theme matching along themes

Table 1. Magjor categories of demands under the national shutdown period.

Geet a

and patterns observed in the conversations, and (3) theme
comparison across practice sites. Finally, we identified 8 major
categories of demands from users, aslisted in Table 1.

Number

Major categories of demands

0 N o o~ W N P

Follow-up consultation

Drug refill

Consultation on common symptoms

Consultation on suspected symptoms of COVID-19
Information service

Psychological support

Rescheduling of treatment

Guidance on protective measures

The data were independently reviewed by 8 members of the
investigative team, making methodol ogical memaos, theoretical
memos, and preliminary interpretations. Individual researcher
analyses and interpretations were discussed by the research team
throughout the project. The themes and patterns were further
refined, and new themes were cogenerated. All themes were
developed through a process of articulating a unifying ideathat
represented interpretations from multi ple data points. Conceptual
|abel swere assigned to organi ze themes according to acommon
thread among ideas. In each step, themeswere refined, whereby
similarly labelled ideas were combined into themes and given
more general |abels. Disagreementswere resol ved through group
discussion until consensus was reached. Finaly, unstructured
data were assigned to 8 major categories and then cleaned by
the same researcher to keep the classification results unified. In
our following question surveys, the users of our sample survey
came from the users of our theme analysis.

To further investigate the needs and trends in patient behavior
during online health service, we conducted 2 follow-up
guestionnaire surveys in November 2020 and June 2021,
corresponding to the start and end of the second wave of the
pandemic, respectively. The questionnaire (see Multimedia
Appendix 1) includes 3 questions with fixed options. main
reasonsfor using internet hospital s during the pandemic, changes
in their way of accessing medical care after the pandemic, and
major concerns about telehealth services. Interviewees were
randomly selected from those who used internet services during
the pandemic outbreak. At the start and finish of this second
wave, 2 random online or telephone surveys were compl eted.
Among the randomly selected 1100 actual internet hospital
users for each survey, 1060 and 805 valid questionnaires were
collected, respectively. All surveys were conducted
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anonymously, and each person only answered 3 questionsfrom
the predesigned questionnaire.

Ethics Approval

Our study protocol and procedures for informed consent before
the forma survey were approved by the hospita ethics
committee (Approval Number 2021-0761). Participants were
required to answer a yes or no question to confirm their
willingnessto participate voluntarily. After confirmation of the
question, the participant was directed to complete the
guestionnaire.

Analytical Methods

Interrupted Time Series Analysis

Interrupted time series (ITS) analysis was adopted to evaluate
the impact of momentous emergency events (Multimedia
Appendix 2). To identify use prompted by the pandemic, we
assessed differences in new daily consultation numbers from
July 15, 2019, to September 15, 2021, with a baseline period
(November 1, 2019, to January 26, 2020) and after the national
lockdown response (March 18, 2020, to June 30, 2020). We
conducted amultistage comparison of the development of online
medical treatment (October 1, 2020, to April 10, 2021, and April
11, 2021, to September 16, 2021); thus, the long-term impact
of the pandemic was also considered in the ITS analysis.

2D Analysis

To gain deep insight into the changes in patient demands, we
model ed the proportion and increase or decrease of each demand
through a 2D model. A matrix chart with 4 quadrants was
designed; the abscissais the rate of change, and the ordinate is
the distribution. Different functions fall into typical quadrants,
as expressed in Figure 3.
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Figure 3. 2D model.
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The first quadrant is a universal type, with a large proportion
of demand and upwards changein different periods. The second
quadrant is an improved choice, relatively stable, with alarge
proportion of demand but downward changes. Thethird quadrant
is a dlent type, with a smal proportion of demand and
downward changes in different periods. The fourth quadrant is
the potential needs; the proportion of demand is small, but the
changesare upwards. Furthermore, this 2D model was also used
to classify the data on changes in patients' ways of accessing
medical care and concerns.

Statistical Analysisand Visualization

SPSS 25.0 software (28.0.1; IBM Corp, Armonk, NY) wasused
for data analysis. Frequencies and percentages were used for
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categorical data. The chi-square test was adopted for
comparisons between groups. A 2-tailed P value <.05 was
considered statistically significant.

Results

Demographic Composition of All Usersand Their
Online Choices

The demographic composition of internet hospital service users
was analyzed based on August 15, 2021 (Figures 4 and 5). In
comparison, we also describe the demographic characteristics
of online patients from January 27, 2020, to March 27, 2020
(Figure 6) and those active in online consultation during
quarantine (Figure 7).
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Figure 4. Regiona composition of al Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital users before
August 15, 2021.

Xinjiang Inner Mongolia
Qinghai
Tibet
Shanghai
Proportion of | Number of
users provinces /
[50%, 100% | 1 /
5%, 10% 1
‘ ! % 1
(1%, 5% 8 Taiwan
1
(0.5%, 1%] 8 Guangxi Guangdong ) ]
HongKong
(0.1%, 0.5% | 9 Macao
(0%, 0.1% | 7 V4
Hainan I
Total 34

Figure5. Regiona composition of Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital usersin Zhejiang
Province before August 15, 2021.
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Figure 6. Comparison of the age group composition of Second Affiliated Hospital of Zhegjiang University School of Medicine (SAHZU) internet
hospital users before August 15, 2021, and those during the pandemic outbreak period from January 27, 2020, to March 27, 2020.
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Figure 7. Age and gender distributions for al online consultation participants during the pandemic outbreak period (January 27, 2020, to March 27,
2020). Information for cases such as infants or older adults was apparently completed by their family members.
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Weillustrate achangein department choi ce among requestsfor
online consultation (Figure 8), mainly an increase for the
gynecology, endocrinology, obstetrics, and orthopedics
departments. During the COVID-19 outbreak, the SAHZU
internet hospital began to offer free online consultations and
assembled a highly responsive team that remained stable
afterwards. With respect to the departments focused on the most
common and chronic diseases, the number of online
consultations increased significantly over the long term. The
choice of internet hospital functions (Figure 9) showed that
users were mainly interested in appointment registration and
test result queries, followed by online consultation. During the

Geet a

initial outbreak, the use of online consultation services such as
team consultation, picture and text consultation, and medication
consultation increased significantly. In the fairly stable period
that followed, users gradually returned to making appointments
and requesting test results.

Figure 10 lists the departments that received the most
consultation requests in the first outbreak period, January 27,
2020, to March 27, 2020. We identified 8 major categories of
demands (Figure 11), which have shown different usage patterns
over time. The distribution of the major demands was plotted
inchronological order, revealing thetrendsin detail (Multimedia
Appendix 3).

Figure 8. Theclinical departments that received the most consultation requests.
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Figure 9. Changesin Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital users' demands over time.
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Figure 11. The main demands from Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospitals patients from
January 27, 2020, to March 27, 2020.
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Changesin New Registrations 35-year-old women (Figure 12). Sudden peaks corresponded

to the free consultation activities and Spring Festival. The
The number of new registrations changed over time, while the

number of consultations increased significantly during the
main users of the SAHZU internet hospital remained 21- to  national quarantine (Figure 13).
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Figure 12. Daily Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital user growth from August 16, 2019,

to August 15, 2021.
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ITS Analysis of New Registrations

We conducted a2-stage | TS analysistargeting new consultation
users from July 2019 to September 2021, using data from the
SAHZU internet hospital online consultation platform. Thefirst
group of data (July 15, 2019, to September 15, 2020) was used
to assess the temporary effect on the utilization rate of online
medical treatment attributed to domestic COVID-19 (Figure
14). The sectional point of analysisin GROUP1 was determined
by the length of the lockdown in Hangzhou during the
COVID-19 outbreak. Given the gl obalization of the COVID-19
pandemic, GROUP2 (October 1, 2020, to September 13, 2021)
was used to measure long-term trends in patients' use of online
medical platforms (Figure 15).

The overall model (Pgyera<-001) and individual coefficients
(Pyx1=-008, P,»,<.001, P,3<.001, Pjercepi<-001) were significant.
The starting point of online medical service userswas estimated
at 38,162 (Table 2), with the number of active usersincreasing
every day until January 23, 2020, according to the
pre-intervention slope (n=0.052, 95% CI 0.014 to 0.091,
P=.008). After the COVID-19 intervention was implemented
(the strict quarantine policy), the number of users increased
significantly (n=105.736, 95% Cl 92.773 to 118.787; P<.001).

Geet a

After March 27, 2020, the development of online medical
servicesdecreased over time compared with the pre-intervention
period, with a coefficient of —0.235 (95% Cl —0.293 to —0.180;
P<.001), thereby indicating a decline in telehealth users after
the COVID-19 outbreak. Although the mean number of users
increased, the overall development showed a downwardstrend.
To some extent, the pandemic had a temporary impact on the
utilization rate of online medical services, although the effect
on patients' habits remained to be seen.

The number of active userswasinitialy 61,738 (Table 3). The
trend in the utilization of online medical platforms was
insignificant before the peak of the second wave of global
COVID-19 outbreak (n=0.009, 95% CI —0.052 t0 0.062; P=.81).
COVID-19 deaths increased significantly (April 11, 2021),
accounting for the change in the global situation (n=25.226,
95% Cl 18.258 to 33.722; P<.001). The number of online users
increased over time after April 9, 2020, with a coefficient of
0.167 (95% CI 0.087 to 0.247; P<.001). Along with Figure 15,
the trend in the number of online users before and after the
global pandemic peak was revealed. Before the COVID-19
pandemic, people's enthusiasm for online medical treatment
had reached a plateau, and their behaviors undoubtedly began
to change after the outbreak.

Figure 14. Segmented regression model for users of the online consultation platform from July 15, 2019, to September 13, 2020, using the generalized
least square method; interrupted time series analysis (ITSA) to evaluate the impact of COVID-19 on telemedicine.
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Table 2. Regression using ageneralized least squares model on data from the development of the domestic pandemic from July 15, 2019, to September
15, 2020, with the pre-intervention period between July 15, 2019, and January 23, 2020; the strict quarantine period between January 23, 2020, and
March 27, 2020; and the postintervention period between March 27, 2020, and September 15, 2020. Maximum lag: 1; number of observations=379;
F3,379=150.3; P<.001.

Model Estimation SE t value (df=379) P vaue 95% ClI

Y (intercept) 38.162 2.234 17.008 <.001 (33.611 t0 42.398)
x1 (pre-intervention slope) 0.052 0.02 2.657 .008 (0.014 t0 0.091)

X2 (change in intercept) 105.736 6.615 15.99 <.001 (92.773 10 118.787)
x3 (change in slope/interaction) -0.235 0.029 -8.203 <.001 (-0.293 t0 0.180)

Table 3. Regression to determine the long-term impact of COVID-19 on internet hospitals, using a generalized least squares model on data from the
development of the domestic pandemic from October 1, 2020, to September 16, 2021, with the pre-intervention period between October 1, 2020, and
April 10, 2021, and the postintervention period between April 11, 2021, and September 16, 2021. Maximum lag: 1; number of observations=331;
F3,331=89.13; P<.001.

Model Estimation SE t value (df=331) P vaue 95% ClI

Y (intercept) 61.738 2.796 22.194 <.001 (56.555 to 67.555)
x1 (pre-intervention slope) 0.009 0.029 0.167 .81 (-0.052 to 0.062)
X2 (change in intercept) 25.226 3.931 6.612 <.001 (18.258 t0 33.722)
x3 (change in slope/Interaction) 0.167 0.041 4,104 .002 (0.087 t0 0.247)

behaviors, and concerns, and we modelled the proportion and

Changesin Medical Benaviors fluctuation of each demand through the 2D model (Table 4).

Integrated with the follow-up surveys, we compared the changes
in SAHZU internet hospital users major demands, medical

Table 4. Changesin medical behaviorsin the 2D model.
Quadrant Patients' demands: March 2020

Connotation Way of accessing medical care: Users' concerns. November

versus June 2021 November 2020 versus June 2021 2020 versus June 2021
Thefirst quadrant ~ Specificweight, posi- 1.  Follow-up consultation 1. Ifyoufee unwell,godirectly 1. Doubtsabout the medical
(universal type) tive growth 2. Consultation on common to an offline hospital, and no safety and quality of on-
symptoms longer use internet hospitals. line diagnosis and treat-
3. Information service 2. When the conditionisrela- ment
4. Others tively stable, the follow-ups
are only conducted through
the internet hospital.
3. Duetotraffic or other factors,
it is hoped that most diagno-
sisand treatment can be car-
ried out through internet hos-
pitals.
Thesecond quad-  Specificweight,nega= 1.  Drug refill 1. Fird, consult theinternet Poor timeliness of online
rant (improved tive growth hospital for advice; then, go text consultation and inter-
type) offline for medical service action; long wait times
according to the doctor’s ad- Higher fee
vice. Personal privacy and data
security protection
The third quadrant  Small proportion, 1. Rescheduling of treatment 1. Others Others
(silent type) negative growth 2. Consultation on suspected
symptoms of COVID-19
Thefourthquad-  Small proportion, 1. Psychological support N/A2
rant (potential positive growth 2. Guidance on protective mea-
type) sures

Rescheduling of treatment

3N/A: not applicable.
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Discussion

This study conducted the first in-depth pandemic-related
guantitative and qualitative analyses on changes in public
behavior and the perceived factorsinfluencing the use of internet
hospitals. As a representative example of a public hospital in
China, SAHZU has productively employed the practical

Geet a

experience of telehealth in the normalization of COVID-19
prevention and control.

Portraits of Internet Hospital Usersin China

As afirst-class public hospital and regional medical center in
Zhgjiang Province, the SAHZU internet hospital attracted
multifarious users. The main profiles of users are shown in
Figure 16.

Figure 16. Main profiles of Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital users.

There were slight changes in user profiles at different time
points. The utilization rates of young and middle-aged women
increased significantly during the pandemic isolation period.
Traditional Chinese women care for the elderly and children
and thus may have taken advantage of online access for their
needs and those of family members.

Moreover, the popularity of the internet and improvement in
digital literacy among women in China have a so been reported
[16,17]. Internet hospitals do not yet cover the entire population,
which is reflected in the unbalanced distribution of patient
profiles. Adults aged =66 years utilized telehealth services the
least, demonstrating the greater barrier between the older
population and online services. Performance risks, lega
concerns, and privacy risks perceived by older adults may
substantially decrease their intention to use telehedth
applications [18-20].

Acceleration of Online Medical Demands During the
COVID-19 Outbreak in China

During the COVID-19 outbreak, internet access served patients
and counsellors without time and space restrictions. This
essential medical  support reduced panic, enhanced
self-protective abilities, corrected improper medical-seeking
behaviors, and facilitated epidemiological screening, thereby
significantly improving COVID-19 prevention and control
[21,22]. The number of consultations changed with the national
guarantine policy and reached a peak on February 12, 2020.
The ITS analysis verified that the extreme quarantine period
caused an overall increase in the number of online consultations,

https://medinform.jmir.org/2022/6/€37042

showing a short-term leap upwards. It turned out to be a trend
to employ the internet throughout entire treatment processes.
Internet hospital s enhanced patients’ sense of security, and after
initial diagnosis and treatment, they could obtain online
follow-ups, which further altered their medical behaviors[5].

We summarized the 8 mgjor internet hospital user demands
during the national shutdown period. In China, 60.0% of all
internet hospitals provided telehealth services to address
COVID-19. Internet hospitals mainly conducted consultations
and psychological counselling, provided pandemic control
information, filled prescriptions (86.6%), delivered drugs
(74.5%), handled medical insurance claims (67.5%), and
accepted or distributed donations [4]. Our results showed that
follow-up consultations and drug refills were among the top
requests, demonstrating efficiency and reducing unnecessary
onsitevisits. During the outbreak, online consultationsvirtually
assisted in diagnosis and treatment, while surgical patients used
the service for preoperative appointments and postoperative
follow-up. Users with moderate health problems sought
consultations more frequently than did individuals with severe
conditions, indicating the value of online platforms for them,
while in-person visits were essential and irreplaceable for
patients with severe conditions. Additional online services, such
as drug delivery, helped relieve the additional pressure on
hospitals by reducing the influx of patients. In-depth efforts
should be made to improve the management of prescription
refills, quality and safety, dispensing acceptance, and
standardization [23]. Online services offering real-time
information regarding the hospital and national policies and
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study results indicated that users were most concerned about
symptoms, up-to-date knowledge, transmission routes, and
preventive measures for COVID-19 [24].

Changein Behavior Patternsin Seeking M edical
Resour ces

Theresultsof thisstudy agree with long-term data observations
and surveysin different periods. During the pandemic, peopl€e's
medical behavior patterns partially changed from onsite to
online, which is irreversible for our public tertiary hospital.
Before the pandemic, there was a temporary shock and
reluctance to seek medical treatment online, but this did not
produce along-term changein the following waves of the global
pandemic; people's health care habits began to change.
According to the ITS analysis, this change can evolve into a
long-term trend of choosing online heath care and
self-management. The trend in online visits followed that of
overal telehealth visits, with the rates increasing dramatically
after the start of the pandemic and then progressively decreasing,
but users in need retained their online habits [25]. With this
upwards trend, people's medical habits might have completely
changed. We may carefully conclude that the response to
COVID-19 will result in more than a temporary increase in
online hospitals. For the predictable future, internet hospitals
will reinforce the medical system by offering health care while
minimizing potential exposureto the disease[26]. Once people
have taken advantage of medical services via digital
technologies, thereis little reason to give them up.

Thisongoing phenomenon should encourage health practitioners
to move promptly towards digital transformation. However,
how to make the ecological development of internet hospitals
benign remainsvague[27]. Based on the comparison of medical
resource-seeking behaviors at the early and late stages of the
pandemic, the changes in demands were sorted with the 2D
model.

Follow-up consultation and information services were reveal ed
as the basic needs of patients who revisited the online hospital
and will be primary considerations in the future direction of
internet hospital construction. Information services are capable
of strengthening triage and convenience of services of internet
hospitals before diagnosis.

The demand for prescriptions has dropped, indi cating that some
reguirements cannot be resolved online, although this internet
hospital function may undergo a functional iteration in the
future. The limitations of internet hospitals are obvious. For
instance, the demand for drug refillsis significantly affected by
policies (eg, the lack of health insurance or cash payments) [5].
This situation was a top-ranking medical concern regarding
costsin our surveys.

Transient pandemic-related demands included consultation for
common symptoms, suspected symptoms of COVID-19,
psychological support, and guidance on protective measures.
Online consultation serves as an indirect means of
communication. Doctors consulted online are limited by the
lack of information (eg, physical and auxiliary examinations)
and may giveonly cursory medical advice, which cannot replace
ahospital visit. Nondisease-specific i ssues and moderate health

https://medinform.jmir.org/2022/6/€37042
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problemswere much more frequent consultation requestsrather
than severeclinical conditions[28]. The proportion of pandemic
screening was small, and although it was related to the crisis
period, it may continuetorise. It is necessary to cooperate with
offline approaches to more effectively draw upon the internet
hospital’s online advantages.

Asrevealed from the analysis of the path to select medical care,
as an improved demand in 2D analysis, an increasing number
of patients arewilling to conduct research on theinternet before
going offline or following a doctor's online advice afterwards.
It is noteworthy that the choice of “directly choosing offline
medical treatment” fluctuates to a certain extent, thereby
reflecting a temporary return to traditional habits with the
decline of the pandemic.

Implicationsfor Internet Hospital Development

Public online hospitals offer reliable resources and complete
functions but have limited profit models. Long-term effective
operationisanissue. Meanwhile, with novel vaccines and drugs
targeting SARS-CoV-2 being developed, the challenge faced
by the internet hospital community is to continuously update
solutions for the majority of users. It will be crucial to consider
the benefit-risk ratio for optimal therapies and minimize onsite
visits. To sustain the online health care system, governments
and societies are recogni zing technology as apromising solution
for innovative health service delivery and expansion with
minimal investments.

Our surveys showed that the optimal demands of online users
appear in prediagnosis and posttreatment. Human medical
behaviors cannot be comprehensively shifted to digital access.
Key online service implications include the entire closed loop
of one's medical behaviors, as well as refined services before
and after onsite visits. In addition, the construction of a portal
for specialized diseases through online forms is an important
direction for future internet hospital construction.

The pandemic has given health services an impetusfor managing
chronic conditionsininnovative ways. Notably, the departments
that received the most consultations (Genera Medicine,
Cardiology, and Endocrinology) complied with the incidence
of internal medicine [29]. Patients expect online consultations
to provide professional advice and personalized care. To date,
personalized telehealth solutions and clear implementation
recommendations are being fully explored by internet hospitals
[30]. Cancer patients, as another chronic condition population,
are more susceptible to infection owing to the
immunosuppressed state caused by anticancer therapy. In the
spectrum of high-incidence tumor diseases in China, the most
common types are lung cancer (approximately 17.9% of the
total new incidence), colorectal cancer (12.2%), gastric cancer
(10.5%), breast cancer (9.1%), and liver cancer (9.0%) [31].
These data are echoed in the top consultation rankings of
thoracic, breast, and gastroenterology departments. The online
hospital actsasavital solution for various cancer patients, along
with important support for many oncologists to help with
decision-making [32]. Telehealth steps are recommended for
postoperative patients and those on interventions for multiple
adjuvant treatments [33].
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While current user profiles indicate that these are the most
popular departmentsfor online consultation, diseaseswith strong
stigmas, such as gynecology, infertility, dermatological
problems, and mental diseases, are also benefitting from
telehealth solutions. Patients experiencing stigma, which refers
to the inner shame of patients suffering from certain diseases
who are experiencing psychological stress [34], are taking
advantage of online medical resources that allow them to seek
the help they need with maximum privacy, by keeping these
patients at a safe distance away from virtue circumstance. For
instance, tel ehealth has been utilized asauseful communication
method in the treatment of depression, anxiety, and
posttraumatic stress disorder (PTSD) during the pandemic
[24,35]. By the end of January 2020, consultation rates for
psychiatric issues surged. Nevertheless, online psychological
support peaked during the initial lockdown weeks. In view of
isolation, misinformation and rumors spread via social media.
Likewise, individuals worried about contracting this unknown
virus and consultation for suspected COV1D-19 accounted for
5.2% of al consultations, which is consistent with parallel
studies [36]. During the early outbreak of COVID-19, internet
hospitals assisted in relieving psychological burdens and

Table5. Derivation problems of internet hospitals.
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increased disease awareness by providing official and
responsible information. Furthermore, up-to-date health
information was provided to relieve social anxiety.

Derivative Problems of Internet Hospitals

Perceived risk, defined as one's perception of uncertainty inthe
use of telehealth services and the severity of its consequences,
is measured with 4 constructs:. privacy risk [37], performance
risk, legal concern, and trust [38]. Rectifying the concerns of
users for online medical behaviors is also an important issue.
All the derivative problems of online medical careinthe survey
were sorted out, as well as the corresponding reasons and
possible solutions (see Table 5). Our 2D analysis highlighted
the poor timeliness of online text consultation interactions,
followed by high online fees and concerns about personal
privacy and data security. The potential construction direction
of internet hospitals refers to how to ensure the medical safety
and quality of online diagnosis and treatment. During the
COVID-19 pandemic, health care professionals, designers of
telehealth applications, and policy makers devised more practical
functions, user-friendly interfaces, and reasonable policy
guidance for internet hospitals to upgrade the existing model
and to deal with future crises.

Problems Corresponding reasons Possible solutions
Form 1. Poor timeliness 1. Enhanceinformation interaction reminder.
2. Insufficient doctor-patient interaction 2. Cultivate user service.
3. Unfriendly experience 3. Optimize the rationality of the app interface.
4. Improve app functions, and enhance user experience.
Cost 1. Thebig price gap between internet hospitals 1. Issue government policiesto guide prices.
2. Unableto pay with medical insurance 2. Itisrecommended that the medical insurance department include online
diagnosisand treatment feesin the scope of medical insurance payment.
Ethics 1. Insufficient patient privacy protection technology 1. Issue policy documentsto provide legal support.
2. Concerns with patient privacy leakage 2. Clarify the identification of medical malpractice and the division of re-
3. Lack of laws, regulations, and policy guidance sponsibility.
3. Deidentify private data.
Platform 1. Incomplete and inadequate consideration of front- 1.  Strengthen the technical team, and improve the data sharing ability and

end, back-end, and bottom construction

operability.
Consider data security needs.

Limitations and | mprovements

The data were collected from a single institution in China
SAHZU is a public tertiary hospitdl and may not be
representative of other levels of hospitals and different regions.
However, Zhejiang University ranks the third highest among
China's universities, and the hospital works with over 200
primary and secondary hospitals. Our online hospitals cover
the nation, and almost 900,000 users had registered by January
2022. Therefore, we assume, to a certain extent, that our
conclusions are representative. At the sametime, the application
prospects of internet hospitalsin primary or secondary hospitals
and multicenter studies are required to validate our conclusions.
The surveys we utilized enabled users to fully express their
experiences without the pressure of delivering socially

acceptable opinionsto an interviewer. However, the actual data
acquired through face-to-face interviews were more authentic.
Furthermore, the consultation database might be managed by
artificial intelligence (Al) and build functions such as internet
Al-assisted triage.

Conclusions

Since the outbreak of COVID-19 at the end of 2019, the
pandemic has imposed great economic and social burdens
worldwide. We conducted a retrospective cross-sectional study
by anayzing online medical behaviors over 2 years. Our
findings imply that, as a public tertiary internet hospital, the
SAHZU internet hospital ispartialy and irreversibly integrated
into the traditional medical system.
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Abstract

Background: Research on the diagnosis of COVID-19 using lung imagesis limited by the scarcity of imaging data. Generative
adversarial networks (GANS) are popular for synthesis and data augmentation. GANSs have been explored for data augmentation
to enhance the performance of artificial intelligence (Al) methodsfor the diagnosis of COV1D-19 within lung computed tomography
(CT) and X-ray images. However, the role of GANsin overcoming data scarcity for COVID-19 is not well understood.

Objective: Thisreview presents a comprehensive study on the role of GANs in addressing the challenges related to COVID-19
datascarcity and diagnosis. It isthefirst review that summarizes different GAN methods and lung imaging data setsfor COVID-19.
It attemptsto answer the questionsrelated to applications of GANS, popular GAN architectures, frequently used image modalities,
and the availability of source code.

Methods: A searchwas conducted on 5 databases, namely PubMed, | EEEX plore, Association for Computing Machinery (ACM)
Digital Library, Scopus, and Google Scholar. The search was conducted from October 11-13, 2021. The search was conducted
using intervention keywords, such as “generative adversarial networks’ and “GANSs,” and application keywords, such as
“COVID-19” and “coronavirus.” The review was performed following the Preferred Reporting Items for Systematic Reviews
and Meta-Analyses Extension for Scoping Reviews (PRISMA-ScR) guidelines for systematic and scoping reviews. Only those
studieswereincluded that reported GAN-based methodsfor analyzing chest X-ray images, chest CT images, and chest ultrasound
images. Any studies that used deep learning methods but did not use GANs were excluded. No restrictions were imposed on the
country of publication, study design, or outcomes. Only those studies that were in English and were published from 2020 to 2022
were included. No studies before 2020 were included.

Results: Thisreview included 57 full-text studies that reported the use of GANSs for different applicationsin COVID-19 lung
imaging data. Most of the studies (=42, 74%) used GANSs for data augmentation to enhance the performance of Al techniques
for COVID-19 diagnosis. Other popular applications of GANs were segmentation of lungs and superresolution of lung images.
The cycleGAN and the conditional GAN were the most commonly used architectures, used in 9 studies each. In addition, 29
(51%) studies used chest X-ray images, while 21 (37%) studies used CT images for the training of GANs. For the majority of
the studies (n=47, 82%), the experiments were conducted and results were reported using publicly available data. A secondary
evaluation of the results by radiol ogists/clinicians was reported by only 2 (4%) studies.

Conclusions:  Studies have shown that GANs have great potential to address the data scarcity challenge for lung images in
COVID-19. Data synthesized with GANSs have been helpful to improve the training of the convolutional neural network (CNN)
models trained for the diagnosis of COVID-19. In addition, GANs have also contributed to enhancing the CNNs' performance
through the superresolution of the images and segmentation. This review aso identified key limitations of the potential
transformation of GAN-based methods in clinical applications.

(IMIR Med Inform 2022;10(6):€37365) doi:10.2196/37365
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Introduction

Background

In December 2019, COVID-19 broke out and spread at an
unprecedented rate, given the highly contagious nature of the
virus. As a result, the World Health Organization (WHO)
declared it agloba pandemic in March 2020 [1]. Therefore, a
response to combat the spread through speedy diagnosis became
the most critical need of the time. A common method for
diagnosing COVID-19 is the use of a real-time reverse
transcription—polymerase chain reaction (RT-PCR) test.
However, with the increasing number of cases worldwide, the
health care sector was overloaded as it became challenging to
copewith the requirements of the testswith the availabletesting
facilities. In addition, research has shown that RT-PCR may
result in false negatives or fluctuating results [2]. Hence,
diagnosisthrough computed tomography (CT) and X-ray images
of lungs may supplement performance. Motivated by thisneed,
alternative methods, such as automatic diagnosis of COVID-19
from lung images, were explored and encouraged. In thisregard,
it iswell understood that artificial intelligence (Al) techniques
could help inspect chest CTs and X-rays within seconds and
augment the public health care sector. The use of properly
trained Al modelsfor diagnosis of COVID-19 is promising for
scaling up the capacity and accel erating the process as computers
are, in general, faster than humans in computations.

Many Al and medical imaging methods were explored to
provide support in the early diagnosis of COVID-19, for
example, Al for COVID-19 [3-5], machine learning for
COVID-19 [6], and data science for COVID-19 [7]. However,
Al techniques rely on large data. For example, training a
convolutional neural network (CNN) to perform classification
of COVID-19 versus normal chest X-ray images requires
training of the CNN with alarge number of chest X-ray images
both for COVID-19 and for normal cases. Since the diagnosis
of COVID-19 requires studying of lung CT or X-ray images,
the availability of lung imaging dataisvital to develop medical
imaging methods. However, the lack of data on COVID-19
hampered the initial progress in developing these methods to
combat COVID-19.

Many early attempts were made to collect imaging data for
lungs infected with COVID-19—specifically CT and X-ray
images either through a private collection in hospitals or through
crowdsourcing using public platforms. In parallel, many studies
have explored the use of generative adversarial networks
(GANS) to generate synthetic imaging data that can improve
the training of Al models to diagnose COVID-19.

GANs are a family of deep learning models that consist of 2
neural networkstrained in an adversarial fashion [8-15]. The 2
neural networks, namely the generator and the discriminator,
attempt to minimize their losses, while maximizing the loss of
the other. Thistraining mechanism improvesthe overal learning
task of the GAN model, particularly for generating data. GANs

https://medinform.jmir.org/2022/6/€37365

have recently been studied for computer vision and medical
imaging tasks, such as image generation, superresolution, and
segmentation [9,10]. Given the significant potential of GANs
in medical imaging, it wasintuitive that many researcherswere
tempted to explore the use of GANSs for data augmentation of
imaging dataon COVID-19. In addition, some researchers also
used GANs for segmentation and superresolution of lung
images.

This scoping review focuses on providing a comprehensive
review of the GAN-based methods used to combat COV1D-19.
Specifically, it covers the studies where GANs have been used
for lung CT and X-ray images to diagnose COVID-19 or to
enhance the performance of CNNs for the diagnosis of
COVID-19 (eg, by data augmentation or superresol ution).

Research Problem

GANSshave gained the attention of the medical imaging research
community. As the COVID-19 pandemic continued to grow in
2020 and 2021, the research community faced a significant
challenge due to the scarcity of medical imaging data on
COVID-19 that can be used to train Al models (eg, CNN) to
perform COVID-19 diagnosis automatically. Given the
popularity of GANs for image synthesis, researchers turned to
exploring the use of GANSs for data augmentation of lung
radiology images. Many studieswere conducted to use different
variants of GANsfor dataaugmentation of lung CT imagesand
lung X-ray images. Similarly, a few studies also used GANs
for the diagnosis of COVID-19 from lung radiology images.
However, to the best of our knowledge, there is no review on
the role of GANSs in addressing the challenges related to
COVID-19 datascarcity and diagnosis. Thefollowing research
guestions related to COVID-19 imaging data were considered
for thisreview:

What were the common applications of GANs proposed for
challengesrelated to COVID-19?

«  Which architectures of GANs are most commonly applied
for data augmentation tasks related to COVID-19?

« Which imaging modality is the popular choice for the
diagnosis of COVID-19?

«  What were the most commonly used data sets of CT and
X-ray images for COVID-19?

+ What studies were conducted with open-source code to
reproduce the results?

+ What studies were conducted and presented to radiology
experts for evaluation of the suitability toward future use
in clinical applications?

The results of this review will be helpful for researchers and
professionals in the medical imaging and health care domain
who are considering using GAN-based methods to address
challenges related to COVID-19 imaging data and to address
the challengein improving automatic diagnosis using radiol ogy
images.
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Methods

Study Design
In this work, a scoping review was conducted following the
Preferred Reporting Items for Systematic Reviews and
Meta-Analyses Extension for Scoping Reviews (PRISMA-SCR)
guidelines [16]. The methods for performing the study are
described next.

Search Strategy

Search Sources

A search was conducted from October 11-13, 2021. The search
was performed on the following 5 databases: PubMed,
IEEEXplore, Association for Computing Machinery (ACM)
Digital Library, Scopus, and Google Scholar. In the case of
Google Scholar, only the first 99 results were retained as the
results beyond 99 items were highly irrelevant to the scope of
the study. Similarly, in the case of ACM Digital Library, the
first 100 resultswereretained asalack of relevancy to the study
was obvious in results beyond 100.

Search Terms

The search terms used in this study were chosen from the
literature with guidance from experts in the field. The terms
were chosen based on the intervention (eg, “generative
adversarial networks,” “GANSs,” “cycleGANS’) and the target
application (eg, “COVID-“19", “coronavirus,’ “corona
pandemic”). The exact search strings used in the search for this
study are available in Multimedia Appendix 1.

Sear ch Eligibility Criteria

This study focused on the applications of GANs in analyzing
radiology images of lungsfor COVID-19, used for any purpose
such as data augmentation or synthesis, diagnosis,
superresolution, and prognosis. Only those studieswereincluded
that reported GAN-based methods for analyzing chest X-ray
images, chest CT images, and chest ultrasound images. Studies
that reported GAN-based methodsfor analyzing nonlung images
were removed. Any studies that used deep learning methods
but did not use GANs were also excluded. Studies reporting
GANs for nonimaging data were also excluded. To provide a
list of reliable studies, only peer-reviewed articles, conference
papers, and book chapters wereincluded. Preprints, conference
abstracts, short letters, and commentaries were excluded.
Similarly, review articles were also excluded. No restrictions
were imposed on the country of publication, study design, or
outcomes. Studies that were written in English and were
published from 2020 to 2022 were included. No studies before
2020 were included.

Study Selection

Two reviewers (authors HA and ZS) screened the titles and
abstracts of the search results. Initial screening by the 2
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reviewerswas performed independently. Disagreement occurred
for only 9 articles. The disagreement was resolved through
mutual discussion and consensus. For measuring the
disagreement, Cohen k [17] was calculated to be 0.89, which
shows good agreement between the 2 independent reviewers.
Multimedia Appendix 2 shows the matrix for the agreement
between the 2 independent reviewers.

Data Extraction

Multimedia Appendix 3 shows the form for extraction of the
key characteristics. The form was pilot-tested and refined in 2
rounds, first by data extraction for 5 studies and then by data
extraction for another 5 studies. This refinement of the form
ensured that only relevant datawere extracted from the studies.
The 2 reviewers (HA and ZS) extracted the data from the
included studies, related to the GAN-based method, applications,
and data sets. Any disagreement between the reviewers was
resolved through mutual consensus and discussions. As the
disagreements at the study sel ection stage were resolved through
careful and lengthy discussions, the disagreement at the data
extraction was only minor.

Data Synthesis

After extraction of the data from the full text of the identified
studies, a narrative approach was used to synthesize the data.
The use of GAN-based methods was classified in terms of the
application of GANSs (eg, augmentation, segmentation of lungs);
the type of GAN architecture, if reported (eg, conditional GAN
or cycleGAN); and the modality of the imaging data for which
the GAN was used (eg, CT or X-ray imaging). Similarly, the
studies were classified based on the availability of the data set
(eg, public or private), the size of the data set (eg, the number
of imagesin the original images and the number of images after
augmentation with the GAN, if applicable), and the proportion
of the training and test sets as well as the type of
cross-validation. The data synthesiswas managed and performed
using Microsoft Excel.

Results

Search Results

From 5 online databases, a total of 348 studies were retrieved
(see Figure 1). Of the 348 studies, 81 (23.3%) duplicates were
removed. Thetitles and abstracts of the remaining 267 (76.7%)
studies were carefully screened as per the criteria of inclusion
and exclusion. The screening of thetitlesand abstractsresulted
inthe exclusion of 208 (77.9%) studies (see Figure 1 for reasons
of exclusion). After the full-text reading of the remaining 59
(22.1%) studies, 2 (3%) studies were excluded following the
inclusion/exclusion criteria. Finally, atotal of 57 (97%) studies
wereincluded in thisreview. No additional studies were found
through reference list checking. As per the yearwise publication,
15 (26%) of 57 studies were published in 2020 and 41 (72%)
of 57 were published in 2021.
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Figure 1. PRISMA-ScR flowchart for the search outcomes and selection of studies. GAN: generative adversarial network; PRISMA-ScR: Preferred
Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews.
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Demographics of the Included Studies

Among the included studies (N=57), 37 (65%) studies were
published articles in peer-reviewed journals, 18 (32%) studies
were published in conference proceedings, and 2 (4%) studies
were published as book chapters. No thesis publication was
found relevant to the scope of this review. Around one-fourth
of the studies (n=15, 26%) were published in 2020. Most of the

https://medinform.jmir.org/2022/6/€37365

RenderX

studies were published in 2021 (n=41, 72%). The included
studies were published in 14 countries. The largest number of
publications were from China (n=12, 21%), followed by India
(n=10, 18%). Both the United States and Egypt published the
same number of studies (n=6, 11%, each). The characteristics
are summarized in Table 1 and Multimedia Appendix 4. Figure
2 (see[18-74]) showsthe demographics of theincluded studies,
along with the modality of the chest images used.
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Table 1. Characteristics of theincluded studies (N=57). Demographics are shown for type of publication, country of publication, and year of publication.

Characteristics

Studies, n (%)

Publication type
Journal
Conference
Book chapter

Country
China
India
United States
Egypt
Canada
Spain
Maaysia
Turkey
Pakistan
Vietnam
Mexico
South Korea
Philippines
|srael

Year of publication
2020
2021
2022

37 (65)
18 (32)
2(4)

12 (21)
10 (18)
6 (11)
6 (11)
4(7)
305
2(4
2(4)
2(4
1(2)
1(2)
1(2)
12
1(2)

15 (26)
41 (72)
1(2

Figure 2. Characteristics of the included studies showing the publication type, country of publication, and modality of data. The number of studiesis
reflected by the size of the terminal node. The numbers S1-S57 refer to the included studies. CT: computed tomography.
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Application of the Studies

As shown in Table 2, the included studies have reported 5
different tasks being addressed: augmentation (data
augmentation), diagnosisof COVID-19, prognosis, segmentation
(toidentify thelung region), and diagnosis of lung diseases. As
the diagnosis of COVID-19 using medical imaging has been a
priority since the pandemic started, 39 (68%) of 57 studies

Table 2. Applications of using GAN®based methods and types of GANS.

Ali & Shah

reported the diagnosis of COVID-19 as the main focus of their
work [19-21, 23-33, 35-37, 39, 41, 42, 44, 46, 50, 52, 53, 55,
56, 58-60, 63-69, 71, 72]. In addition, 9 (16%) studies reported
data augmentation as the main task addressed in the work
[18,43,45,49,54,61,62], 1 (2%) study reported prognosis of
COVID-19[22], 3 (5%) studies reported segmentation of lungs
[34,51,57], and 1 (2%) study reported diagnosis of multiple
lung diseases [47].

Applications

Studies (N=57), n (%)

Applications addressed in the studies
Diagnosis
Data augmentation
Segmentation+diagnosis
Segmentation
Diagnosis of lung disease
Prognosis
Prognosis+diagnosis
Applications of using GANs
Augmentation
Diagnosis
Superresolution
Segmentation
Feature extraction
Prognosis
3D synthesis
Type of GAN used
GAN
CycleGAN
Conditional GAN
Deep convolutional GAN
Aucxiliary classifier GAN
Superresolution GAN
3D conditional GAN
BiGAN
Random GAN
Pix2pix GAN

39 (69)
9 (16)
3(5)
3(5)
12
1(2)
1(2)

42 (74)
5(9
3(5)
3(5)
2(4)
1(2)
1(2)

17 (30)
9(16)
9(16)
4(7)
4(7)
2(4)
2(4)
1(2)
1(2)
1(2)

3GAN: generative adversarial network.

The majority of the studies used GANSs to augment the data,
where they reported the use of GANS to increase the data set
size. Specifically, 42 (74%) studies used GAN-based methods
for data augmentation [18, 21, 23-29, 31-36, 38-43, 45, 46, 48,
50, 52-56, 59-67, 71, 73, 74]. The augmented data were then
used to improve the training of different CNNs to diagnose
COVID-19. In addition, 3 (5%) studies used GANs for
segmentation of the lung region within the chest radiology
images [37,51,57], 3 (5%) studies used GANs for

https://medinform.jmir.org/2022/6/€37365
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superresolution to improve the quality of the images before
using them for diagnosis purposes [30,44,68], 5 (9%) studies
used GANs for the diagnosis of COVID-19 [20,58,69,70,72],
2 (4%) studies used GANSs for feature extraction from images
[19,47], and 1 (2%) study used a GAN-based method for
prognosis of COVID-19 [22]. The prevalent mode of imaging
is the use of 2D imaging data, and 1 (2%) study reported a
GAN-based method for synthesizing 3D data [49]. Figure 3
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(see [18-74]) shows the mapping of the applications of
GAN-based methods for all the included studies.

Different variants have been proposed for GAN architectures
since their inception. The most common type of GAN used in
these studies was the cycleGAN, used in 9 (16%) studies
[29,35,36,42,46,54,56,70,74]. The cycleGAN is an image
translation GAN that does not require paired data to transform
images from one domain to another. Other popular types of
GANs were conditional GAN used by 9 (16%) studies
[18,22,24,25,33,37,41,57,60], deep convolutional GAN used

Ali & Shah

by 4 (7%) studies [21,38,43,67], and auxiliary classifier GAN
used by 4 (7%) studies[32,40,55,69]. The superresolution GAN
was used by 2 (4%) studies [44,68], and 1 (2%) study reported
the use of multiple GANSs, namely Wassertein GAN, auxiliary
classifier GAN, and deep convolutional GAN, and compared
their performances for improving the quality of images [31].

Of the 57 studies, only 10 (18%) [18,19,26,27,30,34,43,61-73]
reported changesto the architecture of the GAN they were using.
Intherest of the studies, no major changes were reported to the
architecture of the GAN.

Figure 3. Major applications of GANsin the included studies. The number of publications for each application is reflected by the size of the circlein
the second-last layer. The numbers S1-S57 refer to the included studies. GAN: generative adversarial network.
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Characteristics of the Data Sets

The included studies applied GANs on lung radiology images
obtained using various modalities. Specifically, the use of X-ray
images dominated the studies. In total, 29 (51%) studies used
X-ray images of lungs[20,21, 25, 27-29, 31, 32, 35, 37, 40-43,
45, 50, 52, 54, 56, 57, 59, 60, 62, 64, 65, 67, 70, 73, 74], while
21 (37%) studies used CT images
[18,19,22-24,26,30,33,34,36,38,48,49,51,53,55,58,61,63,66,71],
and 6 (11%) studies reported the use of both X-ray and CT
images[39,44,46,47,68,72]. Only 1 (2%) study used ultrasound

https://medinform.jmir.org/2022/6/€37365
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images for COVID-19 diagnosis [69], which shows that
ultrasound is ot apopular imaging modality for training GANs
and other deep learning models for COVID-19 detection (also
see Figure 4). Of the 57 studies, most (n=47, 82%) used image
data sets that are publicly available. In 10 (18%) studies, the
data sets used are private. Table 3 provides alist of the various
data sets used in the included studies and whether they are
publicly available data sets or private. The most commonly used
data set was the COV1Dx data set available on Github, used by
26 (46%) studies.
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Figure 4. Venn diagram showing the number of studies using CT vs X-ray images. Only 1 (2%) study reported the use of ultrasound images (not

reflected here). CT: computed tomography.

21 6

CT

29

X-Ray

Table 3. Resources of the data sets used in the included studies. The nameis provided only if available.

Platform (name)

Public or private Modality of imaging

Kaggle

Github

Github

Github (Covidx)
Github

Kaggle (Tawsif)

Github

Kaggle

Mendeley

Website

Kaggle (Allen Institute)
Kaggle (RSNA)
Website

Github

Kaggle

Website (Italian Society of Medical and Interventional Radiology)

First Affiliated Hospital of the University of Science and Technology
China

M assachusetts General Hospital, Brigham and Women's Hospital

Comlejo Hospitalario Universitario de A Coruna Spain

Public [75] cT?
Public [76] CT

Public [77] CT

Public [78] X-ray, CT
Public [79] X-ray
Public [80] X-ray
Public [81] X-ray
Public [82] X-ray
Public [83] CT

Public [84] CT

Public [85] CT

Public [86] X-ray
Public [87] CT

Public [88] Ultrasound
Public [89] X-ray
Public [90] X-ray
Private CT
Private CT
Private X-ray

8CT: computed tomography.

The majority of the studies reported the size of the data set in
terms of the number of images. The number of images used was
greater than 10,000 in only 7 (12%) studies
[20,22,30,39,63,66,74], while 3 (5%) studies used images
between 5000 and 10,000 [33,47,64]. The most common range
for the number of images used was 1000-5000 images used in
15 (26%) studies. Around one-fifth of the studies (n=11, 19%)
used between 500 and 1000 images. In 11 (19%) other studies,
the number of images used was|essthan 500. No study reported
a number of images less than 100. The maximum number of
images was 84,971, used by Uemura et a [22]. Only a few of
the studies reported the number of patients for whom the data

https://medinform.jmir.org/2022/6/€37365

were used: 1 (2%) study used data for more than 1000 patients
[26], 2 (4%0) studies used data for 500-1000 patients [29,42], 6
(11%) studies used data for 100-500 patients
[19,22,24,30,38,71], and 4 (7%) studies used data for less than
100 patients [18,49,66,69]. The number of patients was not
reported in the rest of the studies.

After augmentation using GANs, the studies increased the
number of imagesto several thousand, with amaximum number
of 21,295 [54]. In 6 (11%) studies using GANs for data
augmentation, the number of images increased to more than
10,000. In 3 (5%) studies, the number of images increased to
5000-10,000. In 9 (16%) studies, the number of images
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increased to 1000-5000, and in 2 (4%) studies, the number of
images increased between 500 and 1000. No study reported
data augmentation output below 500 images.

Evaluation M echanisms

Generally, the popular metrics for evaluating the diagnosis and
classification performances of neural networks are accuracy,
precision, recal, dice score, and area under the receiver
operating characteristic curve (AUROC). To evaluate the
performance of neura networks for diagnosis of COVID-19,
38 (67%) of the 57 studies used accuracy, along with metrics
such as precision, recall, and dice score
[21,23-28,31-34,36,38,40,43-48,52,53,55,56,58-60,63-72,74].
Around one-fourth of the studies (n=18, 32%) used sensitivity
and specificity. In addition, 12 (21%) studies used the AUROC
[19,20,26,30,32,46-48,50,51,68,74]. The numbers do not add
up, as many studies used more than 1 metric for evaluation. In
addition to the metrics mentioned here, 1 (2%) study used
additional metrics, namely concordance index and relative
absolute error, to eval uate prognosis and survival prediction for
patients with COVID-19 [22].

Likewise, the popular metrics used to assess the quality of the
synthesized images arethe structural similarity measure (SSIM),
the peak signal-to-noiseratio (PSNR), and the Fréchet inception
distance (FID). Of the 57 studies included, 6 (11%) used the
SSIM [18,30,49,60-62], 5 (9%) used the PSNR [18,30,49,61,62],
and 3 (5%) used the FID metric [18,43,62] for evaluation.

The majority of the studies (n=42, 74%) reported having the
data split between independent training and test sets. A few of
the studies (n=6, 11%) reported 5-fold or 10-fold
cross-validation for training and evaluation of the model. For
almost one-sixth of the studies (n=9, 16%), the information on
cross-validation was not available.

Reproducibility and Secondary Evaluation

This review also summarizes the studies in which the authors
provided the implementation code. Only 7 (12%) of the 57
studies provided links for their code [19,20,34,47,48,66,70].
Only 2 (4%) studies reported a secondary evaluation by
radiol ogists/doctors/experts by presenting the outcome of the
results obtained by their models [19,45]. In addition, 1 (2%)
study presented the results of end-to-end diagnosisof COVID-19
from CT imagesto 3 radiol ogistsfor asecond opinion[19], and
1 (2%) study presented synthetic X -ray imagesto 2 radiologists
for a second opinion on the quality of the generated X-ray
images [45].

Discussion

Principal Findings

In this review, asignificant rise in the number of studies on the
topic was found in 2021 compared to 2020. This makes sense
as the first half of 2020 saw only initial cases of COVID-19
infection, and research on the use of GANsfor COVID-19 had
yet to gain pace. Lung radiology image data for
COVID-19-positive examplesgradually became available during
this period and increased only in the latter part of 2020. The
highest number of studieswere published from Chinaand India
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(n=22). There can be 2 possible reasons for this. First, the 2
countries hold the top 2 spots on the ranking of the world's most
populous countries. Second, the COVID-19 pandemic started
in China, hence prompting earlier research efforts there.

Interestingly, the same number of studies (n=6) were published
from the United States and Egypt each. The correlation mapping
in Figure 5 shows that most of the studies published in 2020
originated from China, India, Egypt, and Canada. However, in
2021, many other countries also contributed to the published
research. The number of journal papers was twice that of
conference papers. This is surprising as journa publications
would typically require moretimein paper processing compared
to conferences. It can be possible that many authors turned to
journal submissions as, during the start of the pandemic, many
conferenceswere suspended initially before moving to the online
(virtual) mode.

In the majority of the included studies (n=39), the main task
wasto perform diagnosisof COVID-19 using lung CT or X-ray
images. In these studies, a GAN was used as a submodule of
the overall framework, and diagnosis was performed with the
help of variants of CNNs, such as ResNet, VGG16, and
Inception-net. In the included studies, GANs were used for 7
different purposes. data augmentation, segmentation of lungs
within chest radiology images, superresolution of lung images
to improve the quality of the images, diagnosis of COVID-19
within the images, feature extraction, prognosis studies related
to COVID-19, and synthesis of 3D volumes of CT. Around
73% of theincluded studies used GAN-based methods for data
augmentation to address the data scarcity challenge of
COVID-19. It is not unexpected, as data augmentation is the
most popular application of GANs. Only 1 study used the 3D
variant of GAN for 3D synthesis of CT volumes. This is not
surprising as 3D synthesis of CT volumes using 3D GANs is
computationally expensive. The computations for the 3D
synthesis of CT volumes may exceed the available resources
of the graphics processing unit (GPU).

Sincethere are many variants of GANS, thisreview also looked
at the most commonly used GAN architecture in the included
studies. The most common choice of GAN in the included
studies was the cycleGAN used in 9 studies. The cycleGAN is
a GAN architecture that comprises 2 generators and 2
discriminators and does not require pair-to-pair training data
[11]. Hence, it was a popular choice to generate
COVID-19positive images from normal images.

This review analyzed the common imaging modality for the
different applications related to COVID-19. As chest X-ray
imaging and CT scans are the most popular imaging methods
for studying the infection in individuals, the studies included
in this review were those that used these 2 imaging modalities.
Specifically, 35 studies used X-ray images, and 21 studies used
CT images. Some of the studies (n=6) also used both CT and
X-ray images for diagnosis by training different models or for
the transformation of images from X-ray to CT. Though
ultrasound imaging is not prevalent in the clinical diagnosis of
COVID-19, 1 study reported using ultrasound images to
diagnose COVID-19 with GANSs. No other modality of imaging
was used by the included studies.
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The majority of the included studies (n=47) used data that are
available publicly on Github, Kaggle, or other publicly
accessible websites. These data are acquired from multiple
sources (eg, collected from more than 1 hospital or through
crowdsourcing), which makes them more diverse and hence
more useful for training of GAN models. Similarly, it is hoped
that the use of publicly accessible datawill a so encourage other
researchersto conduct experiments on the data sets. The rise of
publications in 2021 can also be linked to the availability of
publicly available data setsthat continued to rise as the number
of COVID-19 cases continued to grow. A few of the included
studies (n=10) used private or proprietary data sets, and hence,
the details about those data sets are only limited to what has
been described in the corresponding studies.

Ali & Shah

Only 13 studies provided information on the number of
individuals whose data were used in the included studies.
Among these, only 1 study used data for more than 1000
individuals [26] and 2 studies used data for more than 500
individuals[29,42]. Theremaining 10 studies used datafor less
than 500 individuals. Given the size of the population infected
with COVID-19 (418+ million as of writing this, reported from
John Hopkins University Coronavirus Resource Center [91]),
the need for experiments with much more extensive data is
obvious. As a result of having more data, learning inherent
features within the radiology images by using GANs will
become more generalized with training on larger data. Thereis
still more need to contribute to publicly accessible data.

Figure 5. Mapping of correlation between publications from each country vsyear of publication. Studiesin 2020 originated mostly from China, India,
Egypt, and Canada. In 2021, many other countries also contributed to the published research.
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Practical and Research Implications

Thisreview presented the different studies that used GANsfor
various COVID-19 applications. Data augmentation of
COVID-19 imaging data was the most common application in
the included studies. The augmented data can significantly
improve the training of Al methods, particularly deep learning
methods used for COVID-19 diagnosis. This review found that
for most of the studies, the current CT and X-ray imaging data
(even if smaller in size) are already available through publicly
accessible links on Github, Kaggle, or ingtitutional websites.
This should encourage more researchers to build upon the
available data sets and train more variants of deep learning and
GAN-based methods to speed up the research progress on
COVID-19. Similarly, researchers can also add to the existing
data set on Github by uploading their data to the current data
repositories. An example of crowdsourcing of data is the
COVIDx image repository for lung X-ray images (see Table
3).

Thisreview identified that the code to reproduce the resultswas
not available for the majority of the studies. Only 7 of the
included studies provided a public link to the code. Availability
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of apublic repository to reproduce the results for diagnosis or
augmented data can help in advancing the research as well as
increase the trust and reliance on the reported results in terms
of the quality of the generated images or the accuracy reports
for the diagnosis. In addition, the reproducibility by this code
was not assessed by this review, as it was beyond the scope of
thisreview. Careful and responsible studies are needed to make
an assessment of the published methodsfor transformation into
clinical applications.

The majority of the included studies (n=43) did not provide
information on the number of patients, athough they did
mention the number of images used in the experiments. So, it
is unclear how many images were used per individual. Hence,
the lack of information limits the ability of the readers to
evaluate the performance in the context of the number of
patients. Moreover, for public data sets with crowd-sourced
contributions, it is challenging to trace back the number of
images to the number of individuals.

Validation of the performance of GANs in terms of the
quality/usability of the generated images has a significant role
in promoting the acceptability of the methods. Of the included
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studies, only 2 studies reported that the results were presented
to radiologistg/clinicians for a secondary validation. In 1 study
on the synthesis of X-ray images, the radiologists agreed that
the quality of the X-rays has improved but falls short of
diagnostic quality for use in clinics [45]. Although using
GAN-based methods in COVID-19 is tempting for many
researchers, the lack of evaluation by radiologists or using
GAN-based methods without radiol ogists and clinicians in the
loop will hinder the acceptability of these methods for clinical
applications. In addition, it is beyond the scope of this review
to evaluate a study based on reporting of secondary evaluation
by the radiologists, though a secondary assessment by the
radiol ogists would have added valueto the studies and increased
their acceptability. The lack of details related to theindividuals
whose COVID-19 data were used in these studies may also
hinder their acceptance for transformation into clinical
applications. The training of GANs is usually computationally
demanding, requiring GPUs. More edge computing—based
implementations are needed for clinical applications to make
these models compatible for implementation on low-power
devices. This will increase the acceptability of these methods
inclinical devices.

Strengths and Limitations

Strengths

Though several reviews can be found on the applications of Al
techniquesin COVID-19, no review was found that focused on
the potential of GAN-based methods to combat COVID-19.
Compared to other reviews [3,4,6,7] where the scope is too
broad asthey attempted to cover many different Al models, this
review provided a comprehensive analysis of the GAN-based
approaches used primarily on lung CT and X-ray images.
Similarly, many reviews covered the applications of GANsin
medical imaging [10,12-15]; their applications in lung images
for COVID-19 have not been reviewed before. So, this review
may be considered the first comprehensive review that covers
all the GAN-based methods used for COVID-19 imaging data
for different applications in general and data augmentation in
particular. Thus, it is helpful for the readers to understand how
GAN-based approaches were used to address the problem of
data scarcity and how the synthetic data (generated by GANS)
were used to improve the performance of CNNsfor COVID-19.
This review provided a thorough list of the various publicly
available data sets of lung CT, lung X-ray, and lung ultrasound
images. Hence, this can serve as a single point of contact for
the readers to explore these data set resources and use them in
their research work. This review is consistent with the
PRISMA-ScR guidelines for scientific reviews[16].

Limitations

This review included studies from 5 databases: PubMed,
|IEEEXplore, ACM Digitd Library, Scopus, and Google Scholar.
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Hence, it is possible that some literature that is not indexed in
these libraries might have been left out. However, given the
coverage by these popular databases, the included studiesform
acomprehensive representation of the applications of GANsin
COVID-19. Thereview, for practical reasons, included studies
published only in English and did not include studies in other
languages. Since the scope of this review was limited to lung
images only, the potential of GANSs for other types of medical
data, such as electronic health records, textual data, and audio
data (recordings of coughing), was not covered in this review.
The results and interpretations presented in this review are
derived from the available information in the included studies.
Since different studies may have variations and even missing
details in their reporting of the data set, the training and test
sets, and the validation mechanism, a direct comparison of the
results might not be possible. Inconsistent information on the
number of images, the training mechanism for GANSs, and the
selection of test set examples may have affected the findings of
this review. In addition, by modern standards of training deep
learning models, the size of data reported in most included
studies is too small. So, the results reported in the studies in
terms of diagnosis accuracy may not generalize well. The
findings and the discussions of this review are mainly based on
the authors' understanding of GANSs (and other Al methods)
and do not necessarily reflect the comments and feedback of
the doctors and clinicians.

Conclusion

This scoping review provided a comprehensive review of 57
studies on the use of GANs for COVID-19 lung imaging data.
Similar to other deep learning and Al methods, GANs have
demonstrated outstanding potential in research on addressing
COVID-19 diagnosis performance. However, the most
significant application of GANs has been data augmentation by
generating synthetic chest CT or X-ray imaging data from the
existing limited-size data, as the synthetic data showed adirect
bearing on the enhancement of the diagnosis. Although
GAN-based methods have demonstrated great potential, their
adoption in COVID-19 research is till in a stage of infancy.
Notably, the transformation of GAN-based methodsinto clinical
applicationsistill limited dueto the limitationsin the validation
of the results, the generalization of the results, the lack of
feedback from radiologists, and thelimited explainability offered
by these methods. Nevertheless, GAN-based methods can assist
in the performance enhancement of COVID-19 diagnosis, even
though they should not be used asindependent tools. In addition,
more research and advancements are needed toward the
explainability and clinical transformations of these methods.
Thiswill pave the way for abroader acceptance of GAN-based
methods in COVID-19 applications.
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Abstract

Background: Health interventions delivered via smart devices are increasingly being used to address mental health challenges
associated with cancer treatment. Engagement with mobile interventions has been associated with treatment success; however,
the relationship between mood and engagement among patients with cancer remains poorly understood. A reason for thisisthe
lack of adata-driven process for analyzing mood and app engagement data for patients with cancer.

Objective: Thisstudy aimed to provide astep-by-step processfor using app engagement metricsto predict continuously assessed
mood outcomes in patients with breast cancer.

Methods: We described the steps involved in data preprocessing, feature extraction, and data modeling and prediction. We
applied this process as a case study to data collected from patients with breast cancer who engaged with a mobile mental health
app intervention (IntelliCare) over 7 weeks. We compared engagement patterns over time (eg, frequency and days of use) between
participantswith high and |ow anxiety and between participants with high and low depression. We then used alinear mixed model
to identify significant effects and evaluate the performance of the random forest and XGBoost classifiers in predicting weekly
mood from baseline affect and engagement features.

Results:  We observed differences in engagement patterns between the participants with high and low levels of anxiety and
depression. The linear mixed model results varied by the feature set; these results revealed weak effects for several features of
engagement, including duration-based metrics and frequency. The accuracy of predicting depressed mood varied according to
the feature set and classifier. The feature set containing survey features and overall app engagement features achieved the best
performance (accuracy: 84.6%; precision: 82.5%; recall: 64.4%; F1 score: 67.8%) when used with arandom forest classifier.

Conclusions: The results from the case study support the feasibility and potential of our analytic process for understanding the
relationship between app engagement and mood outcomesin patients with breast cancer. The ability to leverage both self-report
and engagement features to analyze and predict mood during an intervention could be used to enhance decision-making for
researchers and clinicians and assist in developing more personalized interventions for patients with breast cancer.

(JMIR Med I nform 2022;10(6):€30712) doi:10.2196/30712

KEYWORDS

breast cancer; digital intervention; mobileintervention; mobile health; mHealth; app engagement; user engagement; mental health;
depression; anxiety
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Introduction

Background

In the United States, 1 in 8 women will receive a breast cancer
diagnosis at some point in her lifetime [1]. Breast cancer is
currently the leading cause of cancer death in women [2].
Patients with breast cancer encounter a range of psychosocial
stressors that extend beyond the physical effects of anticancer
treatment, including emotional distress, diminished well-being,
and increased symptoms of depression and anxiety [3,4].
Untreated symptoms of depression and anxiety in women with
breast cancer can lead to poor quality of life [5], increased
mortality [6], and high economic costs[7].

Interventionsthat emphasize skill acquisition, such as cognitive
behavioral therapy, have been shown to effectively reduce
symptoms of depression and anxiety in patients with breast
cancer [8,9]. However, numerous barriers prevent patientswith
cancer from receiving adequate treatment, including high
financial [10] and time [11] costs, socia stigma [12], and a
severe shortage of trained psychotherapists, particularly inrural
and underserved areas [13]. Combined, these barriers lead to
amost half of breast cancer survivors reporting unmet
psychosocial needs [14].

Increasingly, researchers are leveraging mobile phone apps to
address mental health issues in patients with cancer. Apps are
frequently cited as a way of extending cost-effective care
[15,16]. In many cases, digital interventions (ie, web-based and
app-delivered interventions) that mirror the content of in-person
therapy perform just as well in reducing mood symptoms
[17,18]. App-delivered interventions can decrease barriers
associated with traditional in-person interventions as treatment
is affordable, is readily available, offers efficient use of time
(ie, no delays to begin treatment and self-pacing), and is no
longer limited by factors such as geographic proximity to
available psychotherapists. This is particularly relevant for
women undergoing anticancer treatment regimens who may
only have small pockets of unstructured timein aday. Numerous
studies have validated the use of apps to reduce depression and
anxiety symptoms [19,20], including in patients with breast
cancer.

Although access to high-quality treatment is a major issue that
app-ddlivered interventions are well poised to address, sustained
engagement isacommon problem [21]. Engagement is critical
as it is necessary for treatment success, as studies have
documented a dose-response relationship in app interventions
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[22,23]. A barrier to advancing knowledge of engagement in
digital interventions is data density. It is common for
app-delivered interventions to be deployed by a user when and
where they are most convenient, potentially leading to alarge
data set. Fortunately, advances in machine learning have made
it possible to analyze vast volumes of engagement data
However, trandlating these raw engagement datainto clinically
meaningful observations is an ongoing challenge in oncology
research using mobile health (mHealth) tools [24]. Moreover,
to date, no studies have presented a clear process for analyzing
the relationship between engagement with mental health apps
and outcomes in cancer populations using machine learning.
Objectives

This study aimed to develop a process for investigating the
dynamic relationship between engagement with amental health
app intervention and mood. The processinvolves several steps,
including cleaning and preprocessing the raw app use data,
extracting features of mood and engagement, and predicting
moods from these features using machine learning algorithms.
To demonstrate the application and potential usefulness of this
process, we applied it to alimited number of newly diagnosed
patients with breast cancer who participated in a 7-week trial
that evaluated the efficacy of a suite of mental health apps[25].

Methods

A Processto Examine the Relationship Between App
Engagement and M ood in PatientsWith Breast Cancer

Overview

The overarching steps for understanding the dynamic
relationship between engagement with mental health apps and
mood among patients with breast cancer are outlined in Figure
1. Our processisinformed by accepted data science techniques
for extracting and analyzing features from raw data and gives
special consideration to data sets that contain metrics of user
engagement. Thisprocess assumesthat researchersalready have
adata set that includes a mixture of time-stamped engagement
datain addition to self-report data on mood. Mood data should
include validated self-report measures administered at baseline,
post intervention, and regular intervals (eg, weekly) throughout
the study. Engagement data should comprise time-stamped
event logs of app launches. It may a so include information such
as logs of phone lock or unlock events, mobile app launches,
completed in-app activities, and outgoing or incoming callsand
texts.
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Figure 1. Proposed processfor extracting and analyzing features of mood and engagement for patients with breast cancer using statistical and machine
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Step 1: Preprocess the Raw App Engagement Data

Overview

The first step is to preprocess the raw engagement data.
Preprocessing is critical for preparing the data for analysis and
includes removing invalid data, handling missing data,
transforming categorical variables, normalizing all values, and
correcting for classimbalance. In mHealth studies, such asthose
involving patients with breast cancer, preprocessing entails
several additional tasks. establishing participant timelines,
identifying timewindows of interest, grouping participants, and
grouping apps and modul es.

Remove Invalid Data, Handle Missing Values, and
Transform Categoricals

Invalid and missing data are common to all data sets and can
occur because of user error, sensor malfunction, or lack of user
action. This may be particularly relevant in the context of
patients with breast cancer, given the demands and cognitive
effects of treatment (eg, chemotherapy); for example, a GPS
sensor may provide an inaccurate reading, or a user may
complete a self-report measure on their phone but fail to click
the submit button. Large swaths of invalid or missing data can
degrade the quality of the data set and lead to less accurate
analysis, making it imperative that researchers handle both with
care. In mHesalth studies, invalid data are best described as data
that fall outside the acceptable range for a given variable. An
example is app launches that are too short (eg, <5 seconds) or
too long (eg, >5 hours) in duration. In the former case, the user
opens the app and immediately closesit. In the latter case, the
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mobile phone sensor that monitors app use may fail to record
the end of the user’suse activity period for the given app. Invalid
data should be removed at the very beginning of the
preprocessing stage to reduce the compl exity of the dataset and
the computing power needed to anadyzeit.

Missing values are datathat should have been recorded but were
not. Newly diagnosed patientswith breast cancer often struggle
with both constraints on their time and the emotional burden of
managing their disease [26,27]. As aresult, missing data may
occur at various pointsin atrial, such asfailure to complete all
administered self-report measures. Various techniques are
available to account for missing data. For variables that follow
a linear pattern, interpolation can be used to impute missing
values between 2 time points; that is, y; = (V.1 + Yi+1)/2, where
the value is missing at position i. Alternatively, for variables
with unknown or nonlinear patterns of change, more
sophisticated methods such as multipleimputations using linear
regression can be used [28].

After invalid and missing data are handled, categorical values
from validated instruments and other self-reports should be
transformed to their numeric equivalents. Finally, all datashould
be scaled. As these steps are not unique to mHealth or app
engagement data sets, werefer to studies by Garciaet a [29,30]
for further reading.

Establish Participants Timelines

Next, individual time-stamped data points must be aligned to a
standardized study timeline. Researchers often face challenges
in recruiting patients with breast cancer to enroll in trials of
digital interventions [31] and thus rely on arolling enrollment
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period to increase recruitment over time. As a result, mHealth
data sets collected from patients with cancer often have different
coverage periods for each patient. Therefore, researchers must
convert raw time-stamps to relative time points with respect to
the study length and when a participant began the study to
establish a standardized timeline for analysis. Consider 2
participants, participant A and participant B. Participant A
begins the study on January 1, 2021, and submits a self-report
via a mobile app on January 2, 2021. Participant B begins the
study later, on January 15, 2021, and submits a self-report on
January 20, 2021. Despite their different start and submission
dates, both participants were said to have submitted their data
during the first week of the study. Thisis just one example of
how time-stamps may be aligned, as researchers may wish to
use a different temporal granularity (eg, the day of study).

Consider thelssue of Class | mbalance

For studiesinvolving classification analyses, researchers should
address the issue of class imbalance in the data set. Class
imbalance arises when observations in a small subset of
categories dominate the rest [32]. This imbalance can cause
problems during the analysis phase of a study by producing
classifiers that aways predict the dominant class or classes.
Consider astudy of patientswith breast cancer and asimplified
binary classification problem. We want to predict whether a
participant is depressed given the time and frequency of app
use. If most patients are depressed at basdline, the data set is
imbalanced, and we have an overrepresentation of users with
depression. As a result, a machine learning classifier may
incorrectly predict that all users are depressed, irrespective of
the given data. To handle this class imbalance, researchers can
take what Rout et al [33] described as a data-level approach
and either exclude some of the data of the userswith depression
or draw from the nondepressed users data to create new
artificial data points. Alternatively, researchers can take an
algorithm-level approach [33] and select a classifier that will
ensure that users with depression do not skew the results. For
smaller data sets, we recommend using data-level approaches
such as upsampling to generate additional examples of the
positive class from which an algorithm can learn. As the
literature on class imbalance mitigation is broad, we refer to
studies by Yap et a [34] and Rout et al [33] for more targeted
reading of data- and algorithm-based techniques and strategies
for selecting the most appropriate approach.

Group Participants

Researchers should next decide whether to group participants
together or analyze engagement patterns for separate user
groups. Methods of grouping participants can be broadly
classified aseither theory-driven or data-driven. Theory-driven
grouping relies heavily on prior literature to categorize
participants based on shared characteristics, such as
demographics or mental health status. Recent studies that have
grouped participants by mental health symptoms (eg, high vs
low anxiety and depression) or personality traits (eg, high vs
low extraversion) have revealed differences in both social and
engagement behaviors between groups [35,36]. Importantly,
studies in patients with breast cancer indicate a significant
amount of heterogeneity in distress|evelsand trajectories, such
that some patients experience very high levels of distress and
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mood symptoms, whereas others experience no or relatively
low levels of distress throughout treatment [37]. On the basis
of this literature, researchers may wish to classify their
participants based on their baseline distress and mood scores
to understand how these groups engage with mental health apps
based on their differences.

Data-driven grouping, or clustering, relies on the inherent
properties of a data set to identify naturally occurring groups
[38]. Clustering is particularly useful for explanatory analysis
of medium to large-sized novel data sets when theory-driven
grouping may be infeasible. Recent research has applied
clustering methods to breast cancer data sets to identify topics
of conversation in breast cancer support forums [39] and
investigate how depression varies according to adherence to a
mood-tracking app [40]. Although outside the scope of this
study, researchers seeking to conduct data-driven grouping may
wish to start with 1 of the 2 common clustering methods for
clinical data: k-meansclustering or hierarchical clustering [41].

Group Appsand Modules

In studies that test >1 app or investigate an app containing
multiple distinct modules, researchers must decide whether to
analyze engagement in aggregate across all apps or separately
for eachindividual app. Increasingly, researchers are devel oping
suites of related apps that target a general domain of health,
such as mental health, but have distinct target goals. In the
IntelliCare suite [25], for instance, the Thought Challenger app
hel ps users address negative thoughts, whereas the Daily Feats
app hel psuserstrack their accomplishmentsand stay motivated.
Women with breast cancer may benefit from multiple apps or
a suite of apps, given their unique physical, emotional, and
social needs tied to their disease. Multiple apps (or modules
within a single app) that independently serve these different
needs may be necessary to provide adequate support during
treatment.

As with grouping participants, both theory- and data-driven
grouping may be useful. For instance, theory-driven grouping
can group apps according to health domain (eg, menta health)
or subdomain (eg, depression management) or according to a
cutoff score for ametric such as use frequency (eg, highly used
apps are a group containing all apps used =6 days per week).
Alternatively, data-driven clustering can be used to identify and
group similar apps irrespective of the domain. Research should
carefully consider the app intervention in question and whether
to perform separate analyses for different groupings of apps or
intervention components.

Segment Data by Time

Finally, researchers should consider segmenting data into
meaningful windows of time or epochs [42]. Temporal
segmentation has been used to broadly detect human activity
and behavioral patterns, including facial behavior, breathing
state changes [43], social behavior [35,44], and sleep disruption
events [45]. Previous works within mHealth, specifically, have
used theory-driven tempora segmentation to examine
engagement at hourly intervals, across multihour spans (eg,
morning, spanning 6 AM to 11:59 AM), and at weekly intervals
[35,36,42,46].
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When segmenting data into epochs, researchers should weigh
the nature of the condition being studied and, in turn, the
timescale or timescales along which symptoms and behaviors
are likely to vary. Women newly diagnosed with breast cancer
may only have sporadic pockets of time throughout the day to
engage with amental health app because of increased time spent
attending physician’s appointments and managing their illness
and sequelae of related factors. In addition, because of the
disruptive impact of anxiety, depression, and cancer treatment
on daily rhythms[47], patients with breast cancer experiencing
mental health challenges may engage with mental health apps
at irregular times. Given the stressors that patients with breast
cancer face, short and frequent time windows (eg, hours or days)
may be most appropriate to capture fluctuations in mood or
identify the times at which a participant is most receptive to an
intervention.

When segmenting their data, researchers are encouraged to
balance temporal granularity against data set size. Larger data
setswith more frequent measurements naturally allow for more
granular epochs (eg, hourly). Researchers should al so take care
to ensure that epochs are neither too broad nor too narrow.
Epochs that are too broad will fail to capture meaningful
patterns, whereas epochs that are too narrow will introduce
gparsity into the data set and decrease the effectiveness of the
analysis.

Step 2: Extract Engagement Features

After preprocessing and before conducting machine learning
classification tasks, researchers must identify the most salient
variables (called features) within the data set and, when
necessary, combine measures into new variables. This process
isknown as feature extraction and should be guided by several
key factors, including domain knowledge and the size and
overall composition of the data set. Importantly, researchers
should avoid creating large, sparse feature sets (FSs), as this
can lead to overfitting during the modeling and prediction
phases. Feature extraction in small-to-medium-—sized data sets,
such as those of mood and app engagement, can reasonably be
conducted by hand with sufficient knowledge of prior literature
and the domain of interest. However, researchers interested in
automated methods for high-dimensional data may find tools
such as autoencoders useful [48].

Traditionally, researchers have measured engagement with blunt
usage metrics such asthetotal or mean number of app sessions
over the course of an intervention or the number of users that
fall to complete an intervention [21]. However, with the
increasing ubiquity of sensor-equipped smart devices,
researchers have been able to derive more granular features of
engagement from logs of phone or app use [49]. Severa
important features have emerged from recent studies, including
the frequency of use (eg, number of times per week), number
of days of use, duration of use, whether any use occurred in a
given period, and the number of self-reports submitted
[42,46,50,51]. To summarizethese and other analyticindicators
of engagement, we refer to a study by Pham et al [52].
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Step 3: Model Data and Make Predictions

After preprocessing the data and constructing an appropriate
set of features, the final step isto model and make predictions
using the newly generated features. Several decisions must be
made in this step. First, researchers must decide whether an
explanatory, predictive, or combined modeling approach is
appropriate; that is, whether the goal is to simply identify
relationships between measures of engagement and mental
health status or to predict one measure from another. Next,
researchers must sel ect an appropriate set of models, considering
factors such as the overall data set size and structure. mHealth
studies are known to have high dropout rates [21], leading to
small and sparse data sets. Therefore, it is essentia to select
modeling techniquesthat can handle small data setswith ahigh
proportion of missing or imputed datawith areasonable degree
of accuracy. Finaly, researchers should ensure that modeling
and prediction tasksinclude techniques such as cross-validation
and parameter tuning. Cross-validation isatechnique in which
random subsets of data (often multiple times) are selected as
training and testing sets, which are then used to evaluate the
reliability of a machine learning model [53,54]. Meanwhile,
parameter tuning is the process of adjusting the model
parameters to achieve better model performance metrics (eg,
better accuracy and precision) [55]. Both techniquesare crucial
for ensuring that amachine learning model iswell-constructed.

Case Study

Overview

To illustrate the app engagement process, data were extracted
from a 7-week trial [56] of a mobile mental health app suite
among women newly diagnosed with breast cancer (N=40
participants). IntelliCare is a collection of apps that use an
elemental, skills-based approach to improving mental health.
In-app exercises are meant to be intuitive, requiring few
instructions to complete, and most of these exercises can be
found on thefirst screen presented by the app. Participants used
their own personal phones and were recruited from abreast care
clinic at a US National Cancer Ingtitute—designated clinical
cancer center. A detailed description of the recruitment method,
as well as the goals of the IntelliCare apps, can be found in a
paper that depicts the primary outcomes of the study [56].
Participants downloaded and tried 1 to 2 apps each week. All
participants received light phone coaching that focused on
addressing usability issues with the apps, which included an
initial 30-minute call at the beginning of the trial, followed by
a 10-minute call 3 weeks into the trial. Although 58% (23/40)
of participants completed the intervention in the origina trial,
because of technical issues exporting app use metrics from the
system, detailed app engagement data were only available for
35% (14/40) of participants.

Ethics Approval

This study was approved by the ingtitutional review board at
the University of Virginia (UVA IRB-HSR#20403).
Participant Demographics

Participants had a mean age of 56.8 (SD 11.6) years, 82%
(31/38) of participants who indicated their race were White,
11% (4/38) were Black, 3% (1/38) were Hispanic, 3% (1/38)
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were American Indian or Alaska Native, and 3% (1/38) were
multiracial.

Measures

The Patient Health Questionnaire-4 (PHQ-4) [57] and
Patient-Reported  Outcomes Measurement  Information
System-29 (PROM 1 S-29) [58] were used to assessthe symptoms
of depression and anxiety at baseline and after theintervention.
To alow for an examination of changes in mood symptoms
over the course of the trial, a 2-item measure of symptoms of
anxiety and depression was administered once daily during
week 1 and at the beginning of weeks 2 to 6 of the trial. The
daily measures from week 1 were averaged. This measure
comprised questions from the PHQ-4 (“How much did you feel
nervous, anxious, or on edge?’ and “How much interest or
pleasure did you havein doing things?’). Both itemswere scored
on a5-item Likert scale (1=not at al, 2=alittle, 3=somewhat,
4=quite a hit, and 5=alot or extremely).

Weekly self-reported measures of well-being were aso
collected. The questions covered topics such as substance use,
physical pain, connectedness to others, reception and giving of
socia support, general activity, and management of negative
fedlings. Itemswere scored on a5-item Likert scale that matched
the scalefor the PHQ-4 and PROM1S-29 Anxiety (1=not at all,
2=alittle, 3=somewhat, 4=quite abit, and 5=alot or extremely).

App use data were collected using the IntelliCare platform.
These data contained 1 time-stamped entry per participant per
app launch. Each entry included information such as the name
of the app used and the launch duration in milliseconds.
Missingness

The rate of missing data was 39.6% among all participants
(including those who dropped out at any point during the study);
this rate is consistent with the often-high dropout rates in
mHealth studies [21]. Among patients who completed the
baseline survey, the missingness rate was 10%. Only patients
who compl eted the baseline survey and used at |east onemobile
app in the IntelliCare suite were included in our final analysis
(14/40, 35%).

Data Preprocessing and Feature Extraction

We selected 2 timewindowsfor our analysis: the entire 7-week
study lifetime and 1-week intervals (eg, week 1 and week 2).

Table 1. Feature sets (FSs) used in the analysis.

Baglioneet al

Given our overarching goal of examining theinterplay between
mood and engagement, we selected a theory-driven approach
for grouping participants based on awealth of literature showing
that patientswith breast cancer vary with regard to their distress
levels and trajectory over the course of treatment. Thus, we
grouped participants according to their baseline depression and
anxiety symptoms and weekly mood [35,36]. For symptoms of
anxiety and depression, we segmented users into high and low
groups according to their baseline scores. Cutoff values for
determining group placement were identified using the PHQ-4
and PROMIS-29 scoring guidelines. Users who scored =3 on
the PHQ-4 Anxiety subscale or who scored =60 on the
PROMIS-29 Anxiety subscale were placed in the anxious group,
whereas the rest were placed in the group with low anxiety.
Similarly, users who scored =3 on the PHQ-4 Depression
subscale or who scored =60 on the PROMIS-29 Depression
subscalewere placed in the group with high depression, whereas
the rest were placed in the group with low depression.

Labeling of weekly mood was conducted in a manner similar
to the labeling of depression and anxiety levels at baseline.
Participants with scores of >4 for weekly anxious mood were
labeled anxious, and participants with scores of <2 for weekly
depressed mood were |abel ed depressed. We note that the cutoff
scorefor depression was appliedin theinverse direction because
of the nature of the question, “How much interest or pleasure
did you have in doing things?’; that is, replying 1=not at all or
2=alittle indicates a depressed mood.

We conducted feature extraction by hand using domain
knowledge and adapting approaches from related studies.
Notably, we closely followed the approach of Cheung et al [46]
to quantify the metrics of engagement from logs of app use data.
For instance, to calculate frequency, we grouped raw app use
logs by participant and period (eg, week) and calculated the
number of times the app was used during that period. We
extracted 3 main measures of engagement from the raw app use
data: frequency (number of launches), days of use, and duration
of use. Variants of these measures (eg, mean frequency and
duration between launches) were also included in our analysis.
Table 1 provides an overview of each of the 5 FSs used in the
analysis.

FS Description Example features
FSL Engagement features for all apps Frequency of usefor all apps combined, days of use, duration of use, and mean duration
of use

FS2 Engagement featuresfor only the most frequently used  Frequency of use for the app “Worry Knot” and days of use for the app “ Thought
app or apps Challenger”

FS3  Self-report features+engagement features for al apps  prOM IS social support score, frequency of usefor all apps combined, and days of use

FSA  Self-report featurestengagement featuresfor only the  PROMIS social support score, duration of use for the apps “ Thought Challenger” and
most-used app or apps “Worry Knot”

FS5 Self-report featurest+engagement featuresfor eachin-  PROMIS physical pain score, frequency of use for the app “Worry Knot,” and days of
dividual app use for the app “Daily Feats”

3PROMIS: Patient-Reported Outcomes Measurement Information System.
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To prepare the data for both the regression and classification
tasks, we conducted multipleimputations[28] to handle missing
values in self-reported measures. Class imbalance in the
classification tasks was handled using the Synthetic Minority
Oversampling Technique (SMOTE) [59], a technique that
synthesizes new samples from the minority class feature space.

Modeling and Prediction

Explanatory Analysisof Engagement AcrossBaseline Affect
Groups

For each measure of depression and anxiety, we graphically
analyzed the distributions of engagement measures at weekly
intervals for both the low and high groups. Given the size of
our data set, we analyzed engagement across all apps rather
than by individual or groups of apps to avoid bias because of
sparsity. Furthermore, the IntelliCare apps are conceptualized
asbeonging to the sameintervention, and individual appstarget
related areas of mental health. Graphical analysis revealed
notabl e differences in engagement between the groupswith low
and high anxiety and between the groups with low and high
depression.

Corréation Analysisof App Engagement and Weekly M ood

To study the correl ations between app engagement metrics and
weekly mood, we fit linear mixed models to account for the
repeated measures within each participant, using the subject as
a random effect (ie, random intercepts) and different app
engagement FSs as fixed effects. Specifically, we fit linear
mixed-effects models with the least absolute shrinkage and
selection operator with tuned penalty parameter a and weekly
anxious mood as the outcome variable on 4 FSs from Table 1
and repeated this process using weekly depressed mood as the
outcome variable. Self-reported features were used as control
variables.

Predictive M odeling of Weekly Mood

We wanted to investigate whether engagement with mobile
apps can be used to predict weekly anxious and depressed
mooads, as specified in our process. We considered the case of
depressed mood and formulated abinary prediction problem as
follows: given a vector of a participant’s app use activity and
survey scores for a given week, we predicted whether the
participant was depressed (1) or not depressed (0).

Binary prediction problems are well-handled by tree-based
classifiers. These classifiers make decisions by splitting into
one of several paths at each decision point or node. Thus,
possible decision paths that can be taken to reach the final
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prediction are akin to the branchesin atree, with possible final
predictions akin to the leaves. Tree-based models are known
for their inherent feature selection capabilities and robustness
to small sample sizes, which makes them a good fit for our
analysis. We selected 2 popular tree-based classifiers, XGBoost
(XGB) and random forest (RF), and ran these with
leave-one-subject-out cross-validation (LOSOCV) to predict
weekly anxious mood and weekly depressed mood separately
on the FS3, FS5, and FS4 FSs. LOSOCYV is avariant of k-fold
cross-validation, a standard technique for evaluating amodel’s
performance, in which the entire data set israndomly split into
k subsets. A subset was held out for testing, whereas the rest
were combined to train the model, and the process was repeated
for all k subsets. In the same vein, LOSOCYV divides the data
into subsets based on subjects and follows the k-fold
cross-validation process.

Themodel hyperparameterswere tuned using gridsearch, which
attempts many combinations of different hyperparameters to
find the optimal combination (ie, the combination that produces
a model with the best performance). In our case, we paired
gridsearch with a variant of k-fold cross-validation called
stratified group k-fold cross-validation. Thistechniqueissimilar
to LOSOCYV in that it prevents data leakage by ensuring that
no subject from the training set also appears in the testing set.
It also has the additional benefit of creating stratified splits,
such that the balance of positive and negative class labels (1
and 0 seconds) is roughly the same in the training set asin the
testing set. Thisapproach, similar to the SMOTE, helps mitigate
the effects of classimbalance in smaller data sets.

Results

Explanatory Analysis of Engagement AcrossBaseline
Affect Groups

Both the participant groups with high anxiety and high
depression experienced decreasesin all 3 engagement measures
between week 1 and week 7, as shown in Figure 2. Notably,
the groupswith high anxiety and high depression started at week
1 with higher group means than their respective low group
counterpoints but slowly declined across measures over time.
In contrast, users with low anxiety and low depression saw
gradual rises across al measures, with a sharp peak around
weeks 5 to 6, followed by a subsequent decrease. Interestingly,
participants with low anxiety and low depression ended the
study at week 7 with approximately the same group means as
their respective high group peers.
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Figure 2. Comparison of weekly engagement metric means (with 68% CI) between 8 participants with low anxiety and 6 participants with high anxiety
(A-C) and between 10 participants with low depression and 4 participants with high depression (D-F).
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Correlation Analysisof App Engagement and Weekly
Mood

The correlation analysis results are shown in Table 2. Severa
features of engagement provided significant correlations with
weekly mood at P<.05. When engagement featuresfor all apps
were used (FS1), anxiety negatively correlated with the
minimum duration (-0.0459). When features of only the
most-used apps were used (FS2), depression negatively
correlated with the week of study (-0.1826) and frequency
(-0.1304) and positively correlated with days of use (0.4565),
minimum duration (0.0414), and maximum duration (0.0248).
The results for FSs FS3 and FS4 show that the inclusion of
self-reported features as control variables improves model fit
(indicated by root mean square error). When both self-report
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and engagement features for al apps were used (FS3),
depression negatively correl ated with frequency (—0.086), mean
duration (-0.0637), and maximum duration (-0.0215) and
positively correlated with total duration (0.0024), duration SD
(0.098), and minimum duration (0.0978). Finally, when both
self-report and engagement featuresfor only the most-used apps
were used (FS4), depression positively correlated with the
minimum duration (0.0917) and maximum duration (0.0386).
Interestingly, no significant correl ations were observed between
the selected app use features on weekly self-reported anxiety
levels for FSs FS2, FS3, and FS4. We caution against
overinterpreting this finding, given the limited sample size;
rather, these results demonstrate the feasibility of identifying
correlates with mood from heterogeneous data sets of
engagement.
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Table 2. Linear mixed model results stratified by feature set (FS) and outcome variable.

QOutcome variable FS1,2 coefficient (P value) FS2,° coefficient (P vaue) FS3,° coefficient (P value) Fs4,9 coefficient (P value)
Anxiety Depression  Anxiety Depression Anxiety Depression  Anxiety Depression
Week of study 0(—9 -0.16 (.14) -0.0063 -0.1826 0.1122 (.22) 0.0659(.62) 0.0643 (.43) 0.1803 (—)
(.93) (<.000)f
Freguency -0.0169 (.55) -0.0632 -0.0976 -0.1304 -0.0438 -0.086 -0.1747 -0.5962 (—)
(.14) (.09) (_004)f (.12) (.004)1‘ (.001)
Days of use 0.0761(.53) -0.0737 0.1757 (.08) 0.4565 0.1047 (.38) 0.2374(.25) 0.2909 (.02) 1.5607 (—)
(.74) (<.001)f
Total duration 0.0003 (.67)  0.0021(.12) 0.0011(.63) -0.0017(.17) 0.0009(.24) (024 (.Ol)f 0.0026 (.24) 0.0009 (.68)
Mean duration 0.0237(.17)  -0.027 (.24) 0.0071(.78) -0.0336(.12) 0.0007(.97) -0.0637 -0.0092 -0.1536 (—)
(.03)f (.66)
Duration SD -0.0172(.36) 0.0354 (.45) 0.0055(.83) —0.0093(.66) -—0.0002 0.098 (_02)f 0.0026 (.91) 0.0901 (—)
(:99)
Minimum duration -0.0459 (.OZ)f 0.032 (37) -0.0171 0.0414 (.03)f -0.0269 0.0978 (.Ol)f —-0.0083 0.0917
(52) (-21) (.79) (<.001)f
Maximum duration 0.0007 (.92)  -0.0105 -0.0047 0.0248 0.0004 (.95) -0.0215 -0.0006 0.0386
(:44) (.-70) (<0.002)" (.05)f (.96) (<.002)f

3FS1: anxiety: a=.1, root mean square error 0.7396; depression: a=.1, root mean square error 0.7589.
brs2: anxiety: a=.7, root mean square error 0.8095; depression: a=.1, root mean square error 1.3954.
CFS3: anxiety: a=.1, root mean square error 0.5128; depression: a=.1, root mean square error 0.4136.
dFss: anxiety: a=.1, root mean square error 0.5348; depression: a =.1, root mean square error 0.4547.

P value was not defined.
"Effects with a P of <.05.

Predictive M odeling of Weekly M ood

The predictive modeling results are shown in Table 3 below.
FS3, which contained survey features and overal app
engagement features, achieved the highest predictive accuracy
(84.6%) and yielded the best outcome measures when used with
an RF classifier to predict depressed mood. FS4, which
contained survey features and engagement features only from
the most-used apps, achieved the second-best predictive
accuracy (81.5%) when used with an XGB classifier. FS5
yielded the worst results overall, likely because of acombination
of overfitting and a lack of meaningful information contained
in engagement features for individual apps. Overfitting is a
common issue for tree-based models applied to small data sets
and occurs when the model learns the training set so well that
it poorly generalizes when making predictions on the test set.
We note that despite using techniques such as the SMOTE and
LOSOCV, which are designed to reduce overfitting, we still

https://medinform.jmir.org/2022/6/€30712

struggled to mitigate this issue in our predictive task. Further
investigation is warranted to determine whether a larger data
set might yield better predictive results.

A feature importance graph of Shapley Additive Explanations
(SHAP) scores [60] for the top classifier and FS (ie, RF/FS3)
for depressed mood prediction isshownin Figure 3. Self-report
features such as connectednessto others (feature Connectedness)
and receiving support from others (feature Receive support)
were particularly important. Engagement features such as
frequency and the mean duration of use were also important.
Aswith theresults of our correlation analysis, we caution against
overinterpretation of theimportance of individual features, given
the limited sample size.

The findings from these exploratory analyses indicate that it
may be feasible to identify the weekly moods of patients with
breast cancer based on their app use metrics.
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Table 3. Weekly depressed mood prediction task results.
Classifier and FS? Accuracy, % Precision, % Recall, % F1, %
Random forest
FS3 84.61 82.50 64.42 67.75
FA 83.07 73.50 72.11 72.76
FS5 66.15 50.00 50.00 49.93
XGBoost
FS3 78.46 67.33 69.23 68.13
FA 81.53 70.81 62.50 64.54
FS5 67.69 47.95 48.07 48.00
8FS: feature set.

Figure3. Featureimportance for the prediction of depressed mood using arandom forest classifier on feature set 3. SHAP: Shapley Additive Explanations.
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Discussion

Principal Findings

Considering theincreased sophistication of mobile devicesand
app-delivered interventions that can capture minute details of
user engagement, there is a need to develop increasingly
sophisticated frameworks to make sense of user engagement
data. In this study, we proposed a process for understanding the
dynamic association between app engagement and mood using
machine learning. Importantly, how engagement data are
processed differs from study to study. The studies by Cheung
et al [46] and Pham et a [52] drew attention to these diverse
data-processing approaches and the common features that

https://medinform.jmir.org/2022/6/€30712
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characterize engagement. Our process attemptsto unify the key
aspects of these approaches and refocus them on data collected
from patientswith breast cancer. The application of the proposed
process and evaluation of statistical models support the
feasibility of predicting mood status based on app engagement.
The analyses and results from the case study are meant to
demongtrate the potential of thisapproach; therefore, we caution
readers not to overstate the findings of our case study.
Replication of thefindingsin alarger dataset is needed to draw
more firm and generalizable conclusions.

With this caveat, the application of our processto the case study
data yielded some interesting preliminary findings that may be
worth pursuing in future studies. The most prominent models
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and theories of behavioral change highlight the importance of
motivational forces to sustain a behavior [61-63], such as
engagement in amental health app. Individualswith high levels
of depression or anxiety symptoms are likely to experience low
self-efficacy or alow perceived ability to perform a behavior,
whichislikely to result in poor engagement. Our results suggest
that baseline levels of anxiety and depression affect patterns of
engagement among patients with breast cancer, at least in the
short term. The findings for the groups with high anxiety and
high depression suggest that strong initial engagement does not
necessarily lead to long-term engagement growth. In addition,
thefindingsfor the groupswith low anxiety and low depression
suggest that engagement may be difficult to sustain in the long
term and may reach a point of diminishing returns.

The application of our process that led to the predictive results
ispromising in that both the RF and X GB classifiers performed
well (>60% for all metrics) even with moderate amounts of data
when the FS was well-curated (ie, when FS4 and FS3 were
used). This suggests that heterogeneous FSs comprising both
baseline mental health measures and engagement data may be
useful for predicting weekly moods when analyzed with robust
classifiers. Predictions of weekly mood can, in theory, be used
to personalize interventions. A dose-response relationship has
been observed in digital health interventions, making it
especially important to target patients when they are most open
to receiving a dose of an app-delivered intervention.
Heterogeneous data sets, along with high-accuracy classifiers,
could be used within ajust-in-time adaptive intervention (J TAI)
[64] to predict the mood of patients with breast cancer. This
mood could then be cross-referenced with the patient’s schedule
to identify the optimal time window for intervention delivery.
Studies have also demonstrated that distress tends to spike in
women around thetimethey receive aninitia diagnosis[65,66]
but that a patient's needs change throughout the course of
treatment [67-69]. Such a just-in-time adaptive intervention
could be further extended to learn the mood and engagement
patterns of a patient with breast cancer over time and adjust the
timing of the intervention accordingly. Further research is
needed to determine the feasibility of implementing such
interventions in vulnerable populations.

Prior studies examining the link between engagement with
mHealth tools and symptoms have historically yielded mixed
results, some studies haveidentified adirect relationship [35,70],
whereas others have identified an inverse relationship [63,71].
Although we cannot definitively quantify this relationship in
our study, both our correlation and predictive analyses suggest
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that paring down the available featuresto include only the most
relevant engagement datafor each individual (eg, featuresfrom
only the most-used apps) and combining self-report data with
passively monitored engagement data may help researchers
better identify significant predictors of mood.

Limitations

There are severa limitations to this study that should be
considered in light of these results. The results from the case
study arelimited in generalizability because of the small sample
size. Datasparsity wasaparticular challenge when we attempted
to break down our time windows of interest into smaller epochs,
such as 4-hour windows describing different periods of the day
(eg, morning and late night); therefore, we had to focus on daily
and weekly timewindows. Similar issueswith sparsity occurred
when we attempted to analyze the data for each individual app
in the IntelliCare suite. Furthermore, our prediction task
experienced overfitting. We recommend that researchers focus
particularly on recruitment and retention for similar future
studies to ensure that the resultant data set is sufficiently large
for granular analyses.

Our study is also limited in scope as we did not account for
demographic covariates, such as age, race, or socioeconomic
status, in our mixed-effects model. As demographic factorsare
known to play an impactful role in health outcomes, we
encourage researchers to include these factors in future studies
on engagement with health apps. Finaly, this study focused
only on patients with breast cancer; therefore, our results may
not be generalizable to other patient populations with cancer or
other diseases.

Conclusions

Inspired by existing work, this study introduces a step-by-step
process for investigating the relationship between mood and
mobile app engagement among patients with breast cancer. We
believe our process has important implications for the study of
mobile app engagement among patients with breast cancer and
for the study of engagement more broadly, given its flexibility
and ability to handlelarge and dense data sets. Theresultsfrom
the case study suggest a need to better tailor interventions
according to the baseline symptoms of depression and anxiety
of patientswith breast cancer. The findings from the case study
also support awider call withinthefield of digital interventions
to advance the understanding of user engagement and attrition
to sustain long-term engagement and, hence, more robust
outcomes.
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Abstract

Background: Hyperkalemiamonitoringisvery importantin patientswith chronic kidney disease (CKD) in emergency medicine.
Currently, blood testing is regarded as the standard way to diagnose hyperkalemia (ie, using serum potassium levels). Therefore,
an alternative and noninvasive method is required for real-time monitoring of hyperkal emiain the emergency medicine department.

Objective:  This study aimed to propose a novel method for noninvasive screening of hyperkalemia using a single-lead
electrocardiogram (ECG) based on a deep learning model.

Methods: For this study, 2958 patients with hyperkalemia events from July 2009 to June 2019 were enrolled at 1 regional
emergency center, of which 1790 were diagnosed with chronic renal failure before hyperkalemic events. Patients who did not
have biochemical electrolyte tests corresponding to the original 12-lead ECG signal were excluded. We used data from 855
patients (555 patients with CKD, and 300 patients without CKD). The 12-lead ECG signal was collected at the time of the
hyperkalemic event, prior to the event, and after the event for each patient. All 12-lead ECG signals were matched with an
electrolyte test within 2 hours of each ECG to form a data set. We then analyzed the ECG signals with a duration of 2 seconds
and a segment composed of 1400 samples. The data set was randomly divided into the training set, validation set, and test set
according to the ratio of 6:2:2 percent. The proposed noninvasive screening tool used a deep learning model that can express the
complex and cyclic rhythm of cardiac activity. The deep learning model consists of convolutional and pooling layersfor noninvasive
screening of the serum potassium level from an ECG signal. To extract an optimal single-lead ECG, we eval uated the performances
of the proposed deep learning model for each lead including lead [, 11, and V1-V6.

Results: The proposed noninvasive screening tool using a single-lead ECG shows high performances with F1 scores of 100%,
96%, and 95% for the training set, validation set, and test set, respectively. The lead Il signal was shown to have the highest
performance among the ECG leads.

Conclusions. We developed a novel method for noninvasive screening of hyperkalemia using asingle-lead ECG signal, and it
can be used as a helpful tool in emergency medicine.

(IMIR Med Inform 2022;10(6):€34724) doi:10.2196/34724
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hyperkalemia; ECG; electrocardiogram; deep learning; noninvasive screening; emergency medicine; single-lead ECG
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Introduction

Hyperkalemia is a potential life-threatening condition for the
general population, and so it can be a clinical and economic
burden[1]. Normal levels of potassium are between 3.5 and 5.0
mmol/L with levelsabove 5.5 mmol/L defined as hyperkalemia.
Patients with chronic kidney disease (CKD) are predisposed to
hyperkalemia [2], and it is a major risk factor for cardiac
arrhythmias and death [3]. According to some clinical studies,
Serum potassium monitoring can reducetherisk of hyperkalemia
in patients with CKD by more than 71% [4]. Therefore, it is
very important to frequently check the serum potassium level
in patients with CKD.

Potassium is a very important electrolyte for the regulation of
the cell membrane potential and nerve conduction, so abnormal
levels of potassium are known to be associated with changesin
electrocardiogram (ECG) readings. Hyperkalemiais associated
withtall, narrow, and symmetrical T wavesin an ECG, whereas
hypokalemiais associated with flat T waves [5-9]. Monitoring
hyperkalemia is very important in patients with CKD, but so
far blood testing isthe only way to test serum potassium levels.
Closer and more reliable monitoring requires the devel opment
and verification of noninvasive and continuous monitoring
methods.

Electrocardiography is used to detect heart abnormalities in
patients with various diseases. The man ECG changes
associated with hypokalemia include a decreased T wave
amplitude, ST-segment depression, T wave inversion, a
prolonged PR interval, and an increased corrected QT interval
[10]. Thetypical ECG findingsfor hyperkal emiaprogressfrom
tall, peaked T wavesand a shortened QT interval to alengthened
PR interval and aloss of the P wave followed by a widening
QRS complex and ultimately a sine wave morphology [11,12].
These morpholaogic differences of the ECG have been used to
detect and diagnose hyperkal emia events urgently in emergency
rooms [13]. In addition, there are some studies that have
proposed several methods to detect hyperkalemia events using
ECG signals. Among them, some researchers have devel oped
ECG quantification algorithms to predict serum potassium
concentration based on T wave morphology, mainly using the
dopeand width of T waves. The a gorithmswere mostly derived
from continuous patient monitoring, such as during
hemodialysis, with homogeneous ECG morphologies from a
limited set of patients[14,15]. Recently, applying the processing
of T wave morphologies manually has been used to improve
the diagnosis of hyperkalemia[16]. Nevertheless, using T wave
changes aloneto detect dyskalemiasisless sensitive and specific
than a comprehensive ECG interpretation [17]. However, ECG
morphology—based methods have shown insufficient
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performance and reguire some time to extract the morphologic
features required to detect hyperkalemia. Therefore, a more
robust and faster method for hyperkal emia detection is needed
in the clinical practice of emergency medicine.

With the revolution of artificial intelligence (Al), many deep
learning models have been developed that show human-level
performance in several clinical fields such as cardiology [18],
radiology [19], ophthamology [20], and pathology [21]. For
instance, convolutional neural network (CNN) models have
achieved very high performancesfor abnormal cardiac rhythms
such asarrhythmia[22], tachycardia[23], and supraventricul ar
dysfunction [24], among other events[25]. Such diagnostic and
prognostic deep learning models could be developed to assist
emergency medicine clinicians in recognizing ECG changes
associated with diverse diseases. Al algorithms have emerged
in clinical decision support systems as “ software as a medical
device” in areal clinical environment [26]. There are some
similar studies conducted by several researchers. Among them,
Galloway et al [11] proposed a CNN-based model to screen for
hyperkalemiausing amultilead ECG signa. They demonstrated
adeep CNN model with complex architecture and evaluated its
performance using big ECG data sets in a multicenter cohort
study. Another study involved the prediction of serum potassium
concentration based on an 82-layer CNN model using a12-lead
ECG signal [12]. They achieved robust performance with more
than 95.8% hyperkalemia detection. However, all these recent
deep learning models are hard to apply to real-time analysisin
clinical practices.

Therefore, this study proposed a novel method for noninvasive
screening of hyperkal emiabased on adeep learning model using
an ECG. For this purpose, we constructed a deep learning
structure using a CNN model, and clinical data were used for
thetraining and testing phases. In addition, we conducted severa
experiments using the different data sets, applying the changes
before and after hyperkalemia events. Finally, a smple and
accurate deep learning model was designed to implement a
noninvasive screening method for hyperkalemia that can be
applied to real-time clinical practices.

Methods

Overview

In this study, we proposed a novel method for noninvasive
screening of hyperkalemia based on a deep learning model,
using ECG. The proposed method consists of the following 3
main parts. 12-lead ECG extraction from the participants,
constructing the ECG data sets, and a deep learning model
(Figure 1). Each part of the study method is explained in more
detail in the following subsections.
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Figure 1. Diagram of the proposed method for noninvasive screening of hyperkalemia. ECG: el ectrocardiogram.
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Ethics Approval

This study was approved by the Institutional Review Board
(IRB) of the Wonju Severance Christian Hospital (CR320162).
Enrolled patients’ informed consent was exempted by the IRB
due to the retrospective nature of the study that used fully
anonymized ECG and health data.

Table 1. Characteristics of the study participants.
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Participants

A total of 2958 patients who have experienced at least 1
hyperkalemiaevent were enrolled at asingle regional emergency
center from July 2009 to June 2019. Among them, 1790 patients
were diagnosed with chronic renal failure (CRF), and the other
1168 patients did not have CRF. The patients who did not have
biochemical electrolyte tests corresponding to the origina
12-lead ECG signa were excluded. We then used the data of
855 patients (555 patients with CRF, 300 patients without CRF)
(Table 1).

Characteristics

Participants (N=2958)

Non-CRF? (n=1168) CRF (n=1790) Total

Gender, n (%)b

Female 496 (39.9) 747 (60.1) 1243 (42)

Male 672 (39.2) 1043 (60.8) 1715 (58)

Total 1168 (39.5) 1790 (60.5) 2958 (100)
Age (years), mean (SD) 70.3 (19.0) 72.6 (13.2) 71.7 (15.8)
Height (cm), mean (SD) 155.5 (26.2) 159.4 (14.4) 158.0 (19.7)
Weight (kg), mean (SD) 58.8 (15.5) 62.2 (12.2) 60.9 (13.6)
Myocardial infarction, n (%)° 35