
JMIR Medical Informatics

Impact Factor (2023): 3.1
Volume 10 (2022), Issue 6    ISSN 2291-9694    Editor in Chief:  Christian Lovis, MD, MPH, FACMI

Contents

Viewpoint

Quality Criteria for Real-world Data in Pharmaceutical Research and Health Care Decision-making: Austrian
Expert Consensus (e34204)
Peter Klimek, Dejan Baltic, Martin Brunner, Alexander Degelsegger-Marquez, Gerhard Garhöfer, Ghazaleh Gouya-Lechner, Arnold Herzog, Bernd
Jilma, Stefan Kähler, Veronika Mikl, Bernhard Mraz, Herwig Ostermann, Claas Röhl, Robert Scharinger, Tanja Stamm, Michael Strassnig, Christa
Wirthumer-Hoche, Johannes Pleiner-Duxneuner. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Original Papers

Perspective of Information Technology Decision Makers on Factors Influencing Adoption and Implementation
of Artificial Intelligence Technologies in 40 German Hospitals: Descriptive Analysis (e34678)
Lina Weinert, Julia Müller, Laura Svensson, Oliver Heinze. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Prevalence of Sensitive Terms in Clinical Notes Using Natural Language Processing Techniques:
Observational Study (e38482)
Jennifer Lee, Samuel Yang, Cynthia Holland-Hall, Emre Sezgin, Manjot Gill, Simon Linwood, Yungui Huang, Jeffrey Hoffman. . . . . . . . . . . . . . . . . . . 24

Associations Between Family Member Involvement and Outcomes of Patients Admitted to the Intensive
Care Unit: Retrospective Cohort Study (e33921)
Tamryn Gray, Anne Kwok, Khuyen Do, Sandra Zeng, Edward Moseley, Yasser Dbeis, Renato Umeton, James Tulsky, Areej El-Jawahri, Charlotta
Lindvall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Automatic International Classification of Diseases Coding System: Deep Contextualized Language Model
With Rule-Based Approaches (e37557)
Pei-Fu Chen, Kuan-Chih Chen, Wei-Chih Liao, Feipei Lai, Tai-Liang He, Sheng-Che Lin, Wei-Jen Chen, Chi-Yu Yang, Yu-Cheng Lin, I-Chang
Tsai, Chi-Hao Chiu, Shu-Chih Chang, Fang-Ming Hung. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

A Clinical Decision Support System for Assessing the Risk of Cervical Cancer: Development and Evaluation
Study (e34753)
Nasrin Chekin, Haleh Ayatollahi, Mojgan Karimi Zarchi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Personalized Recommendations for Physical Activity e-Coaching (OntoRecoModel): Ontological Modeling
(e33847)
Ayan Chatterjee, Andreas Prinz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Experiences and Challenges of Emerging Online Health Services Combating COVID-19 in China:
Retrospective, Cross-Sectional Study of Internet Hospitals (e37042)
Fangmin Ge, Huan Qian, Jianbo Lei, Yiqi Ni, Qian Li, Song Wang, Kefeng Ding. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

JMIR Medical Informatics 2022 | vol. 10 | iss. 6 | p.1

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Understanding the Relationship Between Mood Symptoms and Mobile App Engagement Among Patients
With Breast Cancer Using Machine Learning: Case Study (e30712)
Anna Baglione, Lihua Cai, Aram Bahrini, Isabella Posey, Mehdi Boukhechba, Philip Chow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

Noninvasive Screening Tool for Hyperkalemia Using a Single-Lead Electrocardiogram and Deep Learning:
Development and Usability Study (e34724)
Erdenebayar Urtnasan, Jung Lee, Byungjin Moon, Hee Lee, Kyuhee Lee, Hyun Youk. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Predicting Abnormal Laboratory Blood Test Results in the Intensive Care Unit Using Novel Features Based
on Information Theory and Historical Conditional Probability: Observational Study (e35250)
Camilo Valderrama, Daniel Niven, Henry Stelfox, Joon Lee. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

Noninvasive Diagnosis of Nonalcoholic Steatohepatitis and Advanced Liver Fibrosis Using Machine Learning
Methods: Comparative Study With Existing Quantitative Risk Scores (e36997)
Yonghui Wu, Xi Yang, Heather Morris, Matthew Gurka, Elizabeth Shenkman, Kenneth Cusi, Fernando Bril, William Donahoo. . . . . . . . . . . . . . . . . . 165

Medication-Wide Association Study Using Electronic Health Record Data of Prescription Medication
Exposure and Multifetal Pregnancies: Retrospective Study (e32229)
Lena Davidson, Silvia Canelón, Mary Boland. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

Error and Timeliness Analysis for Using Machine Learning to Predict Asthma Hospital Visits: Retrospective
Cohort Study (e38220)
Xiaoyi Zhang, Gang Luo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

The Prediction of Preterm Birth Using Time-Series Technology-Based Machine Learning: Retrospective
Cohort Study (e33835)
Yichao Zhang, Sha Lu, Yina Wu, Wensheng Hu, Zhenming Yuan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

Machine Learning Support for Decision-Making in Kidney Transplantation: Step-by-step Development of
a Technological Solution (e34554)
François-Xavier Paquette, Amir Ghassemi, Olga Bukhtiyarova, Moustapha Cisse, Natanael Gagnon, Alexia Della Vecchia, Hobivola Rabearivelo,
Youssef Loudiyi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Multitask Learning With Recurrent Neural Networks for Acute Respiratory Distress Syndrome Prediction
Using Only Electronic Health Record Data: Model Development and Validation Study (e36202)
Carson Lam, Rahul Thapa, Jenish Maharjan, Keyvan Rahmani, Chak Tso, Navan Singh, Satish Casie Chetty, Qingqing Mao. . . . . . . . . . . . . . . . . . 227

Identifying the Risk of Sepsis in Patients With Cancer Using Digital Health Care Records: Machine
Learning–Based Approach (e37689)
Donghun Yang, Jimin Kim, Junsang Yoo, Won Cha, Hyojung Paik. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246

Predicting Risk of Hypoglycemia in Patients With Type 2 Diabetes by Electronic Health Record–Based
Machine Learning: Development and Validation (e36958)
Hao Yang, Jiaxi Li, Siru Liu, Xiaoling Yang, Jialin Liu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

Vaccine Adverse Event Mining of Twitter Conversations: 2-Phase Classification Study (e34305)
Sedigheh Khademi Habibabadi, Pari Delir Haghighi, Frada Burstein, Jim Buttery. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

Predicting 30-Day Readmission Risk for Patients With Chronic Obstructive Pulmonary Disease Through
a Federated Machine Learning Architecture on Findable, Accessible, Interoperable, and Reusable (FAIR)
Data: Development and Validation Study (e35307)
Celia Alvarez-Romero, Alicia Martinez-Garcia, Jara Ternero Vega, Pablo Díaz-Jimènez, Carlos Jimènez-Juan, María Nieto-Martín, Esther Román
Villarán, Tomi Kovacevic, Darijo Bokan, Sanja Hromis, Jelena Djekic Malbasa, Suzana Besla , Bojan Zaric, Mert Gencturk, A Sinaci, Manuel Ollero
Baturone, Carlos Parra Calderón. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284

JMIR Medical Informatics 2022 | vol. 10 | iss. 6 | p.2

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Virtual Specialist Care During the COVID-19 Pandemic: Multimethod Patient Experience Study (e37196)
Katie Dainty, M Seaton, Antonio Estacio, Lisa Hicks, Trevor Jamieson, Sarah Ward, Catherine Yu, Jeffrey Mosko, Charles Kassardjian. . . . . . . . . . . 295

Conditional Probability Joint Extraction of Nested Biomedical Events: Design of a Unified Extraction
Framework Based on Neural Networks (e37804)
Yan Wang, Jian Wang, Huiyi Lu, Bing Xu, Yijia Zhang, Santosh Banbhrani, Hongfei Lin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

Review

Combating COVID-19 Using Generative Adversarial Networks and Artificial Intelligence for Medical Images:
Scoping Review (e37365)
Hazrat Ali, Zubair Shah. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

JMIR Medical Informatics 2022 | vol. 10 | iss. 6 | p.3

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Viewpoint

Quality Criteria for Real-world Data in Pharmaceutical Research
and Health Care Decision-making: Austrian Expert Consensus

Peter Klimek1,2, PhD; Dejan Baltic3, MD; Martin Brunner4, MD; Alexander Degelsegger-Marquez5, PhD; Gerhard

Garhöfer4, MD; Ghazaleh Gouya-Lechner3, MD; Arnold Herzog6, DI; Bernd Jilma4, MD; Stefan Kähler7, PhD;

Veronika Mikl3, MA; Bernhard Mraz3, MA; Herwig Ostermann5, PhD; Claas Röhl8, Ing; Robert Scharinger9, MA;

Tanja Stamm4, PhD; Michael Strassnig10, PhD; Christa Wirthumer-Hoche6, PhD; Johannes Pleiner-Duxneuner3, MD
1Institute for Science of Complex Systems, Center for Medical Statistics, Informatics, and Intelligent Systems, Medical University of Vienna, Vienna,
Austria
2Complexity Science Hub Vienna, Vienna, Austria
3Gesellschaft für Pharmazeutische Medizin, Vienna, Austria
4Medical University of Vienna, Vienna, Austria
5Gesundheit Österreich GmbH, Vienna, Austria
6Austrian Medicines and Medical Devices Agency (AGES Medizinmarktaufsicht), Vienna, Austria
7Verband der pharmazeutischen Industrie Österreichs (PHARMIG), Vienna, Austria
8EUPATI Austria, Vienna, Austria
9Federal Ministry of Social Affairs, Health, Care and Consumer Protection, Vienna, Austria
10Vienna Science and Technology Fund, Vienna, Austria

Corresponding Author:
Johannes Pleiner-Duxneuner, MD
Gesellschaft für Pharmazeutische Medizin
Engelhorngasse 3
Vienna, 1210
Austria
Phone: 43 1 40160 ext 36255
Email: johannes.pleiner-duxneuner@roche.com

Abstract

Real-world data (RWD) collected in routine health care processes and transformed to real-world evidence have become increasingly
interesting within the research and medical communities to enhance medical research and support regulatory decision-making.
Despite numerous European initiatives, there is still no cross-border consensus or guideline determining which qualities RWD
must meet in order to be acceptable for decision-making within regulatory or routine clinical decision support. In the absence of
guidelines defining the quality standards for RWD, an overview and first recommendations for quality criteria for RWD in
pharmaceutical research and health care decision-making is needed in Austria. An Austrian multistakeholder expert group led
by Gesellschaft für Pharmazeutische Medizin (Austrian Society for Pharmaceutical Medicine) met regularly; reviewed and
discussed guidelines, frameworks, use cases, or viewpoints; and agreed unanimously on a set of quality criteria for RWD. This
consensus statement was derived from the quality criteria for RWD to be used more effectively for medical research purposes
beyond the registry-based studies discussed in the European Medicines Agency guideline for registry-based studies. This paper
summarizes the recommendations for the quality criteria of RWD, which represents a minimum set of requirements. In order to
future-proof registry-based studies, RWD should follow high-quality standards and be subjected to the quality assurance measures
needed to underpin data quality. Furthermore, specific RWD quality aspects for individual use cases (eg, medical or
pharmacoeconomic research), market authorization processes, or postmarket authorization phases have yet to be elaborated.

(JMIR Med Inform 2022;10(6):e34204)   doi:10.2196/34204

KEYWORDS

real-world data; real-world evidence; data quality; data quality criteria; RWD quality recommendations; pharmaceutical research;
health care decision-making; quality criteria for RWD in health care; Gesellschaft für Pharmazeutische Medizin; GPMed
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Introduction

Real-world data (RWD) is an overarching term for data on
patient’s health (health status, effectiveness, medical treatment,
the pattern of use of medicinal products, and resource use, etc)
that are collected in routine health care processes and not in the
context of clinical trials. RWD involve large and complex data
sets such as data from electronic health records, pharmacy data,
electronic smart devices, patient-reported outcomes, and digital
applications or platforms [1,2]. When RWD are analyzed, they
lead to real-world evidence (RWE) on the pattern of use and
effectiveness of any kind of procedure, drug, or
nonpharmacological intervention. The availability of RWD and
evolving analytic techniques to generate RWE have created
interest within the research and medical communities to use
RWD and RWE to enhance clinical research and support
regulatory decision-making [1,3]. On a European level, the
European Medicines Agency (EMA) and Heads of Medicines
Agencies fully recognize the value of health data and set up a
joint task force to describe the health data landscape from a
regulatory perspective and identify practical steps for the
European medicines regulatory network to make the best use
of health data in support of innovation and public health in the
European Union [4].

The comprehensive work plan identifies 10 priorities [5], such
as delivering a sustainable platform to access and analyze health
care data from across the European Union (Data Analysis and
Real World Interrogation Network [6]) or establishing an EU
framework for data quality (European Health Data & Evidence
Network [7] and Health Outcomes Observatory [8]) and
representativeness. Despite many initiatives, there are still no
guidelines for the quality criteria that RWD must meet in order
to be able to use it for decision-making purposes within
regulatory or routine clinical decision support. As a first
example, the EMA Guideline on registry-based studies [9]
provides considerations on good practice for registries to
increase their usefulness for regulatory purposes.

The objective of this consensus statement of the Austrian Expert
Group led by Gesellschaft für Pharmazeutische Medizin
(GPMed; Austrian Society for Pharmaceutical Medicine) is to
provide an overview and first recommendations for the quality
criteria of RWD for primary and secondary research purposes
to be adopted in medical or pharmacoeconomic research and
health care decision-making processes. The consensus statement
does not discuss the general use of RWD nor how to obtain
RWE in general.

Methods

After EMA published a drafted guideline for registry-based
studies, interested GPMed board members volunteered together
with Austrian Medicines and Medical Devices Agency executive
experts to assess how ready the Austrian research landscape is
for registry-based studies.

The Austrian Medicines and Medical Devices Agency and
GPMed invited Austrian RWD researchers and data experts to
contribute voluntarily to the topic. The criteria to select working

group members were those with scientific work in the field and
longstanding expertise in using RWD for research purposes.
After the kickoff meeting in April 2021, the expert group led
by GPMed met on a monthly basis; reviewed guidelines,
frameworks, use cases, or viewpoints; and derived a consensus
statement on the quality criteria for RWD to be used more
effectively for medical research purposes beyond the
registry-based studies discussed in the EMA Guideline for
registry-based studies [9].

Following agreement on a joint definition on RWD, experts
from the group shared examples of RWD frameworks,
guidelines, or viewpoints, which were discussed in the working
group, and consensus was reached unanimously within the
monthly meetings.

Results

Definition of RWD
Despite an increasing recognition of the value of RWD, a global
consensus on the definition of RWD is lacking [10]. The
definition of RWD can differ in various areas of application
(eg, public health vs automotive industry). However, the expert
group led by GPMed reviewed several definitions [7,8,10-15]
and agreed on the following description.

Real-world data can be defined as data relating to patient health
status or the delivery of health care that are routinely collected
from a variety of sources (including patient-reported outcomes),
such as:

• health care databases (systems into which health care
providers routinely enter clinical and laboratory data; eg,
electronic health records and pharmacist databases),

• health insurance and claims databases (maintained by payers
for reimbursement purposes),

• patient registries (data on a group of patients with specific
characteristics in common),

• disease registries (data on a particular disease or
disease-related patient characteristic regardless of exposure
to any medicinal product, other treatment, or a particular
health service),

• data gathered from other sources that can inform on health
status, such as mobile devices, wearables, or other smart
medicinal products (eg, real-time continuous glucose
monitoring devices),

• social media– and patient-powered research networks (eg,
patient networks to share health information),

• biobanks, and
• observational studies.

Note that this definition includes data that are neither collected
by licensed medical devices operated by health professionals
in clinical settings nor observational data that are typically stored
in public health registries and administrative databases. Namely,
RWD also include health-related data that are generated by the
patient by means of digital health technologies (sensors,
wearables, and smartphones, etc). Hence, ethical and regulatory
frameworks should also be applied to these health-related data
and not only target health care databases and registries [16].
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Examples of RWD Frameworks
Globally and Europe-wide, more and more examples of how
RWD are used for research or regulatory purposes are being

published. The expert group decided to illustrate some examples
of how the quality of RWD is ensured along different
approaches (Table 1). Further details to this overview can be
found in the Multimedia Appendix 1.

Table 1. Examples and short descriptions of reviewed real-world data (RWD) frameworks.

CountryShort descriptionRWD framework

Denmark, Fin-
land, Iceland,
Norway, and
Sweden

Nordic countries have set the worldwide gold standard for how RWD can be leveraged. Good RWD
frameworks exist in Finland, Denmark, Sweden, Iceland, and Norway. The RWD quality and infrastructure
built up in these countries can be seen as best practice examples for how to leverage RWD for research.

RWD for health sys-
tems research [17-23]

DenmarkThe Danish DACa has access to some of the most sophisticated and complete patient-level health data
in the world and meets the highest requirements for data and IT security. DAC constitutes a unique
possibility for the use of big data analytics to discover hidden patterns to benefit patients. It will reduce
the entry barriers for new drugs to go to market while maintaining the high safety standards currently
in place.

Danish Data Analytics
Center [24]

European UnionBased on the observed efficacy in Phase 2 studies (n=189 and n=36) and combined with an additional
historical comparator study (1139 cases), conditional marketing authorization was granted with the need
to better quantify the magnitude of the effect by submitting data from a Post Authorization Efficacy
Study (Phase 3 randomized, comparative study of blinatumomab vs standard of care chemotherapy) as
well as a noninterventional Post Authorization Safety Study in subsequent years.

EMAb submission sup-
ported by historical co-
hort patient data [25]

United StatesIn 2017, Foundation Medicine and Flatiron Health created a proof-of-concept study. Using a sample
size of over 2000 patients with non–small cell lung cancer, they discovered that high versus low tumor
mutation burden showed a far stronger association than high versus low PD-L1 levels after immunother-
apy. Their results were nearly identical to those derived by a drug manufacturer from a post hoc analysis
of a failed clinical trial. The validation study helped establish the groundwork for this data set to be used
to advance cancer research.

Demonstrated the re-
search potential of a
clinico-genomic
database [26,27]

European UnionPostmarketing studies can be underpowered if outcomes or exposure of interest are rare, or the interest
is in the subgroup effects. Combining several databases might provide the statistical power needed. Al-
though many multidatabase studies have been performed in Europe in the past 10 years, there is a lack
of clarity on the peculiarities and implications of the existing strategies to conduct them. Experts identified
4 strategies to execute multidatabase studies, classified according to specific choices in the execution.

Multidatabase studies
for medicines surveil-
lance in real-world set-
tings [28,29]

European UnionThe Registry Evaluation and Quality Standards Tool (REQueST) aims to support health technology as-
sessment organizations and other actors in guiding and evaluating registries for effective use in health
technology assessment.

EUnetHTAc RE-

QueSTd [30]

aDAC: Data Analytics Center.
bEMA: European Medicines Agency.
cEUnetHTA: European Network for Health Technology Assessment.
dREQueST: Registry Evaluation and Quality Standards Tool.

Legal Frameworks
The current legal framework in Austria with the Federal
Statistics Act as well as the Research Organization Act
recognizes the “use” of RWD—especially for research purposes
[31-33].

Independently of the question of data availability, many RWD
sources, as defined within this expert consensus paper, do not
address data quality issues. Therefore, the need for high–data
quality standards should be also recognized by legal frameworks.
On a European level, data quality aspects are strongly embedded
within the development of the European Health Data Space [34]
and Data Analysis and Real World Interrogation Network [6].
Shared outcomes on data quality should be reflected within
local legal frameworks as well.

Recommendations

Data Quality
RWD are often used for purposes that are different from the
intention for which the data were collected originally. Therefore,
it is of utmost importance to check upfront if the RWD are
adequate in terms of clearly defined quality criteria and can,
therefore, be used in general for primary or secondary research
purposes as well. Due to the lack of guidelines defining the
quality standards of RWD to be used for decision-making, it is
even more important to be able to assess the suitability of RWD
for research purposes by applying checklists and some
standardized questionnaires [35-38].

RWD Should Follow High Standards and Be Subject to
Quality Assurance
The value of the secondary use of RWD data (in particular,
registries) for research purposes depends crucially on their
quality as quantified by completeness and accuracy [39], next
to timeliness, comparability, the technical prerequisite that the
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size of the data source is sufficient (ie, the study does not
become underpowered), and that the data is in principle
accessible and can be mapped with other relevant data sets (well
defined research question outlined in a research plan). An
evaluation with regard to these factors is therefore recommended
before using the data. Note that these quality criteria are not
unique in the sense that alternative data quality concepts have
also been described (eg, validity, consistency, and integrity).

Completeness is defined as the proportion of true cases of a
variable (disease, treatment, and diagnose, etc) in all or a certain
subgroup of patients that is correctly reported in the data.
Completeness therefore captures the amount of missing data in
a specific source—the extent to which all necessary data that
could have been registered has been registered [40]. Very often
there is no comprehensive reference source available for
evaluating the completeness of a data set with regard to the
general population. In that case, it might be advisable to identify
studies that report the variables of interest for specific
comparable subgroups and therefore allow for an assessment
of data completeness [39]. These comparisons should ideally
be performed on an individual level (eg, comparing data records
from registries for certain diseases to administrative records)
or, in cases where the required information is not available on
an individual level, attempts should be made to examine
completeness at least on an aggregate level (by comparing the
expected number of cases across data sets).

Accuracy measures the proportion of patients with a certain
property (diagnosis, prescription, and socioeconomic or
demographic properties, etc) in a data set that truly have the
property. Accuracy is typically assessed by comparing the data
records with the reference standard used to confirm the specific
variable [41]. In many cases, this reference could be the medical
record; for certain areas, other references might be feasible as
well. One strategy to perform such a comparison could be to
randomly sample a given percentage (eg, 5%) or an absolute
number (eg, 1000) manually. This helps to identify errors and
whether they are systematic (as often happens through
algorithmic problems when the data are collected in an
automated way or if the data are collated from different reporting
systems, regional or otherwise) or random (often resulting from
manual data collection), thereby informing strategies to increase
data accuracy.

Timeliness measures data quality with regard to the time at
which the variable (disease and diagnosis, etc) was recorded
(eg, the extent to which the time of the recorded disease
corresponds to the true time of the disease). This can often be
assessed together with completeness and accuracy and is of
particular importance in longitudinal study designs.

Furthermore, comparability needs to be checked to ensure that
variable definitions in a data set conform to international
guidelines and other relevant references.

A comprehensive review of 114 data quality studies in the
Danish registry network showed that both completeness and
accuracy increased over time and accuracy varies substantially
across different diseases, between less than 15% of correctly
coded diagnoses to almost 100% [41]. This finding underscores
the need for data quality assurance of RWD for research use.

High Research Standards Should Underpin the Quality
of RWD

Study Protocol

Observational postmarketing studies are an important tool, using
data obtained from routine clinical care, to provide data on
medical treatment effect estimates and the tolerability of
medicinal products in a real-world setting, as well as for medical
devices as part of the postmarketing surveillance [42].
Nonrandomized studies may be used to complement the
evidence base represented by randomized controlled trials [43],
even though one cannot expect nonrandomized, observational
studies to exactly reproduce randomized controlled trials as
these are different study designs, and hence measure different
types of effects [44]. Noncontrolled studies lack a comparison
group, which means that inferences on the treatment effect and
tolerability must rely on before-and-after comparisons of the
outcome of interest. Treatment effect estimates and tolerability
derived from nonrandomized studies are at greater risk of bias.
Thus, data from routine clinical observation should be collected
after the development of a study protocol where the population
of interest, study outcome, methods for data generation and
analysis, limitation of study data, and bias are defined in
advance, as also defined in the EMA guideline for registry-based
studies [9].

Informed Consent

The informed consent process of patients in observational,
noninterventional studies are not discussed by Good Clinical
Practice (ISO 14155) [45], and this topic is still dealt with
heterogeneously throughout the European Union. Within the
study protocol, the consent process and requirements of
compliance to the General Data Protection Regulation (GDPR)
should be specified. Data generated in an anonymized way
would not require patient consent, though collection of
pseudonymized data in observational studies requires the consent
of patients prior to data collection, which should be limited only
to the GDPR requirements, and not include any consent to
medical treatment. The burden of obtaining informed consent
to collect routine clinical data should be kept feasible to reduce
bias of missing data from severely ill patients or patients
incapable of consenting, such as in emergency situations. Since
GDPR applies only to living people, a waiver for data collection
from the deceased can be obtained if the purpose is sufficiently
outlined in the study protocol.

Institutional Review Board and Ethics Committee

Within the study protocol, all interventions in the observational
trial (ie, treatment, diagnostic or monitoring procedures) should
fall within the standard of care or routine treatment, as
interpreted by the competent authority or ethics committee in
that member state. Thus, a review and approval from the
respective ethics committee is required, as also indicated in the
EMA guideline for registry-based studies [9].

Checklist on Quality Criteria for RWD
Following general recommendations and reflecting guidelines
and checklists on registry-based research [9,37], the expert
group suggests a minimum set of criteria summarized within
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the checklist presented in Table 2 to ensure the quality of RWD for research purposes and health care decision-making processes.

Table 2. Gesellschaft für Pharmazeutische Medizin (GPMed) checklist for real-world data (RWD) quality.

DescriptionCriteria

Data management and
stewardship

• “FAIR Data Principles” which formulate principles that sustainable, reusable research data and research data infrastruc-
tures must meet [38,46,47]

Governance framework • Available policy for collaborations with external organizations
• Involvement of patient organizations
• Governance structure for decision-making on requests for collaboration
• Templates for research and data-sharing contracts between partners and institutions

Quality requirements • High–RWD quality standards are implemented, such as completeness, accuracy, timeliness, and comparability
• Process in place for ongoing data quality assessments
• Processes in place for quality planning, control, assurance, and improvement
• Data verification (the method and frequency of verification)
• Auditing practice

Data privacy and trans-
parency

• Informed consent processes and its validity for research purposes according to General Data Protection Regulation and
relevant national regulations

• Data privacy officer

Research objectives • Well-defined research question outlined in a research plan
• Available documentation, protocol, or proposal that describes the purpose of RWD use and rational that the RWD

sources adequately address the research questions (eg, study protocol)
• Approval of RWD use from independent an institutional review board or ethics committee
• Protocol should follow the Declaration of Helsinki, and furthermore, the Declaration of Taipei [48] on Research on

Health Databases, Big Data and Biobanks should be taken into account

Data providers • Adequate description of data providers, such as patients, caregivers, or health care professionals; their geographical
area; and any selection process (inclusion and exclusion criteria) that may be applied for their acceptance as data
providers

Patient population cov-
ered

• Adequate description of the type of patient population (disease, condition, time period covered, and procedure), which
defines the criteria for patient eligibility

• Relevance of setting and catchment area
• Clarity on patients’ inclusion and exclusion criteria
• Methods applied to minimize selection bias and loss to follow-up
• Ensure fair representations of minorities, sex, gender, and socially disadvantaged groups

Data elements • Core RWD set collected for RWD use case or purpose
• Definition, dictionary, and format of data elements
• Standards and terminologies applied
• Capabilities and plans for amendments of data elements

Infrastructure • High-quality systems for RWD collection, recording, and reporting, including timelines
• Capability (and experience) for expedited reporting and evaluation of severe suspected adverse reactions in RWD

collection
• Capability (and experience) for periodic reporting of clinical outcomes—ideally patient-reported outcomes—and adverse

events reported by physicians, at the individual-patient level and aggregated data level
• Capability (and experience) for data cleaning, extraction, transformation, and analysis
• Capability (and experience) for data transfer to external organizations
• Capabilities for amendment of safety reporting processes

Discussion

Principle Findings
Over the past months, EU and EMA strategies, workplans, and
initiatives on health data use developed very quickly [34,49-51].
This paper shows the consensus of a multistakeholder expert
group which summarizes a minimum set of the quality criteria
of RWD for research and decision-making purposes in health
care. The most important quality assurance measures identified

are a profound data management and stewardship; established
governance framework; standardized quality requirements;
adhered data privacy and transparency measures; well-defined
research objectives; adequate description of data providers;
well-described patient population covered; outlined which data
elements are required; and high-quality infrastructure for RWD
collection, recording, and reporting.
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Conclusions
To future-proof registry-based studies, the group strongly
recommends that RWD should follow high standards and be
subject to the quality assurance measures needed to underpin

the quality of RWD. Furthermore, specific RWD quality aspects
for individual use cases (eg, medical or pharmacoeconomic
research), market authorization processes, or postmarket
authorization phases have yet to be elaborated.
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Abstract

Background: New artificial intelligence (AI) tools are being developed at a high speed. However, strategies and practical
experiences surrounding the adoption and implementation of AI in health care are lacking. This is likely because of the high
implementation complexity of AI, legacy IT infrastructure, and unclear business cases, thus complicating AI adoption. Research
has recently started to identify the factors influencing AI readiness of organizations.

Objective: This study aimed to investigate the factors influencing AI readiness as well as possible barriers to AI adoption and
implementation in German hospitals. We also assessed the status quo regarding the dissemination of AI tools in hospitals. We
focused on IT decision makers, a seldom studied but highly relevant group.

Methods: We created a web-based survey based on recent AI readiness and implementation literature. Participants were identified
through a publicly accessible database and contacted via email or invitational leaflets sent by mail, in some cases accompanied
by a telephonic prenotification. The survey responses were analyzed using descriptive statistics.

Results: We contacted 609 possible participants, and our database recorded 40 completed surveys. Most participants agreed or
rather agreed with the statement that AI would be relevant in the future, both in Germany (37/40, 93%) and in their own hospital
(36/40, 90%). Participants were asked whether their hospitals used or planned to use AI technologies. Of the 40 participants, 26
(65%) answered “yes.” Most AI technologies were used or planned for patient care, followed by biomedical research, administration,
and logistics and central purchasing. The most important barriers to AI were lack of resources (staff, knowledge, and financial).
Relevant possible opportunities for using AI were increase in efficiency owing to time-saving effects, competitive advantages,
and increase in quality of care. Most AI tools in use or in planning have been developed with external partners.

Conclusions: Few tools have been implemented in routine care, and many hospitals do not use or plan to use AI in the future.
This can likely be explained by missing or unclear business cases or the need for a modern IT infrastructure to integrate AI tools
in a usable manner. These shortcomings complicate decision-making and resource attribution. As most AI technologies already
in use were developed in cooperation with external partners, these relationships should be fostered. IT decision makers should
assess their hospitals’ readiness for AI individually with a focus on resources. Further research should continue to monitor the
dissemination of AI tools and readiness factors to determine whether improvements can be made over time. This monitoring is
especially important with regard to government-supported investments in AI technologies that could alleviate financial burdens.
Qualitative studies with hospital IT decision makers should be conducted to further explore the reasons for slow AI.

(JMIR Med Inform 2022;10(6):e34678)   doi:10.2196/34678
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Introduction

Background
In recent years, artificial intelligence (AI) in medicine has gained
significant attention, with innovative technologies promising
better quality of diagnosis [1-3], treatment [1], advancements
in personalized medicine [1,4], and improvements in workflow
[5]. Simultaneously, these technologies have the potential to
save time and cost [1,6]. The use of AI could free health care
workers from repetitive and tedious tasks and enable them to
allocate their attention and time more effectively [7]. However,
fears surrounding AI in health care persist. Common fears
include possible job losses because of automation and negative
effects on the patient-physician relationship [2,8,9]. For this
study, we used the definition by He et al [10]. They define AI
as “a branch of applied computer science wherein computer
algorithms are trained to perform tasks typically associated with
human intelligence” [10]. There are different relevant
subcategories of AI, such as machine learning and deep learning,
with different implications for professional users and health
care organizations. However, in this study, we focused on the
general concept of AI in hospitals.

A recent systematic review by Yin et al [5] demonstrated
hesitancy and slow uptake of AI technologies. The authors
reported on real-life implementations of AI in health care. Their
search retrieved 51 real-life clinical implementations of AI
worldwide, with most studies conducted in the United States.
The most common applications of AI tools were in the field of
decision support. These technologies mainly focus on specific
diseases such as sepsis, breast cancer, and diabetic retinopathy
[5]. Diverging outcome measures and low-quality studies were
prevalent in the review, making it difficult for decision makers
to compare and evaluate AI effectiveness, advantages, and
disadvantages. Furthermore, they found that outcome evaluation
and acceptance measures only included patients and health care
workers [5]. Their search strategy retrieved only one paper from
Germany, which is in contrast with the German government’s
AI strategy [11] and recent political efforts to increase the use
of AI in hospitals [12]. Hence, we identified a need to investigate
the current spread of AI technologies in hospitals and their stage
of development as well as AI readiness factors in Germany.

The transfer of new and innovative technologies into practice
is usually associated with barriers and requires employees’ and
institutions’ability to adapt to change [13,14]. Recently, existing
frameworks and learnings on the dissemination of innovative
technologies have been applied to AI [15]. Three main
components can be outlined: (1) adoption, which entails the
decision to use an innovation [16]; (2) readiness, encompassing
the assessment of the conditions needed to engage in an activity
[17]; and (3) implementation, describing an innovation’s transfer
into practice [15].

Although new AI technologies are being developed at a high
speed, strategies and practical experiences surrounding the
adoption and implementation of AI in health care are lacking
[10,18]. This is partly because of the high implementation
complexity of AI, as it is neither easy to use nor easy to deploy
[17,19]. Furthermore, AI can be difficult to understand and has

been described as a black box, meaning a machine with
nontransparent workings and inexplicable results of automated
algorithms. This has the potential to lower trust and discourage
decision makers and users [4,20,21].

Aims
This study presents the first large-scale web-based survey on
the current adoption and implementation of AI technologies in
randomly selected German hospitals. We further aimed to gain
insights into the number, type, and developmental stage of the
AI technologies currently in use. In addition to the literature on
AI readiness and adoption, we examined the applicability of
existing AI readiness factors to the German health care sector.

Methods

Study Design
A quantitative study design was used to obtain a general
overview of the situation in Germany. Data were collected using
an anonymous web-based questionnaire. We invited chief
information officers (CIOs) from randomly selected German
hospitals. We identified CIOs as important intermediaries
because their position is linked to the clinical implementation
of AI as well as to developers, technology companies, and
regulatory authorities. Anonymity was ensured throughout the
study.

Ethics Approval
The study was approved by the Ethics Committee of Heidelberg
University Hospital (S-490/2020). The study was conducted
according to the Checklist for Reporting Results of Internet
E-Surveys checklist for quantitative research [22].

Instrument Development and Design
After consulting existing literature on AI readiness,
implementation, and adoption, the authors conducted a creative
brainstorming process to develop preliminary survey items. The
preliminary items were compared with existing theoretical
frameworks.

Jöhnk et al [15] developed a model that focused on
organizational AI readiness. They described AI readiness both
as a predecessor and a constant influence on AI adoption and
implementation [15]. Jöhnk et al [15] identified 18
organizational readiness factors in 5 categories (strategic
alignment, resources, knowledge, culture, and data) and pointed
out that these factors continuously foster AI adoption [15].
Awareness of these factors can improve the adoption and
implementation outcomes, as a higher level of organizational
readiness is believed to increase the success of innovation
adoption while lowering the risk of failure [20,23]. For example,
knowledge and awareness of AI were shown to be prerequisites
for successful AI adoption [15,24,25].

The technological-organizational-environmental framework by
DePietro et al [26] describes the adoption, implementation, and
use of technology in firms as dependent on the technological,
organizational, and the environmental context [27]. Pumplun
et al [24] first applied this framework to AI and discussed that
challenges to AI readiness can be observed at all of these levels.
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Observed technological challenges often stem from data
accessibility issues owing to AI’s need for extensive databases
and adjacent data privacy considerations [24,28]. Environmental
challenges include questions about consumer and patient trust
in AI, regulatory acceptance, and in some cases, mandated work
councils (mandated institutions of nonunion employee
representation) [6,24,29,30]. Concerning organizational
challenges, a lack of (top) managerial support has been identified
as very relevant [17]. A further challenge is the need for highly
skilled and trained staff (eg, data scientists, a very sought-after
group of professionals) [15,17]. Financial aspects, such as
unclear reimbursement processes for health care delivered by
AI and liability issues, contribute to hesitancy in AI adoption
and implementation [1].

On the basis of these theoretical considerations, LW, JM, and
LS refined the survey design and wording of the questions. In
the first section, the questionnaire focused on participants’
general professional opinions on AI in hospitals to assess the
hospital’s strategic alignment and their stance in the AI adoption
phase. The second section asked participants to state their
hospital’s use of AI technologies, which helped us gain insight
into the dissemination of AI technologies. In the following
sections, the survey presents items on known perceived barriers,
opportunities, and resources needed for the implementation of
AI in hospitals. In addition to these questions, the questionnaire
also asked for sociodemographic data of the participants,
hospital size, and hospital ownership (private, public, or
nonprofit). A translated English version of the survey can be
found in Multimedia Appendix 1.

The survey was pretested by 6 researchers from the field of
medical informatics, using a cognitive pretesting method [31].
The pretest participants suggested changes in the wording and
order of questions. These suggestions were implemented, and
the final survey was created.

The final survey did not include any randomized or alternated
items. Adaptive questioning was used to reduce the length of
the questionnaires. On average, the 10-page questionnaire
contained 6.3 items per page. Possible answers were either
presented on a 5-point Likert scale or as yes or no, with I don’t
know and prefer not to say as alternative options. Few questions
were asked for further elaboration of answers in open-text
formats. Automatic checks for completeness were performed,
and participants were required to choose an answer for each
question. Cookies were used to assign unique user IDs.
Participants were offered the option to return and modify their
answers. They were also able to leave the survey and continue
it later. IP addresses of participants were neither saved nor
checked. REDCap (Research Electronic Data Capture;
Vanderbilt University) [32,33] hosted at the Heidelberg
University Hospital was used for data collection and
management. REDCap is a secure web-based software platform
designed to support data capture for research studies [32,33].

Data Collection and Analysis
From a publicly available database of all hospitals in Germany
provided by the German Hospital Federation [34], we randomly
selected the hospitals we wanted to include in our recruitment
process by performing a spreadsheet calculation. We aimed for

an equal, realistic representation of hospital size (measured
through the number of hospital beds) in each sample. We then
checked whether the selected hospitals were actually in
operation. Other specific inclusion and exclusion criteria were
not applied, as we wanted to depict a realistic reflection of all
the hospitals in Germany. In addition to this random selection,
we included all academic hospitals in Germany in our
recruitment efforts. CIOs and their contact details were manually
retrieved from the websites of hospitals. We recruited
participants from 609 hospitals in 4 rounds of recruitment.
Initially, participants were invited via email to participate in the
study. The emails contained a link to access the open survey
and information about the study (eg, purpose of the study, length
of questionnaire, data protection guidelines, and investigators).
As participation in this study was voluntary and anonymous,
we regarded survey completion as consent for study participation
and data use.

Although all 4 rounds followed the same administrative process,
we used additional measures in recruitment rounds 3 and 4 to
increase the number of participants. In round 3, we used
telephonic prenotifications when an office telephone number
was publicly available. In round 4 of recruitment, we designed
invitational leaflets that were sent via mail. The leaflets
encompassed a short informational text and a QR code, leading
to the open survey. For each round, we sent 2 reminders via
email. Our survey was not advertised elsewhere, as we wanted
to include only members of our specific target group in the
sample. No incentives were offered to the study participants.

Data were collected from October 2020 to February 2021. After
completion, all data were exported from REDCap to SPSS
statistical software (version 27, IBM). All data were checked
for plausibility and analyzed by LW. Descriptive analyses were
conducted. For open-item responses, recurring keywords and
phrases were paraphrased and summarized.

Results

Overview
Our database recorded 50 surveys, of which 10 were terminated
early, usually in the first third of the survey. A total of 40
surveys were fully completed and were included in the analysis,
resulting in a response rate of 6.6%. Timeframes were analyzed,
but no unusual timeframes were observed. No statistical
corrections were performed.

Demographic Characteristics
A total of 40 fully completed surveys were included in the
analysis. Table 1 provides information on participant
characteristics. Most participants were aged between 46 and 55
years (23/40, 58%), and most of the participants were male
(33/40, 83%). Of the 40 participants, 26 (65%) said they were
CIOs or leaders of the IT department of their institution. Other
commonly mentioned professions included IT department
employee (7/40, 18%) and research associate (4/40, 1%).
Participants stated the ownership of their hospitals as follows:
public hospital (30/40, 75%), nonprofit hospital (8/40, 20%),
private hospital (2/40, 5%), and hospital with an academic
affiliation (15/40, 38%)
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Table 1. Participant characteristics (N=40).

ParticipantsCharacteristics

Gender, n (%)

5 (13)Female

33 (83)Male

2 (5)Prefer not to say

Age group (years), n (%)

2 (5)26 to 35

8 (20)35 to 45

23 (58)46 to 55

5 (13)56 to 65

2 (5)>65

Hospital ownership, n (%)

30 (75)Public

8 (20)Nonprofit

2 (5)Private

Academic affiliation, n (%)

15 (38)Academic

25 (63)Nonacademic

Number of beds in hospital, n (%)

3 (8)1 to 199

5 (13)200 to 399

7 (18)400 to 599

4 (10)600 to 799

21 (52)>800

Positiona, n (%)

26 (65)Chief information officer or head of IT

1 (3)Chief data officer

1 (3)Chief medical officer

7 (18)IT department employee

4 (10)Research associate

3 (8)Data scientist

1 (3)No answer

3 (8)Other

aSelection of multiple items possible.

Participants’ Professional Opinions and Assessments
Most participants were either undecided or said they rather
disagreed with the statement that AI is relevant for the current
health care provision in their hospital and in Germany. However,
most participants agreed or rather agreed that AI would be
relevant in the future, both in Germany (37/40, 93%) and in
their own hospital (36/40, 90%). This fits well with most
participants fully agreeing or rather agreeing that AI plays a
role in their hospital’s strategy (22/40, 55%). On the topic of
information about the possible application of AI in hospitals,

the participants were more undecided. In all, 13% (5/40) of the
participants fully agreed with the statement that they were well
informed, and 38% (15/40) of the participants rather agreed that
they were well informed. A total of 38% (15/40) of the
respondents were undecided, and 13% (5/40) of the respondents
said they were rather uninformed. Overall, the participants were
rather optimistic about the use of AI technologies in their
hospitals. Of the 40 participants, 14 (35%) rather agreed that
their hospital was ready for AI, 14 (35%) were undecided, 7
(18%) said they were rather not ready, and only 4 (10%) stated
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that their hospital was not ready at all. One participant did not
respond to this question.

AI Technologies in Use or in Planning
The next section of the questionnaire focused on AI tools and
technologies. In the first subcategory, participants were asked
whether their hospital used or planned to use AI technologies.
Of the 40 participants, 26 (65%) answered “yes.” Through the
following questions, participants were asked to describe these
technologies in more detail. Most AI technologies were used
or planned for patient care, followed by biomedical research,
administration, and logistics and central purchasing. Other areas
mentioned by the participants in free text were marketing,
malware detection, and pathology. Participants were presented
with a list of common AI technologies when they answered
“yes” to the first question in this subcategory (Multimedia
Appendix 1 provides the full list of technologies). For every
listed AI technology, they could categorize their hospital’s
current stance on this technology. The options included the
following: in planning, in research and developmental stage,
implementation phase, routine care, and not applicable. The
most commonly chosen technologies overall were as follows:
speech recognition and text analysis systems (20/26, 77%,
assigned one of the stances other than not applicable), systems
for picture recognition (17/26, 65%), and robotics and
autonomous systems (17/26, 65%).

Sensorics and communication systems were the least picked
(10/26, 38%). Most technologies were in the planning phase.

Concerning the integration of these technologies into the
overarching system architecture, 27% (7/26) of the participants
stated that technologies in their hospital were integrated, in 23%
(6/26) of hospitals, technologies were not integrated but
integration was planned, 38% (10/26) were partly integrated,

and 12% (3/26) were not integrated. In free text, participants
provided reasons for the lack of integration, which included
missing interfaces; missing standards for interfaces, processes,
and organization; unfavorable cost-benefit relationship; missing
evaluation and overall concepts; and immaturity of the AI
technology.

In a question allowing for multiple choice, participants stated
that some or all AI technologies in their institution were
commonly developed with industry partners (23/26, 88%) or
university-based research partners (9/26, 35%). Only 12% (3/26)
of the participants stated that some or all of their AI technologies
were developed within their own institutions.

Barriers to AI Use and Possible Opportunities
Associated With AI
The second subcategory included questions about perceived
barriers to the use of AI (Table 2). Through a matrix design, we
presented the participants with a list of known barriers compiled
from the literature. The barrier most participants (36/40, 90%)
agreed or partly agreed with was lacking resources (staff,
knowledge, financial). Other relevant barriers were lacking
compatibility or interoperability with existing IT infrastructure
(33/40, 83%) and quality of data (30/40, 75%). Participants also
disagreed or rather disagreed with some of the barriers derived
from the literature. Here, the barriers with the least agreement
were leadership acceptance (4/40, 10%, agreed or rather agreed
with the statement) and patient acceptance (4/40, 10%). Other
barriers with low agreement were user (eg, physicians and
nurses) acceptance (9/40, 23%) and corporate culture (13/40,
33%). In free text, some participants described additional
barriers. These contained immaturity of available AI
technologies, fear of high expenses in the training and learning
phase of AI, and cloud strategies of AI producers.

Table 2. Perceived barriers to implementation and use of artificial intelligence (N=40).

Total participants in agreement and sample percentages, n (%)aBarrierRanking

36 (90)Lacking resources (staff, knowledge, and financial)1

33 (83)Lacking compatibility or interoperability with existing IT infrastructure2

30 (75)Quality of data3

26 (65)Availability of data4

24 (60)Ethical aspects (eg, liability issues)5

23 (58)Product range on the market6

22 (55)Data protection7

22 (55)Quantity of data7

19 (48)Legal regulations8

15 (38)Consent of the work council9

13 (33)Corporate culture10

9 (23)User (eg, physicians, nurses, and administration) acceptance11

4 (10)Leadership acceptance12

4 (10)Patient acceptance12

aResponses of “agree” or “rather agree” were grouped together.
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In the third subcategory, participants were asked about positive
prospects possibly associated with AI (Table 3). Then, they had
to state their agreement with these opportunities on a 5-point
Likert scale. The opportunity with the highest agreement was
increase in efficiency due to time-saving effects (29/40, 73%
agreed or rather agreed with the statement). Other statements
also yielded high agreement rates. The opportunity participants
agreed with least was financial savings. Only 40% (16/40) of

the participants said they agreed or rather agreed with the
statement that AI could lead to financial savings in their hospital,
whereas 40% (16/40) of the participants disagreed or rather
disagreed. Overall, this subcategory yielded homogeneous
results. No further opportunities were raised in free text.

A detailed presentation and graphs presenting the results of
these 2 subcategories can be found in Multimedia Appendix 2.

Table 3. Perceived opportunities associated with the implementation and use of artificial intelligence (N=40).

Total participants in agreement and sample percentages, n (%)aOpportunityRanking

29 (73)Increase in efficiency due to time-saving effects1

27 (69)Competitive advantage2

25 (66)Increase in quality of care3

21 (53)Easing the workload of employees4

16 (40)Financial savings5

aResponses of “agree” or “rather agree” were grouped together.

Resources and Requirements for AI Use in Hospitals
For the fourth subcategory, we focused on the resources required
for the use of AI technologies in hospitals. Again, the
participants were presented with a list of known critical
resources for AI implementation, and they had to indicate their
level of agreement with these findings from literature (Table

4). The resource most people needed was staffing resources
(35/40, 90% agreed or rather agreed with the statement). The
resource with the least relevance was organizational frameworks
(25/40, 64%). As seen in the other subcategories, the distribution
of answers was homogeneous. A detailed presentation and
graphs presenting the results of this subcategory can be found
in Multimedia Appendix 2.

Table 4. Resources needed for use and implementation of artificial intelligence (N=40).

Total participants in agreement and sample percentages, n (%)aResourceRanking

35 (90)Staffing resources1

34 (87)Time2

33 (85)Knowledge3

32 (84)Financial resources4

31 (79)Technical resources5

27 (69)Data base6

25 (64)Organizational frameworks7

aResponses of “agree” or “rather agree” were grouped together.

The next item asked participants whether their hospital needed
to fulfill any further requirements or resources besides those
already mentioned in a yes or no format. A total of 60% (24/40)
of the participants answered “yes” and provided explanations
in free text. Here, organizational aspects were most common
(eg, competencies and responsibilities), followed by workflow
and legal issues. Technical aspects were described in detail,
such as lacking hardware and software, interoperability,
difficulties with data transfer from old to new systems, need for
additional modules for data capture, and Wi-Fi availability and
speed.

Considering the tech industry and its offerings on the market,
the participants were highly undecided. Furthermore, 58%
(23/40) of the participants said that they did not know if the
supply met the demand for AI technologies in their hospital.
Only 7% (3/40) of the participants stated that offerings on the
market were sufficient.

Discussion

Principal Findings
This study provided insights into the current and planned
dissemination of AI tools as well as perceived barriers and
opportunities for the implementation and adoption of AI tools
in 40 hospitals in Germany. We designed a web-based survey
based on existing literature on the implementation of AI in
hospitals. Our participants were mainly from an IT background,
with 28 decision makers in leadership positions. Two-thirds of
the participants said that they used or planned to use AI tools
in their institution. Speech recognition and text analysis systems,
systems for picture recognition, and robotics and autonomous
systems were the tools or systems most commonly used, or their
use was planned. We did not find differing opinions among
hospitals of different sizes or ownership. The results showed
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that most participants recognized the implementation of AI in
hospitals as a relevant, forthcoming part of their IT strategy.
However, lack of resources and compatibility or interoperability
with the existing IT infrastructure were identified as barriers to
implementation. Staffing resources, time, knowledge, financial
resources, and technical resources required for the
implementation of AI were all highly relevant resources. A
possible increase in efficiency because of time-saving effects,
competitive advantage, and increase in quality of care was seen
as the most important opportunity associated with AI use. We
conclude that AI readiness factors derived from the literature
are applicable to the hospital context in Germany. The following
discussion highlights the most relevant barriers to AI readiness,
adoption, and implementation while also presenting possible
ways to overcome these barriers.

AI in Hospital Strategies
AI readiness as a concept has been described recently [15,24].
Strategic alignment was identified as 1 of 5 key aspects of
organizational AI readiness. Our survey included a question
addressing whether AI was a part of the participants’ hospital
IT strategy. To this question, 55% (22/40) of the participants
agreed or rather agreed that AI was a part of their strategy. In
addition, most participants agreed or rather agreed that AI would
be relevant in the future, both in Germany (37/40, 93%) and in
their own hospital (36/40, 90%). However, this also means that
there are decision makers who recognize the relevance of AI in
the future but do not consider it a part of their hospitals’ strategy.
First, this could be because of the complexity of AI
implementation (eg, uncertainties surrounding the workings of
the technology, acceptance of the technology, and an unclear
regulatory situation) [1,10,17,19,29,35]. Second, the hesitancy
to include AI in a hospital’s IT strategy could be explained by
high costs and unclear reimbursement schemes [1]. In our study,
80% (32/40) of the participants agreed that their institution
lacked financial resources, and 90% (36/40) said that a lack of
resources overall was a barrier for AI implementation. At the
same time, only 40% (16/40) of the participants agreed with
the statement that AI holds a potential for financial savings.
This paints a picture of AI as a resource-intensive technology
with limited financial rewards. To overcome this barrier and
compensate for the financial burden because of investments in
digital technologies, the German government recently
introduced a new law, the hospital future act (ie,
Krankenhauszukunftsgesetz). Through this law, hospitals trying
to implement digital technologies, including decision support
systems, can apply for financial support to facilitate necessary
acquisitions [12]. The law went into effect during our data
collection period; thus, we cannot report on the possible impacts
of this law. However, as the financial aspects were reported as
a relevant barrier in our study, it could be of interest for future
research to evaluate the effects of the new law.

Although there are both expectations and observations of AI as
a possible tool to save cost and generate high revenue [1,6,29],
for example, through higher efficiency, high-quality evidence
analyzing the cost and benefits of AI implementation in hospitals
is missing [7]. Hence, decision makers lack evidence and
information, and the business case for AI in hospitals remains

unclear [10,29], which in turn inhibits organizational AI
readiness [15].

AI Acceptability
With regard to further barriers to the implementation of AI, soft
factors such as user, patient, and leadership acceptance were
seen as less relevant barriers by the participants in our survey.
This impression might be caused by limited contact of IT
department members with users, leadership, and especially with
patients. Acceptance issues might also become more obvious
to decision makers over time, as most participants in our study
had not yet implemented AI in their hospital. Nonetheless, it is
important to consider the evidence that acceptability is a relevant
antecedent of AI adoption and implementation. For example, a
paper reviewing 9 studies on the acceptance of AI in health care
concluded that consumers have a robust reluctance toward
medical care delivered by AI compared with human providers
[36]. In another study, only 3% of patients found that the
possible negative aspects of AI outweighed the potential benefits
[37]. Overall, there is mixed evidence regarding patients’
acceptance of AI in the medical context, and further research
is needed [5].

Leadership acceptance and support have been identified as
important antecedents for AI implementation [15,24]. The
acceptance of AI users, such as physicians and hospital
employees, has also been identified as relevant in other studies
[9,38]. Following the technology acceptance model, perceived
ease of use and usefulness can positively affect favorable
attitudes toward a new technology, which in turn improves its
acceptability and use [13,39]. Hence, special attention should
be paid to these aspects when deciding on acquiring and
implementing new AI tools in a hospital.

Finally, the issue of AI acceptability can be addressed by
investing in the concept of explainable AI, meaning a more
transparent, understandable AI with high performance levels
[40]. Although little evidence exists, it is reasonable to expect
that this new approach could increase AI acceptability by
increasing understanding and trust in the new technology
[13,40-42]. IT decision makers should not underestimate the
issue of AI acceptability and should take the fears and
perceptions surrounding AI seriously when planning to
implement new AI technology.

Possible Mismatch in Supply and Demand
Another finding in our study was that only 7% (3/40) of the
participants said that the supply of applicable AI solutions to
the tech market was sufficient for their needs. Another 58%
(23/40) of participants reported that they were unsure. One
reason could be that we did not reach the right people in the
institution, and they were thus unable to assess the tech market.
Another possibility could be that our participants did not spend
time researching the offerings in the tech market. This could be
especially true for those who are not using or planning to use
AI tools. However, it could also be possible that the offerings
on the market do not fit the requirements of their potential
clients. This result could be of value for tech companies trying
to reach decision makers in hospitals. This finding is especially
important considering that only 12% of the AI tools were
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developed within the hospitals in our survey. Hence,
partnerships for the development of AI tools are common and
must be fostered.

Generalizability
We created this survey instrument based on an extensive
literature research and theoretical frameworks and used cognitive
pretesting to ensure understandability. Participants usually
completed the survey in <10 minutes. Hence, our survey
instrument enabled us to collect data both efficiently and in a
theoretically informed manner. This survey could serve as a
template for other studies, especially in countries with a similar
level of dissemination of AI technologies. Country-specific
items, such as the work council, should be adapted to the context
in question. Although our survey included these country-specific
aspects, they did not appear to be of high relevance in our
sample. However, we think that these aspects should be
surveyed, as their importance in other contexts is not predictable.

Strengths and Limitations
This study investigated the status quo of AI technologies in 40
German hospitals and the applicability of AI readiness factors
derived from the literature. Owing to the low response rate and
resulting small sample size, our results are not representative
but describe a first impression. We surveyed hospital CIOs, a
group we identified as important intermediaries for digital
innovation adoption and implementation. While other studies
about the perceptions, barriers, and issues surrounding AI
questioned users (eg, physicians and health professionals),
patients, or other stakeholders [37,43-45], we focused on the
seldom studied group of IT decision makers. Although focusing
exclusively on one stakeholder group may introduce a bias, we
believe that the focus on this seldom studied group makes our
study unique and relevant, thus warranting the risk of bias. The
presented perspective of hospital CIOs depicts barriers to AI
use and acceptance on a decision or leadership level. Our results
can further the holistic discussion about the real-world
implementation of AI and AI readiness.

We analyzed the differences in opinions of hospitals differing
in size and ownership, which did not produce relevant results.
This finding should be interpreted cautiously, as our sample
size could be too small to produce significant results.

Owing to technical limitations, we were unable to report the
number of unique site visitors. This impedes the calculation of
correct survey response rates. Although we used various
recruitment methods (emails, letters, and telephone calls) over
a prolonged period, our sample size remained small compared
with the number of hospitals in Germany (1914 hospitals in
2019 [35]). The small number of respondents may be explained
by a general lack of interest in the survey’s topic [46], time
constraints because of the COVID-19 pandemic, or because of
the requirements of a leadership position and by a hesitancy to
click on links sent via email owing to fear of security breaches.
We tried to reduce this fear by establishing an offline contact
with possible participants (letters and telephonic prenotification),
but the effect is unclear. At the same time, people who chose

to participate in the survey might have a stronger interest or
profound experience with AI. We tried to minimize this effect
by pointing out in invitations that no knowledge or experience
with AI is necessary for participation. However, there was a
risk of nonresponse bias in our study.

Considering the demographics of the survey respondents, the
sample was very homogeneous, as most participants were
middle-aged and male. This distribution was expected and
represents the composition of IT departments in Germany [47].
As we included all academic hospitals in our recruitment efforts,
larger hospitals were overrepresented in our sample. We
expected academic hospitals to be more involved in AI research
and thus wanted to invite them to participate in our study. In
addition, very small hospitals sometimes do not have a CIO
position or outsource their IT services. In such situations, it is
possible that our survey invitations did not reach the right
person.

As AI is a new and complex technology, it is possible that our
participants misunderstood some questions or falsely claimed
that they had used AI in their hospital. We managed this risk
by closely aligning our survey design with the results from the
6 pretests. Pretest participants suggested not to include a general
definition of AI but to give examples for the specific tools in
question 2 (“Please assess the current stage of implementation
of these AI tools in your hospital”). To keep the survey as short
as possible and by keeping in mind that our target group
consisted of experts in a related field, we followed this
suggestion. However, this risk must be considered when
comparing our results.

Conclusions
This study paints a mixed picture of the status quo of AI in
German hospitals. In our sample, few tools have been
implemented in routine care, and many hospitals do not use or
plan to use AI in the future. This can likely be explained by
missing or unclear business cases, which complicates
decision-making and resource attribution. We also observed a
mismatch or lack of information about AI offerings in the tech
market. This is another important aspect to be monitored, as
most AI technologies that are already in use were developed in
cooperation with external partners. Therefore, these relationships
should be fostered. IT decision makers in hospitals should assess
their hospitals’ readiness for AI individually with a focus on
resources. Further research should continue to monitor the
dissemination of AI tools and AI readiness factors to determine
whether improvements can be made over time, especially with
regard to government-supported investments in AI technologies
that could alleviate the financial burden. Qualitative studies
with hospital IT decision makers should be conducted to explore
the reasons for slow AI adoption in more detail. The results of
our study may infer that AI adoption is not only a topic solely
for the IT department but also for the whole hospital as an
enterprise, including management, medical staff, and business
in terms of an important building block of the digital
transformation.
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Abstract

Background: With the increased sharing of electronic health information as required by the US 21st Century Cures Act, there
is an increased risk of breaching patient, parent, or guardian confidentiality. The prevalence of sensitive terms in clinical notes
is not known.

Objective: The aim of this study is to define sensitive terms that represent the documentation of content that may be private
and determine the prevalence and characteristics of provider notes that contain sensitive terms.

Methods: Using keyword expansion, we defined a list of 781 sensitive terms. We searched all provider history and physical,
progress, consult, and discharge summary notes for patients aged 0-21 years written between January 1, 2019, and December 31,
2019, for a direct string match of sensitive terms. We calculated the prevalence of notes with sensitive terms and characterized
clinical encounters and patient characteristics.

Results: Sensitive terms were present in notes from every clinical context in all pediatric ages. Terms related to the mental
health category were most used overall (254,975/1,338,297, 19.5%), but terms related to substance abuse and reproductive health
were most common in patients aged 0-3 years. History and physical notes (19,854/34,771, 57.1%) and ambulatory progress notes
(265,302/563,273, 47.1%) were most likely to include sensitive terms. The highest prevalence of notes with sensitive terms was
found in pain management (950/1112, 85.4%) and child abuse (1092/1282, 85.2%) clinics.

Conclusions: Notes containing sensitive terms are not limited to adolescent patients, specific note types, or certain specialties.
Recognition of sensitive terms across all ages and clinical settings complicates efforts to protect patient and caregiver privacy in
the era of information-blocking regulations.

(JMIR Med Inform 2022;10(6):e38482)   doi:10.2196/38482

KEYWORDS

adolescent; child; privacy; patient portals; natural language processing; eHealth

Introduction

With the increased sharing of electronic health information
(EHI) through patient portals as the result of the US 21st Century
Cures Act information blocking regulations, there is an increased
risk of sharing sensitive information with the wrong person [1].
For pediatric patients and their parents or guardians, there are
two major types of risk. The first is disclosure of sensitive

information to the patient, which a parent or guardian wants to
remain private. In a recent position statement, the Society for
Adolescent Health and Medicine supports the parent’s right to
withhold “certain family information” such as HIV status,
substance use disorders, or consanguinity with the child [2].
The second type of risk is disclosure of sensitive information
that the child or patient desires (and may be legally entitled) to
withhold from a parent or guardian such as documentation of
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certain types of reproductive health care, mental health care, or
substance abuse treatment [3-5].

Institutions rely on providers to manually flag notes that contain
sensitive information [6,7]. At one pediatric institution, Parsons
et al [7] manually reviewed notes flagged as sensitive (which
accounted for only 2.3% of the total note volume) and found
that 16% of them did not have discernable sensitive information.
This aligns with the findings of prior work that providers often
do not have awareness of the relevant adolescent consent laws
in their state [8].

The percentage of notes flagged as containing sensitive
information should be higher than indicated in the study
conducted by Parsons et al [7]. In newborn patient notes, it is
routine practice to document intrauterine drug use or exposure
to infectious diseases such as maternal HIV. Bright Futures
Guidelines from the American Academy of Pediatrics
recommends providers perform psychosocial screening on
patients of all ages, and substance use and sexual health
screening in all adolescent patients [9,10]. In a recent survey of
3533 high school–aged adolescents, 71% confirmed that
providers interviewed them without a parent present [11], in
which case it should lead to the documentation of that private
interview. Because current electronic health record (EHR)
systems are not able to automatically identify sensitive
information in clinical notes, the overall prevalence of sensitive
information documented in pediatric clinical notes cannot be
easily ascertained. The aim of this study is to define a keyword
set of sensitive terms and characterize the prevalence of provider
notes that contain sensitive terms across different clinical
settings.

Methods

Setting
This study was a single-center retrospective review of provider
notes in patients aged 0-21 years from January 1, 2019, to
December 31, 2019, at an urban, academic, not-for-profit,
freestanding children’s hospital with over 50 subspecialties and
1.6 million patient visits annually. The note types included were
history and physical (H&P) notes, progress notes (inpatient,
emergency care, and ambulatory), consultation notes, and
discharge summaries authored by physicians (residents, fellows,
and attendings) and advanced practice providers (nurse
practitioners and physician assistants) documented in the local
Epic EHR (Epic Systems Corporation).

Study Design
We used natural language processing (NLP) term expansion to
create a representative list of sensitive terms or phrases in the
following four categories of sensitive information as determined
by local experts: substance use, mental health, reproductive
health, and home environment. These categories were created
based on prior work to categorize confidential content to
incorporate the most common types of sensitive content that

may warrant protection from disclosure [7]. Mental health and
substance use disorder records are subject to additional Health
Insurance Portability and Accountability Act privacy protections
[12,13]. Similarly, adolescents may consent to several elements
of their own reproductive health care without parental
involvement (though specific elements of care vary by state)
[14-17]. Home environment includes topics the disclosure of
which may place a child in danger in the home, such as parental
discord or domestic violence [18]. Similar term expansion
methods have been used before, such as for identification of
smoking status in free-text data [19,20].

For each category, subject matter experts (SY, CH, and JL)
identified 5 to 10 representative terms. We then employed a
locally developed NLP tool dubbed DeepSuggest for term
expansion. DeepSuggest was trained on approximately 93
million clinical notes in the EHR data set. For each term,
DeepSuggest identified 60 additional potentially related terms
or phrases, as well as common abbreviations and misspellings
[21]. For example, for the term “alcohol,” DeepSuggest
produced related terms such as “etoh” (abbreviation), “drug”
(related term), and “alchol” (misspelling).

Two subject matter experts (JL and CH) manually annotated
each term provided by DeepSuggest as either “sensitive” or
“not sensitive” (Figure 1). A term was defined as “sensitive” if
its presence in a clinical note could indicate documentation of
a topic that might reflect sensitive information. For example,
as shown in Figure 1, the initial term “anxiety” is expanded by
DeepSuggest to include terms such as “worry” and “ptsd.”
“Worry” is related to “anxiety” but was deemed not likely to
represent sensitive content and was thus not included in the
final vocabulary. Disagreements between the 2 subject matter
experts was resolved through discussion.

We used direct string matching to query for the presence of any
sensitive term or phrase in the selected note types. Notes
documented in the EHR could contain free text, dictated or
transcribed text, templated text, or dynamic links that insert
discrete data from elsewhere in the EHR (eg, family history,
tobacco use screening, or problem list). However, because the
notes are saved as plain text, we were able to use direct string
matching to screen for the presence of a term or phrase
regardless of how each portion of the note was populated.
Moreover, as exact string matching was used, manual review
to confirm the accuracy or recall of the search parameters was
unnecessary. Parsons et al [7] included the presence of
psychiatric or substance use screening questions regardless of
positive or negative status as confidential information. Similarly,
we determined the presence of a sensitive term, regardless of
negation status, as sensitive information. Figure 1 describes the
study design.

Clinical notes identified by the search were stratified by note
type, author type, and patient age. Because most patient
encounters were ambulatory encounters, these notes were also
stratified by specialty.
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Figure 1. Combining natural language processing (NLP) and expert definitions to identify sensitive notes in the electronic health record. Overview of
sensitive term identification protocol. Four categories and sensitive keywords representative for each category were identified by local subject matter
experts. A natural language processing tool trained on the entire cohort of notes at the organization was used for keyword expansion. Each sensitive
keyword was expanded to 60 potentially related terms. Each related term was manually annotated as a "sensitive" or "not sensitive" term by board-certified
pediatricians and adolescent medicine specialists. Exact string word matching was used to determine if a sensitive term was documented in a clinical
note; ptsd: posttraumatic stress disorder.

Analysis
Descriptive analysis was performed for all notes by patient
cohort, encounter type, and author provider type. We identified
the top 10 frequently occurring sensitive terms by category and
compared the prevalence of clinical notes with sensitive terms
among note types by age using the Fisher exact test (P<.05).
We used the Cohen kappa to quantify interrater agreement for
sensitive term identification. We then determined the prevalence
of clinical notes with sensitive terms written in the ambulatory
setting and compared them by clinical specialty, also using the
Fisher exact test (P<.05).

Ethics Approval
The study was approved by the Nationwide Children’s Hospital
Institutional Review Board (STUDY00000611).

Results

In the study period, there were 763,133 clinical encounters
among 279,737 unique patients. In total, 70.3%
(536,201/763,133) of the encounters occurred in an ambulatory
setting; 20.7% (70,378/763,133) of the patients were 13 years
or older. Most patients were White (151,988/279,737, 54.3%),
and there was a slight male predominance (142,539/279,737,
51.0% male vs 137,180/279,737, 49.0% female). During the
study period, a total of 1,338,297 notes were written by 2342
unique providers, with 501,762/1,338,297 (37.5%) notes
containing at least one sensitive term (Table 1).
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Table 1. Patient, encounter, and provider characteristics.

Values, n (%)Populations and characteristics

Patients (n=279,737)

Age (years)

209,359 (74.84)Less than 13

59,415 (21.23)13 to 18

10,963 (3.92)18 to 21

Legal sex

142,539 (50.95)Male

137,180 (49.04)Female

18 (0.01)Unknown

Race

151,988 (54.33)White

66,995 (23.95)Black or African American

19,053 (6.81)Latino or Hispanic

41,701 (14.91)Other or unknown

763,133Encounters

536,201 (70.3)Ambulatory care

188,204 (24.7)Emergency care

38,728 (5.1)Inpatient care

Providers (n=2342)

888 (37.92)Resident

828 (35.35)Attending

393 (16.78)Fellow

233 (9.94)Advanced practice provider

Notes (n=1,338,297)

501,762 (37.49)Notes with sensitive terms

DeepSuggest expanded 27 sensitive keywords to 1620 new
candidate terms. Of those 1620 terms, 478 (30%) were
duplicates; 781 (68%) of the 1142 unique candidate terms were
determined to be sensitive with an interrater reliability (kappa
score) of 0.944. Of the 781 sensitive terms, 698 (89%) were
found in the study period (supplemental Table for list of initial
keywords and full list of terms are presented in Multimedia
Appendix 1).

“Anxiety” was the most frequent sensitive term, with 418,766
total occurrences among 143,968 notes. “Depression” had fewer
mentions than anxiety, occurring in 150,934 notes.
Abbreviations such as “thc” (tetrahydrocannabinol), “cps” (child
protective services), “si” (suicidal ideation), and “hiv” (human
immunodeficiency virus) were among the terms most commonly
found in the notes. Table 2 describes the 10 most frequent terms
in each of the 4 categories.
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Table 2. Most frequently used sensitive terms by category.

Note frequency, nTerm frequency, nCategory and term

Substance use

119,764190,547tobacco

107,871143,945alcohol

78,997101,183substance

50,53851,572smoker

35,44336,444cigarettes

23,13128,970substance abuse

14,15321,216thca

10,98516,625marijuana

14,27114,508smoked

861813,747cocaine

Mental health

143,968418,766anxiety

150,934270,661depression

122,293267,706mood

72,709224,989suicidal

57,057140,918suicidal ideation

46,463109,123suicide

35,71366,977sib

32,02552,040panic

35,53946,729bipolar

26,02541,511depressive

Reproductive health

84,710238,310sexual

77,337118,872pregnancy

56,07280,306hiv

33,15562,456partner

33,90244,491sexually

29,81737,149sexually active

16,03036,000sexual abuse

22,67933,904stic

21,71430,612sex

13,46123,406partners

Home environment

70,712156,957abuse

14,84821,108food insecurity

10,71217,259bullying

965714,997conflict

908113,962cpsd

948512,016weapons

621211,671abuse or neglect
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Note frequency, nTerm frequency, nCategory and term

578411,195emotional abuse or neglect

540311,017perpetration

648810,511ycsue

athc: tetrahydrocannabinol.
bsi: suicidal ideation.
csti: sexually transmitted infection.
dcps: Child Protective Services.
eycsu: Youth Christian Social Union.

Mental health terms were documented most, occurring in
254,975 (19.5%) of notes, followed by reproductive health in
184,720 (14.2%), substance use in 184,342 (14.2%), and home
environment in 95,598 (7.4%). The difference in term prevalence
between mental health and the next closest category
(reproductive health) was statistically significant (P<.05). This

difference was most notable in the adolescent years. In the first
year of life, substance use and reproductive health terms are
more frequently documented than terms from the other two
categories. Figure 2 demonstrates the prevalence of any term
from different categories by age.

Figure 2. Percent of notes containing sensitive terms by age of patient and category. Line graph depicting percent of clinical notes containing at least
one sensitive term over age. Sensitive terms are found in a portion of clinical notes for all patient ages. This figure demonstrates that while all categories
show an upward trend during adolescent age, in the first year of life, reproductive health and substance abuse categories are the most frequently
documented.

The prevalence of sensitive terms varied by note type. The
inpatient H&P note type contained at least one sensitive term
57.1% (19,854/34,771) of the time, whereas ambulatory progress
notes contained sensitive terms in 46.7% (265,302/563,273) of

cases. Figure 3 shows a heat map of the percentage of notes
containing a sensitive term by note type and age. The notes with
the highest percentage sensitive terms are H&P notes among
adolescent patients aged 12-20 years (66%-73%).
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Figure 3. Percent of notes containing sensitive terms by age and note type. This heat map demonstrates the specific note types that contain at least one
sensitive term of any category. Sensitive terms are found in a portion of all clinical note types examined in all age groups. This figure demonstrates that
while all categories show an upward trend of including sensitive notes during adolescent age, the history and physical note is most likely to contain
sensitive term overall. APN: ambulatory progress note; EPN: emergency care and urgent care progress note; H&P: history and physical note; ICN:
inpatient consult note; IDS: inpatient discharge summary; IPN: inpatient progress note.

In terms of specialty, the highest prevalence of ambulatory
progress notes with at least one sensitive term occurred in pain
management (950/1112, 85.4%) child abuse pediatrics
(1092/1282, 85.2%), obstetrics or gynecology (5701/6707,
85.0%), and behavioral health (2128/2589, 82.2%). The
difference between obstetrics or gynecology and behavioral
health was statistically significant (P<.05). Pediatric primary
care had an overall prevalence of 44.0% (175,173/398,120) of
notes with sensitive terms.

Discussion

Principal Findings
To our knowledge, our study is one of the first studies to define
sensitive terms to represent categories of confidential
information using NLP. In this study, sensitive terms were
identified in notes from every clinical context, provider type,
specialty, and in all ages included in the study cohort. Prior to
the 21st Century Cures Act information blocking regulations,
sharing of notes through the portal was not mandatory.
Organizations voluntarily sharing notes (eg, the OpenNotes
initiative) commonly prevented the release of notes in specific
specialties and, in particular, among the adolescent age group
to protect confidentiality [22,23]. Now, federal regulations limit
the circumstances under which health care providers may
withhold EHI. Moreover, our data show that sensitive terms are
present diffusely across all notes in our system, making
approaches that restrict notes within specific specialties or
certain age groups no longer viable options.

Institutions rely on manual notation by the author [7] even
though research has shown that providers may not be aware of
the confidentiality laws in their state [8]. Our work indicates
that there is no generalizable rule that can be applied to prevent
unintended disclosure of sensitive terms in clinical notes. It is
important to note that the presence of a sensitive term in a
clinical note is not equivalent to an EHI that should be withheld.
Instead, providers need to be cognizant of sensitive term
documentation before sharing with a patient, parent, or guardian.
Future work is being carried out at our organization to alert
authors of the presence of sensitive terms before releasing to a
portal.

We found that sensitive terms related to mental health were the
most common overall, but in the first years of life, terms related
to reproductive health and substance abuse were more prevalent.
This is most likely due to the documentation of maternal history
[24]. Disclosure of maternal history may lead to privacy
violations when viewed by another legal guardian or by the
patient at an older age [25].

Inpatient H&P and ambulatory progress note types have a higher
prevalence of sensitive terms across all age groups. This may
be due to the documentation of various screening tools used
during patient encounters. For example, the American Academy
of Pediatrics recommends universal psychosocial and depression
screening beginning at the age of 11 years and risk assessment
for alcohol and drug use during well-child exams [9,10]. The
US Preventive Services Task Force recommends routinely
screening adolescents for HIV starting at the age of 15 years
[26,27]. To facilitate compliance with screening for billing
purposes, clinical note templates often include these screening
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questions, along with their requisite sensitive terms, to prompt
clinicians during the visit. Adolescent patients in ambulatory
settings report having frequent private conversations with their
provider [11]; however, in the pediatric inpatient setting,
nonobservance of privacy protections is often reported [28].

The notes with highest prevalence of sensitive terms were
adolescent patient H&P notes. Studies have shown adolescents
would forgo care if confidentiality regarding sensitive issues
was not assured [29,30]. In addition to missed care, the release
of sensitive information for adolescents may constitute a breach
of state or federal privacy law. Individual health systems define
different types of portal access, often giving adolescent patients
full or limited access [31]. Under the Health Insurance
Portability and Accountability Act, parents and legal guardians
are considered personal representatives of patients under 18
years (ie, minors) and are thus afforded proxy access to the
patient’s EHI, including access through patient portals
[16,23,31]. However, a recent work by Ip et al [32] demonstrated
that parents are often active users of adolescent portal accounts,
making it even more crucial that note authors recognize sensitive
content in their notes and take into consideration who can see
what in their patient portal.

Clinical Implications
The presence of sensitive terms in a clinical note does not
necessarily indicate that a note is to be considered confidential.
However, confidential notes likely contain sensitive terms.
Providers need to be educated on what information is protected
by federal and state laws, and they should determine, on a
case-by-case basis, which notes are not to be shared.
Furthermore, patients and guardians should be informed
regarding who has access to what information in a patient portal,
and proxy access policies should be regularly reviewed and
updated as needed. Ideally, sensitive conversations with patients
or guardians should also include discussion about whether this
information should be kept confidential or shared through the
patient portal.

Our approach identified sensitive terms anywhere in the body
of a clinical note regardless of whether it was entered manually
by the provider or added to the note from discrete data sources
elsewhere in the EHR, such as prior family or social history
documentation. For example, if a patient’s problem list contains
a sensitive term such as “prior suicide attempt” and the problem
list is included in a note template, it may be added automatically
to a clinical note for a visit unrelated to a sensitive condition,
thus rendering the note inadvertently confidential. Similarly,
copy and paste behavior can result in unrecognized inclusion
of sensitive information in otherwise nonconfidential notes. For
these reasons, additional work is needed to identify the source
of the sensitive terms found in Figure 3.

Policy Considerations
This study demonstrates that sensitive terms are documented
in clinical notes across all ages, including an increase in mental
health–related terms starting at the age of 10 years. Laws and
institutional policies are often designed to protect adolescent
privacy; however, there is often a lack of protection for other

age groups. Current law and policies might need to be revisited
in light of this research.

Future Development
Further technological development is needed for EHRs and
other health information technologies to support improved
protection of patient and guardian privacy. Tools based on NLP
techniques may now be possible, which could provide real-time
feedback to note authors in situations where sensitive content
present in clinical documentation may not otherwise be
recognized and protected from inadvertent disclosure. Several
challenges may be encountered when considering the
implementation of similar NLP-supported tools [33]. Prior to
implementation, a health institution must ensure data privacy
and integrity, consider the necessities of information system
infrastructure, model, and system performance, as well as
performing assessment for algorithmic bias [33-35]. From a
provider standpoint, as many institutions are working on
reducing provider alert burden [36], they should be cautious
toward implementing such tools not to increase provider alerting,
which has been associated with provider burnout. As such,
provider acceptance of these tools should be monitored over
time [33].

Limitations
We defined sensitive terms broadly to increase the likelihood
of identifying notes that might contain information that should
remain confidential. However, the presence of a sensitive term
by itself does not equate to confidential content. For example,
“partner” (or “partners”) is a very common term in the
reproductive health category. This word could be used in phrases
that indicate confidential content, such as “sexual partner,” but
also in nonconfidential content such as “partners with teachers
to assess behavior at school.” This highlights the need for
providers to make the final determination of whether a clinical
note contains confidential content.

Our list of sensitive terms is not comprehensive. DeepSuggest
expands a single keyword to up to 60 potentially related terms
in an unsupervised manner. However, given that less than 50%
of the expanded terms were considered sensitive, expanding the
potentially related term set may not improve the identification
of additional sensitive terms. In future work, these sensitive
term findings may be used to develop a specific algorithm to
locate sensitive terms with a greater degree of precision. For
instance, the deep learning algorithms have been successfully
used to identify adverse events [37].

Conclusion
Clinical notes often contain sensitive terms and thus pose a
challenge in complying with new regulations that require more
timely and transparent disclosure of clinical notes to patients,
parents, and legal guardians. Confidential information protected
by law and ethical standards should be withheld from disclosure.
The presence of sensitive terms in a clinical note may indicate
documentation of confidential information requiring protection
from inadvertent disclosure. To the best of our knowledge, this
is the first study that defines sensitive terms in this context using
an iterative process of expert opinion and NLP techniques, thus
allowing an approximation of the actual prevalence of sensitive
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terms in provider clinical notes in a pediatric population. We
hope this work is the first step toward developing tools to assist
providers in identifying potentially confidential information

present in their clinical notes, thereby avoiding accidental
disclosure to the wrong person.
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Abstract

Background: Little is known about family member involvement, by relationship status, for patients treated in the intensive care
unit (ICU).

Objective: Using documentation of family interactions in clinical notes, we examined associations between child and spousal
involvement and ICU patient outcomes, including goals of care conversations (GOCCs), limitations in life-sustaining therapy
(LLST), and 3-month mortality.

Methods: Using a retrospective cohort design, the study included a total of 858 adult patients treated between 2008 and 2012
in the medical ICU at a tertiary care center in northeastern United States. Clinical notes generated within the first 48 hours of
admission to the ICU were used with standard machine learning methods to predict patient outcomes. We used natural language
processing methods to identify family-related documentation and abstracted sociodemographic and clinical characteristics of the
patients from the medical record.

Results: Most of the 858 patients were White (n=650, 75.8%); 437 (50.9%) were male, 479 (55.8%) were married, and the
median age was 68.4 (IQR 56.5-79.4) years. Most patients had documented GOCC (n=651, 75.9%). In adjusted regression
analyses, child involvement (odds ratio [OR] 0.81; 95% CI 0.49-1.34; P=.41) and child plus spouse involvement (OR 1.28; 95%
CI 0.8-2.03; P=.3) were not associated with GOCCs compared to spouse involvement. Child involvement was not associated
with LLST when compared to spouse involvement (OR 1.49; 95% CI 0.89-2.52; P=.13). However, child plus spouse involvement
was associated with LLST (OR 1.6; 95% CI 1.02-2.52; P=.04). Compared to spouse involvement, there were no significant
differences in the 3-month mortality by family member type, including child plus spouse involvement (OR 1.38; 95% CI 0.91-2.09;
P=.13) and child involvement (OR 1.47; 95% CI 0.9-2.41; P=.12).

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e33921 | p.35https://medinform.jmir.org/2022/6/e33921
(page number not for citation purposes)

Gray et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:tamryn_gray@dfci.harvard.edu
http://www.w3.org/Style/XSL
http://www.renderx.com/


Conclusions: Our findings demonstrate that statistical models derived from text analysis in the first 48 hours of ICU admission
can predict patient outcomes. Early child plus spouse involvement was associated with LLST, suggesting that decisions about
LLST were more likely to occur when the child and spouse were both involved compared to the involvement of only the spouse.
More research is needed to further understand the involvement of different family members in ICU care and its association with
patient outcomes.

(JMIR Med Inform 2022;10(6):e33921)   doi:10.2196/33921

KEYWORDS

critical care; natural language processing; family; electronic health records; goals of care; intensive care unit; ICU

Introduction

Background
Mechanically ventilated critically ill patients often lack
decisional capacity [1-3] and rely on family members for their
care and medical decision-making [2-6]. In the critical care
environment, where decisions about tests, procedures, and
treatments must be made quickly [7,8], physicians turn to
surrogate decision makers for guidance about goals of care and
making decisions to limit life-sustaining treatment
[1,6,7,9-11]. Critical care organizations have strongly
encouraged a family-centered approach to care [12,13]; however,
information about when, how, and which family members are
engaged over the course of illness remains poorly understood
[7].

Although clinicians often expect 1 family member to be the
“voice” for the patient, several family members are often
involved [14,15]. In the event that the patients no longer possess
the requisite capacity to make their own health care decisions
or are too ill, which is common in the intensive care unit (ICU)
setting [16], the health care proxy is the most common way
through which patients appoint a surrogate decision-maker to
make decisions on their behalf [17]. Typically, the health care
provider has a priority list of individuals to be designated for
this role, and at the top of the hierarchy is often the patient’s
spouse followed by the adult child/children, parents, and adult
sibling(s) [18,19]. In American families, the spouse is commonly
the first in line to assume the role of a health care proxy [20]
and is informed if he or she is aware of (1) the patient’s personal
definition of quality of life, (2) his or her specific plan if he or
she cannot achieve this quality of life, and (3) desired location
of death [21]. If no spouse is available to provide care, adult
children often take on the role and sometimes share care tasks
[22]. Although studies examining family members in the ICU
have focused on family needs, communication, and satisfaction
with care [23-27], to our knowledge, no studies have discerned
the distinct involvement of spouses and children in care
decisions and its impact on patient outcomes in the medical
ICU (MICU) setting.

Objective
We sought to describe family member involvement in
decision-making, by relationship status, for patients treated in
the ICU. We also examined patient characteristics associated
with child and spousal involvement. Using documentation of
family interactions in clinical notes, we examined the association
between child and spousal involvement in the first 48 hours of
admission and ICU patient outcomes, including goals of care
conversations (GOCCs), limitations in life-sustaining therapy
(LLST), and mortality.

Methods

Data Source
Our data source was the Medical Information Mart for Intensive
Care III (MIMIC-III) database, developed by the Massachusetts
Institute of Technology (MIT) and Beth Israel Deaconess
Medical Center (BIDMC), and it is a large, freely available
database. The MIMIC database provided deidentified
demographic, administrative, clinical, and survival outcome
data for all adult ICU admissions at the BIDMC [28]. For our
analysis, we used data between 2008 and 2012 to include clinical
notes from a broad group of clinicians likely to document
engagement with patients’ families, including physicians,
nursing staff, social workers, case managers, and physician
assistants [29]. The Institutional Review Board of the BIDMC
and MIT approved use of the MIMIC-III database by any
investigator who fulfills data-user requirements [29]. This
research was deemed exempt by the Dana-Farber Cancer
Institute Institutional Review Board (approval number 18-192).

Study Population
The study population included patients at least 18 years of age
who were treated in the MICU at the BIDMC in Boston between
2008 and 2012 (Figure 1). We focused exclusively on MICU
patients commonly facing life-threatening conditions that may
warrant family involvement in decision-making [30]. We
excluded patients with an ICU length of stay (LOS) less than
48 hours and those lacking available clinical notes due to
potential privacy disclosures (eg, VIPs). For patients with
multiple ICU admissions during a single hospitalization, only
the first admission was used for analysis.
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Figure 1. Flow diagram showing patient selection in the study. ICU: intensive care unit; MIMIC-III: Medical Information Mart for Intensive Care III.
It is a deidentified demographic, administrative, clinical, and survival outcome database for adult ICU admissions. MICU: medical intensive care unit.

Natural Language Processing (NLP)
Family communication is often recorded as free text in the
clinical notes [31]. Manual abstraction of these data is
time-consuming and prone to human error, thus benefiting from
a structured approach using standard NLP methods [31]. The
ability of NLP methods to identify electronic health record
(EHR) documentation of family involvement in the ICU was
evaluated using a multistep process. First, we constructed a
keyword library to develop a standard structure, including
typographical errors that might be present. We used the text
annotation software, ClinicalRegex [32], to identify
documentation of child and spousal or partner involvement in
the EHR (referred to as “family involvement”). ClinicalRegex
was developed by the Lindvall Lab at Dana-Farber Cancer
Institute and has been applied in multiple studies [32-35] to

identify defined keywords or phrases within clinical notes,
accounting for varieties in language, spelling, and punctuation.
Using a predefined ontology, the software displayed clinical
notes that contain the highlighted keywords or phrases
associated with family. Our ontology contained two domains
of documentation regarding family involvement: (1) spouse or
partner and (2) children. The keyword library was refined to
prioritize sensitivity over specificity and validated by expert
review of a random selection of notes identified by the library
as well as manual review of notes not identified by the library.
The final keyword library is provided in Multimedia Appendix
1.

Second, once the ontology was developed, independent coders
(TFG, KMD, and SZ) reviewed a subset of 100 random samples
of charts in ClinicalRegex using the keyword library to examine
whether each clinical note contained keywords related to family
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involvement. Human experts labeled notations using
prespecified codes (eg, using “0” to label notations where
keywords appeared out of context for exclusion or using “1” to
label notations for inclusion), and the presence or absence of
family-related documentation was determined at the hospital
admission level. Interrater agreement was excellent (κ values
of 0.83 and 0.82 for child and spouse, respectively).

Study Measures

Family Involvement
To identify family-related documentation in the EHR, we first
conducted a literature search of relevant keywords related to
spouse and child [22,36,37]. For our keyword library, we
developed an extensive list to account for the wide variation in
describing spouse and child. For example, spouse was described
as husband, wife, fiancé, girlfriend, boyfriend, companion,
partner, spouse, comate, etc. Child was described as son,
daughter, grandchild, teenage, girl, boy, child, children,
grandson, granddaughter, etc. Multimedia Appendix 1 presents
the exact phrases used in the keyword bank. Multimedia
Appendices 2 and 3 respectively describe examples of how the
keywords found in the clinical notes were used in the relevant
context as well as the keywords that were not used in the
analysis because they were used in a nonrelevant context.

Sociodemographic and Clinical Factors
We collected demographic information (admission age, sex,
race, ethnicity, and marital status) as well as clinical
characteristics including the sequential organ failure assessment
score (SOFA) and Elixhauser Comorbidity Index. The SOFA
score described the time course of multiple organ dysfunction
using a limited number of routinely measured variables [38],
and the Elixhauser Comorbidity Index quantified the effect of
comorbidities on patient outcomes [39]. The sociodemographic
and clinical characteristics of the patients were ascertained by
EHR data extraction.

Health Care Usage
For health care usage outcomes, the discharge location was
included (eg, home, home health care, hospice, short-term
hospital, long-term-care hospital, skilled nursing facility [SNF],
“other facilities,” and in-hospital death). The LOS for obtaining
the hospitalization index and hospital readmission were also
determined for each patient. For our analyses, home was defined
as either home or home health care. Facility was defined as
either hospice, short-term hospital, long-term care, SNF, or
“other facilities.”

Outcome Measures

GOCC Documentation
The National Quality Forum recommends that GOCCs be
documented in the EHR within the first 48 hours of an ICU
admission, especially among frail and seriously ill patients. For
our study, we identified GOCCs using an operational definition
previously described elsewhere [29]. GOCC documentation
required both of the following details: (1) mention of a
conversation with either the patient or a family member and (2)
mention of a specific care preference pertaining to hospital care

[29]. Ascertained by free-text data in the clinical notes, GOCC
documentation included discussion about advance care planning
activities (values, goals, and preferences considering future
care), completion of advance directives or Physician Order for
Life-Sustaining Treatment forms, or referral to hospice or
subspecialty palliative care services [40].

LLST Conversations
Similar to our previous study [29] and other research [41], LLST
included documentation from free-text data within clinical notes
regarding a do-not-resuscitate or do-not-intubate (DNR/DNI)
code status, LLST, acknowledgment of patient or family wishes
to decline any interventional procedures (including central
venous line, temp wire placement, etc) but agreement for
medical management, preference for no heroic measures, no
blood transfusions, no resuscitations, and no blood pressure
interventions.

Mortality
To assess the 3-month mortality since hospital admission, we
used a binary outcome of died and not died within 3 months
since hospital admission based on EHR review.

Statistical Analysis
We used descriptive statistics to summarize the sample,
including the sociodemographic and clinical characteristics of
the patients as well as health care use and mortality. We
performed univariate analyses to assess the relationships
between the sociodemographic and clinical characteristics of
the patients and family involvement, stratified by the type of
family member (overall cohort, both child and spousal
involvement, child only involvement, and spouse only
involvement). To assess the independent associations between
family involvement and GOCC, LLST, and 3-month mortality,
we developed multivariable logistic regression models. For each
dependent variable, separate models were fitted, adjusting for
sex, marital status, race and ethnicity, age, SOFA, and
Elixhauser scores identified a priori based on prior literature
[22,38,42,43]. All statistical tests and CIs, as appropriate, were
performed as 2-sided tests, and all reported P values <.05 were
considered statistically significant. We performed all statistical
analyses using Python version 3.7.6 and library statsmodels
version 0.12.0.

Results

Patient Characteristics
Table 1 describes the sociodemographic and clinical
characteristics of the patients at hospital admission (N=858).
The median age was 68 (IQR: 57-79) years, most patients were
non-Hispanic White (n=650, 75.8%), and approximately half
were male (n=437, 50.9%) and married (n=479, 55.8%). The
median SOFA and Elixhauser scores were 6 (IQR 4-9) and 5
(range 3-6), respectively. The median LOS was 9 (IQR 4.9-16.8)
days. More than a quarter of these patients died in the ICU
(n=253, 29.5%), whereas the majority were either discharged
to a facility or home (n=379, 44.2% and n=223, 26%,
respectively). When compared to child plus spouse involvement
and spouse only involvement, patients with child only

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e33921 | p.38https://medinform.jmir.org/2022/6/e33921
(page number not for citation purposes)

Gray et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


involvement (n=352) were more likely to be female (235/352,
66.8%), not married or partnered (265/352, 75.3%), and older
(median age of 76.7 [IQR 66-85] years) (Table 1). When both
spouse and child were involved (n=202), patients were mostly

male (123/202, 60.9%), married (170/202, 84.2%), and had a
median age of 70 (range 61-77) years. In comparison with White
patients, non-White patients had a high proportion of child only
involvement (95/165, 57.6% vs. 242/650, 37.2%).

Table 1. Patient characteristicsa.

P valueSpouse

(n=304)

Child

(n=352)

Both

(n=202)

Overall

(N=858)

Characteristics

<.001Sex, n (%)

107 (35.2)235 (66.8)79 (39.1)421 (49.1)Male

197 (64.8)117 (33.2)123 (60.9)437 (50.9)Female

<.001Marital status, n (%)

237 (78.0)72 (20.5)170 (84.2)479 (55.8)Married

62 (20.4)265 (75.3)27 (13.4)354 (41.3)Not married

5 (1.6)15 (4.3)5 (2.5)25 (2.9)Unknown

<.001Ethnicity, n (%)

245 (80.6)242 (68.8)163 (80.7)650 (75.8)White (non-Hispanic)

41 (13.5)95 (27.0)29 (14.4)165 (19.2)Other

18 (5.9)15 (4.3)10 (5.0)43 (5.0)Unknown

<.00158.4 (48.4-67)76.7 (66-85)69.7 (61-77.4)68.4 (56.5-79.4)Admission age in years, median (IQR)

<.00112.1 (6-21.1)8 (4.7-14.7)8.6 (4.7-16.1)9 (4.9-16.8)Hospital LOSb in days, median (IQR)

<.001Discharge status, n (%)

63 (20.7)109 (31.0)81 (40.1)253 (29.5)Death

136 (44.7)158 (44.9)85 (42.1)379 (44.2)Facility

103 (33.9)84 (23.9)36 (17.8)223 (26.0)Home

2 (0.7)1 (0.3)0 (0)3 (0.3)Unknown

<.001Mortality, n (%)

63 (20.7)109 (31.0)81 (40.1)253 (29.5)In-hospital mortality

92 (30.3)152 (43.2)98 (48.5)342 (39.9)3 months from hospital admission

126 (41.4)198 (56.2)118 (58.4)442 (51.5)1 year from hospital admission

116 (38.2)173 (49.1)108 (53.5)397 (46.3)6 months from ICUc discharge

.2863 (20.7)90 (25.6)43 (21.3)196 (22.8)Readmission, n (%)

.09221 (72.7)266 (75.6)164 (81.2)651 (75.9)Documented goals of care conversation, n (%)

<.00152 (17.1)149 (42.3)73 (36.1)274 (31.9)Documented conversations about limitations
in code status, n (%)

<.0015.5 (3-8)6 (4-9)7 (5-10)6 (4-9)SOFAd score, median (IQR)

.064 (3-6)5 (3-6)5 (3-6)5 (3-6)Elixhauser score, median (IQR)

aPatient characteristics of study the cohort were stratified by documentation of family involvement. For discharge status, chi-square tests may not be
valid due to a low number of examples in some categories.
bLOS: length of stay.
cICU: intensive care unit.
dSOFA: sequential organ failure assessment score.

Association Between Family Involvement and GOCC
Overall, most patients had documented GOCC (651/858, 75.9%)
(Table 1). Child involvement (odds ratio [OR] 0.81; 95% CI

0.49-1.34; P=.41) and involvement of child plus spouse (OR
1.28; 95% CI 0.8-2.03; P=.3) were not associated with GOCC
when compared to spouse only involvement (Table 2).
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Table 2. Goals of care conversationsa.

P valueOdds ratio (95% CI)Variables

Sex (reference group: male)

.351.18 (8.84-1.65)Female

Marital status (reference group: married)

.411.19 (0.79-1.78)Not married

.861.09 (0.4-2.96)Unknown

Ethnicity (reference group: White)

.280.8 (0.54-1.2)Other

.970.99 (0.46-2.13)Unknown

Type of family member documentation identified (reference group: spouse only)

.31.28 (0.8-2.03)Both child and spouse

.410.81 (0.49-1.34)Child only

.051.01 (1-1.03)Admission age

.810.99 (0.92-1.07)Elixhauser score

<.0011.09 (1.04-1.14)SOFAb score

aExploratory analyses were conducted to investigate the association between documentation related to family member involvement and goals of care
conversations.
bSOFA: sequential organ failure assessment score.

Association Between Family Involvement and LLST
More than a quarter of the patients (274/858, 31.9%) had
documented LLST (Table 1). Child only involvement was not
associated with LLST (OR 1.49; 95% CI 0.89-2.52; P=.13)

compared to spouse only involvement. Child plus spouse
involvement was associated with higher odds of LLST (OR 1.6;
95% CI 1.02-2.52; P=.04) compared to spouse only involvement
(Table 3).

Table 3. Limitations in life-sustaining therapy conversationsa.

P valueOdds ratio (95% CI)Variables

Sex (reference group: male)

.910.98 (0.7-1.37)Female

Marital status (reference group: married)

.051.51 (0.99-2.28)Not married

.771.16 (0.44-3.05)Unknown

Ethnicity (reference group: White)

.440.85 (0.57-1.28)Other

.220.6 (0.27-1.36)Unknown

Type of family member documentation identified (reference group: spouse only)

.041.6 (1.02-2.52)Both child and spouse

.131.49 (0.89-2.52)Child only

<.0011.04 (1.03-1.06)Admission age

.240.96 (0.89-1.03)Elixhauser score

<.0011.15 (1.11-1.2)SOFAb score

aResults of exploratory analyses to investigate the association between documentation related to family member involvement and limitations in
life-sustaining therapy.
bSOFA: sequential organ failure assessment score
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Association Between Family Involvement and
Mortality
Over a third of the patients (342/858, 39.9%) died 3 months
post hospital admission (Table 1). Compared to spouse only

involvement, we found no significant differences in the 3-month
mortality by family member type, including child plus spouse
involvement (OR 1.38; 95% CI 0.91-2.09; P=.13) and child
only involvement (OR 1.47; 95% CI 0.9-2.41; P=.12) (Table
4).

Table 4. Mortality at 3 months following admissiona.

P valueOdds ratio (95% CI)Variables

Sex (reference group: male)

.090.76 (0.56-1.05)Female

Marital status (reference group: married)

.090.71 (0.47-1.05)Not married

.981.01 (0.41-2.51)Unknown

Ethnicity (reference group: White)

.330.82 (0.56-1.22)Other

.511.28 (0.62-2.65)Unknown

Type of family member documentation identified (reference group: spouse only)

.131.38 (0.91-2.09)Both child and spouse

.121.47 (0.9-2.41)Child only

<.0011.03 (1.02-1.04)Admission age

.71.01 (0.95-1.09)Elixhauser score

<.0011.2 (1.15-1.25)SOFAb score

aResults of exploratory analyses to investigate the association between documentation related to family involvement and 3-month mortality since hospital
admission.
bSOFA: sequential organ failure assessment score.

Discussion

Principal Results
This study demonstrated that child plus spouse involvement in
decision-making within the first 48 hours of an ICU stay was
associated with LLST for mechanically ventilated patients when
compared to spouse involvement only. To our knowledge, this
is the first study to demonstrate an association between spouse
plus child involvement and LLST in mechanically ventilated
patients in the ICU. Family members may find it easier to make
complex decisions in a group with other family members, and
this approach may help in reaching a consensus in the context
of a poor prognosis. Prior research has shown that family
members take on the end-of-life (EOL) decision-maker role
together as a unit and collaborate, and even designated surrogate
decision makers prefer to structure the interaction around
collaborative group decision-making rather than take on the
role individually [14].

Unlike the association found between LLST and family
involvement, there was no association between family member
involvement and documentation of GOCC. One possible
explanation is that a GOCC is defined as a palliative and
end-of-life care process measure [40,44], meaning that such
conversations are part of evidence-based guidelines and will
occur regardless of which family member is present [45].
Meanwhile, LLST is the next step after a GOCC occurs and is
important to establish when actually making decisions about

life-limiting therapies, which may collectively involve the
patients, their family members, and clinicians.

Comparison With Prior Work
Research has demonstrated that the type of family involvement
often varies across racial and ethnic groups and there is a
growing number of studies exploring the role of race, ethnicity,
and culture in caregiving [36,46,47]. Compared to White
patients, we observed that non-White patients had a high
proportion of child only involvement. Similarly, previous studies
have found that African American patients are more likely to
receive assistance from adult children rather than spouses
[47-49]. Williams and Dilworth-Anderson examined connections
of social support for 187 community-dwelling African American
elders and demonstrated that the adult child was the most
common type of relationship to the care recipient (62%),
surpassing spouse (6%), friend (3%), and other kin (29%) [50].
Similarly, Miller and Guo demonstrated that African American
caregivers for persons with dementia were found to be younger,
less educated, having lower income, and married for fewer years
than White caregivers [51]. Though this study included
participants from a single site, which may impact
generalizability, the findings demonstrate potential racial and
ethnic differences regarding the type of family members
involved in care within the ICU setting, but further research is
warranted.
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Given the rising number of individuals facing serious illness,
receiving critical care, and living longer, our study adds to the
growing body of knowledge that calls for the need to develop
approaches that are tailored to the specific subpopulations of
family members who are involved in ICU patient care and
decision-making.

Limitations
This study has several limitations. First, we examined data from
2008 to 2012, so our findings may not be generalizable to the
more recent years. Second, the cross-sectional nature of the
study did not enable us to assess causality or temporality
between family involvement and patient outcomes. Third,
because our sample was limited to clinical notes from a single
tertiary care hospital in northeastern United States and lacked
racial diversity, our algorithm may not be generalizable to other
hospitals, ICU populations, or geographic areas. Fourth, as noted
in other studies [34,44,52], our methods were dependent on the
quantity and quality of documentation that exist in the EHR, so
it is possible that some family-related documentation or actual
interaction with and involvement of families may have been

missed. Moreover, our models may not fully account for all
possible confounders, and we were unable to capture other
factors that may impact the relationship between family
involvement and patient outcomes. Fifth, we focused on
documentation generated within the first 48 hours by nurses,
case managers, social workers, physician assistants, and
physicians, but critical care is a broad, interdisciplinary
specialty. The role of other clinicians’ documentations in
describing outcomes in the ICU setting is not known. Future
work should examine documentation of family involvement
generated by other clinical disciplines and other ICU settings.
Finally, we used rule-based NLP models, which only detect
phrases in notes if they match the specified keywords.

Conclusions
This study fills an important gap in our understanding of family
involvement in patient care and decision-making early in ICU
stays. Findings suggest that better decisions about LLSTs will
be made if additional family members are engaged, and
clinicians should seek out everyone who may want to or need
to participate.
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Multimedia Appendix 1
Keyword library. This appendix presents the exact phrases used in the keyword bank. It includes an extensive list to account for
the wide variations in describing spouse and child. For example, spouse is described as husband, wife, fiancé, girlfriend, boyfriend,
companion, partner, spouse, comate, etc. Child is described as son, daughter, grandchild, teenage, girl, boy, child, children,
grandson, granddaughter, etc.
[PDF File (Adobe PDF File), 155 KB - medinform_v10i6e33921_app1.pdf ]

Multimedia Appendix 2
Keywords used in relevant context. This Multimedia Appendix provides examples of how the keywords found in the clinical
notes were used in relevant context in the analysis.
[PDF File (Adobe PDF File), 137 KB - medinform_v10i6e33921_app2.pdf ]

Multimedia Appendix 3
Keywords used in nonrelevant context. This Multimedia Appendix provides examples of how the keywords found in the clinical
notes were used in a nonrelevant context and eliminated during the analysis.
[PDF File (Adobe PDF File), 31 KB - medinform_v10i6e33921_app3.pdf ]
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Abstract

Background: The tenth revision of the International Classification of Diseases (ICD-10) is widely used for epidemiological
research and health management. The clinical modification (CM) and procedure coding system (PCS) of ICD-10 were developed
to describe more clinical details with increasing diagnosis and procedure codes and applied in disease-related groups for
reimbursement. The expansion of codes made the coding time-consuming and less accurate. The state-of-the-art model using
deep contextual word embeddings was used for automatic multilabel text classification of ICD-10. In addition to input discharge
diagnoses (DD), the performance can be improved by appropriate preprocessing methods for the text from other document types,
such as medical history, comorbidity and complication, surgical method, and special examination.

Objective: This study aims to establish a contextual language model with rule-based preprocessing methods to develop the
model for ICD-10 multilabel classification.

Methods: We retrieved electronic health records from a medical center. We first compared different word embedding methods.
Second, we compared the preprocessing methods using the best-performing embeddings. We compared biomedical bidirectional
encoder representations from transformers (BioBERT), clinical generalized autoregressive pretraining for language understanding
(Clinical XLNet), label tree-based attention-aware deep model for high-performance extreme multilabel text classification
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(AttentionXLM), and word-to-vector (Word2Vec) to predict ICD-10-CM. To compare different preprocessing methods for
ICD-10-CM, we included DD, medical history, and comorbidity and complication as inputs. We compared the performance of
ICD-10-CM prediction using different preprocesses, including definition training, external cause code removal, number conversion,
and combination code filtering. For the ICD-10 PCS, the model was trained using different combinations of DD, surgical method,
and key words of special examination. The micro F1 score and the micro area under the receiver operating characteristic curve
were used to compare the model’s performance with that of different preprocessing methods.

Results: BioBERT had an F1 score of 0.701 and outperformed other models such as Clinical XLNet, AttentionXLM, and
Word2Vec. For the ICD-10-CM, the model had an F1 score that significantly increased from 0.749 (95% CI 0.744-0.753) to 0.769
(95% CI 0.764-0.773) with the ICD-10 definition training, external cause code removal, number conversion, and combination
code filter. For the ICD-10-PCS, the model had an F1 score that significantly increased from 0.670 (95% CI 0.663-0.678) to 0.726
(95% CI 0.719-0.732) with a combination of discharge diagnoses, surgical methods, and key words of special examination. With
our preprocessing methods, the model had the highest area under the receiver operating characteristic curve of 0.853 (95% CI
0.849-0.855) and 0.831 (95% CI 0.827-0.834) for ICD-10-CM and ICD-10-PCS, respectively.

Conclusions: The performance of our model with the pretrained contextualized language model and rule-based preprocessing
method is better than that of the state-of-the-art model for ICD-10-CM or ICD-10-PCS. This study highlights the importance of
rule-based preprocessing methods based on coder coding rules.

(JMIR Med Inform 2022;10(6):e37557)   doi:10.2196/37557

KEYWORDS

deep learning; International Classification of Diseases; medical records; multilabel text classification; natural language processing;
coding system; algorithm; electronic health record; data mining

Introduction

Background
The International Classification of Diseases (ICD) aims to
systematically record, analyze, interpret, and compare mortality
and morbidity data collected in different areas. ICD transforms
the diagnosis of diseases and other health problems from text
to alphanumeric codes, which are mixed with English letters
and numbers [1]. ICD has become an internationally accepted
diagnostic classification system for epidemiological research
and health management.

The World Health Organization (WHO) introduced the tenth
revision of the International Classification of Diseases (ICD-10)
in the 1990s to accommodate the increasing number of diagnoses
and related health problems [1]. The clinical modification (CM)
and procedure coding system (PCS) of ICD-10 (ICD-10-CM
and ICD-10-PCS) have been developed to describe more clinical
details with increasing diagnosis and procedure codes and
applied in payment methodologies, such as disease-related
groups in the United States [2,3]. The transition from ICD-9 to
ICD-10-CM or ICD-10-PCS expanded the number of codes.
There are only approximately 14,000 diagnosis codes and 3800
procedure codes in ICD-9, but approximately 69,000 in
ICD-10-CM and 72,000 in ICD-10-PCS [3]. The expanded
codes suppress productivity and increase the cost of disease
coding [4]. In practice, the disease coder spent more time
interpreting the text of the medical records to ensure the
correctness of the disease [4].

The speed and correctness of the classification of the disease
coder will be affected by incomplete medical records, orders of
diagnosis, undetailed surgical findings, and fragmented exam
reports. In addition, hospitals must increase their accuracy in
terms of reimbursement. The research found that income can

be increased by approximately 5% with a clinician-auditor
review in patients discharged following an emergency admission
[5].

Related Work
In recent years, text classification from electronic health records
(EHR) data has been widely studied in natural language
processing [6], which is a subdiscipline in the fields of artificial
intelligence and linguistics. This field explores how to process
and use natural language by computers into meaningful
representations and maintain the relationships of meanings
according to the purpose [7]. Text classification can be divided
into the 3 categories of binary, multiclass, and multilabel.
Among these, multilabel text classification outputs multiple
labels with one or more classes. The multilabel classification
task is more challenging because the number of possible
combinations of results is greater if the label set is larger.

Teng et al [8] recently proposed a model predicting ICD-10-CM
using a medical topic mining method and a cross-textual
attentional neural network. It had an F1 score of 0.96 in a single
label of “atrial fibrillation.” However, even with the same
methods proposed to predict the top 50 most frequent
ICD-10-CM codes, their model had an F1 score of 0.68. This
shows that multilabel classification is more complicated than
single-label classification. Multilabel classification for
ICD-10-PCS is even more challenging owing to its sparsity.
Subotin et al [9] proposed a model with code co-occurrence
propensity, which improved the prediction of ICD-10-PCS with
an F1 score from 0.50 to 0.56.

Previous Work
To facilitate the laborious and time-consuming work process,
we have shown that the ICD-10 autocoding system achieved
an F1 score of 0.67 and 0.58 in CM and PCS by applying
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word-to-vector (Word2Vec) [10]. Furthermore, we achieved a
better F1 score of 0.72 and 0.62 in CM and PCS through
bidirectional encoder representations from transformers (BERT).
In addition, an attention mechanism was used in this
classification model to visualize the importance of words used
to train new disease coders [11].

In our previous work, some problems were encountered, such
as handling the following issues. Some meaningful numbers
used in medical terms were removed from the data sets in the
preprocessing stage. The combination codes comprising 2
diagnoses in 1 code were hard to be predicted. Other than
discharge diagnoses, information from the discharge records
was not efficiently included, such as medical history,
comorbidity, and complication. In addition, because the writing
of medical records was different from the original ICD-10-CM
code definition, training our model with the ICD-10-CM
definition may be helpful.

Surgical method records and special examination reports are
helpful for disease coders to determine the ICD-10-PCS.
However, information from special examination reports is
challenging to be extracted because it is mixed with
uninformative content, such as ultrasound, radiology, endoscopy,
and electroencephalography. Furthermore, information from
surgical method records is also essential, but the combination
algorithm for these types of documents should be studied.

Objective
This study focuses on interpreting medical records to tackle the
problems mentioned above because we found that the accuracy
is limited without a rule-based approach. We propose that we
can make our model more accurate by adopting coding rules
from experienced disease coders in our preprocess. Therefore,
this study aims to establish a contextual language model with
rule-based preprocessing methods to develop a more accurate
and explainable ICD-10 autocoding system.

Methods

Ethical Considerations
This retrospective study was approved by the institutional review
board of the Far Eastern Memorial Hospital (109086-F and
110028-F), which waived the requirement for informed consent.

Data Collection
Data were acquired from the electronic medical records of the
Far Eastern Memorial Hospital, a medical center in Taiwan,
from January 2018 to December 2020. The collected data
included admission date, discharge date, discharge summary,
ICD-10-CM codes, and ICD-10-PCS codes. The ground-truth
ICD-10-CM or ICD-10-PCS codes were labeled by the disease
coders.

Data Description
We obtained 101,974 documents for ICD-10-CM codes and
105,466 documents for ICD-10-PCS codes. Our discharge
summary contains 5 types of documents. The discharge
diagnoses (DD) listed the main diagnoses related to this
hospitalization. The surgical method (SM) includes a description
of the surgical procedures and findings. The special examination
(SE) includes ultrasound, radiological, endoscopic, and
electroencephalography reports. Medical history (MH) contains
the process of developing the present illness and the past medical
history. Comorbidity and complications (CC) included
complications noted during hospitalization.

Most of these studies included CC and MH (Figure 1). The
count of the 3 types of documents in each chapter of the
ICD-10-CM and ICD-10-PCS are shown in Multimedia
Appendix 1. The chapters were determined by the first 3 codes
of the ICD-10 labels annotated by disease coders. The maximal
word count was up to 2342 in SE, and the mean word count
was up to 149 in MH (Table 1).

Figure 1. Data counts of 5 types of documents.
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Table 1. Word counts of 5 types of documents.

Mean word countMaximal word countDocument type

31480Discharge diagnoses

11487Surgical method

862342Special examination

149586Medical history

5338Comorbidity and complication

Common Text Preprocessing
Null or duplicate data sets and punctuation were removed using
the Natural Language Toolkit [12]. Non-English characters were
removed before further preprocessing. The text in our EHR was
written in mixed English and Chinese. The Chinese part contains
the names of the people, places, special customs, and transferred
hospital, and is irrelevant to the diagnosis.

Study Design
We first compared different word embedding methods. Second,
we compared the preprocessing methods using the
best-performing word embedding methods. To choose the
best-performing embeddings, we compared the performance of
Word2Vec [13], label tree-based attention-aware deep model
for high-performance extreme multilabel text classification
(AttentionXLM) [14], biomedical BERT (BioBERT) [15], and
clinical generalized autoregressive pretraining for language
understanding (clinical XLNet) [16] to predict ICD-10-CM with

DD as input. BioBERT had the highest F1 score and was chosen
to compare the following preprocessing methods for ICD-10-CM
or ICD-10-PCS (Multimedia Appendix 2).

The sections used for predicting ICD-10-CM were DD, MH,
and CC; the sections used for predicting ICD-10-PCS were DD,
SM, and SE. The concatenated input text from these sections
was long and contained fewer informative components. A proper
preprocessing method should be designed to extract helpful
information from text. We randomly split the data in a 9:1 ratio
into training and validation sets. After the model was trained
with the training set, the validation set was used to compare the
effects of the following preprocessing methods: the change in
the model performance of the trained definition, external cause
code removal, number conversion, and combination code filter,
which are shown for ICD-10-CM stepwise. The model
performance of inputting different document section
combinations was compared for ICD-10-PCS, including DD,
SM, and SE (Figure 2).

Figure 2. Data processing flow chart and the model architecture. BioBERT: bidirectional encoder representations from transformers for biomedical
text mining. CLS: classification; CM: clinical modification; ICD: International Classification of Diseases; PCS: procedure coding system; T: token;
Woutput: output weight; Wp: pooled weight.

Model Architecture
After preprocessing, the text was tokenized using the BERT
tokenizer. The tokens for BioBERT were truncated to 512 in
length because of the model limit [15]. Tokens are then inputted
into the BioBERT. A linear layer was connected to the pooled
output of BioBERT with labels. The labels are one-hot
encodings of all individual ICD-10-CM or ICD-10-PCS codes
in our data set, which are 9876 for CM and 7204 for PCS (Figure

2). We calculated the loss by cross entropy. We trained the
model using the Adam optimizer and a learning rate of 0.00005
until 100 epochs or met the early stop criteria (less than 0.0001
changes for 10 epochs).

Data Preprocessing for ICD-10-CM
We included DD, MH, and CC to train the model for
ICD-10-CM. We designed a process to include helpful
information and remove less informative content. This process
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contains several components, including the following: MH
extraction, CC combining, ICD-10-CM definition training,
external cause code removal, number conversion, and
combination code filter. The effects of adding the ICD-10-CM
definition, external cause code removal, number conversion,
and combination code filter on the model performance were
compared with the performance before adding these processes.

Medical History
We included the MH to extract chronic diseases not mentioned
in the DD because we found that some chronic diseases, such
as hypertension or chronic kidney disease, were not recorded
in approximately 15% of DD in our data. Because the mean
length of MH is 5 times that of DD (Table 1), we only extracted
key words from MH instead of directly merging DD and MH.
We listed these key words and their ICD-10-CM codes in
Multimedia Appendix 3. These key words were produced after
discussions with disease coders. Only key words found in the
text in the MH will be retained for combination after the key
word extractor is used.

Comorbidity and Complication Combining
Although CC is null in smoothly discharged patients, it affects
the ICD-10-CM code if it is not null. ICD-10-CM codes that
are frequently inferred from CC include nausea, vomiting,
diarrhea, fatigue, and pneumonia. The mean length of the CC
was only one-sixth of the DD (Table 1), and thus we combined
DD with CC directly.

ICD-10-CM Definition Trained
We initiated our model with weights from BioBERT and trained
the model on the official ICD-10-CM definition by the WHO
as the input and the respective ICD-10-CM code as the output
[1]. The model was trained for 100 epochs with early stop
criteria (less than 0.0001 changes for 10 epochs). For example,
if the output ICD-10-CM code is N39.0, the input text is “urinary
tract infection, site not specified.”.

External Cause Codes Removal
External cause codes (V01-Y98) define environmental events,
circumstances, and conditions, such as the cause of injury,
poisoning, and other adverse effects related to an injury.

However, it is challenging for a model to predict external cause
codes because relevant information is seldom recorded. Because
external cause codes do not affect the final disease-related group
payment, we removed them from our labels.

Number Converting
There are numbers in our EHR, such as the date of the MH, the
report’s physiological value, and the header of each line. They
were removed because most of them were not informative for
our classification task. However, we found that some numbers
may affect the ICD-10-CM or ICD-10-PCS prediction, such as
pregnancy weeks (“36 weeks gestation of pregnancy”), stage
of chronic diseases (“stage 4 chronic kidney disease”), type of
disease (“type 2 diabetes mellitus”), and grade of disease
(“follicular lymphoma grade 1” and “modified Rankin scale
0”). Thus, we converted all the known essential numbers back
to alphabets, such as “stage four chronic kidney disease,” “type
two diabetes mellitus,” and “thirty-six weeks gestation of
pregnancy,” before removing all numbers.

Combination Code Filter
A combination code represents the diagnosis of one or more
comorbidities. For example, hypertension with various
comorbidities refers to different combinations of codes. To
solve these problems, we designed a combination code filter
(Multimedia Appendix 4). If the input text contains
“hypertension,” it will check whether this case has chronic
kidney disease and heart failure. If yes, the combination code
filter replaces the original text with the definition of the
combination code. In this manner, we prevented the model from
providing 2 codes instead of using combination codes.

Illustrating Preprocessing for Models Predicting
ICD-10-CM
An example of preprocessing the input data for the models
predicting ICD-10-CM is shown in Figure 3. After number
conversion, we combined DD with extracted key words from
MH, such as “hypertension” and “chronic kidney insufficiency,”
into the extract summary. We then transformed the summary
using a combination code filter into the training data. We first
trained our model using the ICD-10-CM definition and then
trained it on the training data.
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Figure 3. Data preprocessing framework of ICD-10-CM classification model. CM: clinical modification; CT: computed tomography; ER: emergency
room; ICD: International Classification of Diseases; L: lumbar; LAR: low anterior resection; OS: oculus sinister.

Data Preprocessing for ICD-10-PCS
We included DD, SM, and SE to train the model for the
ICD-10-PCS. In addition to DD, SM and SE provide helpful
information for determining ICD-10-PCS. We trained the model
with DD alone, SM alone, and 3 strategies for combining DD
with SM and SE, and then compared their performances.

Surgical Method
The mean length of SM was one-third of that of DD (Table 1).
SM was recorded only if the patient underwent major
procedures. To extract the most helpful information for training
our model, we proposed a combination of DD and SM.
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Special Examination
The mean length of SE was 3 times that of DD (Table 1). In an
SE report, not all examinations will have the corresponding
ICD-10-PCS codes, such as radiological examination or
electroencephalography. Therefore, these components should
be removed accordingly.

We designed a key word extractor to extract helpful information
from SE and to avoid excessive text length. We listed these key
words and their ICD-10-PCS codes from high to low frequency
in Multimedia Appendix 5. These key words were produced by
a discussion with the disease coders. Only key words found in
the text in the SE were retained after the key word extractor
was used.

After extracting the key words from the SE, we used 2 different
combination strategies. First, we input the DD only if the patient
has no SM or SE. In the second method, we input the DD if the
patient had no SM and added key words from the SE.

Illustrating Preprocessing for Models Predicting
ICD-10-PCS
An example of preprocessing the input data for models
predicting ICD-10-PCS is shown in Figure 4. We first combined
DD with extracted key words from SE, such as “endoscope”
and “biopsy,” into the extract summary. We then trained our
model on these data to predict ICD-10-PCS.
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Figure 4. Data preprocessing framework of ICD-10-PCS classification model. AR: aortic regurgitation; CAD: coronary arterial disease; CBD: common
bile duct; CV: cardiovascular; EGD: esophagogastroduodenoscopy; EGJ: esophago-gastric junction; GB: gall bladder; ICD: International Classification
of Diseases; IHD: intrahepatic duct; IV, intravenous; LA: left atrium; LV: left ventricle; LVEF: left ventricular ejection fraction; MR: mitral regurgitation;
PCS: procedure coding system; PV: portal vein; R/O: rule out; s/p: status post; TKR: total knee replacement; TR: tricuspid regurgitation.

Preprocessing for ICD-10-CM Label Classification
To compare different preprocessing methods for ICD-10-CM,
we included DD, MH, and CC as inputs. We compared the
performance of ICD-10-CM prediction using different
preprocesses, including definition training, external cause code
removal, number conversion, and combination code filtering.

Preprocessing for ICD-10-PCS Label Classification
In the ICD-10-PCS part of this study, DD, SM, and SE were
included as inputs. We compared the prediction performance
of the input text, including only DD, SM, and the 3 combination
strategies. Combination strategy 1, “SM or DD”—we input the
DD only if the case has no SM. Combination strategy 2,
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“(SM+SE) or DD”—we input the DD only if the case has no
SM or SE. Combination strategy 3, “(SM+SE) or
(CD+SE)”—we only input DD if the case has no SM and add
key words of SE.

Evaluation Metrics
Microprecision is the summation of true positives divided by
the summation of all predicted positive cases (Formula 1).
Microrecall is the summation of true positives divided by the
summation of all actual positive cases (Formula 2). The micro
F1 score is the harmonic mean of the microrecall and
microprecision, and it is an overall measure of the quality of a
classifier’s predictions (Formula 3). The area under the receiver
operating characteristic curve (AUROC) was calculated by
taking the true-positive rate against the false-positive rate. The
micro-average calculates the metrics globally by considering
each element of the label indicator matrix as a label. We chose
the micro F1 score and micro-AUROC to compare the model
performance. The F1 score, precision, recall, and AUROC are
bootstrapped 100 times to calculate the 95% confidence interval.

Results

ICD-10-CM Label Classification
In our ICD-10-CM multilabel text classification task, each case
contained approximately 1 to 20 codes from A00 to Z99. The
label set was 9876 in the CM. In the comparison of different
embedding models, BioBERT, Clinical XLNet, AttentionXLM,
and Word2Vec had the F1 score of 0.701, 0.685, 0.654, and
0.651, respectively. The BioBERT model had the highest F1

score and was selected for the following experiment. Table 2
shows a comparison of the different preprocessing methods for
the ICD-10-CM. The baseline model had a micro F1 score of
0.749 (95% CI 0.744-0.753). After the model was trained with
the definition, it had an F1 score of 0.759 (95% CI 0.754-0.763).
After removing the external cause codes, converting the number
to the alphabet, and applying a combination code filter, the
model had an F1 score of 0.763 (95% CI 0.759-0.767), 0.767
(95% CI 0.761-0.772), and 0.769 (95% CI 0.764-0.773),
respectively. The baseline model had the AUROC of 0.839
(95% CI 0.835-0.842). With all the preprocessing methods used,
the model had an AUROC of 0.858 (95% CI 0.849-0.855).

Table 2. Comparison of different preprocessing methods for BioBERTa model on ICDb-10-CMc. Preprocessing methods are added one by one and
95% CIs are calculated by bootstrapping.

AUROCd (95% CI)Microrecall (95% CI)Microprecision (95% CI)Micro F1 score (95% CI)Preprocessing method

0.839 (0.835-0.842)0.678 (0.672-0.684)0.836 (0.832-0.840)0.749 (0.744-0.753)Baseline

0.848 (0.845-0.851)0.696 (0.690-0.702)0.833 (0.829-0.838)0.759 (0.754-0.763)+Trained with definition

0.849 (0.846-0.851)0.697 (0.691-0.702)0.843 (0.840-0.846)0.763 (0.759-0.767)+External cause codes removal

0.851 (0.847-0.854)0.702 (0.695-0.708)0.845 (0.840-0.849)0.767 (0.761-0.772)+Number converting

0.853 (0.849-0.855)0.706 (0.699-0.711)0.845 (0.841-0.850)0.769 (0.764-0.773)+Combination code filter

aBioBERT: bidirectional encoder representations from transformers for biomedical text mining.
bICD: International Classification of Diseases.
cCM: clinical modification.
dAUROC: area under the receiver operating characteristic curve.

ICD-10-PCS Label Classification
In our ICD-10-PCS multilabel text classification task, each case
contained approximately 1-20 codes. The label set was 7204 in
the PCS. Table 3 shows a comparison of different input
document combinations for the ICD-10-PCS. The models trained
with only DD and SM had an F1 score of 0.670 (95% CI
0.663-0.678) and 0.618 (95% CI 0.607-0.627), respectively.

The model trained with combination strategies 1 (SM or DD),
2 ([SM+SE] or DD), and 3 ([SM+SE] or [DD+SE]) had an F1

score of 0.714 (95% CI 0.708-0.721), 0.724 (95% CI
0.718-0.730), and 0.726 (95% CI 0.719-0.732), respectively.
The models trained with only DD had the AUROC of 0.800
(95% CI 0.796-0.805). With combination strategy 3, the model
had the highest AUROC of 0.831 (95% CI 0.827-0.834).
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Table 3. Comparison of different preprocessing methods for BioBERTa model on ICDb-10-PCSc. The 95% CIs are calculated by bootstrapping.

AUROCd (95% CI)Microrecall (95% CI)Microprecision (95% CI)Micro F1 score (95% CI)Preprocessing method

0.800 (0.796-0.805)0.601 (0.593-0.610)0.756 (0.750-0.761)0.670 (0.663-0.678)DDe

0.762 (0.756-0.767)0.524 (0.512-0.534)0.750 (0.741-0.762)0.618 (0.607-0.627)SMf

0.826 (0.822-0.830)0.651 (0.644-0.660)0.790 (0.784-0.791)0.714 (0.708-0.721)SM or DD

0.830 (0.827-0.834)0.661 (0.654-0.668)0.801 (0.794-0.808)0.724 (0.718-0.730)(SM+SEg) or DD

0.831 (0.827-0.834)0.661 (0.654-0.669)0.803 (0.797-0.810)0.726 (0.719-0.732)(SM+SE) or (DD+SE)

aBioBERT: bidirectional encoder representations from transformers for biomedical text mining.
bICD: International Classification of Diseases.
cPCS: procedure coding system.
dAUROC: area under the receiver operating characteristic curve.
eDD: discharge diagnoses.
fSM: surgical method.
gSE: special examination.

Discussion

Principal Findings
In our study of the multilabel text classification of ICD-10-CM
or ICD-10-PCS, each case contained 1-20 codes, and the label
set contained up to 9876 and 7204 in CM and PCS, respectively.
In our previous study, the model had an F1 score of 0.71 and
0.62 in ICD-10-CM and ICD-10-PCS [11]. In this study, we
proposed preprocessing methods for ICD-10-CM and
ICD-10-PCS, respectively. For the ICD-10-CM, the model had
a significant F1 score increase from 0.749 (95% CI 0.744-0.753)
to 0.769 (95% CI 0.764-0.773) and a significant AUROC
increase from 0.839 (95% CI 0.835-0.842) to 0.853 (95% CI
0.849-0.855). For the ICD-10-PCS, the model had an F1 score
that significantly increased from 0.670 (95% CI 0.663-0.678)
to 0.726 (95% CI 0.719-0.732) and an AUROC that significantly
increased from 0.800 (95% CI 0.796-0.805) to 0.831 (95% CI
0.827-0.834).

In our comparison of different word embedding methods for
ICD-10-CM classification, BioBERT achieved the highest F1

score of 0.701 among all embedding methods. This result is
consistent with previous research that contextualized
representations (BERT and XLNet) showing consistent
improvement over noncontextualized models (Word2Vec and
AttentionXLM) in multilabel text classification tasks [17].
BioBERT was pretrained on PubMed abstracts and PubMed
Central full-text articles to improve the performance of
biomedical text-mining tasks [15]. Previous studies confirmed
that BioBERT outperformed other embedding methods in
classifying ICD-10-CM [11,18].

Training the model with the ICD-10-CM definition increased
its F1 score from 0.749 to 0.759 (1.3%). Each ICD-10-CM code
has a textual description of the definition on the WHO website
[1]. Although the text in medical records is different from the
WHO’s definition, its semantics should approximate that
definition. The results showed that training with definition
increased the model performance for the multilabel classification
of clinical text. External cause code removal increases the

model’s F1 score from 0.759 to 0.763 (0.5%). The improvement
is limited because external cause codes only accounted for
2.73% (2787/101,974) of our cases.

The number conversion increased the model’s F1 score from
0.763 to 0.767 (0.5%). Number converting affected 33.3%
(33,978/101,974) of our cases. Retaining informative numbers
such as disease type, grade, stages, and pregnancy weeks helps
the model learn the relation of these numbers to the different
codes. For example, there were differences between type 1
diabetes mellitus (E10) and type 2 diabetes mellitus (E11),
follicular lymphoma grades I (C82.0) and II (C82.1), chronic
kidney disease stages 1 (N18.1) and 4 (N18.4), and full-term
uncomplicated delivery (O80) and preterm delivery (060). The
combination code filter increases the model’s F1 score from
0.767 to 0.769 (0.2%). The rules of the combination code are
challenging to learn through machine learning because this text
may be linked to 2 different codes instead of 1 combination
code. With all preprocessing methods, the F1 score increased
from 0.749 to 0.769 (2.6%). Our result is better than the
state-of-the-art model of ICD-10-CM with an F1 score of 0.68
[8] because we designed a key word extractor and trained our
model with ICD-10-CM definition, external cause code removal,
number conversion, and combination code filter.

The trained model had the F1 score of 0.670 and 0.618 for DD
and SM, respectively. DD is more informative for predicting
ICD-10-PCS than SM when used alone. However, the model
trained using combination strategy 1 (SM or DD) had an F1

score of 0.714. The F1 score was 6.6% and 15.5% higher than
that of DD alone and SM alone, respectively. The F1 score of
the model trained with SM alone was lower than that of the
model trained with DD alone because only 58%
(60,558/104,411) of the cases had SM compared to cases with
DD. If a patient underwent surgery, the ICD-10-PCS codes were
coded according to the SM records. The model trained with
combination strategies 2 ([SM+SE] or DD) and 3 ([SM+SE] or
[DD+SE]) had an F1 score of 0.724 and 0.726, respectively.
Their F1 scores were 1.4% and 1.7% higher than those of
Strategy 1. Adding SE to SM or DD is effective in improving
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the model performance because several ICD-10-PCS codes are
coded according to ultrasound or endoscopic reports in SM.
Our result is better than the state-of-the-art model of
ICD-10-PCS with an F1 score of 0.56 [9] because we designed
a key word extractor and combined DD with SM and SE.

Limitations
Our study had some limitations. First, the data were obtained
from a single medical center. Writing habits and disease
prevalence may vary between hospitals. Different purposes of
coding in different areas may also affect the labels. External
validation should be conducted in future studies. Second,
although we attempted to include most of the content from the
health record, other parts may also contribute to the prediction,
such as problem lists and progress notes. Further studies are
required to manage these issues.

Conclusions
ICD-10-CM and ICD-10-PCS codes are widely applied in
surveillance, clinical research, and reimbursement. Because of
the complexity of ICD-10-CM and ICD-10-PCS, it takes
approximately 40.4 min for a record to be coded into
ICD-10-CM or ICD-10-PCS manually [2]. This study proposed
a model with a combination of a pretrained contextualized
language model and rule-based preprocessing methods that
outperformed the state-of-the-art models in predicting
ICD-10-CM or ICD-10-PCS. This study highlights the
importance of rule-based preprocessing methods based on coder
coding rules. In EHR, other documents are read manually to
determine ICD-10-CM or ICD-10-PCS codes, such as radiology
reports, laboratory data, and the problem list. An effective
preprocessing method to include documents can be studied in
the future.
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Abstract

Background: Cervical cancer has been recognized as a preventable type of cancer. As the assessment of all the risk factors of
a disease is challenging for physicians, information technology and risk assessment models have been used to estimate the degree
of risk.

Objective: The aim of this study was to develop a clinical decision support system to assess the risk of cervical cancer.

Methods: This study was conducted in 2 phases in 2021. In the first phase of the study, 20 gynecologists completed a questionnaire
to determine the essential parameters for assessing the risk of cervical cancer, and the data were analyzed using descriptive
statistics. In the second phase of the study, the prototype of the clinical decision support system was developed and evaluated.

Results: The findings revealed that the most important parameters for assessing the risk of cervical cancer consisted of general
and specific parameters. In total, the 8 parameters that had the greatest impact on the risk of cervical cancer were selected. After
developing the clinical decision support system, it was evaluated and the mean values of sensitivity, specificity, and accuracy
were 85.81%, 93.82%, and 91.39%, respectively.

Conclusions: The clinical decision support system developed in this study can facilitate the process of identifying people who
are at risk of developing cervical cancer. In addition, it can help to increase the quality of health care and reduce the costs associated
with the treatment of cervical cancer.

(JMIR Med Inform 2022;10(6):e34753)   doi:10.2196/34753

KEYWORDS

cervical cancer; clinical decision support system; risk assessment; medical informatics; cancer; oncology; decision support; risk;
CDSS; cervical; prototype; evaluation; testing

Introduction

Cervical cancer is one of the most common and deadliest cancers
after breast cancer in women [1]. Approximately 85% of cervical
cancer deaths occur in transitional countries, and the rate of
cervical cancer death in low- to middle-income countries is 18
times higher than that of high-income countries [2]. Among the

causes of cervical cancer, human papillomavirus (HPV) types
16 and 18 are associated with more than 70% of cervical
cancers. Other risk factors include early marriage, sexual
intercourse before the age of 16, multiple sex partners, smoking,
and some genital infections, such as HIV or chlamydia, that can
be transmitted through sexual contact [3].

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e34753 | p.59https://medinform.jmir.org/2022/6/e34753
(page number not for citation purposes)

Chekin et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:ayatollahi.h@iums.ac.ir
http://dx.doi.org/10.2196/34753
http://www.w3.org/Style/XSL
http://www.renderx.com/


Cervical cancer has been recognized as a preventable type of
cancer, as it has a long journey before tissue invasion, and can
be prevented by proper screening plans and treating primary
lesions [4]. However, risky cases are not diagnosed at an early
stage in most transitional countries mainly due to the shortage
of obstetricians and gynecologists or patients’ fear of and
objection to invasive procedures. Therefore, most women with
this disease, as compared with other diseases, die at a younger
age [5]. To solve this problem, cervical cancer screening and
the risk assessment of this disease are among the most common
actions that should be taken with the aim of prevention,
diagnosis, and treatment of lesions at the primary stage [4].
Current statistical risk assessment models estimate the likelihood
of cancer development by examining the association between
genetic, environmental, and behavioral risk factors [6]. These
models classify women as high- and low-risk patients using
clinical data. As a result, invasive procedures are not required
for all patients and are only recommended for high-risk patients
[7].

As mentioned before, the shortage of different physician
specialties, including obstetricians and gynecologists, is among
the substantial barriers to providing health care services for
women in many low- and middle-income countries [8].
Therefore, a team-based care model along with using digital
tools has been suggested to increase the accessibility and quality
of health care services [9]. Currently, the use of information
technology, and in particular, the use of clinical decision support
systems (CDSSs) in the field of medicine has supported other
traditional approaches to solve complex medical issues and
make more appropriate decisions [10]. Simply, a CDSS is an
interactive and flexible information system that is developed
specifically to support solving nonstructural problems and
improve the decision-making process [11]. These systems can
be used by different health care professionals including general
practitioners (GPs) and nurses and help them make the right
decision at the point of need. The applications of CDSSs include
screening different diseases, providing clinicians with reliable
information for decision-making, presenting a variety of
treatment strategies, and predicting drug interactions to improve
patient care and reduce medical and nursing errors [12].

It is also expected that using health information technologies
such as CDSS helps improve equity by providing health care
services for different groups of patients in a variety of
geographical locations [13]. However, there might be some
shortfalls in using CDSSs. For example, human decision-makers
may directly adopt computer recommendations mainly due to
reasons such as increasing efficiency, the higher objectivity of
computer conclusions, or having difficulty justifying any
deviation from the computer recommendations. Moreover,
low-quality data may cause the system to make incorrect
decisions, and problems may arise when contextual factors that
are relevant but not represented in the data sets are ignored in
decision-making. This may also cause errors in identifying
high-risk patients. Other risks of automated decisions include
the shifting of responsibility, potential manipulation, and the
lack of traceability by patients [13].

In the field of oncology, CDSSs can help assess the risk of
cancer development by using clinical data and quantifying the

impact of cancer risk factors [14]. These systems can also
support early disease detection and allow GPs to provide a care
plan when specialists are not available [15,16]. Although some
similar systems have been previously developed for cervical
cancer risk assessment, the number and types of input and output
variables and the types of rules and algorithms used are different.
According to the literature, machine learning algorithms to
predict cervical cancer [17], artificial neural networks (ANNs)
to combine the cytology and biomarker results [18], and ANNs
to classify the normal and abnormal cells in the cervix region
of the uterus [19] have been applied in previous studies.
However, in these studies, the cytology results were the main
input variables. Given the limited number of research conducted
on the application of information technology to assess the risk
of cervical cancer, the aim of this study was to develop and
implement a CDSS to assess the risk of this disease by
considering more simple variables to help patients and clinicians
avoid unnecessary invasive procedures, save time, reduce costs,
and increase the quality of care.

Methods

This study was conducted in 2 phases in 2021.

Phase 1
The first phase of the study included determining the essential
parameters for assessing the risk of cervical cancer. Initially, a
list of these parameters was provided based on literature reviews
[4,15,20-24]. Subsequently, 20 gynecologists completed a
5-point Likert scale questionnaire (very important=5,
important=4, moderately important=3, slightly important=2,
and unimportant=1) to determine the most important parameters
included on the list. The questionnaire consisted of 2 sections.
The first section collected the participants’personal information,
such as age and work experience, and the second section
consisted of 50 parameters and risk factors related to cervical
cancer. The face and content validity of the questionnaire was
assessed by 5 gynecologists. The reliability of the questionnaire
was calculated using the test-retest method, and 15 gynecologists
out of the research sample were asked to complete the
questionnaire twice within 2 weeks. Afterward, the correlation
coefficient was calculated for the questionnaire (r=.87).

To analyze the data, descriptive statistics and SPSS software
(version 24; IBM Corp) were used. Initially, the mean values
and SDs were calculated for each parameter. All parameters
with a mean value of 4 or more were selected to focus on the
main parameters and facilitate the process of writing the rules
[10]. Subsequently, one of the gynecologists was consulted,
and 8 important parameters were selected to be included in the
system.

Phase 2
In the second phase of the study, the system rules were written
based on the findings of the first phase of the research and by
using MATLAB software (version 9.5; MathWorks Inc). The
graphical user interface of the system was designed, and the
sensitivity, specificity, and accuracy of the system were
evaluated. In this phase, the required data were collected from
the outpatient medical records of patients referred to gynecology

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e34753 | p.60https://medinform.jmir.org/2022/6/e34753
(page number not for citation purposes)

Chekin et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


clinics (n=93). The gynecologists were requested to complete
a data collection form including the 8 selected parameters for
each patient and determine the patient’s risk of cervical cancer
based on their own knowledge and experience. Finally, the level
of the risk suggested by system was compared to the
gynecologists’ opinions (gold standard) using the Cohen κ
coefficient. A κ value greater than 0.75 indicates a very good
agreement, a κ value less than 0.4 indicates a weak agreement,
and a κ value between 0.4 and 0.75 indicates a relatively good
agreement [10]. The receiver operating characteristic (ROC)
curve of the system was also drawn. The greater the diagnostic
power of the system, the ROC curve will be above the square
diameter and closer to the ideal condition of an area under curve
of 1 [10].

Ethics Approval
Ethics approval was obtained from the National Committee of
Ethics in Biomedical Research (IR.IUMS.REC.1400.940).

Results

The findings of the first phase of the study indicated that of the
20 gynecologists, those in the age range of 41-45 years (n=8,
40%) and with work experiences of 5-10 years (n=12, 60%)
were the most frequent. According to the participants’
perspectives, a number of general and specific parameters were
more important than others for assessing the risk of cervical
cancer (Table 1).

As previously noted, one of the gynecologists was consulted,
and 8 important parameters were selected among all items with
a mean value of 4 or more to be included in the system. These
parameters were the history of high-risk HPV (16, 18), number
of patient’s sexual partners, history of various sexually

transmitted infections, smoking status, Papanicolaou (Pap smear)
test results, number of husband’s legal sexual partners, age of
the first sexual intercourse, and history of cervical and vaginal
diseases.

After writing the If-Then rules, the graphical user interface of
the system was designed using MATLAB software (Figure 1).
The interface of the CDSS consisted of input and output
variables. The input variables included the data for the 8
important parameters mentioned above, and the output variable
was the risk assessment result that showed 4 different levels:
safe, low risk, moderate risk, and high risk.

The system was evaluated using data collected from patients
who were referred to gynecological clinics. In total, 100 patients
visited the gynecological clinics in 1 month; however, 7 patients
were excluded due to definite cervical cancer diagnoses, and
the number of patients was reduced to 93. The patients’ data
were entered into the system and the results were compared to
the gynecologists’ opinions. Table 2 shows the values of
sensitivity, specificity, and accuracy for the different risk groups.

The Cohen κ coefficient was also calculated to compare the risk
level assessed by the CDSS and the gynecologists’ opinions.
The results revealed that the κ value was 0.89 for the low-risk
group, 0.73 for the moderate-risk group, 0.74 for the high-risk
group, and 0.79 for the whole system. As the κ values were
greater than or close to 0.75, it can be concluded that there was
a good agreement between the system performance and
gynecologists’ opinions. The ROC curve of the system was also
drawn (Figure 2). The results showed that the ROC curve was
above the square diameter and close to the ideal condition of
an area under curve of 1. This indicated high diagnostic power
by the system.
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Table 1. Important general and specific parameters for assessing the risk of cervical cancer.

Mean (SD)Degree of importanceaParameter

Unimportant,

n (%)

Slightly impor-

tant, n (%)

Moderately important,

n (%)

Important,

n (%)

Very important,

n (%)

General parameters

4.30 (0.73)0 (0)0 (0)3 (15)8 (40)9 (45)Patient’s age

4.40 (0.75)0 (0)0 (0)4 (20)5 (25)11 (55)Smoking status

4.20 (0.95)0 (0)1 (5)4 (20)5 (25)10 (5)History of exposure to smoke

4.25 (0.71)0 (0)0 (0)3 (15)9 (45)8 (40)Patient’s social status

4.25 (0.71)0 (0)0 (0)3 (15)9 (45)8 (40)Marital status

5 (0)0 (0)0 (0)0 (0)0 (0)20 (100)History of high-risk HPVb

(16, 18)

4.55 (0.68)0 (0)0 (0)2 (10)5 (25)13 (65)History of HPV vaccination

4.30 (1.08)1 (5)0 (0)3 (15)4 (20)12 (60)Family history of cervical
cancer

4.35 (0.87)0 (0)0 (0)5 (25)3 (15)12 (60)Genetic factors

4.75 (0.55)0 (0)0 (0)1 (5)3 (15)16 (80)Number of sexual partners

4.80 (0.41)0 (0)0 (0)0 (0)4 (20)16 (80)Number of husband’s legal
sexual partners

4.20 (0.69)0 (0)0 (0)3 (15)10 (50)7 (35)Age of marriage

4.25 (0.78)0 (0)0 (0)4 (20)7 (35)9 (45)Age of the first sexual inter-
course

4 (0.85)0 (0)0 (0)7 (35)6 (30)7 (35)Number of sexual intercourse
per month

Specific parameters

4.5 (0.51)0 (0)0 (0)0 (0)10 (50)10 (50)Sexual health status

4.75 (0.71)0 (0)1 (5)0 (0)2 (10)17 (85)Papanicolaou test results

4.70 (0.47)0 (0)0 (0)0 (0)6 (30)14 (70)History of immune deficiency
diseases

4.75 (0.55)0 (0)0 (0)1 (5)3 (15)16 (80)History of cervical and vagi-
nal diseases

4.05 (0.88)0 (0)1 (5)4 (20)8 (40)7 (35)History of ovarian and fallop-
ian tube diseases

4 (1.02)0 (0)2 (10)4 (20)6 (30)8 (40)History of hysterectomy

4.70 (0.47)0 (0)0 (0)0 (0)6 (30)14 (70)History of sexually transmit-
ted infections

aVery important=5, important=4, moderately important=3, slightly important=2, and unimportant=1.
bHPV: human papillomavirus.
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Figure 1. User interface of the clinical decision support system (CDSS) to assess the risk of cervical cancer. HPV: human papillomavirus.

Table 2. Sensitivity, specificity, and accuracy of the system for different risk groups.

Evaluation criteriaRisk group

Accuracy, %Specificity, %Sensitivity, %

94.6295.5093.70Low risk

87.099078.26Moderate risk

92.4796.0576.47High risk

91.3993.8582.81Mean values for the system
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Figure 2. Receiver operating characteristic (ROC) curve.

Discussion

Principal Findings
In this study, the essential parameters for cervical cancer risk
assessment were identified and divided into 2 categories of
general and specific parameters. To design a CDSS, the most
important risk factors were selected based on the gynecologists’
opinions and consultation with a specialist. The results of the
evaluation study showed that the developed system had a high
level of sensitivity, specificity, and accuracy and, in most cases,
was able to identify at-risk patients similar to the specialists.

Assessing the risk of a disease is one of the greatest challenges
in medical sciences. Most clinical decisions are made based on
the physicians’personal understanding and experience; however,
their expertise may not be adequate for assessing the risk of all
diseases or disorders. Therefore, the risk assessment of diseases
has been the focus of many research studies in recent years [10].
As there are different risk factors for a disease, information
technology and risk assessment models are used to quantify the
risk level [21,25]. Regarding cervical cancer, it is possible to
identify at-risk women by determining the risk factors and
measuring the effect of these factors on the risk of cancer. In
addition, prevention or intervention in the early stages of the
disease can be made possible by early detection in patients and
then carrying out further examinations [16,26].

Comparison With Prior Studies
In this study, the patient’s age, smoking status, social status,
and marital status were the general parameters and the history
of high-risk HPV (16, 18), history of HPV vaccination, family
history of cervical cancer, genetic factors, and number of
patient’s sexual partners were the specific parameters that had
the highest mean values of importance. Similarly, in a study
conducted by Vaisy et al [27], the patient’s age, age of the first
delivery, history of abortion and curettage, number of
pregnancies, and economic and social status were identified as
risk factors of cervical cancer. Vaisy et al also showed that
marital status, the number of marriages, marriage under the age
of 16 years, and taking birth control pills can increase the risk
of cervical cancer.

Another study conducted by Nojomi et al [28] indicated that
demographic variables such as marital status, occupation,
literacy, the duration of using birth control pills, the history of
abortion, the family history of cervical cancer, smoking status,
age at marriage, and mother’s age at the birth of her first child
are among the cervical cancer risk factors. The researchers also
indicated that a positive family history of cervical cancer, low
age of marriage, high number of pregnancies, low age at the
birth of the first child, and long-term use of birth control pills
were the most significant risk factors. Similarly, Nkfusai et al
[29] examined the role of smoking status, the number of sexual
partners, the family history of cervical cancer, the history of
HIV infection, and having more than 5 deliveries as cervical
cancer risk factors.
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Therefore, the essential parameters for assessing the risk of
cervical cancer found in the first phase of the study were
consistent with the findings of other similar studies. It should
be noted that although 2 groups of general and specific
parameters were considered in this study, 8 parameters were
selected based on consulting with a gynecologist to facilitate
the process of rule writing, developing, and implementing the
CDSS. These 8 parameters were the history of high-risk HPV
(16, 18), number of sexual partners, history of various sexually
transmitted infections, smoking status, Papanicolaou test results,
number of husband’s legal sexual partners, age of the first sexual
intercourse, and history of cervical and vaginal diseases. These
parameters have also been mentioned in other similar studies
[27-29]. After determining the essential parameters in assessing
the risk of cervical cancer, a prototype of the CDSS was
developed using MATLAB software. The rules of the system
were determined after consulting a gynecologist, and the
graphical user interface was developed using MATLAB
software. The users could enter data into the system, and the
result of the cervical cancer risk assessment would be displayed
as safe, low risk, moderate risk, or high risk.

Similarly, Omololu and Adeoluo [30] extracted a number of
cervical cancer risk factors from patient records. These risk
factors included HPV infection, the number of sexual partners,
the age of the first sexual intercourse, extramarital affairs of
spouses, economic and social status, the use of oral birth control
pills, and genetic history. In their study, cervical cancer
diagnosis was considered as the system output and adaptive
neuro-fuzzy inference was used. However, in this study, the
system was able to assess the risk of cervical cancer by using
If-Then rules.

After developing the system, the data collected from the
outpatient medical records were used to evaluate the system
performance. Among the low-risk, moderate-risk, and high-risk
groups, the highest sensitivity (93.70%) and accuracy (94.62%)
belonged to the low-risk group, the highest specificity (96.05%)
and lowest sensitivity (76.47%) belonged to the high-risk group,
and the lowest specificity (90%) and accuracy (87.09%)
belonged to the moderate-risk group. In general, the sensitivity,
specificity, and accuracy of the system were calculated to be
82.81%, 93.85%, and 91.39%, respectively.

Similarly, Hu et al [20] used a regression model and an ANN
to assess the risk of cervical cancer. After evaluating the model,
the sensitivity and specificity of the model were 95.2% and
99%, respectively. In another study, Lee et al [24] validated a
risk scoring system. They used patient medical records to collect
the data and the Cox risk model to determine the risk score. The
results indicated that the sensitivity and specificity in the group
under Papanicolaou screening with a follow-up of less than 3
years were 75% and 94.1%, respectively. The sensitivity and
specificity in the similar group with a follow-up of less than 5
years were 66.7% and 93.5%, respectively, and in the screening
group using cytological tests, the sensitivity and specificity were

88.2% and 87.7%, respectively. Bountaries et al [31] used the
retrospective data of patients who underwent colposcopy. Their
CDSS classified cancer lesions using a hybrid genetic algorithm
and Bayesian classification. To evaluate the system, they
compared the sensitivity and specificity of their CDSS in
diagnosing cancerous lesions with the Papanicolaou test and
HPV detection results. The sensitivity and specificity of the
developed system were 83.4% and 88.1%, respectively.

It is notable that the sensitivities, specificities, and accuracies
cannot be compared between the different systems mainly due
to the differences in the input and output variables and
algorithms used. Although neural networks and other algorithms
that might have higher precision in detecting at-risk patients
were not used in this study, the results of this study showed that
the developed system had a high level of sensitivity, specificity,
and accuracy similar to other systems and could be used to
screen and identify women at risk of developing cervical cancer.
The designed system can be used by different health care
providers including nurses, GPs, and gynecologists, as it had
been developed based on basic clinical data. It can help regular
screenings and prevent invasive tests for all patients. Moreover,
identifying at-risk women at the early stages of the disease can
help treat primary lesions and reduces malignancy and death
[16]. In addition, a better allocation of heath care resources and
improving the quality of care are expected by classifying patients
into different risk groups.

Research Limitations
There are various parameters to assess the risk of cervical
cancer; however, it is difficult to gather and consider all of these
parameters in a single CDSS. Therefore, in this study, the
essential parameters were selected and considered for developing
the system based on the gynecologists’opinions. Including other
parameters in future systems and using more sophisticated
methods for system design may help assess the risk of cervical
cancer more precisely. Future researchers can use parameters
that were not included in the current system, or they can use
new parameters that might be introduced by other researchers.

Conclusion
The aim of this study was to develop a CDSS to assess the risk
of cervical cancer. In this study, 8 essential parameters were
selected and considered as input variables. The output of the
system showed the risk of cervical cancer in 4 levels: safe, low
risk, moderate risk, and high risk. The findings of this study
revealed that the system performance was very similar to the
gynecologists’ opinions. Such a system could be used for
cervical cancer screening or in regions where access to
gynecologists is limited. The use of this system can help improve
the quality of care and manage patients more effectively.
Moreover, the reduction of the mortality rate of cervical cancer
through continuous and timely patient screening would be
another benefit of using this system.
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Abstract

Background: Automatic e-coaching may motivate individuals to lead a healthy lifestyle with early health risk prediction,
personalized recommendation generation, and goal evaluation. Multiple studies have reported on uninterrupted and automatic
monitoring of behavioral aspects (such as sedentary time, amount, and type of physical activity); however, e-coaching and
personalized feedback techniques are still in a nascent stage. Current intelligent coaching strategies are mostly based on the
handcrafted string messages that rarely individualize to each user’s needs, context, and preferences. Therefore, more realistic,
flexible, practical, sophisticated, and engaging strategies are needed to model personalized recommendations.

Objective: This study aims to design and develop an ontology to model personalized recommendation message intent, components
(such as suggestion, feedback, argument, and follow-ups), and contents (such as spatial and temporal content and objects relevant
to perform the recommended activities). A reasoning technique will help to discover implied knowledge from the proposed
ontology. Furthermore, recommendation messages can be classified into different categories in the proposed ontology.

Methods: The ontology was created using Protégé (version 5.5.0) open-source software. We used the Java-based Jena Framework
(version 3.16) to build a semantic web application as a proof of concept, which included Resource Description Framework
application programming interface, World Wide Web Consortium Web Ontology Language application programming interface,
native tuple database, and SPARQL Protocol and Resource Description Framework Query Language query engine. The HermiT
(version 1.4.3.x) ontology reasoner available in Protégé 5.x implemented the logical and structural consistency of the proposed
ontology. To verify the proposed ontology model, we simulated data for 8 test cases. The personalized recommendation messages
were generated based on the processing of personal activity data in combination with contextual weather data and personal
preference data. The developed ontology was processed using a query engine against a rule base to generate personalized
recommendations.

Results: The proposed ontology was implemented in automatic activity coaching to generate and deliver meaningful, personalized
lifestyle recommendations. The ontology can be visualized using OWLViz and OntoGraf. In addition, we developed an ontology
verification module that behaves similar to a rule-based decision support system to analyze the generation and delivery of
personalized recommendation messages following a logical structure.

Conclusions: This study led to the creation of a meaningful ontology to generate and model personalized recommendation
messages for physical activity coaching.

(JMIR Med Inform 2022;10(6):e33847)   doi:10.2196/33847
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Introduction

Overview
Currently, risk factors associated with unhealthy lifestyle have
been recognized as the foremost contributors to chronic illness
and mortality in developed countries [1-6]. An e-coach system
can guide people and convey the appropriate recommendations
in context with sufficient time to prevent and improve living
with chronic conditions. It is a set of computerized components
that constitute an artificial entity that can observe, reason about,
learn from, and predict a user’s behaviors, in context and over
time, and engages proactively in an ongoing collaborative
conversation with the user to aid planning and promote effective
goal striving using persuasive techniques [7-10]. Motivating
people toward a healthy lifestyle has been challenging without
appropriate and continuous support and correct intervention
planning [7-10]. Personalized recommendation technology in
health care may be helpful to address such challenges. It requires
the proper collection of personal health and wellness data and
the right recommendation generation and delivery in a
meaningful way. Our previous study [11] focused on creating
a meaningful, context-specific holistic ontology to model raw
and unstructured observations of personal health and wellness
data collected from heterogeneous sources (eg, sensors,
interviews, and questionnaires) with semantic metadata and
create a compact and logical abstraction for health risk
prediction. However, this comprehensive study concentrated
on rule-based recommendation generation and semantic
modeling of recommendation messages for physical activity
coaching.

Motivation
Generation of motivational messages is essential in e-coaching.
Motivational messages provide quick information on time in a
more natural and meaningful manner to translate behavioral
observations into inspiring, easy-to-follow, and achievable
actions. Moreover, these messages must be diverse to make the
e-coach system more reasonable and reliable. In activity
coaching, personalized motivational messages can offer
inspiration for a day, week, or month based on the activity goals.
It helps to regain motivation when the individual has lost
motivation to attain activity goals. The medium of
recommendation delivery can be diverse and depends on
personal interaction choices (eg, graphical visualization, pop-up
textual notification, and audio-visual material). In existing
studies, motivational messages have textual forms that follow
a static predefined format; therefore, they are difficult to
individualize. Existing ontologies do not include model
recommendation message intent, components, and contents
important to automatically select accurate messages in
e-coaching. Personalized recommendation generation for a
healthy lifestyle is closely related to personal preferences. Thus,
personal preferences can be of 3 types: activity goal setting (eg,
nature of goals—direct vs motivational goals and generic vs
personalized goals), response type (eg, mode to communicate
extended health state, health state prediction, and customized
recommendations for activity coaching), and nature of
interaction with the e-coach system (eg, mode, frequency, and
medium). In this study, we have gone one step ahead to perform

semantic (ontological) modeling of preference data and
recommendation messages beyond static textual form to describe
its characteristics, metadata, and content information.

The use of ontologies has certain benefits while modeling
recommendation messages. It helps to interpret which
recommendation message is to be generated using a binary
tree-like structure (if-then or if-then-else conditional statement).
Interpretability makes identifying the cause-and-effect
relationships between data input and data output easy. In
ontology, the logical and structural representation of knowledge,
hierarchical model structuring (eg, class and subclass model),
and inferred knowledge generation with reasoners can solve
interpretability problems in decision-making. Furthermore,
benefits such as extensibility, flexibility, generality, and
decoupling of knowledge help ontology to develop an
appropriate solution to model recommendation messages in
automatic coaching.

Aim of the Study
This study proposes a Web Ontology Language (OWL)-based
ontology (OntoRecoModel) to deal with personal preferences
and recommendation messages and annotate them with semantic
metadata information. The OntoRecoModel will not only support
a logical representation of data and messages but also encourage
rule-based decision-making to generate personalized
recommendation messages using SPARQL Protocol and
Resource Description Framework (RDF) Query Language
(SPARQL) as a verification study against different test cases
with simulated data. Moreover, we assessed the performance
of the ontology against mean reasoning time and query execution
time. In OntoRecoModel, we annotated the participant’s data
with Semantic Web Rule Language (SWRL) and stored the
resultant OWL file in a triple-store format for better readability.
The OntoRecoModel allows automatic knowledge inferencing
and efficient knowledge representation to balance a trade-off
between complexity, persuasiveness, and reasoning about formal
knowledge. The entire study was divided into the following two
sections: (1) OntoRecoModel design and implementation for
semantic annotation and (2) its verification with simulated data.
The main contributions of this study were the following:

1. Annotation of personal preferences data (activity goal
setting, response type, and interaction type) and
recommendation messages in the OntoRecoModel.

2. Preparation of semantic rules to execute SPARQL queries
for different test cases.

3. Use of the prepared rules to generate personalized activity
recommendations.

For this set of semantic data, it will be regarded as an assertion
of true facts. The main goal of this paper was to trigger a logical
rule of shape (A IMPLIES B) in a logically equivalent manner
(NOT [A] or B). If some specific variables are inferred to be
true, some suggestions should be provided to the participants
of the semantic data source.

Related Work
This section offers existing knowledge relevant to current
research and a qualitative comparison between our proposed
ontology and the existing ontologies based on selected categories
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in Table 1. An ontology is a formal description of knowledge
as concepts within a domain and their relationships. It uses
existing technologies to develop new ideas through conceptual
modeling or proof-of-concept studies to solve general real-world
or project-specific semantic modeling problems. There are other
approaches to knowledge representation that use formal
specifications, such as vocabularies, taxonomies, thesaurus,

topic maps, and logical models. However, unlike taxonomy or
relational database schemas, ontologies express relationships
and allow users to bring together or link multiple concepts in
novel ways. Furthermore, all the related ontologies are not
available in open source. Therefore, it is not straightforward to
make quantitative comparisons between different related studies.

Table 1. A qualitative comparison between our proposed study and the existing studies.

Annotation of rec-
ommendation mes-
sages

Annotation of pref-
erence data

Rule-based recom-
mendation genera-
tion

Annotation of per-
sonal and health
data or health man-
agement data

Annotation of
sensor data

Used technologiesStudy

YesYesYesNoYesOWLa, HermiT,

RDFb, SPARQLc,

TDBd, OWLViz, On-
toGraf, and Java

Our study

NoNoYesYesYesOWL, HermiT, RDF,
SPARQL, TDB,

OWLViz, SSNe,

SNOMED-CTf, On-
toGraf, and Java

Chatterjee et al [11]

NoNoNoYesNoOWLKim et al [12]

NoNoNoYesNoOWL and SWRLgSojic et al [13]

NoNoNoYesNoOWL and FaCT++Kim et al [14]

NoNoYesYesNoOWL, RDF, and
SPARQL

Lasierra et al [15]

NoNoYesYesNoOWL and SWRLYao and Kumar [16]

NoNoYesYesNoOWL and SWRLChi et al [17]

NoNoYesNoYesOWL and SWRLRhayem et al [18]

NoNoYesYesNoOWL and SWRLGalopin et al [19]

NoNoYesYesNoOWL and SWRLSherimon and Krish-
nan [20]

NoNoYesYesNoSOAh, Amigo, OWL,
and SWRL

Hristoskova et al [21]

NoNoYesNoNoOWLRiano et al [22]

NoNoNoNoYesSSN and IETF YANGJin and Kim [23]

NoNoYesNoNoOWLGanguly et al [24]

NoNoYesNoNoOWL, Decision Tree,
and Java

Bouza et al [25]

YesNoYesNoNoOWL and SPARQLVillalonga et al [26]

aOWL: Web Ontology Language.
bRDF: Resource Description Framework.
cSPARQL: SPARQL Protocol and RDF Query Language.
dTDB: tuple database.
eSSN: semantic sensor network.
fSNOMED-CT: Systematized Nomenclature of Medicine–Clinical Terms.
gSWRL: Semantic Web Rule Language.
hSOA: service-oriented architecture.

Kim et al [12] developed an ontology model for obesity
management, which realizes spontaneous participation of
participants and continuous weight monitoring through the

nursing process in the field of mobile devices. The scope of
obesity management includes behavioral intervention, dietary
advice, and physical activity. Similarly, the study includes
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evaluation data (BMI, gender, and hip circumference), inferred
data to express diagnostic results, evaluation (causes of obesity),
success or failure in behavior change, and implementation
(education, advice, and intervention). Sojic et al [13] used OWL
to model a specific ontology in the obesity field to design
reasoning models to personalize health status assessments to
be age-specific and gender-specific. The ontology helps to
classify personal files according to changes in personal behavior
or characteristics over time and automatically infer personal
health status, which is of great significance for obesity
assessment and prevention. They used SWRL to write the
ontology rules. Kim et al [14] proposed a physical activity
ontology model to support the interoperability of physical
activity data. The ontology was developed in Protégé (version
4.x), and the FaCT++ reasoner verified its structural consistency.
On the basis of the automatic calculation paradigm, Monitoring,
Analysis, Planning, and Execution, an automatic ontology-based
method was developed by Lasierra et al [15] to manage
information in the home-based remote monitoring service
scenario. Furthermore, they proposed the following three stages
[27] for ontology-driven home-based personalized care for the
patients with chronic illnesses: stage 1—ontology design and
implementation, stage 2—the application of ontology to study
the personalization problem, and stage 3—software prototype
implementation. The proposed ontology was designed in the
Protégé-OWL (version 4.0.2) ontology editor using
OWL–Description Logic (OWL-DL) language and verified
using the FaCT++ reasoner. Ontology development involves
data from heterogeneous sources, such as clinical knowledge,
data from medical devices, and patient’s contextual data. Yao
and Kumar [16] proposed a new flexible workflow based on
clinical context method, which used ontology modeling to
incorporate flexible and adaptive clinical pathways into clinical
decision support system (CDSS). They developed 18 SWRL
rules to explain practical knowledge of heart failure. The model
was verified using the Pellet Reasoner plug-in for Protégé 3.4.
In addition, they developed a proof-of-concept prototype of the
proposed method using the Drools framework. Chi et al [17]
used OWL and SWRL to construct a dietary consultation
system. The knowledge base (KB) involves the interaction of
heterogeneous data sources and factors such as patient’s disease
stage, physical condition, activity level, food intake, and key
nutritional restrictions. Rhayem et al [18] proposed an ontology
(HealthIoT)–based system for patient monitoring using sensors,
radio frequency identification, and actuators. They claim that
the data obtained from medically connected devices are huge,
and therefore, lack restraint and comprehensibility and are
manipulated by other systems and devices. Therefore, they
proposed an ontology model that represents connected medical
devices and their data according to semantic rules and, then,
used the proposed Internet of Things medical insurance system
for model evaluation, which supports decision-making after
analyzing the patient’s vital signs. Galopin et al [19] proposed
an ontology-based prototype CDSS to manage patients with
multiple chronic diseases in accordance with clinical practice
guidelines. They prepared a KB based on the clinical practice
guidelines and patient observation data. The KB decision rule
is based on the if-then rule. Sherimon and Krishnan [20]
proposed an ontology system (OntoDiabetic) using OWL2

language to support CDSS for patients with cardiovascular
disease, diabetic nephropathy, and hypertension to follow
clinical guidelines and if-then decision rules. Hristoskova et al
[21] proposed another ontology-driven environmental
intelligence (AmI) framework to support personalized medical
detection and alert generation based on the analysis of vital
signs collected from patients diagnosed with congestive heart
failure. The CDSS system can classify individual congestive
heart failure risk stages and notify patients through AmI’s
reasoning engine. Riano et al [22] proposed an ontology-based
CDSS to monitor and intervene in patients with chronic diseases
to prevent critical situations, such as misdiagnosis, undetected
comorbidities, lack of information, unobserved related diseases,
or prevention. An eHealth system was designed and
implemented by Jin and Kim [23] using the IETF YANG
ontology based on the semantic sensor network (SSN). This
method helped to automatically configure eHealth sensors
(responsible for collecting body temperature, blood pressure,
electromyography, and galvanic skin response) with the help
of information and communication technology and supported
querying the sensor network through semantic interoperability
for the planned eHealth system. The proposed eHealth system
consisted of 3 main components—SSN (eHealth sensor, patient,
and URI), internet (eHealth server and KB), and eHealth client
(patients and professionals). The proposed semantic model used
YANG to JavaScript Object Notation converter to convert
YANG semantic model data into JavaScript Object Notation
semantic model data to achieve semantic interoperability, and
then, stored it in a database or KB. Ganguly et al [24] proposed
an ontology-based model for managing semantic interoperability
issues in diabetic diet management. The development of the
framework includes dialogue game rules, DSS with KB (rule
library and database), dialogue model based on decision-making
mechanism, dialogue game grammar, decision-making
mechanism, and translation rules. Bouza et al [25] proposed a
domain ontology-based decision tree algorithm and a reasoner
to separate instances with more general features for
recommender system (SemTree) that outperformed comparable
approaches in recommendation generation. Chatterjee et al [11]
focused on the creation of a meaningful, context-specific
ontology (University of Agder eHealth Ontology [UiAeHo]) to
model unintuitive, raw, and unstructured observations of health
and wellness data (eg, sensors, interviews, and questionnaires)
with semantic metadata and create a compact and logical
abstraction for health risk prediction. Villalonga et al [26]
proposed a holistic ontology model to annotate and classify
motivational messages for physical activity coaching.

Most studies have developed ontologies that use OWL to solve
data interoperability and knowledge representation problems.
However, integrating personal health and wellness data, sensor
observations, preference settings, semantic rules, semantic
annotations, clinical guidelines, health risk prediction, and
personalized recommendation generation remains as a problem
in eHealth. We gathered ideas from existing studies to
conceptualize our ontology design and implementation. In our
previous study [11], we developed UiAeHo ontology to annotate
personal and person-generated health and wellness data, sensor
observations, health status in OWL format, combining SSN and
Systematized Nomenclature of Medicine–Clinical Terms. Here,
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we extended the study to annotate preference settings and
activity status and tailored recommendation messages for
activity e-coaching. The design and development of UiAeHo
were focused more on obesity and overweight case studies
However, this study focuses strictly on activity coaching and
recommendation modeling. In addition, our proposed ontology
was verified with semantic rules to generate different categories
of recommendation messages for different cases. The high-level
graphical representation of the proposed approach has been
depicted in Figure 1 to show a distinction between

OntoRecoModel and UiAeHo ontologies. OntoRecoModel
annotates the following 3 types of data: sensor data (activity
and weather), personal preference data, and personalized
recommendations. Annotation of the sensor data in
OntoRecoModel was based on the existing UiAeHo ontology
following a semantic structure. Sensor data (activity data and
contextual weather data) were included in this ontology design
to exhibit that our OntoRecoModel can generate contextual and
personalized recommendations in combination with personal
preference data and semantic rules.

Figure 1. High-level representation of the proposed approach. SPARQL: SPARQL Protocol and Resource Description Framework Query Language;
TDB: tuple database; UiAeHo: University of Agder eHealth Ontology.

Methods

Domain Ontology
Ontology supports flexibility in its design to solve real-world
modeling and knowledge representation problems. It is a formal
model of a specific domain, with the following essential
elements: individuals or objects, classes, attributes, relationships,
and axioms. The class diagram of a program written using
object-oriented programming [28,29] visually depicts an
ontology. The concept of ontology was created thousands of
years ago in the philosophical domain, and it has the design
flexibility of using existing ontology [29,30].

The open-world assumption knowledge representation style
uses OWL, RDF, and RDF schema syntax. It can be optimized
using the ontology model, and the consistency of its logic and
structure can be verified using the ontology reasoning machine.
An ontology О is defined as a tuple Ω=(Ć, R), where Ć is the
set of concepts and R is a set of relations. An ontology has a
tree-like hierarchical structure (Оh) with the following
properties [31,32]:

1. L=levels (Оh)=total number of levels in the ontology

hierarchy, 0≤n≤L, where n Z+ and n=0 represent the
root node

2.
Cn,j=a model classifying О at a level n; where, j (0,
1,....., |Cn|)

3. |C|=number of instances classified as class C
4. E=edge (Cn,j, Cn-1, k)=edge between node Cn,j and its parent

node Cn-1, k

Ontology Design Approach
An ontology can be designed in 5 ways: inspirational, inductive,
synthetic, deductive, and collaborative [33]. We used a mixed
method in our ontology design after combining the inspirational
and deductive approaches. The inspirational approach helped
us to identify the need for the ontology design, and the deductive
approach focused more on the development of the
OntoRecoModel model in Protégé. Moreover, the deductive
approach helped us to adapt and adjust general principles to
develop an anticipatory ontology of personalized activity
recommendations as a study case. It includes general concepts
that are filtered and refined to personalize specific domain
subsets. The overall approaches were distributed in the following
phases:

1. Literature search: we identified the necessary ontology
components in healthy lifestyle management through a
literature review, as described in the Related Work section.
This study aimed to integrate ideas from the related
ontology development in our proposed work.

2. Ideation: we discussed with 12 experts in the domain of
information and communication technologies with research
background in health care to design the concept of the
ontology to fit in an activity e-coaching.

3. Annotation: we designed and developed the OntoRecoModel
ontology to annotate personal preference data and
motivational recommendation messages.

4. Rule base: we created a rule base for SPARQL query engine
for query execution and personalized recommendation
message generation (rule-based inference).

5. Verification: we verified our proposed OntoRecoModel
ontology using simulated data against different test cases.
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The feasibility study of the proposed OntoRecoModel consists
of the following steps—(1) designing the ontology to fit in
activity e-coaching concept; (2) modeling the ontology in the
Protégé open-source platform and reasoning with HermiT
reasoner; (3) integrating the concepts, such as annotation of
personal preference data and motivational recommendation
messages in OntoRecoModel; (4) implementing OntoRecoModel
with logical axioms, declaration axioms, classes, instances,
object properties, and data properties; and (5) setting up the rule
base for ontology verification with SPARQL queries. We further
discussed how interpretation can be associated with rule-based
activity recommendation generation.

The specifications related to this study, as maintained by World
Wide Web Consortium, are XML, URI, RDF, Turtle, RDF
schema, OWL, SPARQL, and SWRL. The following terms are
related to OntoRecoModel representation and processing:

1. Propositional variables (the atomic name of the truth value
can be changed from one model to another)

2. Constants (the only propositional variables are TRUE and
FALSE; thus, their truth values cannot be changed)

3. Operators (a set of logical connectors in each logic)

Here, we used operators, such as NOT, AND, OR, IMPLIES,
EQUIV, and quantifiers (a set of logical quantifiers in a given
logic). In this study, we used FORALL as the universal
quantifier, EXISTS as the existential quantifier, quantification
clause (a set of propositional variables connected by operators
and quantifiers), clause (a quantification clause without any
quantifier), formulas (a collection of clauses and quantified
clauses linked together by logical operators), and process models
(a collection of assignments for each propositional variable, so
that when simplified, the process will lead to the constant
TRUE).

Different open-access ontology editors are available in the
market, such as NeOn Toolkit, Protégé, FOAF editor, TopBraid
Composer, WebOnto Ontolingua Server, OntoEdit, WebODE,
and Ontosaurus. The editors support the development of
OWL-based ontologies. In addition, these editors support
reasoning. The reasoner is a crucial component for using OWL
ontology [11]. It derives new truths about the concepts that are
modeled using OWL ontology. All queries on OWL ontology
(and its imported closures) can be performed using reasoners
[11,34,35]. Therefore, the knowledge in the ontology may not
be explicit, and a reasoner is needed to infer the implicit
knowledge to obtain the correct query results. If reasoner
implementation is needed, the reasoner must be accessed through
application programming interface (API). The OWL API
includes various interfaces for accessing OWL reasoners.
Reasoners can be categorized into 3 groups—OWL-DL,
OWL–expression language, and OWL–query language
[11,34-42]. This study considered Protégé (version 5.x) as an
ontology editor for ontology design and development, OWLViz
for ontology visualization, and HermiT (version 1.4.x;
∈OWL-DL) reasoner for validating the ontology structure. In
addition, we used an open-source Apache Jena Fuseki server
[39] for SPARQL processing [43,44] with a tuple database
(TDB). TDB supports Jena APIs [45,46] and can be used as a
stand-alone high-performance RDF storage.

Ontology Modeling
Ontology modeling in Protégé can be classified into the
following 2 categories: OWL-based and frame-based categories.
We have used Protégé-OWL editor to model OntoRecoModel
following the open KB connectivity protocol using classes,
instances (objects), properties (object properties and data
properties), and relationships. The steps of OntoRecoModel
modeling in Protégé are described in Textbox 1.

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e33847 | p.74https://medinform.jmir.org/2022/6/e33847
(page number not for citation purposes)

Chatterjee & PrinzJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Textbox 1. OntoRecoModel modeling steps in Protégé.

Step 1

Creation of a new Web Ontology Language project in Protégé and save it as a Turtle Resource Description Framework (RDF) format (OntoRecoModel.ttl)

Step 2

Create named classes under the superclass owl:Thing, maintaining consistency

• Create a group of classes (G=[C1, C2,......, Cn])

•
Define disjoint classes (Cx ∩ Cy=[ø], where Cx and Cy G)

• Define subclasses

• Define disjoint subclasses

Step 3

Creation of Web Ontology Language properties after identifying classes and their properties

• Object properties (association between objects)

• Data properties (relates objects to XML schema datatype or rdf:literal)

• Annotation properties to annotate classes, objects, and properties

Step 4

Define nature of the properties

• Subproperties (A ⊆ B, where A and B are two nonempty sets)

•
Inverse properties (x×y=I, where x, y A; I=identity element)

• Functional properties (X=A×X, where X is the set of all sequences <a1, a2,..., an> for a1, a2,.., an   A)

•
Inverse functional properties (for a function f: X → Y, its inverse f-1: Y → X, where X, Y R)

•
Transitive properties ( S ⊆ S or if x=y and y=z, then x=z, where x, y, z ⊆ S set)

• Symmetric properties (if x=y, then y=x, where x, y ⊆ S set)

• Reflexive properties (x=x, where x   R)

Step 5

Addition of existing ontology classes (eg, semantic sensor network ontology classes to annotate sensor observations)

Step 6

Define property domain (D) and range (R) for both object properties and data properties as axioms in reasoning

Step 7

Define property restrictions

• Qualifier restrictions (existential and universal)

• Cardinality restrictions (≥1)

• hasValue restrictions (datatype)

Step 8

Ontology processing with reasoner to check structural and logical consistency and compute the inferred ontology class hierarchy

• Blue color class in inferred hierarchy for reclassification

• Red color class in inferred hierarchy for inconsistent class

Step 9

Remove inconsistencies from the ontology tree using pruning method

Step 10

Query processing with SPARQL Protocol and RDF Query Language and storing the Terse RDF Triple Language file into tuple database for persistence
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Ontology Implementation

Scope
We have planned to integrate the proposed OntoRecoModel
model into an automatic activity coaching system for the
semantic representation of activity sensor data, weather sensor
data, personal preference data, and recommendation messages.
The annotation of sensor data was pre-existing, and we used
the concept from our previous study [11]. Furthermore, we
showed a direction to use the proposed ontology model for
automatic rule-based tailored activity recommendation
generation with SPARQL queries to motivate individuals to
maintain a healthy lifestyle. OntoRecoModel has gone one step
forward to represent motivational recommendation messages
beyond the string representation. Furthermore, the rule base
helped to interpret the logic behind recommendation generation
with logical AND and OR operations. We verified the ontology
against a few test cases, which consisted of simulated data.

The targeted activity e-coach system has three modules, as
depicted in Figure 2—(1) data collection and annotation module,
(2) health state monitor and prediction module, and (3)
recommendation generation module. In the data collection and
annotation module, we showed a direction to annotate personal
preference data essential for personalized recommendation
generation. Health state monitor and prediction models
periodically load individual activity data and analyze them using
a data-driven machine learning (ML) approach or a rule-driven
binary conditional approach. We considered a rule-driven
approach for monitoring individual activity data using SPARQL
queries. It determines whether a participant is sedentary or active
over a day based on the recorded activity data. The annotated
query processing results are stored in the database. Then, the
personalized recommendation generation module combines the
annotated SPARQL query results with the annotated preference
data to generate tailored recommendation messages for
motivation, which may help individuals to achieve their activity
goals.

Figure 2. The modules of the e-coach prototype system. OWL: Web Ontology Language; SPARQL: SPARQL Protocol and Resource Description
Framework Query Language; TDB: tuple database.

Annotation of Sensor Data
As shown in our previous study, this study achieved annotation
of activity sensor data and contextual weather sensor data using
pre-existing SSN ontology [11]. We used a similar logic;
however, we annotated them more realistically. We examined
the recorded activity parameters of different wearable activity
sensors, such as Fitbit Versa, MOX2-5, and Garmin, and
discovered that the following parameters are essential and

common across these activity sensors: sedentary time, low
physical activity (LPA) time, medium physical activity (MPA)
time, vigorous physical activity (VPA) time, and total number
of steps. Therefore, in this ontology, we annotated these activity
parameters. Similarly, we analyzed data from different weather
APIs, such as AccuWeather, Yr.no, and OpenWeather API. We
found that the following observable weather parameters are
common across these APIs: city, country, weather code, status,
description, temperature, real feel, air pressure, humidity,
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visibility, and wind speed. Thus, it may help OntoRecoModel
to be functional, irrespective of the choice of standard activity
sensor and weather APIs.

Annotation of Personal Preference Data
Personal preferences reflect individual expectations from an
e-coach system. We planned to collect personal preference data
at the beginning of the individual e-coaching session. We
classified preference data into three categories: (1) activity goal
settings, (2) response type for coaching, and (3) interaction type.
Activity goals were categorized into 2 groups: personalized
versus generic and direct versus motivational. The generic goals
in activity coaching are the general activity guidelines set by
the World Health Organization [47]. Personalized activity goals
can be of multiple types (eg, weight reduction, staying active,
body fat level, and proper sleeping). Direct goals tell the
participant to perform direct activities (such as walking 2 km
tomorrow).

In contrast, motivational goals inspire the participants to perform
some tasks through persuasion (eg, If you walk 1 km further,
you can watch an excellent soccer game). Response type for
e-coaching can be either direct (eg, a pop-up message or
notification to receive activity progression alert) or indirect (eg,
graphical representation of activity progression). Individuals
can be encouraged with personalized, evidence-based, and
contextual response generation and its purposeful presentation
(eg, graphic illustration, selection of colors, contrasts, visual
aspects of movements, and menus, which are adjustable with

device type). Interaction is an action that occurs owing to the
mutual effect of ≥2 objects. The concept of 2-way effects is
essential in interaction, not 1-way causal effects. The interaction
types can be the mode (eg, style and graph), medium (eg, audio,
voice, and text), and frequency (eg, hourly, daily, weekly, and
monthly). Notification generation is a subcategory of interaction
and may be persistent or nonpersistent.

Annotation of Recommendation Messages
The recommender module generates personalized and contextual
recommendations based on the prediction status. The
recommendations can be direct (eg, pop-up notifications as
alerts) or indirect (eg, visual representation). Direct or immediate
notifications can contain 2 types of messages: to-do or formal
(eg, You need to complete 1500 more steps in the next 2 hours
to reach your daily goal) and informal (eg, Good work, keep it
up! You have achieved the targeted steps). Therefore, we broke
down the recommendation message concepts into intents and
components. Intent defines the message’s intention (eg, formal
or informal). Message components define time, element (eg,
data types in XML schema definition language), action (eg,
pop-up and graphical visualization), and subject. An individual
can receive >1 meaningful recommendation message based on
the one-to-many relationship.

Ontology Classes and Properties
Figure 3 to 6 describe OntoRecoModel with mandatory classes
to annotate the sensor, preference, and recommendation data.

Figure 3. High-level graphical representation of participant using OntoGraf in Protégé. OWL: Web Ontology Language.

Participant is the subclass of the human class (Figure 3). They
have dedicated role and credentials (objectProperties: hasRole,
hasPassword, and hasUniqueUserId) to authorize and
authenticate themselves in the system. Participants are adults
(both men and women), digitally literate, and clinically fit
individuals. They are associated with the data properties such
as hasAge, hasDesignation, hasEmail, hasFirstName,
hasLastName, hasGender, and hasMobile. Each participant has
their health record (hasHealthRecord), such as activity data;
status (hasStatus), such as active or inactive; context
information, such as weather status; preferences

(hasPreferences); and recommendations
(hasReceivedRecommendation).

Sensor data are ObservableEntity (Figure 4). Observation value
is the subclass of ObservableEntity. ActivityDataValue and
ExternalWeatherValue are the subclass of Observation value
class. ActivityData and ActivityDataValue are linked to
represent individual activity data. ActivityData class is a
subclass of ParticipantHealthRecord and has
objectProperty—hasBeenCollectedBy to represent associated
activity data values (class: ActivityDataValue) as an observable
entity. We have planned to collect activity data (such as steps,
LPA, MPA, VPA, sleep time, and sedentary bouts) with a
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wearable MOX2-5 activity sensor. In contrast, contextual data
are observable weather-related data (city, country, weather code,
status, description, temperature, real feel, air pressure, humidity,
visibility, and wind speed), which are planned to be collected
through the OpenWeather web interfaces. ContextData class is
the subclass of ContextualData class and linked with
ExternalWeatherValue to represent contextual weather data.
TemporalEntity class represents the time stamp when the
observational data have been captured and personalized
recommendations have been generated (data property:
hasDateTime).

Recommendation is a broad area, and we considered only
activity recommendations in this study.
ActivityRecommendation is a subclass of Recommendation
class and parent to the MessageIntent and MessageComponent
with the following objectProperties: hasMessageIntent and
hasMessageComponent. MessageIntent class is the parent to
ToDo and Informal classes with the following objectProperties:
hasRecoInformal and hasRecoToDo (Figure 5).
MessageComponent is the parent of Time, Element, Action,
and Subject classes with the following objectProperties:
hasTime, hasElement, hasAction, and hasSubject. Preferences
is a subclass of the Qualifier class and related to the Goal,
Interaction, and ResponseType (subclasses of the Preference
class) with the following objectProperties: hasInteractionType,
hasResponseType, and hasGoal. Preference class is a
questionnaire-based method to receive participant’s choices on
goal setting, response type for e-coaching, and nature of
interaction with the e-coach system.

Preference class has 3 subclasses: ResponseType, Goal, and
Interaction. Goal class has 2 subclasses: Daily and Weekly
(Figure 6). Each activity recommendations are either generic
or personalized. Thus, recommendation generation depends on
the assessment of the health status of the participants, regarding
activity measurement and contextual information. Contextual
data help recommend participants to plan indoor or outdoor
activities based on external weather conditions. Table S1 in
Multimedia Appendix 1 [48-51] summarizes the set of identified
recommendation messages used for the test setup (ontology
verification) and prepared based on positive psychology [52]
and the concept of persuasion [48]. Recommendations generated
on day n will reflect daily activity and contemplate what to
perform on the day n+1 to achieve the weekly goal. Preference
data are personalized and customizable. All the necessary data
for this study and their nature are summarized in Table S2 in
Multimedia Appendix 2.

Description logic is the formal knowledge representation of
ontology language, which provides a good trade-off between
the expressiveness, complexity, and efficiency of knowledge
representation and structured knowledge reasoning. We have
the following proposition variables and recommended messages
with their links to ensure that the paper is fully understood.
Now, we need a set of clauses so that specific models can assign
these variables to true, which triggers the sending of
recommendations. SROIQ Description Logic [53] is the logic
that provides the formal basis for OWL2 and has been used as
the formal logic for reasoning in this study (Table S3 in
Multimedia Appendix 3).

Figure 4. High-level graphical representation of observable data using OntoGraf in Protégé.
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Figure 5. High-level graphical representation of recommendation using OntoGraf in Protégé.

Figure 6. High-level graphical representation of preferences using OntoGraf in Protégé.

Ontology Verification

Test Cases With Simulated Data
We considered 8 test cases, as described in Table S4 in
Multimedia Appendix 4, with simulated data for the proposed
ontology verification. In the table, all the data are simulated.
Therefore, no ethical approval was required. Cases 1 to 4 were
associated with goal type—generic (World Health Organization
standard guidelines to stay active for an entire week). Cases 5
to 8 were associated with goal type—personalized. More
detailed description of different cases is provided in Textbox

2. The primary objective of the test cases was to check whether
the daily step goal and daily sleep goal were achieved. The
sedentary time and total time of VPA, MPA, and LPA were
evaluated as a part of the secondary goal achievement. Daily
goal achievement consisted of both primary objective and
secondary objectives.

For all the test cases, the contextual weather data were
considered constant (Table S5 in Multimedia Appendix 5).
These test cases were added to the proposed ontology as
individuals. SPARQL query processor engine processed the
simulated data against certain test cases.
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Textbox 2. Different test cases and their description.

Goal type: Generic

• Case 1 (11): Daily step goal and sleep goal are achieved.

• Case 2 (10): Daily step goal is achieved; however, sleep goal is not achieved.

• Case 3 (01): Daily step goal is not achieved; however, sleep goal is achieved.

• Case 4 (00): Daily step goal and sleep goal are not achieved.

Goal type: Personalized

• Case 5 (11): Daily step goal and sleep goal are achieved.

• Case 6 (10): Daily step goal is achieved; however, sleep goal is not achieved.

• Case 7 (01): Daily step goal is not achieved; however, sleep goal is achieved.

• Case 8 (00): Daily step goal and sleep goal are not achieved.

Note:

• 1 and 0 are two binary numbers and represent an on-off switch.

• 0 indicates that certain feature is false and 1 indicates that certain feature is true.

• Their combination (00, 01, 10, and 11) represents the following 2 combined features: daily step goal and daily sleep goal.

• The combination produces a total of 2n possible test cases (00, 01, 10, and 11) for each goal type.

Rule Creation for SPARQL and Rule Execution
Rules were composed of cause (A) and effect (B) to imply A
→ B. For each of the conditions mentioned in Table S3 in
Multimedia Appendix 3, the recommendation module performed
a SPARQL query every day to determine the type of
recommended message to be delivered to each participant, as
shown in the Unified Modeling Language sequence diagram
(Figure 7). The execution of each of the predefined semantic
rules specified in Table S3 in Multimedia Appendix 3 depended
on the performance of the SPARQL queries, and the rules were
created according to clinical guidelines [48-50]. This study
subdivided 12 semantic rules into activity-level classification
(n=10, 83%), weather classification (n=1, 8%), and satisfiability
(n=1, 8%). The added concepts and rules were relatively easy
to follow and use.

Observable and measurable parameters related to the activities
and context of the individual participants on the time stamp
were obtained based on SPARQL queries at preference-based
intervals. The rules 1 to 8 in Table S3 in Multimedia Appendix
3 assigned truth values to variables to ensure consistency. We

confirmed with HermiT that the correct recommendation
message was triggered for specific situations. However, it was
necessary to ensure that no variable combination makes the
entire formula unsatisfiable; that is, no model can satisfy the
process. We confirmed that only 1 message was triggered at a
time. In this study, we had a formal guarantee that 2 once a day
messages cannot be triggered simultaneously and there cannot
be a model output by HermiT every time for every possible
variable combination. If we put the different variables used in
the first 10 rules (Table S3 in Multimedia Appendix 3) into the
propositional variables (Table S1 in Multimedia Appendix 1),
we will have an exponential number of possible participants.

As 2 messages cannot be triggered simultaneously to meet the
exact requirements, we added a rule (rule 11), and the variable
used in the proposal starts once a day. If rule 11 is false, the
entire ruleset (deemed as significant conjunction) will be set to
false, and then, there will be no model as output, and we will
be able to debug our rules if needed. If it is set to true, we will
have a formal guarantee that regardless of the true value we put
in the rule base, 2 once a day messages will not be triggered at
the same time.
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Figure 7. Unified Modeling Language sequence diagram for personalized recommendation generation and delivery. SPARQL: SPARQL Protocol and
Resource Description Framework Query Language; TDB: tuple database.

Ethics Approval
We have used simulated data for this study. Therefore,
participants’ data have not been recorded or disclosed.

Results

An e-coach system can use the messages presented in this study
(Table S1 in Multimedia Appendix 1) to improve individual
activities with proper goal management. Therefore, the e-coach
system must access these messages stored in a KB during
tailored recommendation generation. Both the asserted and
inferred knowledge obtained through the reasoning method will
be helpful to determine the most appropriate message.

The TDB database, as shown in Figure 7, was used as a KB in
this study. The test used to verify the performance and reliability
of the proposed OntoRecoModel ontology included SPARQL
queries and a rule base. In ontology verification, we generated
personalized and contextual activity recommendations according
to the semantic rules to improve the individual’s physical
activity to meet their activity goals. We executed all the semantic
rules described in Table S3 in Multimedia Appendix 3 and used

the Jena ARQ engine to run relevant SPARQL queries on the
simulated data for the 8 test cases described in Table S4 in
Multimedia Appendix 4. This helped to determine the type of
recommendation message that would be generated, and we have
presented our findings (rule-based recommendation generation
for different cases) in Table 2. Several individual SPARQL
queries are provided in Textbox S1 in Multimedia Appendix 6
as examples, and their results need to be combined to generate
personalized recommendations to meet the e-coaching
requirements. We achieved 100% precision in executing
SPARQL queries to retrieve the necessary data.

Table 2 shows that participants can receive multiple motivational
recommendation messages under ToDo and informal categories.
The purpose of the e-coaching is to motivate participants (with
motivational recommendation messages) for activities on day
n+1 based on the activity progression on day n, so that they can
meet their weekly activity goals (generic or personalized) and
maintain a healthy lifestyle. Proposition variable A-15 and A-16
(Table S1 in Multimedia Appendix 1) were the determinant of
the weekly goal achievement and the delivery of the
corresponding recommendation messages.
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Table 2. Recommendation generation for different cases on day n for day n+1 (n>0).

Recommendations for day n+1Activity status on day nCase

InformalToDo

A-13 and Cb-1Aa-3, A-6, A-8, A-10, and A-12Goal achieved1

A-14 and C-1A-2, A-5, A-8, A-10, and A-11Goal partially achieved2

A-14 and C-1A-1, A-5, A-7, A-9, and A-12Goal partially achieved3

A-14 and C-1A-1, A-5, A-7, A-9, and A-11Goal not achieved4

A-13 and C-1A-4, A-6, A-8, A-10, and A-12Goal achieved5

A-14 and C-1A-4, A-5, A-8, A-9, and A-11Goal partially achieved6

A-14 and C-1A-3, A-5, A-7, A-9, and A-12Goal partially achieved7

A-14 and C-1A-3, A-5, A-7, A-9, and A-11Goal not achieved8

aA: activity recommendations.
bC: contextual recommendations.

Discussion

Principal Findings
The recommendation generation module used SPARQL queries
and a rule base to generate personalized and contextual activity
recommendations. There is no false positive situation based on
the proposed ontology. According to the test cases in Table S4
in Multimedia Appendix 4, case 1 and case 5 achieved the daily
activity goal; case 2, case 3, case 6, and case 7 achieved partial
daily activity goal; and case 4 and case 8 ultimately failed to
attain the daily activity goal. After combining the results of
SPARQL queries with semantic rules, the related

recommendation messages were updated, as shown in Table 2.
The average execution time for all the SPARQL queries was
between 0.1 and 0.3 seconds. The semantic rules described in
Table S3 in Multimedia Appendix 3 represent the logic behind
personalized recommendation message generation. The
rule-based binary reasoning (if → 1, else → 0) helps to interpret
the reason behind the delivery of a personal recommendation
message.

The reasoning time of the proposed ontology was measured
against the following reasoners available in Protégé: HermiT,
Pellet, FaCT++, RacerPro, and KAON2; the corresponding
processing times are shown in Table 3. The HermiT reasoner
performed the best without reporting any inconsistencies.

Table 3. Comparative performance analysis of different reasoners available in Protégé.

Approximate reasoning time (seconds)Reasoner

2-3HermiT

4-5Pellet

5-6FaCT++

4-5RacerPro

5-6KAON2

The reading time after loading the ontology into the Jena
workspace was approximately 1 to 2.5 seconds, with the
OWL_MEM_MICRO_RULE_INF ontology specification (OWL
full) in the Terse RDF Triple Language format, in-memory
storage, and optimized rule-based reasoner OWL rules. Then,
we used the Jena framework to query the ontology classes,
predicates, subjects, and individuals in <1, <0.3, <0.4, and <2
seconds, respectively. Each ontology model (complete RDF
diagram) was associated with a document manager (default
global document manager: OntDocumentManager) to assist in
processing ontology documents. All classes that represent the
value of the ontology in the ontology API had OntResource as
a general superclass with attributes (version information,
comment, label, seeAlso, isDefinedBy, sameAs, and
differentFrom) and methods (add, set, list, get, update, and
delete). We implemented the RDF interface provided by Jena
to maintain the modeled ontology and its instances in the TDB

and load them back for further processing. Jena Fuseki was
tightly integrated with TDB to provide a robust transactional
persistent storage layer.

Limitations and Future Scope
As explained in this study, we conducted the overall experiment
on simulated data in a modeled e-coaching environment. This
concept must be tested after integrating with a real-time activity
e-coaching system, in which actual participants will be involved.
Here, the personalized recommendation generation is rule-driven
and straightforward. In Figure 2, the health state monitor and
prediction module can be upgraded using data-driven ML
approaches, followed by annotation of prediction results into
the ontology. However, it is the future scope of this study.

In our conceptualized activity e-coaching, the recommendation
generation module successfully searched the KB of motivational
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recommendation messages based on the rules in addition to the
SPARQL results. The recommendation messages can be further
personalized based on human behavior, liking for sports (eg,
soccer), and the concept of reward bank. The components of
the activity-related message can be further divided into indoor,
outdoor, morning, afternoon, evening, and night activities. If a
person has a dog and the e-coach system is aware of it, its
recommendation generation module may suggest some activity
recommendations involving the dog.

Table 2 shows that a participant can receive >1 recommendation
message. It may lead to a message overloading problem. In
future research, the recommendation process can be automated
with ML algorithms (eg, time series and regression model) to
select an optimal set of recommendations from feasible
recommendations. The scope of the proposed ontology can be
enhanced by conducting a study on a cluster of trials.

Conclusions
This study created the OntoRecoModel ontology to generate
and model personalized recommendation messages for physical
activity coaching. The proposed ontology not only semantically
annotates recommendation messages, their intention, and

components but also models personal preference data, individual
activity data, and contextual weather information (required for
personalized recommendation generation). Moreover, we
successfully verified the use of the proposed ontology in
rule-based recommendation generation using the SPARQL
query engine. This study also showed a direction to categorize
recommendation messages according to the defined ontology
rules. Furthermore, reasoning has helped to organize the
recommendation messages into multiple aspects. The
recommendation message categorization, their semantic
annotation, and the ontological SPARQL queries enable the
recommendation generation module to generate them based on
preferences, activity data, and contextual weather data.

The OntoRecoModel ontology uses the OWL-based web
language to represent the collected data in the RDF triple storage
format. The performance of the proposed ontology was
evaluated using simulated data from 8 test cases. The structure
and logical consistency of the proposed ontology were evaluated
using the HermiT reasoner. In future studies, we will recruit
actual participants following the inclusion and exclusion criteria
to replicate the entire test scenario and assess the effectiveness
of the recommendation generation plan for goal evaluation.
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Abstract

Background: Internet-based online virtual health services were originally an important way for the Chinese government to
resolve unmet medical service needs due to inadequate medical institutions. Its initial development was not well received. Then,
the unexpected COVID-19 pandemic produced a tremendous demand for telehealth in a short time, which stimulated the explosive
development of internet hospitals. The Second Affiliated Hospital of Zhejiang University (SAHZU) has taken a leading role in
the construction of internet hospitals in China. The pandemic triggered the hospital to develop unique research on health service
capacity under strict quarantine policies and to predict long-term trends.

Objective: This study aims to provide policy enlightenment for the construction of internet-based health services to better fight
against COVID-19 and to elucidate future directions through an in-depth analysis of 2 years of online health service data gleaned
from SAHZU’s experiences and lessons learned.

Methods: We collected data from SAHZU Internet Hospital from November 1, 2019, to September 16, 2021. Data from over
900,000 users were analyzed with respect to demographic characteristics, demands placed on departments by user needs, new
registrations, and consultation behaviors. Interrupted time series (ITS) analysis was adopted to evaluate the impact of this
momentous emergency event and its long-term trends. With theme analysis and a defined 2D model, 3 investigations were
conducted synchronously to determine users’ authentic demands on online hospitals.

Results: The general profile of internet hospital users is young or middle-aged women who live in Zhejiang and surrounding
provinces. The ITS model indicated that, after the intervention (the strict quarantine policies) was implemented during the outbreak,
the number of internet hospital users significantly increased (β_2=105.736, P<.001). Further, long-term waves of COVID-19 led
to an increasing number of users following the outbreak (β_3=0.167, P<.001). In theme analysis, we summarized 8 major demands
by users of the SAHZU internet hospital during the national shutdown period and afterwards. Online consultations and information
services were persistent and universal demands, followed by concerns about medical safety and quality, time, and cost. Users’
medical behavior patterns changed from onsite to online as internet hospital demands increased.

Conclusions: The pandemic has spawned the explosive growth of telehealth; as a public tertiary internet hospital, the SAHZU
internet hospital is partially and irreversibly integrated into the traditional medical system. As we shared the practical examples
of 1 public internet hospital in China, we put forward suggestions about the future direction of telehealth. Vital experience in the
construction of internet hospitals was provided in the normalization of COVID-19 prevention and control, which can be
demonstrated as a model of internet hospital management practice for other medical institutions.
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Introduction

Digital health care is on the frontline in the fight against
COVID-19, during which strict quarantine policy deterred most
public access to onsite health care [1]. In response, online
services from internet hospitals were quickly mobilized and
dramatically upgraded as emergency relief measures for
COVID-19 prevention and control in China. The pandemic
accelerated the development of telehealth, including
complementary services to existing departments, policy support,
and rapid development and implementation of internet hospitals
[2]. Internet hospitals, in general, are online medical platforms
that combine online and offline access to medical institutions
to provide a variety of telehealth services directly to patients.
To date, 4 kinds of services have been equipped, including
convenience services (booking appointments, checking test
results), online medical services (electronic prescriptions),
telemedicine (health education), and related support (follow-up
consultations) [3]. There are 3 types of internet hospitals in
China: government-oriented, hospital-oriented, and
enterprise-oriented [4]. Routinely, Chinese patients go to
hospitals, repeatedly queuing for registration, inquiries, or
medical checkups in different departments [5]. Internet hospitals
are able to render multiple services and offer essential medical
support, surmounting geographical and time-related barriers
[6]. Generally, internet hospitals in huge demand alleviate the
imbalance of limited medical resources and increased burden
of chronic diseases [7].

In China, the internet hospital is part of an ambitious plan,
“Healthy China 2030 initiative,” released by the Chinese
government in 2016. One of the important tenants of the plan
is to make full use of internet technology to promote the
integration of the internet and medical care, which is known as
the “internet-plus-healthcare plan.” The construction of internet
hospitals is an important part of the plan. The outbreak of
COVID-19 greatly stimulated the explosive growth of internet
hospitals. In 2016, there were only 25 internet hospitals [8]. By
December 31, 2020, 1004 [9] had been established, and by June
2021, this number had increased to 1600 [10]. By 2017, the
market size of internet medical services in China will be 32.5
billion yuan, with an estimated 250 million users [11]. The rapid
excessive growth of internet hospitals urgently calls for a
summary of relevant experience and construction guidance to
ensure the healthy development of internet hospitals.

Worldwide, studies verified that, in the initial stage of the
pandemic, there was a considerable amount of emerging
literature on telehealth in most high-income countries [11]. For
example, in the United States, approximately 60.0% of health
care consumers reported that they first search online for
information about an intended doctor through the internet
hospital site or physician-rating websites before making a choice
[12]. In addition, 59% of health care consumers confirm their
choice based on the evaluation of doctors by internet hospitals

or physician-rating websites [13]. However, the application of
telehealth in resource-limited settings and low- and
middle-income countries must be established to make the most
of its potential and transform health care for the world’s
population [14]. The definition, functions, boundaries, and
hidden problems of internet hospitals are in urgent need of
updated consensus to realize their potential and promote health
care in the future.

SAHZU has played a pioneering and leading role in China's
development of internet hospitals. SAHZU is located in
Hangzhou, the cradle of well-known internet enterprises (eg,
Alibaba and NetEase). SAHZU is one of the oldest public
general hospitals, ranking in the top 10 among national general
hospitals in China. As the “forerunner” of online medical care
in China, the hospital took the lead in 2017 to launch an internet
hospital and has continuously updated its capabilities. To date,
almost 900,000 users have registered at SAHZU's Internet
Hospital, which provides services to more than 1 million
individuals per month. It initiated free online consultation and
medication delivery services from January 27, 2020, to March
27, 2020, covering the lockdown period of the province. On
March 15, 2020, China's first relevant group standard,
Regulations on Online Consultation Services for Infectious
Diseases, was released [15]. In the following 18 months, the
hospital modified its strategies in promoting smart-assisted
services as COVID-19 surged and subsided.

The pandemic triggered this unique research on health service
capacity under strict quarantine policies. Only a few studies
have reported the maximum usage of online hospital services
during major public health emergencies. The strength of this
study might be long-term follow-ups that further identify users’
behavior patterns and provide implications for the construction
of global internet hospitals in the COVID-19 era. Of note, we
captured the authentic demands of online health care seekers
during the national blockade at the beginning of the pandemic.
This study aimed to demonstrate the changes and trends in
internet hospital applications during the COVID-19 pandemic
in China.

Methods

Study Timeline
On January 30, 2020, the World Health Organization declared
COVID-19 to be a public health emergency of international
concern. SAHZU efficiently responded by establishing a free
online consultation portal and received more than 10,000
consultation requests in the following 2 months. On February
7, 2020, a special online pharmacy was created to circumvent
difficulties in obtaining regular medications. As an
observational, cross-sectional study, we defined time periods
as shown in Figure 1, whereas the investigation timeline
primarily synchronized with national policies.
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Figure 1. Study timeline. WHO: World Health Organization.

Data Collection and Analysis Methods
The data sources in this paper were divided into 2 categories:
quantitative data and qualitative data. Multiple data sources and
research methods are illustrated in Figure 2.

Figure 2. Data sources and analysis methods. ITS: intermittent time series.

Data Collection

Quantitative Data

Data from all internet hospital users, including daily registration
numbers and user demographics (gender, age, geolocation,
choice of specific department, and service needs), were collected
on August 15, 2021.

Qualitative Data

As the basis of the initial research (first survey) and the
qualitative research of this study, 15,990 conversation flows
during the outbreak period under the national shutdown were
reviewed in this study.

The first step was data reduction. This study is based on
real-world data, and dialogue between doctors and patients
contains grammar errors, dialects, and nonstandard expressions.

Thus, the dialogue flow needs to be manually analyzed to
address one of the major demands we classified.

Second, there was required prework before the analysis. For
instance, more than one kind of demand could be included in a
consultation case; therefore, the sum of the counts is not equal
to the total number of cases. Moreover, a single user could have
initiated several consultation cases with different needs or
different patients because the platform allows users to initiate
consultations for themselves or their family members using
valid patient IDs.

Third, every entry in the data set was de-identified, including
the gender, age, patient’s chief complaint and previous
diagnoses, the department of the clinician the patient consulted,
and the content of the conversation without private information.

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e37042 | p.89https://medinform.jmir.org/2022/6/e37042
(page number not for citation purposes)

Ge et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Thus, we preprocessed the dialogue between doctors and patients
before formally processing the data.

Following the data reduction task, our theme analyses followed
3 steps: (1) theme formation, (2) theme matching along themes

and patterns observed in the conversations, and (3) theme
comparison across practice sites. Finally, we identified 8 major
categories of demands from users, as listed in Table 1.

Table 1. Major categories of demands under the national shutdown period.

Major categories of demandsNumber

Follow-up consultation1

Drug refill2

Consultation on common symptoms3

Consultation on suspected symptoms of COVID-194

Information service5

Psychological support6

Rescheduling of treatment7

Guidance on protective measures8

The data were independently reviewed by 8 members of the
investigative team, making methodological memos, theoretical
memos, and preliminary interpretations. Individual researcher
analyses and interpretations were discussed by the research team
throughout the project. The themes and patterns were further
refined, and new themes were cogenerated. All themes were
developed through a process of articulating a unifying idea that
represented interpretations from multiple data points. Conceptual
labels were assigned to organize themes according to a common
thread among ideas. In each step, themes were refined, whereby
similarly labelled ideas were combined into themes and given
more general labels. Disagreements were resolved through group
discussion until consensus was reached. Finally, unstructured
data were assigned to 8 major categories and then cleaned by
the same researcher to keep the classification results unified. In
our following question surveys, the users of our sample survey
came from the users of our theme analysis.

To further investigate the needs and trends in patient behavior
during online health service, we conducted 2 follow-up
questionnaire surveys in November 2020 and June 2021,
corresponding to the start and end of the second wave of the
pandemic, respectively. The questionnaire (see Multimedia
Appendix 1) includes 3 questions with fixed options: main
reasons for using internet hospitals during the pandemic, changes
in their way of accessing medical care after the pandemic, and
major concerns about telehealth services. Interviewees were
randomly selected from those who used internet services during
the pandemic outbreak. At the start and finish of this second
wave, 2 random online or telephone surveys were completed.
Among the randomly selected 1100 actual internet hospital
users for each survey, 1060 and 805 valid questionnaires were
collected, respectively. All surveys were conducted

anonymously, and each person only answered 3 questions from
the predesigned questionnaire.

Ethics Approval

Our study protocol and procedures for informed consent before
the formal survey were approved by the hospital ethics
committee (Approval Number 2021-0761). Participants were
required to answer a yes or no question to confirm their
willingness to participate voluntarily. After confirmation of the
question, the participant was directed to complete the
questionnaire.

Analytical Methods

Interrupted Time Series Analysis

Interrupted time series (ITS) analysis was adopted to evaluate
the impact of momentous emergency events (Multimedia
Appendix 2). To identify use prompted by the pandemic, we
assessed differences in new daily consultation numbers from
July 15, 2019, to September 15, 2021, with a baseline period
(November 1, 2019, to January 26, 2020) and after the national
lockdown response (March 18, 2020, to June 30, 2020). We
conducted a multistage comparison of the development of online
medical treatment (October 1, 2020, to April 10, 2021, and April
11, 2021, to September 16, 2021); thus, the long-term impact
of the pandemic was also considered in the ITS analysis.

2D Analysis

To gain deep insight into the changes in patient demands, we
modeled the proportion and increase or decrease of each demand
through a 2D model. A matrix chart with 4 quadrants was
designed; the abscissa is the rate of change, and the ordinate is
the distribution. Different functions fall into typical quadrants,
as expressed in Figure 3.
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Figure 3. 2D model.

The first quadrant is a universal type, with a large proportion
of demand and upwards change in different periods. The second
quadrant is an improved choice, relatively stable, with a large
proportion of demand but downward changes. The third quadrant
is a silent type, with a small proportion of demand and
downward changes in different periods. The fourth quadrant is
the potential needs; the proportion of demand is small, but the
changes are upwards. Furthermore, this 2D model was also used
to classify the data on changes in patients’ ways of accessing
medical care and concerns.

Statistical Analysis and Visualization

SPSS 25.0 software (28.0.1; IBM Corp, Armonk, NY) was used
for data analysis. Frequencies and percentages were used for

categorical data. The chi-square test was adopted for
comparisons between groups. A 2-tailed P value <.05 was
considered statistically significant.

Results

Demographic Composition of All Users and Their
Online Choices
The demographic composition of internet hospital service users
was analyzed based on August 15, 2021 (Figures 4 and 5). In
comparison, we also describe the demographic characteristics
of online patients from January 27, 2020, to March 27, 2020
(Figure 6) and those active in online consultation during
quarantine (Figure 7).
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Figure 4. Regional composition of all Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital users before
August 15, 2021.

Figure 5. Regional composition of Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital users in Zhejiang
Province before August 15, 2021.
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Figure 6. Comparison of the age group composition of Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet
hospital users before August 15, 2021, and those during the pandemic outbreak period from January 27, 2020, to March 27, 2020.

Figure 7. Age and gender distributions for all online consultation participants during the pandemic outbreak period (January 27, 2020, to March 27,
2020). Information for cases such as infants or older adults was apparently completed by their family members.
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We illustrate a change in department choice among requests for
online consultation (Figure 8), mainly an increase for the
gynecology, endocrinology, obstetrics, and orthopedics
departments. During the COVID-19 outbreak, the SAHZU
internet hospital began to offer free online consultations and
assembled a highly responsive team that remained stable
afterwards. With respect to the departments focused on the most
common and chronic diseases, the number of online
consultations increased significantly over the long term. The
choice of internet hospital functions (Figure 9) showed that
users were mainly interested in appointment registration and
test result queries, followed by online consultation. During the

initial outbreak, the use of online consultation services such as
team consultation, picture and text consultation, and medication
consultation increased significantly. In the fairly stable period
that followed, users gradually returned to making appointments
and requesting test results.

Figure 10 lists the departments that received the most
consultation requests in the first outbreak period, January 27,
2020, to March 27, 2020. We identified 8 major categories of
demands (Figure 11), which have shown different usage patterns
over time. The distribution of the major demands was plotted
in chronological order, revealing the trends in detail (Multimedia
Appendix 3).

Figure 8. The clinical departments that received the most consultation requests.
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Figure 9. Changes in Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital users' demands over time.

Figure 10. The most frequently consulted departments from January 27, 2020, to March 27, 2020.
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Figure 11. The main demands from Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospitals patients from
January 27, 2020, to March 27, 2020.

Changes in New Registrations
The number of new registrations changed over time, while the
main users of the SAHZU internet hospital remained 21- to

35-year-old women (Figure 12). Sudden peaks corresponded
to the free consultation activities and Spring Festival. The
number of consultations increased significantly during the
national quarantine (Figure 13).
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Figure 12. Daily Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital user growth from August 16, 2019,
to August 15, 2021.

Figure 13. The number of new Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital consultations per
day from August 16, 2019, to August 15, 2021.
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ITS Analysis of New Registrations
We conducted a 2-stage ITS analysis targeting new consultation
users from July 2019 to September 2021, using data from the
SAHZU internet hospital online consultation platform. The first
group of data (July 15, 2019, to September 15, 2020) was used
to assess the temporary effect on the utilization rate of online
medical treatment attributed to domestic COVID-19 (Figure
14). The sectional point of analysis in GROUP1 was determined
by the length of the lockdown in Hangzhou during the
COVID-19 outbreak. Given the globalization of the COVID-19
pandemic, GROUP2 (October 1, 2020, to September 13, 2021)
was used to measure long-term trends in patients' use of online
medical platforms (Figure 15).

The overall model (Poverall<.001) and individual coefficients
(Px1=.008, Px2<.001, Px3<.001, Pintercept<.001) were significant.
The starting point of online medical service users was estimated
at 38,162 (Table 2), with the number of active users increasing
every day until January 23, 2020, according to the
pre-intervention slope (n=0.052, 95% CI 0.014 to 0.091;
P=.008). After the COVID-19 intervention was implemented
(the strict quarantine policy), the number of users increased
significantly (n=105.736, 95% CI 92.773 to 118.787; P<.001).

After March 27, 2020, the development of online medical
services decreased over time compared with the pre-intervention
period, with a coefficient of –0.235 (95% CI –0.293 to –0.180;
P<.001), thereby indicating a decline in telehealth users after
the COVID-19 outbreak. Although the mean number of users
increased, the overall development showed a downwards trend.
To some extent, the pandemic had a temporary impact on the
utilization rate of online medical services, although the effect
on patients' habits remained to be seen.

The number of active users was initially 61,738 (Table 3). The
trend in the utilization of online medical platforms was
insignificant before the peak of the second wave of global
COVID-19 outbreak (n=0.009, 95% CI –0.052 to 0.062; P=.81).
COVID-19 deaths increased significantly (April 11, 2021),
accounting for the change in the global situation (n=25.226,
95% CI 18.258 to 33.722; P<.001). The number of online users
increased over time after April 9, 2020, with a coefficient of
0.167 (95% CI 0.087 to 0.247; P<.001). Along with Figure 15,
the trend in the number of online users before and after the
global pandemic peak was revealed. Before the COVID-19
pandemic, people's enthusiasm for online medical treatment
had reached a plateau, and their behaviors undoubtedly began
to change after the outbreak.

Figure 14. Segmented regression model for users of the online consultation platform from July 15, 2019, to September 13, 2020, using the generalized
least square method; interrupted time series analysis (ITSA) to evaluate the impact of COVID-19 on telemedicine.

Figure 15. Segmented regression model for users of the online consultation platform from October 1, 2020, to August 7, 2021, using the generalized
least squares method; prediction of secular trends of the prevalence of online consultations.
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Table 2. Regression using a generalized least squares model on data from the development of the domestic pandemic from July 15, 2019, to September
15, 2020, with the pre-intervention period between July 15, 2019, and January 23, 2020; the strict quarantine period between January 23, 2020, and
March 27, 2020; and the postintervention period between March 27, 2020, and September 15, 2020. Maximum lag: 1; number of observations=379;
F3,379=150.3; P<.001.

95% CIP valuet value (df=379)SEEstimationModel

(33.611 to 42.398)<.00117.0082.23438.162Y (intercept)

(0.014 to 0.091).0082.6570.020.052x1 (pre-intervention slope)

(92.773 to 118.787)<.00115.996.615105.736x2 (change in intercept)

(–0.293 to 0.180)<.001–8.2030.029–0.235x3 (change in slope/interaction)

Table 3. Regression to determine the long-term impact of COVID-19 on internet hospitals, using a generalized least squares model on data from the
development of the domestic pandemic from October 1, 2020, to September 16, 2021, with the pre-intervention period between October 1, 2020, and
April 10, 2021, and the postintervention period between April 11, 2021, and September 16, 2021. Maximum lag: 1; number of observations=331;
F3,331=89.13; P<.001.

95% CIP valuet value (df=331)SEEstimationModel

(56.555 to 67.555)<.00122.1942.79661.738Y (intercept)

(–0.052 to 0.062).810.1670.0290.009x1 (pre-intervention slope)

(18.258 to 33.722)<.0016.6123.93125.226x2 (change in intercept)

(0.087 to 0.247).0024.1040.0410.167x3 (change in slope/Interaction)

Changes in Medical Behaviors
Integrated with the follow-up surveys, we compared the changes
in SAHZU internet hospital users’ major demands, medical

behaviors, and concerns, and we modelled the proportion and
fluctuation of each demand through the 2D model (Table 4).

Table 4. Changes in medical behaviors in the 2D model.

Users’ concerns: November
2020 versus June 2021

Way of accessing medical care:
November 2020 versus June 2021

Patients’ demands: March 2020
versus June 2021

ConnotationQuadrant

Specific weight, posi-
tive growth

The first quadrant
(universal type)

1.1.1. Doubts about the medical
safety and quality of on-
line diagnosis and treat-
ment

If you feel unwell, go directly
to an offline hospital, and no
longer use internet hospitals.

Follow-up consultation
2. Consultation on common

symptoms
2.3. When the condition is rela-

tively stable, the follow-ups
are only conducted through
the internet hospital.

Information service
4. Others

3. Due to traffic or other factors,
it is hoped that most diagno-
sis and treatment can be car-
ried out through internet hos-
pitals.

Specific weight, nega-
tive growth

The second quad-
rant (improved
type)

1.1.1. Poor timeliness of online
text consultation and inter-
action; long wait times

First, consult the internet
hospital for advice; then, go
offline for medical service
according to the doctor’s ad-
vice.

Drug refill

2. Higher fee
3. Personal privacy and data

security protection

Small proportion,
negative growth

The third quadrant
(silent type)

1.1.1. OthersOthersRescheduling of treatment
2. Consultation on suspected

symptoms of COVID-19

N/AN/AaSmall proportion,
positive growth

The fourth quad-
rant (potential
type)

1. Psychological support
2. Guidance on protective mea-

sures
3. Rescheduling of treatment

aN/A: not applicable.
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Discussion

This study conducted the first in-depth pandemic-related
quantitative and qualitative analyses on changes in public
behavior and the perceived factors influencing the use of internet
hospitals. As a representative example of a public hospital in
China, SAHZU has productively employed the practical

experience of telehealth in the normalization of COVID-19
prevention and control.

Portraits of Internet Hospital Users in China
As a first-class public hospital and regional medical center in
Zhejiang Province, the SAHZU internet hospital attracted
multifarious users. The main profiles of users are shown in
Figure 16.

Figure 16. Main profiles of Second Affiliated Hospital of Zhejiang University School of Medicine (SAHZU) internet hospital users.

There were slight changes in user profiles at different time
points. The utilization rates of young and middle-aged women
increased significantly during the pandemic isolation period.
Traditional Chinese women care for the elderly and children
and thus may have taken advantage of online access for their
needs and those of family members.

Moreover, the popularity of the internet and improvement in
digital literacy among women in China have also been reported
[16,17]. Internet hospitals do not yet cover the entire population,
which is reflected in the unbalanced distribution of patient
profiles. Adults aged ≥66 years utilized telehealth services the
least, demonstrating the greater barrier between the older
population and online services. Performance risks, legal
concerns, and privacy risks perceived by older adults may
substantially decrease their intention to use telehealth
applications [18-20].

Acceleration of Online Medical Demands During the
COVID-19 Outbreak in China
During the COVID-19 outbreak, internet access served patients
and counsellors without time and space restrictions. This
essential medical support reduced panic, enhanced
self-protective abilities, corrected improper medical-seeking
behaviors, and facilitated epidemiological screening, thereby
significantly improving COVID-19 prevention and control
[21,22]. The number of consultations changed with the national
quarantine policy and reached a peak on February 12, 2020.
The ITS analysis verified that the extreme quarantine period
caused an overall increase in the number of online consultations,

showing a short-term leap upwards. It turned out to be a trend
to employ the internet throughout entire treatment processes.
Internet hospitals enhanced patients’ sense of security, and after
initial diagnosis and treatment, they could obtain online
follow-ups, which further altered their medical behaviors [5].

We summarized the 8 major internet hospital user demands
during the national shutdown period. In China, 60.0% of all
internet hospitals provided telehealth services to address
COVID-19. Internet hospitals mainly conducted consultations
and psychological counselling, provided pandemic control
information, filled prescriptions (86.6%), delivered drugs
(74.5%), handled medical insurance claims (67.5%), and
accepted or distributed donations [4]. Our results showed that
follow-up consultations and drug refills were among the top
requests, demonstrating efficiency and reducing unnecessary
onsite visits. During the outbreak, online consultations virtually
assisted in diagnosis and treatment, while surgical patients used
the service for preoperative appointments and postoperative
follow-up. Users with moderate health problems sought
consultations more frequently than did individuals with severe
conditions, indicating the value of online platforms for them,
while in-person visits were essential and irreplaceable for
patients with severe conditions. Additional online services, such
as drug delivery, helped relieve the additional pressure on
hospitals by reducing the influx of patients. In-depth efforts
should be made to improve the management of prescription
refills, quality and safety, dispensing acceptance, and
standardization [23]. Online services offering real-time
information regarding the hospital and national policies and
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study results indicated that users were most concerned about
symptoms, up-to-date knowledge, transmission routes, and
preventive measures for COVID-19 [24].

Change in Behavior Patterns in Seeking Medical
Resources
The results of this study agree with long-term data observations
and surveys in different periods. During the pandemic, people's
medical behavior patterns partially changed from onsite to
online, which is irreversible for our public tertiary hospital.
Before the pandemic, there was a temporary shock and
reluctance to seek medical treatment online, but this did not
produce a long-term change in the following waves of the global
pandemic; people's health care habits began to change.
According to the ITS analysis, this change can evolve into a
long-term trend of choosing online health care and
self-management. The trend in online visits followed that of
overall telehealth visits, with the rates increasing dramatically
after the start of the pandemic and then progressively decreasing,
but users in need retained their online habits [25]. With this
upwards trend, people's medical habits might have completely
changed. We may carefully conclude that the response to
COVID-19 will result in more than a temporary increase in
online hospitals. For the predictable future, internet hospitals
will reinforce the medical system by offering health care while
minimizing potential exposure to the disease [26]. Once people
have taken advantage of medical services via digital
technologies, there is little reason to give them up.

This ongoing phenomenon should encourage health practitioners
to move promptly towards digital transformation. However,
how to make the ecological development of internet hospitals
benign remains vague [27]. Based on the comparison of medical
resource-seeking behaviors at the early and late stages of the
pandemic, the changes in demands were sorted with the 2D
model.

Follow-up consultation and information services were revealed
as the basic needs of patients who revisited the online hospital
and will be primary considerations in the future direction of
internet hospital construction. Information services are capable
of strengthening triage and convenience of services of internet
hospitals before diagnosis.

The demand for prescriptions has dropped, indicating that some
requirements cannot be resolved online, although this internet
hospital function may undergo a functional iteration in the
future. The limitations of internet hospitals are obvious. For
instance, the demand for drug refills is significantly affected by
policies (eg, the lack of health insurance or cash payments) [5].
This situation was a top-ranking medical concern regarding
costs in our surveys.

Transient pandemic-related demands included consultation for
common symptoms, suspected symptoms of COVID-19,
psychological support, and guidance on protective measures.
Online consultation serves as an indirect means of
communication. Doctors consulted online are limited by the
lack of information (eg, physical and auxiliary examinations)
and may give only cursory medical advice, which cannot replace
a hospital visit. Nondisease-specific issues and moderate health

problems were much more frequent consultation requests rather
than severe clinical conditions [28]. The proportion of pandemic
screening was small, and although it was related to the crisis
period, it may continue to rise. It is necessary to cooperate with
offline approaches to more effectively draw upon the internet
hospital’s online advantages.

As revealed from the analysis of the path to select medical care,
as an improved demand in 2D analysis, an increasing number
of patients are willing to conduct research on the internet before
going offline or following a doctor's online advice afterwards.
It is noteworthy that the choice of “directly choosing offline
medical treatment” fluctuates to a certain extent, thereby
reflecting a temporary return to traditional habits with the
decline of the pandemic.

Implications for Internet Hospital Development
Public online hospitals offer reliable resources and complete
functions but have limited profit models. Long-term effective
operation is an issue. Meanwhile, with novel vaccines and drugs
targeting SARS-CoV-2 being developed, the challenge faced
by the internet hospital community is to continuously update
solutions for the majority of users. It will be crucial to consider
the benefit-risk ratio for optimal therapies and minimize onsite
visits. To sustain the online health care system, governments
and societies are recognizing technology as a promising solution
for innovative health service delivery and expansion with
minimal investments.

Our surveys showed that the optimal demands of online users
appear in prediagnosis and posttreatment. Human medical
behaviors cannot be comprehensively shifted to digital access.
Key online service implications include the entire closed loop
of one’s medical behaviors, as well as refined services before
and after onsite visits. In addition, the construction of a portal
for specialized diseases through online forms is an important
direction for future internet hospital construction.

The pandemic has given health services an impetus for managing
chronic conditions in innovative ways. Notably, the departments
that received the most consultations (General Medicine,
Cardiology, and Endocrinology) complied with the incidence
of internal medicine [29]. Patients expect online consultations
to provide professional advice and personalized care. To date,
personalized telehealth solutions and clear implementation
recommendations are being fully explored by internet hospitals
[30]. Cancer patients, as another chronic condition population,
are more susceptible to infection owing to the
immunosuppressed state caused by anticancer therapy. In the
spectrum of high-incidence tumor diseases in China, the most
common types are lung cancer (approximately 17.9% of the
total new incidence), colorectal cancer (12.2%), gastric cancer
(10.5%), breast cancer (9.1%), and liver cancer (9.0%) [31].
These data are echoed in the top consultation rankings of
thoracic, breast, and gastroenterology departments. The online
hospital acts as a vital solution for various cancer patients, along
with important support for many oncologists to help with
decision-making [32]. Telehealth steps are recommended for
postoperative patients and those on interventions for multiple
adjuvant treatments [33].
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While current user profiles indicate that these are the most
popular departments for online consultation, diseases with strong
stigmas, such as gynecology, infertility, dermatological
problems, and mental diseases, are also benefitting from
telehealth solutions. Patients experiencing stigma, which refers
to the inner shame of patients suffering from certain diseases
who are experiencing psychological stress [34], are taking
advantage of online medical resources that allow them to seek
the help they need with maximum privacy, by keeping these
patients at a safe distance away from virtue circumstance. For
instance, telehealth has been utilized as a useful communication
method in the treatment of depression, anxiety, and
posttraumatic stress disorder (PTSD) during the pandemic
[24,35]. By the end of January 2020, consultation rates for
psychiatric issues surged. Nevertheless, online psychological
support peaked during the initial lockdown weeks. In view of
isolation, misinformation and rumors spread via social media.
Likewise, individuals worried about contracting this unknown
virus and consultation for suspected COVID-19 accounted for
5.2% of all consultations, which is consistent with parallel
studies [36]. During the early outbreak of COVID-19, internet
hospitals assisted in relieving psychological burdens and

increased disease awareness by providing official and
responsible information. Furthermore, up-to-date health
information was provided to relieve social anxiety.

Derivative Problems of Internet Hospitals
Perceived risk, defined as one’s perception of uncertainty in the
use of telehealth services and the severity of its consequences,
is measured with 4 constructs: privacy risk [37], performance
risk, legal concern, and trust [38]. Rectifying the concerns of
users for online medical behaviors is also an important issue.
All the derivative problems of online medical care in the survey
were sorted out, as well as the corresponding reasons and
possible solutions (see Table 5). Our 2D analysis highlighted
the poor timeliness of online text consultation interactions,
followed by high online fees and concerns about personal
privacy and data security. The potential construction direction
of internet hospitals refers to how to ensure the medical safety
and quality of online diagnosis and treatment. During the
COVID-19 pandemic, health care professionals, designers of
telehealth applications, and policy makers devised more practical
functions, user-friendly interfaces, and reasonable policy
guidance for internet hospitals to upgrade the existing model
and to deal with future crises.

Table 5. Derivation problems of internet hospitals.

Possible solutionsCorresponding reasonsProblems

Form 1.1. Enhance information interaction reminder.Poor timeliness
2. 2.Insufficient doctor-patient interaction Cultivate user service.

3.3. Optimize the rationality of the app interface.Unfriendly experience
4. Improve app functions, and enhance user experience.

Cost 1.1. Issue government policies to guide prices.The big price gap between internet hospitals
2. 2.Unable to pay with medical insurance It is recommended that the medical insurance department include online

diagnosis and treatment fees in the scope of medical insurance payment.

Ethics 1.1. Issue policy documents to provide legal support.Insufficient patient privacy protection technology
2. 2.Concerns with patient privacy leakage Clarify the identification of medical malpractice and the division of re-

sponsibility.3. Lack of laws, regulations, and policy guidance
3. Deidentify private data.

Platform 1.1. Strengthen the technical team, and improve the data sharing ability and
operability.

Incomplete and inadequate consideration of front-
end, back-end, and bottom construction

2. Consider data security needs.

Limitations and Improvements
The data were collected from a single institution in China.
SAHZU is a public tertiary hospital and may not be
representative of other levels of hospitals and different regions.
However, Zhejiang University ranks the third highest among
China’s universities, and the hospital works with over 200
primary and secondary hospitals. Our online hospitals cover
the nation, and almost 900,000 users had registered by January
2022. Therefore, we assume, to a certain extent, that our
conclusions are representative. At the same time, the application
prospects of internet hospitals in primary or secondary hospitals
and multicenter studies are required to validate our conclusions.
The surveys we utilized enabled users to fully express their
experiences without the pressure of delivering socially

acceptable opinions to an interviewer. However, the actual data
acquired through face-to-face interviews were more authentic.
Furthermore, the consultation database might be managed by
artificial intelligence (AI) and build functions such as internet
AI-assisted triage.

Conclusions
Since the outbreak of COVID-19 at the end of 2019, the
pandemic has imposed great economic and social burdens
worldwide. We conducted a retrospective cross-sectional study
by analyzing online medical behaviors over 2 years. Our
findings imply that, as a public tertiary internet hospital, the
SAHZU internet hospital is partially and irreversibly integrated
into the traditional medical system.
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Abstract

Background: Research on the diagnosis of COVID-19 using lung images is limited by the scarcity of imaging data. Generative
adversarial networks (GANs) are popular for synthesis and data augmentation. GANs have been explored for data augmentation
to enhance the performance of artificial intelligence (AI) methods for the diagnosis of COVID-19 within lung computed tomography
(CT) and X-ray images. However, the role of GANs in overcoming data scarcity for COVID-19 is not well understood.

Objective: This review presents a comprehensive study on the role of GANs in addressing the challenges related to COVID-19
data scarcity and diagnosis. It is the first review that summarizes different GAN methods and lung imaging data sets for COVID-19.
It attempts to answer the questions related to applications of GANs, popular GAN architectures, frequently used image modalities,
and the availability of source code.

Methods: A search was conducted on 5 databases, namely PubMed, IEEEXplore, Association for Computing Machinery (ACM)
Digital Library, Scopus, and Google Scholar. The search was conducted from October 11-13, 2021. The search was conducted
using intervention keywords, such as “generative adversarial networks” and “GANs,” and application keywords, such as
“COVID-19” and “coronavirus.” The review was performed following the Preferred Reporting Items for Systematic Reviews
and Meta-Analyses Extension for Scoping Reviews (PRISMA-ScR) guidelines for systematic and scoping reviews. Only those
studies were included that reported GAN-based methods for analyzing chest X-ray images, chest CT images, and chest ultrasound
images. Any studies that used deep learning methods but did not use GANs were excluded. No restrictions were imposed on the
country of publication, study design, or outcomes. Only those studies that were in English and were published from 2020 to 2022
were included. No studies before 2020 were included.

Results: This review included 57 full-text studies that reported the use of GANs for different applications in COVID-19 lung
imaging data. Most of the studies (n=42, 74%) used GANs for data augmentation to enhance the performance of AI techniques
for COVID-19 diagnosis. Other popular applications of GANs were segmentation of lungs and superresolution of lung images.
The cycleGAN and the conditional GAN were the most commonly used architectures, used in 9 studies each. In addition, 29
(51%) studies used chest X-ray images, while 21 (37%) studies used CT images for the training of GANs. For the majority of
the studies (n=47, 82%), the experiments were conducted and results were reported using publicly available data. A secondary
evaluation of the results by radiologists/clinicians was reported by only 2 (4%) studies.

Conclusions: Studies have shown that GANs have great potential to address the data scarcity challenge for lung images in
COVID-19. Data synthesized with GANs have been helpful to improve the training of the convolutional neural network (CNN)
models trained for the diagnosis of COVID-19. In addition, GANs have also contributed to enhancing the CNNs’ performance
through the superresolution of the images and segmentation. This review also identified key limitations of the potential
transformation of GAN-based methods in clinical applications.

(JMIR Med Inform 2022;10(6):e37365)   doi:10.2196/37365
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Introduction

Background
In December 2019, COVID-19 broke out and spread at an
unprecedented rate, given the highly contagious nature of the
virus. As a result, the World Health Organization (WHO)
declared it a global pandemic in March 2020 [1]. Therefore, a
response to combat the spread through speedy diagnosis became
the most critical need of the time. A common method for
diagnosing COVID-19 is the use of a real-time reverse
transcription–polymerase chain reaction (RT-PCR) test.
However, with the increasing number of cases worldwide, the
health care sector was overloaded as it became challenging to
cope with the requirements of the tests with the available testing
facilities. In addition, research has shown that RT-PCR may
result in false negatives or fluctuating results [2]. Hence,
diagnosis through computed tomography (CT) and X-ray images
of lungs may supplement performance. Motivated by this need,
alternative methods, such as automatic diagnosis of COVID-19
from lung images, were explored and encouraged. In this regard,
it is well understood that artificial intelligence (AI) techniques
could help inspect chest CTs and X-rays within seconds and
augment the public health care sector. The use of properly
trained AI models for diagnosis of COVID-19 is promising for
scaling up the capacity and accelerating the process as computers
are, in general, faster than humans in computations.

Many AI and medical imaging methods were explored to
provide support in the early diagnosis of COVID-19, for
example, AI for COVID-19 [3-5], machine learning for
COVID-19 [6], and data science for COVID-19 [7]. However,
AI techniques rely on large data. For example, training a
convolutional neural network (CNN) to perform classification
of COVID-19 versus normal chest X-ray images requires
training of the CNN with a large number of chest X-ray images
both for COVID-19 and for normal cases. Since the diagnosis
of COVID-19 requires studying of lung CT or X-ray images,
the availability of lung imaging data is vital to develop medical
imaging methods. However, the lack of data on COVID-19
hampered the initial progress in developing these methods to
combat COVID-19.

Many early attempts were made to collect imaging data for
lungs infected with COVID-19—specifically CT and X-ray
images either through a private collection in hospitals or through
crowdsourcing using public platforms. In parallel, many studies
have explored the use of generative adversarial networks
(GANs) to generate synthetic imaging data that can improve
the training of AI models to diagnose COVID-19.

GANs are a family of deep learning models that consist of 2
neural networks trained in an adversarial fashion [8-15]. The 2
neural networks, namely the generator and the discriminator,
attempt to minimize their losses, while maximizing the loss of
the other. This training mechanism improves the overall learning
task of the GAN model, particularly for generating data. GANs

have recently been studied for computer vision and medical
imaging tasks, such as image generation, superresolution, and
segmentation [9,10]. Given the significant potential of GANs
in medical imaging, it was intuitive that many researchers were
tempted to explore the use of GANs for data augmentation of
imaging data on COVID-19. In addition, some researchers also
used GANs for segmentation and superresolution of lung
images.

This scoping review focuses on providing a comprehensive
review of the GAN-based methods used to combat COVID-19.
Specifically, it covers the studies where GANs have been used
for lung CT and X-ray images to diagnose COVID-19 or to
enhance the performance of CNNs for the diagnosis of
COVID-19 (eg, by data augmentation or superresolution).

Research Problem
GANs have gained the attention of the medical imaging research
community. As the COVID-19 pandemic continued to grow in
2020 and 2021, the research community faced a significant
challenge due to the scarcity of medical imaging data on
COVID-19 that can be used to train AI models (eg, CNN) to
perform COVID-19 diagnosis automatically. Given the
popularity of GANs for image synthesis, researchers turned to
exploring the use of GANs for data augmentation of lung
radiology images. Many studies were conducted to use different
variants of GANs for data augmentation of lung CT images and
lung X-ray images. Similarly, a few studies also used GANs
for the diagnosis of COVID-19 from lung radiology images.
However, to the best of our knowledge, there is no review on
the role of GANs in addressing the challenges related to
COVID-19 data scarcity and diagnosis. The following research
questions related to COVID-19 imaging data were considered
for this review:

What were the common applications of GANs proposed for
challenges related to COVID-19?

• Which architectures of GANs are most commonly applied
for data augmentation tasks related to COVID-19?

• Which imaging modality is the popular choice for the
diagnosis of COVID-19?

• What were the most commonly used data sets of CT and
X-ray images for COVID-19?

• What studies were conducted with open-source code to
reproduce the results?

• What studies were conducted and presented to radiology
experts for evaluation of the suitability toward future use
in clinical applications?

The results of this review will be helpful for researchers and
professionals in the medical imaging and health care domain
who are considering using GAN-based methods to address
challenges related to COVID-19 imaging data and to address
the challenge in improving automatic diagnosis using radiology
images.

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e37365 | p.107https://medinform.jmir.org/2022/6/e37365
(page number not for citation purposes)

Ali & ShahJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Methods

Study Design
In this work, a scoping review was conducted following the
Preferred Reporting Items for Systematic Reviews and
Meta-Analyses Extension for Scoping Reviews (PRISMA-ScR)
guidelines [16]. The methods for performing the study are
described next.

Search Strategy

Search Sources
A search was conducted from October 11-13, 2021. The search
was performed on the following 5 databases: PubMed,
IEEEXplore, Association for Computing Machinery (ACM)
Digital Library, Scopus, and Google Scholar. In the case of
Google Scholar, only the first 99 results were retained as the
results beyond 99 items were highly irrelevant to the scope of
the study. Similarly, in the case of ACM Digital Library, the
first 100 results were retained as a lack of relevancy to the study
was obvious in results beyond 100.

Search Terms
The search terms used in this study were chosen from the
literature with guidance from experts in the field. The terms
were chosen based on the intervention (eg, “generative
adversarial networks,” “GANs,” “cycleGANs”) and the target
application (eg, “COVID-“19”, “coronavirus,” “corona
pandemic”). The exact search strings used in the search for this
study are available in Multimedia Appendix 1.

Search Eligibility Criteria
This study focused on the applications of GANs in analyzing
radiology images of lungs for COVID-19, used for any purpose
such as data augmentation or synthesis, diagnosis,
superresolution, and prognosis. Only those studies were included
that reported GAN-based methods for analyzing chest X-ray
images, chest CT images, and chest ultrasound images. Studies
that reported GAN-based methods for analyzing nonlung images
were removed. Any studies that used deep learning methods
but did not use GANs were also excluded. Studies reporting
GANs for nonimaging data were also excluded. To provide a
list of reliable studies, only peer-reviewed articles, conference
papers, and book chapters were included. Preprints, conference
abstracts, short letters, and commentaries were excluded.
Similarly, review articles were also excluded. No restrictions
were imposed on the country of publication, study design, or
outcomes. Studies that were written in English and were
published from 2020 to 2022 were included. No studies before
2020 were included.

Study Selection
Two reviewers (authors HA and ZS) screened the titles and
abstracts of the search results. Initial screening by the 2

reviewers was performed independently. Disagreement occurred
for only 9 articles. The disagreement was resolved through
mutual discussion and consensus. For measuring the
disagreement, Cohen κ [17] was calculated to be 0.89, which
shows good agreement between the 2 independent reviewers.
Multimedia Appendix 2 shows the matrix for the agreement
between the 2 independent reviewers.

Data Extraction
Multimedia Appendix 3 shows the form for extraction of the
key characteristics. The form was pilot-tested and refined in 2
rounds, first by data extraction for 5 studies and then by data
extraction for another 5 studies. This refinement of the form
ensured that only relevant data were extracted from the studies.
The 2 reviewers (HA and ZS) extracted the data from the
included studies, related to the GAN-based method, applications,
and data sets. Any disagreement between the reviewers was
resolved through mutual consensus and discussions. As the
disagreements at the study selection stage were resolved through
careful and lengthy discussions, the disagreement at the data
extraction was only minor.

Data Synthesis
After extraction of the data from the full text of the identified
studies, a narrative approach was used to synthesize the data.
The use of GAN-based methods was classified in terms of the
application of GANs (eg, augmentation, segmentation of lungs);
the type of GAN architecture, if reported (eg, conditional GAN
or cycleGAN); and the modality of the imaging data for which
the GAN was used (eg, CT or X-ray imaging). Similarly, the
studies were classified based on the availability of the data set
(eg, public or private), the size of the data set (eg, the number
of images in the original images and the number of images after
augmentation with the GAN, if applicable), and the proportion
of the training and test sets as well as the type of
cross-validation. The data synthesis was managed and performed
using Microsoft Excel.

Results

Search Results
From 5 online databases, a total of 348 studies were retrieved
(see Figure 1). Of the 348 studies, 81 (23.3%) duplicates were
removed. The titles and abstracts of the remaining 267 (76.7%)
studies were carefully screened as per the criteria of inclusion
and exclusion. The screening of the titles and abstracts resulted
in the exclusion of 208 (77.9%) studies (see Figure 1 for reasons
of exclusion). After the full-text reading of the remaining 59
(22.1%) studies, 2 (3%) studies were excluded following the
inclusion/exclusion criteria. Finally, a total of 57 (97%) studies
were included in this review. No additional studies were found
through reference list checking. As per the yearwise publication,
15 (26%) of 57 studies were published in 2020 and 41 (72%)
of 57 were published in 2021.
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Figure 1. PRISMA-ScR flowchart for the search outcomes and selection of studies. GAN: generative adversarial network; PRISMA-ScR: Preferred
Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews.

Demographics of the Included Studies
Among the included studies (N=57), 37 (65%) studies were
published articles in peer-reviewed journals, 18 (32%) studies
were published in conference proceedings, and 2 (4%) studies
were published as book chapters. No thesis publication was
found relevant to the scope of this review. Around one-fourth
of the studies (n=15, 26%) were published in 2020. Most of the

studies were published in 2021 (n=41, 72%). The included
studies were published in 14 countries. The largest number of
publications were from China (n=12, 21%), followed by India
(n=10, 18%). Both the United States and Egypt published the
same number of studies (n=6, 11%, each). The characteristics
are summarized in Table 1 and Multimedia Appendix 4. Figure
2 (see [18-74]) shows the demographics of the included studies,
along with the modality of the chest images used.
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Table 1. Characteristics of the included studies (N=57). Demographics are shown for type of publication, country of publication, and year of publication.

Studies, n (%)Characteristics

Publication type

37 (65)Journal

18 (32)Conference

2 (4)Book chapter

Country

12 (21)China

10 (18)India

6 (11)United States

6 (11)Egypt

4 (7)Canada

3 (5)Spain

2 (4)Malaysia

2 (4)Turkey

2 (4)Pakistan

1 (2)Vietnam

1 (2)Mexico

1 (2)South Korea

1 (2)Philippines

1 (2)Israel

Year of publication

15 (26)2020

41 (72)2021

1 (2)2022

Figure 2. Characteristics of the included studies showing the publication type, country of publication, and modality of data. The number of studies is
reflected by the size of the terminal node. The numbers S1-S57 refer to the included studies. CT: computed tomography.
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Application of the Studies
As shown in Table 2, the included studies have reported 5
different tasks being addressed: augmentation (data
augmentation), diagnosis of COVID-19, prognosis, segmentation
(to identify the lung region), and diagnosis of lung diseases. As
the diagnosis of COVID-19 using medical imaging has been a
priority since the pandemic started, 39 (68%) of 57 studies

reported the diagnosis of COVID-19 as the main focus of their
work [19-21, 23-33, 35-37, 39, 41, 42, 44, 46, 50, 52, 53, 55,
56, 58-60, 63-69, 71, 72]. In addition, 9 (16%) studies reported
data augmentation as the main task addressed in the work
[18,43,45,49,54,61,62], 1 (2%) study reported prognosis of
COVID-19 [22], 3 (5%) studies reported segmentation of lungs
[34,51,57], and 1 (2%) study reported diagnosis of multiple
lung diseases [47].

Table 2. Applications of using GANa-based methods and types of GANs.

Studies (N=57), n (%)Applications

Applications addressed in the studies

39 (68)Diagnosis

9 (16)Data augmentation

3 (5)Segmentation+diagnosis

3 (5)Segmentation

1 (2)Diagnosis of lung disease

1 (2)Prognosis

1 (2)Prognosis+diagnosis

Applications of using GANs

42 (74)Augmentation

5 (9)Diagnosis

3 (5)Superresolution

3 (5)Segmentation

2 (4)Feature extraction

1 (2)Prognosis

1 (2)3D synthesis

Type of GAN used

17 (30)GAN

9 (16)CycleGAN

9 (16)Conditional GAN

4 (7)Deep convolutional GAN

4 (7)Auxiliary classifier GAN

2 (4)Superresolution GAN

2 (4)3D conditional GAN

1 (2)BiGAN

1 (2)Random GAN

1 (2)Pix2pix GAN

aGAN: generative adversarial network.

The majority of the studies used GANs to augment the data,
where they reported the use of GANs to increase the data set
size. Specifically, 42 (74%) studies used GAN-based methods
for data augmentation [18, 21, 23-29, 31-36, 38-43, 45, 46, 48,
50, 52-56, 59-67, 71, 73, 74]. The augmented data were then
used to improve the training of different CNNs to diagnose
COVID-19. In addition, 3 (5%) studies used GANs for
segmentation of the lung region within the chest radiology
images [37,51,57], 3 (5%) studies used GANs for

superresolution to improve the quality of the images before
using them for diagnosis purposes [30,44,68], 5 (9%) studies
used GANs for the diagnosis of COVID-19 [20,58,69,70,72],
2 (4%) studies used GANs for feature extraction from images
[19,47], and 1 (2%) study used a GAN-based method for
prognosis of COVID-19 [22]. The prevalent mode of imaging
is the use of 2D imaging data, and 1 (2%) study reported a
GAN-based method for synthesizing 3D data [49]. Figure 3
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(see [18-74]) shows the mapping of the applications of
GAN-based methods for all the included studies.

Different variants have been proposed for GAN architectures
since their inception. The most common type of GAN used in
these studies was the cycleGAN, used in 9 (16%) studies
[29,35,36,42,46,54,56,70,74]. The cycleGAN is an image
translation GAN that does not require paired data to transform
images from one domain to another. Other popular types of
GANs were conditional GAN used by 9 (16%) studies
[18,22,24,25,33,37,41,57,60], deep convolutional GAN used

by 4 (7%) studies [21,38,43,67], and auxiliary classifier GAN
used by 4 (7%) studies [32,40,55,69]. The superresolution GAN
was used by 2 (4%) studies [44,68], and 1 (2%) study reported
the use of multiple GANs, namely Wassertein GAN, auxiliary
classifier GAN, and deep convolutional GAN, and compared
their performances for improving the quality of images [31].

Of the 57 studies, only 10 (18%) [18,19,26,27,30,34,43,61-73]
reported changes to the architecture of the GAN they were using.
In the rest of the studies, no major changes were reported to the
architecture of the GAN.

Figure 3. Major applications of GANs in the included studies. The number of publications for each application is reflected by the size of the circle in
the second-last layer. The numbers S1-S57 refer to the included studies. GAN: generative adversarial network.

Characteristics of the Data Sets
The included studies applied GANs on lung radiology images
obtained using various modalities. Specifically, the use of X-ray
images dominated the studies. In total, 29 (51%) studies used
X-ray images of lungs [20,21, 25, 27-29, 31, 32, 35, 37, 40-43,
45, 50, 52, 54, 56, 57, 59, 60, 62, 64, 65, 67, 70, 73, 74], while
2 1  ( 3 7 % )  s t u d i e s  u s e d  C T  i m a g e s
[18,19,22-24,26,30,33,34,36,38,48,49,51,53,55,58,61,63,66,71],
and 6 (11%) studies reported the use of both X-ray and CT
images [39,44,46,47,68,72]. Only 1 (2%) study used ultrasound

images for COVID-19 diagnosis [69], which shows that
ultrasound is not a popular imaging modality for training GANs
and other deep learning models for COVID-19 detection (also
see Figure 4). Of the 57 studies, most (n=47, 82%) used image
data sets that are publicly available. In 10 (18%) studies, the
data sets used are private. Table 3 provides a list of the various
data sets used in the included studies and whether they are
publicly available data sets or private. The most commonly used
data set was the COVIDx data set available on Github, used by
26 (46%) studies.
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Figure 4. Venn diagram showing the number of studies using CT vs X-ray images. Only 1 (2%) study reported the use of ultrasound images (not
reflected here). CT: computed tomography.

Table 3. Resources of the data sets used in the included studies. The name is provided only if available.

Modality of imagingPublic or privatePlatform (name)

CTaPublic [75]Kaggle

CTPublic [76]Github

CTPublic [77]Github

X-ray, CTPublic [78]Github (Covidx)

X-rayPublic [79]Github

X-rayPublic [80]Kaggle (Tawsif)

X-rayPublic [81]Github

X-rayPublic [82]Kaggle

CTPublic [83]Mendeley

CTPublic [84]Website

CTPublic [85]Kaggle (Allen Institute)

X-rayPublic [86]Kaggle (RSNA)

CTPublic [87]Website

UltrasoundPublic [88]Github

X-rayPublic [89]Kaggle

X-rayPublic [90]Website (Italian Society of Medical and Interventional Radiology)

CTPrivateFirst Affiliated Hospital of the University of Science and Technology
China

CTPrivateMassachusetts General Hospital, Brigham and Women's Hospital

X-rayPrivateComlejo Hospitalario Universitario de A Coruna Spain

aCT: computed tomography.

The majority of the studies reported the size of the data set in
terms of the number of images. The number of images used was
greater than 10,000 in only 7 (12%) studies
[20,22,30,39,63,66,74], while 3 (5%) studies used images
between 5000 and 10,000 [33,47,64]. The most common range
for the number of images used was 1000-5000 images used in
15 (26%) studies. Around one-fifth of the studies (n=11, 19%)
used between 500 and 1000 images. In 11 (19%) other studies,
the number of images used was less than 500. No study reported
a number of images less than 100. The maximum number of
images was 84,971, used by Uemura et al [22]. Only a few of
the studies reported the number of patients for whom the data

were used: 1 (2%) study used data for more than 1000 patients
[26], 2 (4%) studies used data for 500-1000 patients [29,42], 6
(11%) studies used data for 100-500 patients
[19,22,24,30,38,71], and 4 (7%) studies used data for less than
100 patients [18,49,66,69]. The number of patients was not
reported in the rest of the studies.

After augmentation using GANs, the studies increased the
number of images to several thousand, with a maximum number
of 21,295 [54]. In 6 (11%) studies using GANs for data
augmentation, the number of images increased to more than
10,000. In 3 (5%) studies, the number of images increased to
5000-10,000. In 9 (16%) studies, the number of images
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increased to 1000-5000, and in 2 (4%) studies, the number of
images increased between 500 and 1000. No study reported
data augmentation output below 500 images.

Evaluation Mechanisms
Generally, the popular metrics for evaluating the diagnosis and
classification performances of neural networks are accuracy,
precision, recall, dice score, and area under the receiver
operating characteristic curve (AUROC). To evaluate the
performance of neural networks for diagnosis of COVID-19,
38 (67%) of the 57 studies used accuracy, along with metrics
such as precision, recall, and dice score
[21,23-28,31-34,36,38,40,43-48,52,53,55,56,58-60,63-72,74].
Around one-fourth of the studies (n=18, 32%) used sensitivity
and specificity. In addition, 12 (21%) studies used the AUROC
[19,20,26,30,32,46-48,50,51,68,74]. The numbers do not add
up, as many studies used more than 1 metric for evaluation. In
addition to the metrics mentioned here, 1 (2%) study used
additional metrics, namely concordance index and relative
absolute error, to evaluate prognosis and survival prediction for
patients with COVID-19 [22].

Likewise, the popular metrics used to assess the quality of the
synthesized images are the structural similarity measure (SSIM),
the peak signal-to-noise ratio (PSNR), and the Fréchet inception
distance (FID). Of the 57 studies included, 6 (11%) used the
SSIM [18,30,49,60-62], 5 (9%) used the PSNR [18,30,49,61,62],
and 3 (5%) used the FID metric [18,43,62] for evaluation.

The majority of the studies (n=42, 74%) reported having the
data split between independent training and test sets. A few of
the studies (n=6, 11%) reported 5-fold or 10-fold
cross-validation for training and evaluation of the model. For
almost one-sixth of the studies (n=9, 16%), the information on
cross-validation was not available.

Reproducibility and Secondary Evaluation
This review also summarizes the studies in which the authors
provided the implementation code. Only 7 (12%) of the 57
studies provided links for their code [19,20,34,47,48,66,70].
Only 2 (4%) studies reported a secondary evaluation by
radiologists/doctors/experts by presenting the outcome of the
results obtained by their models [19,45]. In addition, 1 (2%)
study presented the results of end-to-end diagnosis of COVID-19
from CT images to 3 radiologists for a second opinion [19], and
1 (2%) study presented synthetic X-ray images to 2 radiologists
for a second opinion on the quality of the generated X-ray
images [45].

Discussion

Principal Findings
In this review, a significant rise in the number of studies on the
topic was found in 2021 compared to 2020. This makes sense
as the first half of 2020 saw only initial cases of COVID-19
infection, and research on the use of GANs for COVID-19 had
yet to gain pace. Lung radiology image data for
COVID-19-positive examples gradually became available during
this period and increased only in the latter part of 2020. The
highest number of studies were published from China and India

(n=22). There can be 2 possible reasons for this. First, the 2
countries hold the top 2 spots on the ranking of the world's most
populous countries. Second, the COVID-19 pandemic started
in China, hence prompting earlier research efforts there.

Interestingly, the same number of studies (n=6) were published
from the United States and Egypt each. The correlation mapping
in Figure 5 shows that most of the studies published in 2020
originated from China, India, Egypt, and Canada. However, in
2021, many other countries also contributed to the published
research. The number of journal papers was twice that of
conference papers. This is surprising as journal publications
would typically require more time in paper processing compared
to conferences. It can be possible that many authors turned to
journal submissions as, during the start of the pandemic, many
conferences were suspended initially before moving to the online
(virtual) mode.

In the majority of the included studies (n=39), the main task
was to perform diagnosis of COVID-19 using lung CT or X-ray
images. In these studies, a GAN was used as a submodule of
the overall framework, and diagnosis was performed with the
help of variants of CNNs, such as ResNet, VGG16, and
Inception-net. In the included studies, GANs were used for 7
different purposes: data augmentation, segmentation of lungs
within chest radiology images, superresolution of lung images
to improve the quality of the images, diagnosis of COVID-19
within the images, feature extraction, prognosis studies related
to COVID-19, and synthesis of 3D volumes of CT. Around
73% of the included studies used GAN-based methods for data
augmentation to address the data scarcity challenge of
COVID-19. It is not unexpected, as data augmentation is the
most popular application of GANs. Only 1 study used the 3D
variant of GAN for 3D synthesis of CT volumes. This is not
surprising as 3D synthesis of CT volumes using 3D GANs is
computationally expensive. The computations for the 3D
synthesis of CT volumes may exceed the available resources
of the graphics processing unit (GPU).

Since there are many variants of GANs, this review also looked
at the most commonly used GAN architecture in the included
studies. The most common choice of GAN in the included
studies was the cycleGAN used in 9 studies. The cycleGAN is
a GAN architecture that comprises 2 generators and 2
discriminators and does not require pair-to-pair training data
[11]. Hence, it was a popular choice to generate
COVID-19–positive images from normal images.

This review analyzed the common imaging modality for the
different applications related to COVID-19. As chest X-ray
imaging and CT scans are the most popular imaging methods
for studying the infection in individuals, the studies included
in this review were those that used these 2 imaging modalities.
Specifically, 35 studies used X-ray images, and 21 studies used
CT images. Some of the studies (n=6) also used both CT and
X-ray images for diagnosis by training different models or for
the transformation of images from X-ray to CT. Though
ultrasound imaging is not prevalent in the clinical diagnosis of
COVID-19, 1 study reported using ultrasound images to
diagnose COVID-19 with GANs. No other modality of imaging
was used by the included studies.
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The majority of the included studies (n=47) used data that are
available publicly on Github, Kaggle, or other publicly
accessible websites. These data are acquired from multiple
sources (eg, collected from more than 1 hospital or through
crowdsourcing), which makes them more diverse and hence
more useful for training of GAN models. Similarly, it is hoped
that the use of publicly accessible data will also encourage other
researchers to conduct experiments on the data sets. The rise of
publications in 2021 can also be linked to the availability of
publicly available data sets that continued to rise as the number
of COVID-19 cases continued to grow. A few of the included
studies (n=10) used private or proprietary data sets, and hence,
the details about those data sets are only limited to what has
been described in the corresponding studies.

Only 13 studies provided information on the number of
individuals whose data were used in the included studies.
Among these, only 1 study used data for more than 1000
individuals [26] and 2 studies used data for more than 500
individuals [29,42]. The remaining 10 studies used data for less
than 500 individuals. Given the size of the population infected
with COVID-19 (418+ million as of writing this, reported from
John Hopkins University Coronavirus Resource Center [91]),
the need for experiments with much more extensive data is
obvious. As a result of having more data, learning inherent
features within the radiology images by using GANs will
become more generalized with training on larger data. There is
still more need to contribute to publicly accessible data.

Figure 5. Mapping of correlation between publications from each country vs year of publication. Studies in 2020 originated mostly from China, India,
Egypt, and Canada. In 2021, many other countries also contributed to the published research.

Practical and Research Implications
This review presented the different studies that used GANs for
various COVID-19 applications. Data augmentation of
COVID-19 imaging data was the most common application in
the included studies. The augmented data can significantly
improve the training of AI methods, particularly deep learning
methods used for COVID-19 diagnosis. This review found that
for most of the studies, the current CT and X-ray imaging data
(even if smaller in size) are already available through publicly
accessible links on Github, Kaggle, or institutional websites.
This should encourage more researchers to build upon the
available data sets and train more variants of deep learning and
GAN-based methods to speed up the research progress on
COVID-19. Similarly, researchers can also add to the existing
data set on Github by uploading their data to the current data
repositories. An example of crowdsourcing of data is the
COVIDx image repository for lung X-ray images (see Table
3).

This review identified that the code to reproduce the results was
not available for the majority of the studies. Only 7 of the
included studies provided a public link to the code. Availability

of a public repository to reproduce the results for diagnosis or
augmented data can help in advancing the research as well as
increase the trust and reliance on the reported results in terms
of the quality of the generated images or the accuracy reports
for the diagnosis. In addition, the reproducibility by this code
was not assessed by this review, as it was beyond the scope of
this review. Careful and responsible studies are needed to make
an assessment of the published methods for transformation into
clinical applications.

The majority of the included studies (n=43) did not provide
information on the number of patients, although they did
mention the number of images used in the experiments. So, it
is unclear how many images were used per individual. Hence,
the lack of information limits the ability of the readers to
evaluate the performance in the context of the number of
patients. Moreover, for public data sets with crowd-sourced
contributions, it is challenging to trace back the number of
images to the number of individuals.

Validation of the performance of GANs in terms of the
quality/usability of the generated images has a significant role
in promoting the acceptability of the methods. Of the included
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studies, only 2 studies reported that the results were presented
to radiologists/clinicians for a secondary validation. In 1 study
on the synthesis of X-ray images, the radiologists agreed that
the quality of the X-rays has improved but falls short of
diagnostic quality for use in clinics [45]. Although using
GAN-based methods in COVID-19 is tempting for many
researchers, the lack of evaluation by radiologists or using
GAN-based methods without radiologists and clinicians in the
loop will hinder the acceptability of these methods for clinical
applications. In addition, it is beyond the scope of this review
to evaluate a study based on reporting of secondary evaluation
by the radiologists, though a secondary assessment by the
radiologists would have added value to the studies and increased
their acceptability. The lack of details related to the individuals
whose COVID-19 data were used in these studies may also
hinder their acceptance for transformation into clinical
applications. The training of GANs is usually computationally
demanding, requiring GPUs. More edge computing–based
implementations are needed for clinical applications to make
these models compatible for implementation on low-power
devices. This will increase the acceptability of these methods
in clinical devices.

Strengths and Limitations

Strengths
Though several reviews can be found on the applications of AI
techniques in COVID-19, no review was found that focused on
the potential of GAN-based methods to combat COVID-19.
Compared to other reviews [3,4,6,7] where the scope is too
broad as they attempted to cover many different AI models, this
review provided a comprehensive analysis of the GAN-based
approaches used primarily on lung CT and X-ray images.
Similarly, many reviews covered the applications of GANs in
medical imaging [10,12-15]; their applications in lung images
for COVID-19 have not been reviewed before. So, this review
may be considered the first comprehensive review that covers
all the GAN-based methods used for COVID-19 imaging data
for different applications in general and data augmentation in
particular. Thus, it is helpful for the readers to understand how
GAN-based approaches were used to address the problem of
data scarcity and how the synthetic data (generated by GANs)
were used to improve the performance of CNNs for COVID-19.
This review provided a thorough list of the various publicly
available data sets of lung CT, lung X-ray, and lung ultrasound
images. Hence, this can serve as a single point of contact for
the readers to explore these data set resources and use them in
their research work. This review is consistent with the
PRISMA-ScR guidelines for scientific reviews [16].

Limitations
This review included studies from 5 databases: PubMed,
IEEEXplore, ACM Digital Library, Scopus, and Google Scholar.

Hence, it is possible that some literature that is not indexed in
these libraries might have been left out. However, given the
coverage by these popular databases, the included studies form
a comprehensive representation of the applications of GANs in
COVID-19. The review, for practical reasons, included studies
published only in English and did not include studies in other
languages. Since the scope of this review was limited to lung
images only, the potential of GANs for other types of medical
data, such as electronic health records, textual data, and audio
data (recordings of coughing), was not covered in this review.
The results and interpretations presented in this review are
derived from the available information in the included studies.
Since different studies may have variations and even missing
details in their reporting of the data set, the training and test
sets, and the validation mechanism, a direct comparison of the
results might not be possible. Inconsistent information on the
number of images, the training mechanism for GANs, and the
selection of test set examples may have affected the findings of
this review. In addition, by modern standards of training deep
learning models, the size of data reported in most included
studies is too small. So, the results reported in the studies in
terms of diagnosis accuracy may not generalize well. The
findings and the discussions of this review are mainly based on
the authors’ understanding of GANs (and other AI methods)
and do not necessarily reflect the comments and feedback of
the doctors and clinicians.

Conclusion
This scoping review provided a comprehensive review of 57
studies on the use of GANs for COVID-19 lung imaging data.
Similar to other deep learning and AI methods, GANs have
demonstrated outstanding potential in research on addressing
COVID-19 diagnosis performance. However, the most
significant application of GANs has been data augmentation by
generating synthetic chest CT or X-ray imaging data from the
existing limited-size data, as the synthetic data showed a direct
bearing on the enhancement of the diagnosis. Although
GAN-based methods have demonstrated great potential, their
adoption in COVID-19 research is still in a stage of infancy.
Notably, the transformation of GAN-based methods into clinical
applications is still limited due to the limitations in the validation
of the results, the generalization of the results, the lack of
feedback from radiologists, and the limited explainability offered
by these methods. Nevertheless, GAN-based methods can assist
in the performance enhancement of COVID-19 diagnosis, even
though they should not be used as independent tools. In addition,
more research and advancements are needed toward the
explainability and clinical transformations of these methods.
This will pave the way for a broader acceptance of GAN-based
methods in COVID-19 applications.
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Abstract

Background: Health interventions delivered via smart devices are increasingly being used to address mental health challenges
associated with cancer treatment. Engagement with mobile interventions has been associated with treatment success; however,
the relationship between mood and engagement among patients with cancer remains poorly understood. A reason for this is the
lack of a data-driven process for analyzing mood and app engagement data for patients with cancer.

Objective: This study aimed to provide a step-by-step process for using app engagement metrics to predict continuously assessed
mood outcomes in patients with breast cancer.

Methods: We described the steps involved in data preprocessing, feature extraction, and data modeling and prediction. We
applied this process as a case study to data collected from patients with breast cancer who engaged with a mobile mental health
app intervention (IntelliCare) over 7 weeks. We compared engagement patterns over time (eg, frequency and days of use) between
participants with high and low anxiety and between participants with high and low depression. We then used a linear mixed model
to identify significant effects and evaluate the performance of the random forest and XGBoost classifiers in predicting weekly
mood from baseline affect and engagement features.

Results: We observed differences in engagement patterns between the participants with high and low levels of anxiety and
depression. The linear mixed model results varied by the feature set; these results revealed weak effects for several features of
engagement, including duration-based metrics and frequency. The accuracy of predicting depressed mood varied according to
the feature set and classifier. The feature set containing survey features and overall app engagement features achieved the best
performance (accuracy: 84.6%; precision: 82.5%; recall: 64.4%; F1 score: 67.8%) when used with a random forest classifier.

Conclusions: The results from the case study support the feasibility and potential of our analytic process for understanding the
relationship between app engagement and mood outcomes in patients with breast cancer. The ability to leverage both self-report
and engagement features to analyze and predict mood during an intervention could be used to enhance decision-making for
researchers and clinicians and assist in developing more personalized interventions for patients with breast cancer.

(JMIR Med Inform 2022;10(6):e30712)   doi:10.2196/30712
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Introduction

Background
In the United States, 1 in 8 women will receive a breast cancer
diagnosis at some point in her lifetime [1]. Breast cancer is
currently the leading cause of cancer death in women [2].
Patients with breast cancer encounter a range of psychosocial
stressors that extend beyond the physical effects of anticancer
treatment, including emotional distress, diminished well-being,
and increased symptoms of depression and anxiety [3,4].
Untreated symptoms of depression and anxiety in women with
breast cancer can lead to poor quality of life [5], increased
mortality [6], and high economic costs [7].

Interventions that emphasize skill acquisition, such as cognitive
behavioral therapy, have been shown to effectively reduce
symptoms of depression and anxiety in patients with breast
cancer [8,9]. However, numerous barriers prevent patients with
cancer from receiving adequate treatment, including high
financial [10] and time [11] costs, social stigma [12], and a
severe shortage of trained psychotherapists, particularly in rural
and underserved areas [13]. Combined, these barriers lead to
almost half of breast cancer survivors reporting unmet
psychosocial needs [14].

Increasingly, researchers are leveraging mobile phone apps to
address mental health issues in patients with cancer. Apps are
frequently cited as a way of extending cost-effective care
[15,16]. In many cases, digital interventions (ie, web-based and
app-delivered interventions) that mirror the content of in-person
therapy perform just as well in reducing mood symptoms
[17,18]. App-delivered interventions can decrease barriers
associated with traditional in-person interventions as treatment
is affordable, is readily available, offers efficient use of time
(ie, no delays to begin treatment and self-pacing), and is no
longer limited by factors such as geographic proximity to
available psychotherapists. This is particularly relevant for
women undergoing anticancer treatment regimens who may
only have small pockets of unstructured time in a day. Numerous
studies have validated the use of apps to reduce depression and
anxiety symptoms [19,20], including in patients with breast
cancer.

Although access to high-quality treatment is a major issue that
app-delivered interventions are well poised to address, sustained
engagement is a common problem [21]. Engagement is critical
as it is necessary for treatment success, as studies have
documented a dose-response relationship in app interventions

[22,23]. A barrier to advancing knowledge of engagement in
digital interventions is data density. It is common for
app-delivered interventions to be deployed by a user when and
where they are most convenient, potentially leading to a large
data set. Fortunately, advances in machine learning have made
it possible to analyze vast volumes of engagement data.
However, translating these raw engagement data into clinically
meaningful observations is an ongoing challenge in oncology
research using mobile health (mHealth) tools [24]. Moreover,
to date, no studies have presented a clear process for analyzing
the relationship between engagement with mental health apps
and outcomes in cancer populations using machine learning.

Objectives
This study aimed to develop a process for investigating the
dynamic relationship between engagement with a mental health
app intervention and mood. The process involves several steps,
including cleaning and preprocessing the raw app use data,
extracting features of mood and engagement, and predicting
moods from these features using machine learning algorithms.
To demonstrate the application and potential usefulness of this
process, we applied it to a limited number of newly diagnosed
patients with breast cancer who participated in a 7-week trial
that evaluated the efficacy of a suite of mental health apps [25].

Methods

A Process to Examine the Relationship Between App
Engagement and Mood in Patients With Breast Cancer

Overview
The overarching steps for understanding the dynamic
relationship between engagement with mental health apps and
mood among patients with breast cancer are outlined in Figure
1. Our process is informed by accepted data science techniques
for extracting and analyzing features from raw data and gives
special consideration to data sets that contain metrics of user
engagement. This process assumes that researchers already have
a data set that includes a mixture of time-stamped engagement
data in addition to self-report data on mood. Mood data should
include validated self-report measures administered at baseline,
post intervention, and regular intervals (eg, weekly) throughout
the study. Engagement data should comprise time-stamped
event logs of app launches. It may also include information such
as logs of phone lock or unlock events, mobile app launches,
completed in-app activities, and outgoing or incoming calls and
texts.
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Figure 1. Proposed process for extracting and analyzing features of mood and engagement for patients with breast cancer using statistical and machine
learning.

Step 1: Preprocess the Raw App Engagement Data

Overview

The first step is to preprocess the raw engagement data.
Preprocessing is critical for preparing the data for analysis and
includes removing invalid data, handling missing data,
transforming categorical variables, normalizing all values, and
correcting for class imbalance. In mHealth studies, such as those
involving patients with breast cancer, preprocessing entails
several additional tasks: establishing participant timelines,
identifying time windows of interest, grouping participants, and
grouping apps and modules.

Remove Invalid Data, Handle Missing Values, and
Transform Categoricals

Invalid and missing data are common to all data sets and can
occur because of user error, sensor malfunction, or lack of user
action. This may be particularly relevant in the context of
patients with breast cancer, given the demands and cognitive
effects of treatment (eg, chemotherapy); for example, a GPS
sensor may provide an inaccurate reading, or a user may
complete a self-report measure on their phone but fail to click
the submit button. Large swaths of invalid or missing data can
degrade the quality of the data set and lead to less accurate
analysis, making it imperative that researchers handle both with
care. In mHealth studies, invalid data are best described as data
that fall outside the acceptable range for a given variable. An
example is app launches that are too short (eg, <5 seconds) or
too long (eg, >5 hours) in duration. In the former case, the user
opens the app and immediately closes it. In the latter case, the

mobile phone sensor that monitors app use may fail to record
the end of the user’s use activity period for the given app. Invalid
data should be removed at the very beginning of the
preprocessing stage to reduce the complexity of the data set and
the computing power needed to analyze it.

Missing values are data that should have been recorded but were
not. Newly diagnosed patients with breast cancer often struggle
with both constraints on their time and the emotional burden of
managing their disease [26,27]. As a result, missing data may
occur at various points in a trial, such as failure to complete all
administered self-report measures. Various techniques are
available to account for missing data. For variables that follow
a linear pattern, interpolation can be used to impute missing
values between 2 time points; that is, yi = (yi-1 + yi+1)/2, where
the value is missing at position i. Alternatively, for variables
with unknown or nonlinear patterns of change, more
sophisticated methods such as multiple imputations using linear
regression can be used [28].

After invalid and missing data are handled, categorical values
from validated instruments and other self-reports should be
transformed to their numeric equivalents. Finally, all data should
be scaled. As these steps are not unique to mHealth or app
engagement data sets, we refer to studies by García et al [29,30]
for further reading.

Establish Participants’ Timelines

Next, individual time-stamped data points must be aligned to a
standardized study timeline. Researchers often face challenges
in recruiting patients with breast cancer to enroll in trials of
digital interventions [31] and thus rely on a rolling enrollment
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period to increase recruitment over time. As a result, mHealth
data sets collected from patients with cancer often have different
coverage periods for each patient. Therefore, researchers must
convert raw time-stamps to relative time points with respect to
the study length and when a participant began the study to
establish a standardized timeline for analysis. Consider 2
participants, participant A and participant B. Participant A
begins the study on January 1, 2021, and submits a self-report
via a mobile app on January 2, 2021. Participant B begins the
study later, on January 15, 2021, and submits a self-report on
January 20, 2021. Despite their different start and submission
dates, both participants were said to have submitted their data
during the first week of the study. This is just one example of
how time-stamps may be aligned, as researchers may wish to
use a different temporal granularity (eg, the day of study).

Consider the Issue of Class Imbalance

For studies involving classification analyses, researchers should
address the issue of class imbalance in the data set. Class
imbalance arises when observations in a small subset of
categories dominate the rest [32]. This imbalance can cause
problems during the analysis phase of a study by producing
classifiers that always predict the dominant class or classes.
Consider a study of patients with breast cancer and a simplified
binary classification problem. We want to predict whether a
participant is depressed given the time and frequency of app
use. If most patients are depressed at baseline, the data set is
imbalanced, and we have an overrepresentation of users with
depression. As a result, a machine learning classifier may
incorrectly predict that all users are depressed, irrespective of
the given data. To handle this class imbalance, researchers can
take what Rout et al [33] described as a data-level approach
and either exclude some of the data of the users with depression
or draw from the nondepressed users’ data to create new
artificial data points. Alternatively, researchers can take an
algorithm-level approach [33] and select a classifier that will
ensure that users with depression do not skew the results. For
smaller data sets, we recommend using data-level approaches
such as upsampling to generate additional examples of the
positive class from which an algorithm can learn. As the
literature on class imbalance mitigation is broad, we refer to
studies by Yap et al [34] and Rout et al [33] for more targeted
reading of data- and algorithm-based techniques and strategies
for selecting the most appropriate approach.

Group Participants

Researchers should next decide whether to group participants
together or analyze engagement patterns for separate user
groups. Methods of grouping participants can be broadly
classified as either theory-driven or data-driven. Theory-driven
grouping relies heavily on prior literature to categorize
participants based on shared characteristics, such as
demographics or mental health status. Recent studies that have
grouped participants by mental health symptoms (eg, high vs
low anxiety and depression) or personality traits (eg, high vs
low extraversion) have revealed differences in both social and
engagement behaviors between groups [35,36]. Importantly,
studies in patients with breast cancer indicate a significant
amount of heterogeneity in distress levels and trajectories, such
that some patients experience very high levels of distress and

mood symptoms, whereas others experience no or relatively
low levels of distress throughout treatment [37]. On the basis
of this literature, researchers may wish to classify their
participants based on their baseline distress and mood scores
to understand how these groups engage with mental health apps
based on their differences.

Data-driven grouping, or clustering, relies on the inherent
properties of a data set to identify naturally occurring groups
[38]. Clustering is particularly useful for explanatory analysis
of medium to large–sized novel data sets when theory-driven
grouping may be infeasible. Recent research has applied
clustering methods to breast cancer data sets to identify topics
of conversation in breast cancer support forums [39] and
investigate how depression varies according to adherence to a
mood-tracking app [40]. Although outside the scope of this
study, researchers seeking to conduct data-driven grouping may
wish to start with 1 of the 2 common clustering methods for
clinical data: k-means clustering or hierarchical clustering [41].

Group Apps and Modules

In studies that test >1 app or investigate an app containing
multiple distinct modules, researchers must decide whether to
analyze engagement in aggregate across all apps or separately
for each individual app. Increasingly, researchers are developing
suites of related apps that target a general domain of health,
such as mental health, but have distinct target goals. In the
IntelliCare suite [25], for instance, the Thought Challenger app
helps users address negative thoughts, whereas the Daily Feats
app helps users track their accomplishments and stay motivated.
Women with breast cancer may benefit from multiple apps or
a suite of apps, given their unique physical, emotional, and
social needs tied to their disease. Multiple apps (or modules
within a single app) that independently serve these different
needs may be necessary to provide adequate support during
treatment.

As with grouping participants, both theory- and data-driven
grouping may be useful. For instance, theory-driven grouping
can group apps according to health domain (eg, mental health)
or subdomain (eg, depression management) or according to a
cutoff score for a metric such as use frequency (eg, highly used
apps are a group containing all apps used ≥6 days per week).
Alternatively, data-driven clustering can be used to identify and
group similar apps irrespective of the domain. Research should
carefully consider the app intervention in question and whether
to perform separate analyses for different groupings of apps or
intervention components.

Segment Data by Time

Finally, researchers should consider segmenting data into
meaningful windows of time or epochs [42]. Temporal
segmentation has been used to broadly detect human activity
and behavioral patterns, including facial behavior, breathing
state changes [43], social behavior [35,44], and sleep disruption
events [45]. Previous works within mHealth, specifically, have
used theory-driven temporal segmentation to examine
engagement at hourly intervals, across multihour spans (eg,
morning, spanning 6 AM to 11:59 AM), and at weekly intervals
[35,36,42,46].
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When segmenting data into epochs, researchers should weigh
the nature of the condition being studied and, in turn, the
timescale or timescales along which symptoms and behaviors
are likely to vary. Women newly diagnosed with breast cancer
may only have sporadic pockets of time throughout the day to
engage with a mental health app because of increased time spent
attending physician’s appointments and managing their illness
and sequelae of related factors. In addition, because of the
disruptive impact of anxiety, depression, and cancer treatment
on daily rhythms [47], patients with breast cancer experiencing
mental health challenges may engage with mental health apps
at irregular times. Given the stressors that patients with breast
cancer face, short and frequent time windows (eg, hours or days)
may be most appropriate to capture fluctuations in mood or
identify the times at which a participant is most receptive to an
intervention.

When segmenting their data, researchers are encouraged to
balance temporal granularity against data set size. Larger data
sets with more frequent measurements naturally allow for more
granular epochs (eg, hourly). Researchers should also take care
to ensure that epochs are neither too broad nor too narrow.
Epochs that are too broad will fail to capture meaningful
patterns, whereas epochs that are too narrow will introduce
sparsity into the data set and decrease the effectiveness of the
analysis.

Step 2: Extract Engagement Features
After preprocessing and before conducting machine learning
classification tasks, researchers must identify the most salient
variables (called features) within the data set and, when
necessary, combine measures into new variables. This process
is known as feature extraction and should be guided by several
key factors, including domain knowledge and the size and
overall composition of the data set. Importantly, researchers
should avoid creating large, sparse feature sets (FSs), as this
can lead to overfitting during the modeling and prediction
phases. Feature extraction in small-to-medium–sized data sets,
such as those of mood and app engagement, can reasonably be
conducted by hand with sufficient knowledge of prior literature
and the domain of interest. However, researchers interested in
automated methods for high-dimensional data may find tools
such as autoencoders useful [48].

Traditionally, researchers have measured engagement with blunt
usage metrics such as the total or mean number of app sessions
over the course of an intervention or the number of users that
fail to complete an intervention [21]. However, with the
increasing ubiquity of sensor-equipped smart devices,
researchers have been able to derive more granular features of
engagement from logs of phone or app use [49]. Several
important features have emerged from recent studies, including
the frequency of use (eg, number of times per week), number
of days of use, duration of use, whether any use occurred in a
given period, and the number of self-reports submitted
[42,46,50,51]. To summarize these and other analytic indicators
of engagement, we refer to a study by Pham et al [52].

Step 3: Model Data and Make Predictions
After preprocessing the data and constructing an appropriate
set of features, the final step is to model and make predictions
using the newly generated features. Several decisions must be
made in this step. First, researchers must decide whether an
explanatory, predictive, or combined modeling approach is
appropriate; that is, whether the goal is to simply identify
relationships between measures of engagement and mental
health status or to predict one measure from another. Next,
researchers must select an appropriate set of models, considering
factors such as the overall data set size and structure. mHealth
studies are known to have high dropout rates [21], leading to
small and sparse data sets. Therefore, it is essential to select
modeling techniques that can handle small data sets with a high
proportion of missing or imputed data with a reasonable degree
of accuracy. Finally, researchers should ensure that modeling
and prediction tasks include techniques such as cross-validation
and parameter tuning. Cross-validation is a technique in which
random subsets of data (often multiple times) are selected as
training and testing sets, which are then used to evaluate the
reliability of a machine learning model [53,54]. Meanwhile,
parameter tuning is the process of adjusting the model
parameters to achieve better model performance metrics (eg,
better accuracy and precision) [55]. Both techniques are crucial
for ensuring that a machine learning model is well-constructed.

Case Study

Overview
To illustrate the app engagement process, data were extracted
from a 7-week trial [56] of a mobile mental health app suite
among women newly diagnosed with breast cancer (N=40
participants). IntelliCare is a collection of apps that use an
elemental, skills-based approach to improving mental health.
In-app exercises are meant to be intuitive, requiring few
instructions to complete, and most of these exercises can be
found on the first screen presented by the app. Participants used
their own personal phones and were recruited from a breast care
clinic at a US National Cancer Institute–designated clinical
cancer center. A detailed description of the recruitment method,
as well as the goals of the IntelliCare apps, can be found in a
paper that depicts the primary outcomes of the study [56].
Participants downloaded and tried 1 to 2 apps each week. All
participants received light phone coaching that focused on
addressing usability issues with the apps, which included an
initial 30-minute call at the beginning of the trial, followed by
a 10-minute call 3 weeks into the trial. Although 58% (23/40)
of participants completed the intervention in the original trial,
because of technical issues exporting app use metrics from the
system, detailed app engagement data were only available for
35% (14/40) of participants.

Ethics Approval
This study was approved by the institutional review board at
the University of Virginia (UVA IRB-HSR#20403).

Participant Demographics
Participants had a mean age of 56.8 (SD 11.6) years; 82%
(31/38) of participants who indicated their race were White,
11% (4/38) were Black, 3% (1/38) were Hispanic, 3% (1/38)
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were American Indian or Alaska Native, and 3% (1/38) were
multiracial.

Measures
The Patient Health Questionnaire-4 (PHQ-4) [57] and
Patient-Reported Outcomes Measurement Information
System-29 (PROMIS-29) [58] were used to assess the symptoms
of depression and anxiety at baseline and after the intervention.
To allow for an examination of changes in mood symptoms
over the course of the trial, a 2-item measure of symptoms of
anxiety and depression was administered once daily during
week 1 and at the beginning of weeks 2 to 6 of the trial. The
daily measures from week 1 were averaged. This measure
comprised questions from the PHQ-4 (“How much did you feel
nervous, anxious, or on edge?” and “How much interest or
pleasure did you have in doing things?”). Both items were scored
on a 5-item Likert scale (1=not at all, 2=a little, 3=somewhat,
4=quite a bit, and 5=a lot or extremely).

Weekly self-reported measures of well-being were also
collected. The questions covered topics such as substance use,
physical pain, connectedness to others, reception and giving of
social support, general activity, and management of negative
feelings. Items were scored on a 5-item Likert scale that matched
the scale for the PHQ-4 and PROMIS-29 Anxiety (1=not at all,
2=a little, 3=somewhat, 4=quite a bit, and 5=a lot or extremely).

App use data were collected using the IntelliCare platform.
These data contained 1 time-stamped entry per participant per
app launch. Each entry included information such as the name
of the app used and the launch duration in milliseconds.

Missingness
The rate of missing data was 39.6% among all participants
(including those who dropped out at any point during the study);
this rate is consistent with the often-high dropout rates in
mHealth studies [21]. Among patients who completed the
baseline survey, the missingness rate was 10%. Only patients
who completed the baseline survey and used at least one mobile
app in the IntelliCare suite were included in our final analysis
(14/40, 35%).

Data Preprocessing and Feature Extraction
We selected 2 time windows for our analysis: the entire 7-week
study lifetime and 1-week intervals (eg, week 1 and week 2).

Given our overarching goal of examining the interplay between
mood and engagement, we selected a theory-driven approach
for grouping participants based on a wealth of literature showing
that patients with breast cancer vary with regard to their distress
levels and trajectory over the course of treatment. Thus, we
grouped participants according to their baseline depression and
anxiety symptoms and weekly mood [35,36]. For symptoms of
anxiety and depression, we segmented users into high and low
groups according to their baseline scores. Cutoff values for
determining group placement were identified using the PHQ-4
and PROMIS-29 scoring guidelines. Users who scored ≥3 on
the PHQ-4 Anxiety subscale or who scored ≥60 on the
PROMIS-29 Anxiety subscale were placed in the anxious group,
whereas the rest were placed in the group with low anxiety.
Similarly, users who scored ≥3 on the PHQ-4 Depression
subscale or who scored ≥60 on the PROMIS-29 Depression
subscale were placed in the group with high depression, whereas
the rest were placed in the group with low depression.

Labeling of weekly mood was conducted in a manner similar
to the labeling of depression and anxiety levels at baseline.
Participants with scores of ≥4 for weekly anxious mood were
labeled anxious, and participants with scores of ≤2 for weekly
depressed mood were labeled depressed. We note that the cutoff
score for depression was applied in the inverse direction because
of the nature of the question, “How much interest or pleasure
did you have in doing things?”; that is, replying 1=not at all or
2=a little indicates a depressed mood.

We conducted feature extraction by hand using domain
knowledge and adapting approaches from related studies.
Notably, we closely followed the approach of Cheung et al [46]
to quantify the metrics of engagement from logs of app use data.
For instance, to calculate frequency, we grouped raw app use
logs by participant and period (eg, week) and calculated the
number of times the app was used during that period. We
extracted 3 main measures of engagement from the raw app use
data: frequency (number of launches), days of use, and duration
of use. Variants of these measures (eg, mean frequency and
duration between launches) were also included in our analysis.
Table 1 provides an overview of each of the 5 FSs used in the
analysis.

Table 1. Feature sets (FSs) used in the analysis.

Example featuresDescriptionFS

Frequency of use for all apps combined, days of use, duration of use, and mean duration
of use

Engagement features for all appsFS1

Frequency of use for the app “Worry Knot” and days of use for the app “Thought
Challenger”

Engagement features for only the most frequently used
app or apps

FS2

PROMISa social support score, frequency of use for all apps combined, and days of useSelf-report features+engagement features for all appsFS3

PROMIS social support score, duration of use for the apps “Thought Challenger” and
“Worry Knot”

Self-report features+engagement features for only the
most-used app or apps

FS4

PROMIS physical pain score, frequency of use for the app “Worry Knot,” and days of
use for the app “Daily Feats”

Self-report features+engagement features for each in-
dividual app

FS5

aPROMIS: Patient-Reported Outcomes Measurement Information System.
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To prepare the data for both the regression and classification
tasks, we conducted multiple imputations [28] to handle missing
values in self-reported measures. Class imbalance in the
classification tasks was handled using the Synthetic Minority
Oversampling Technique (SMOTE) [59], a technique that
synthesizes new samples from the minority class feature space.

Modeling and Prediction

Explanatory Analysis of Engagement Across Baseline Affect
Groups

For each measure of depression and anxiety, we graphically
analyzed the distributions of engagement measures at weekly
intervals for both the low and high groups. Given the size of
our data set, we analyzed engagement across all apps rather
than by individual or groups of apps to avoid bias because of
sparsity. Furthermore, the IntelliCare apps are conceptualized
as belonging to the same intervention, and individual apps target
related areas of mental health. Graphical analysis revealed
notable differences in engagement between the groups with low
and high anxiety and between the groups with low and high
depression.

Correlation Analysis of App Engagement and Weekly Mood

To study the correlations between app engagement metrics and
weekly mood, we fit linear mixed models to account for the
repeated measures within each participant, using the subject as
a random effect (ie, random intercepts) and different app
engagement FSs as fixed effects. Specifically, we fit linear
mixed-effects models with the least absolute shrinkage and
selection operator with tuned penalty parameter α and weekly
anxious mood as the outcome variable on 4 FSs from Table 1
and repeated this process using weekly depressed mood as the
outcome variable. Self-reported features were used as control
variables.

Predictive Modeling of Weekly Mood

We wanted to investigate whether engagement with mobile
apps can be used to predict weekly anxious and depressed
moods, as specified in our process. We considered the case of
depressed mood and formulated a binary prediction problem as
follows: given a vector of a participant’s app use activity and
survey scores for a given week, we predicted whether the
participant was depressed (1) or not depressed (0).

Binary prediction problems are well-handled by tree-based
classifiers. These classifiers make decisions by splitting into
one of several paths at each decision point or node. Thus,
possible decision paths that can be taken to reach the final

prediction are akin to the branches in a tree, with possible final
predictions akin to the leaves. Tree-based models are known
for their inherent feature selection capabilities and robustness
to small sample sizes, which makes them a good fit for our
analysis. We selected 2 popular tree-based classifiers, XGBoost
(XGB) and random forest (RF), and ran these with
leave-one-subject-out cross-validation (LOSOCV) to predict
weekly anxious mood and weekly depressed mood separately
on the FS3, FS5, and FS4 FSs. LOSOCV is a variant of k-fold
cross-validation, a standard technique for evaluating a model’s
performance, in which the entire data set is randomly split into
k subsets. A subset was held out for testing, whereas the rest
were combined to train the model, and the process was repeated
for all k subsets. In the same vein, LOSOCV divides the data
into subsets based on subjects and follows the k-fold
cross-validation process.

The model hyperparameters were tuned using gridsearch, which
attempts many combinations of different hyperparameters to
find the optimal combination (ie, the combination that produces
a model with the best performance). In our case, we paired
gridsearch with a variant of k-fold cross-validation called
stratified group k-fold cross-validation. This technique is similar
to LOSOCV in that it prevents data leakage by ensuring that
no subject from the training set also appears in the testing set.
It also has the additional benefit of creating stratified splits,
such that the balance of positive and negative class labels (1
and 0 seconds) is roughly the same in the training set as in the
testing set. This approach, similar to the SMOTE, helps mitigate
the effects of class imbalance in smaller data sets.

Results

Explanatory Analysis of Engagement Across Baseline
Affect Groups
Both the participant groups with high anxiety and high
depression experienced decreases in all 3 engagement measures
between week 1 and week 7, as shown in Figure 2. Notably,
the groups with high anxiety and high depression started at week
1 with higher group means than their respective low group
counterpoints but slowly declined across measures over time.
In contrast, users with low anxiety and low depression saw
gradual rises across all measures, with a sharp peak around
weeks 5 to 6, followed by a subsequent decrease. Interestingly,
participants with low anxiety and low depression ended the
study at week 7 with approximately the same group means as
their respective high group peers.
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Figure 2. Comparison of weekly engagement metric means (with 68% CI) between 8 participants with low anxiety and 6 participants with high anxiety
(A-C) and between 10 participants with low depression and 4 participants with high depression (D-F).

Correlation Analysis of App Engagement and Weekly
Mood
The correlation analysis results are shown in Table 2. Several
features of engagement provided significant correlations with
weekly mood at P<.05. When engagement features for all apps
were used (FS1), anxiety negatively correlated with the
minimum duration (−0.0459). When features of only the
most-used apps were used (FS2), depression negatively
correlated with the week of study (−0.1826) and frequency
(−0.1304) and positively correlated with days of use (0.4565),
minimum duration (0.0414), and maximum duration (0.0248).
The results for FSs FS3 and FS4 show that the inclusion of
self-reported features as control variables improves model fit
(indicated by root mean square error). When both self-report

and engagement features for all apps were used (FS3),
depression negatively correlated with frequency (−0.086), mean
duration (−0.0637), and maximum duration (−0.0215) and
positively correlated with total duration (0.0024), duration SD
(0.098), and minimum duration (0.0978). Finally, when both
self-report and engagement features for only the most-used apps
were used (FS4), depression positively correlated with the
minimum duration (0.0917) and maximum duration (0.0386).
Interestingly, no significant correlations were observed between
the selected app use features on weekly self-reported anxiety
levels for FSs FS2, FS3, and FS4. We caution against
overinterpreting this finding, given the limited sample size;
rather, these results demonstrate the feasibility of identifying
correlates with mood from heterogeneous data sets of
engagement.
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Table 2. Linear mixed model results stratified by feature set (FS) and outcome variable.

FS4,d coefficient (P value)FS3,c coefficient (P value)FS2,b coefficient (P value)FS1,a coefficient (P value)Outcome variable

DepressionAnxietyDepressionAnxietyDepressionAnxietyDepressionAnxiety

0.1803 (—)0.0643 (.43)0.0659 (.62)0.1122 (.22)−0.1826

(<.001)f
−0.0063
(.93)

−0.16 (.14)0 (—e)Week of study

−0.5962 (—)−0.1747
(.001)

−0.086

(.004)f
−0.0438
(.12)

−0.1304

(.004)f
−0.0976
(.09)

−0.0632
(.14)

−0.0169 (.55)Frequency

1.5607 (—)0.2909 (.02)0.2374 (.25)0.1047 (.38)0.4565

(<.001)f
0.1757 (.08)−0.0737

(.74)
0.0761 (.53)Days of use

0.0009 (.68)0.0026 (.24)0.0024 (.01)f0.0009 (.24)−0.0017 (.17)0.0011 (.63)0.0021 (.12)0.0003 (.67)Total duration

−0.1536 (—)−0.0092
(.66)

−0.0637

(.03)f
0.0007 (.97)−0.0336 (.12)0.0071 (.78)−0.027 (.24)0.0237 (.17)Mean duration

0.0901 (—)0.0026 (.91)0.098 (.02)f−0.0002
(.99)

−0.0093 (.66)0.0055 (.83)0.0354 (.45)−0.0172 (.36)Duration SD

0.0917

(<.001)f
−0.0083
(.75)

0.0978 (.01)f−0.0269
(.21)

0.0414 (.03)f−0.0171
(.52)

0.032 (.37)−0.0459 (.02)fMinimum duration

0.0386

(<.001)f
−0.0006
(.96)

−0.0215

(.05)f
0.0004 (.95)0.0248

(<0.001)f
−0.0047
(.70)

−0.0105
(.44)

0.0007 (.92)Maximum duration

aFS1: anxiety: α=.1, root mean square error 0.7396; depression: α=.1, root mean square error 0.7589.
bFS2: anxiety: α=.7, root mean square error 0.8095; depression: α=.1, root mean square error 1.3954.
cFS3: anxiety: α=.1, root mean square error 0.5128; depression: α=.1, root mean square error 0.4136.
dFS4: anxiety: α=.1, root mean square error 0.5348; depression: α =.1, root mean square error 0.4547.
eP value was not defined.
fEffects with a P of <.05.

Predictive Modeling of Weekly Mood
The predictive modeling results are shown in Table 3 below.
FS3, which contained survey features and overall app
engagement features, achieved the highest predictive accuracy
(84.6%) and yielded the best outcome measures when used with
an RF classifier to predict depressed mood. FS4, which
contained survey features and engagement features only from
the most-used apps, achieved the second-best predictive
accuracy (81.5%) when used with an XGB classifier. FS5
yielded the worst results overall, likely because of a combination
of overfitting and a lack of meaningful information contained
in engagement features for individual apps. Overfitting is a
common issue for tree-based models applied to small data sets
and occurs when the model learns the training set so well that
it poorly generalizes when making predictions on the test set.
We note that despite using techniques such as the SMOTE and
LOSOCV, which are designed to reduce overfitting, we still

struggled to mitigate this issue in our predictive task. Further
investigation is warranted to determine whether a larger data
set might yield better predictive results.

A feature importance graph of Shapley Additive Explanations
(SHAP) scores [60] for the top classifier and FS (ie, RF/FS3)
for depressed mood prediction is shown in Figure 3. Self-report
features such as connectedness to others (feature Connectedness)
and receiving support from others (feature Receive support)
were particularly important. Engagement features such as
frequency and the mean duration of use were also important.
As with the results of our correlation analysis, we caution against
overinterpretation of the importance of individual features, given
the limited sample size.

The findings from these exploratory analyses indicate that it
may be feasible to identify the weekly moods of patients with
breast cancer based on their app use metrics.
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Table 3. Weekly depressed mood prediction task results.

F1, %Recall, %Precision, %Accuracy, %Classifier and FSa

Random forest

67.7564.4282.5084.61FS3

72.7672.1173.5083.07FS4

49.9350.0050.0066.15FS5

XGBoost

68.1369.2367.3378.46FS3

64.5462.5070.8181.53FS4

48.0048.0747.9567.69FS5

aFS: feature set.

Figure 3. Feature importance for the prediction of depressed mood using a random forest classifier on feature set 3. SHAP: Shapley Additive Explanations.

Discussion

Principal Findings
Considering the increased sophistication of mobile devices and
app-delivered interventions that can capture minute details of
user engagement, there is a need to develop increasingly
sophisticated frameworks to make sense of user engagement
data. In this study, we proposed a process for understanding the
dynamic association between app engagement and mood using
machine learning. Importantly, how engagement data are
processed differs from study to study. The studies by Cheung
et al [46] and Pham et al [52] drew attention to these diverse
data-processing approaches and the common features that

characterize engagement. Our process attempts to unify the key
aspects of these approaches and refocus them on data collected
from patients with breast cancer. The application of the proposed
process and evaluation of statistical models support the
feasibility of predicting mood status based on app engagement.
The analyses and results from the case study are meant to
demonstrate the potential of this approach; therefore, we caution
readers not to overstate the findings of our case study.
Replication of the findings in a larger data set is needed to draw
more firm and generalizable conclusions.

With this caveat, the application of our process to the case study
data yielded some interesting preliminary findings that may be
worth pursuing in future studies. The most prominent models
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and theories of behavioral change highlight the importance of
motivational forces to sustain a behavior [61-63], such as
engagement in a mental health app. Individuals with high levels
of depression or anxiety symptoms are likely to experience low
self-efficacy or a low perceived ability to perform a behavior,
which is likely to result in poor engagement. Our results suggest
that baseline levels of anxiety and depression affect patterns of
engagement among patients with breast cancer, at least in the
short term. The findings for the groups with high anxiety and
high depression suggest that strong initial engagement does not
necessarily lead to long-term engagement growth. In addition,
the findings for the groups with low anxiety and low depression
suggest that engagement may be difficult to sustain in the long
term and may reach a point of diminishing returns.

The application of our process that led to the predictive results
is promising in that both the RF and XGB classifiers performed
well (>60% for all metrics) even with moderate amounts of data
when the FS was well-curated (ie, when FS4 and FS3 were
used). This suggests that heterogeneous FSs comprising both
baseline mental health measures and engagement data may be
useful for predicting weekly moods when analyzed with robust
classifiers. Predictions of weekly mood can, in theory, be used
to personalize interventions. A dose-response relationship has
been observed in digital health interventions, making it
especially important to target patients when they are most open
to receiving a dose of an app-delivered intervention.
Heterogeneous data sets, along with high-accuracy classifiers,
could be used within a just-in-time adaptive intervention (JITAI)
[64] to predict the mood of patients with breast cancer. This
mood could then be cross-referenced with the patient’s schedule
to identify the optimal time window for intervention delivery.
Studies have also demonstrated that distress tends to spike in
women around the time they receive an initial diagnosis [65,66]
but that a patient’s needs change throughout the course of
treatment [67-69]. Such a just-in-time adaptive intervention
could be further extended to learn the mood and engagement
patterns of a patient with breast cancer over time and adjust the
timing of the intervention accordingly. Further research is
needed to determine the feasibility of implementing such
interventions in vulnerable populations.

Prior studies examining the link between engagement with
mHealth tools and symptoms have historically yielded mixed
results; some studies have identified a direct relationship [35,70],
whereas others have identified an inverse relationship [63,71].
Although we cannot definitively quantify this relationship in
our study, both our correlation and predictive analyses suggest

that paring down the available features to include only the most
relevant engagement data for each individual (eg, features from
only the most-used apps) and combining self-report data with
passively monitored engagement data may help researchers
better identify significant predictors of mood.

Limitations
There are several limitations to this study that should be
considered in light of these results. The results from the case
study are limited in generalizability because of the small sample
size. Data sparsity was a particular challenge when we attempted
to break down our time windows of interest into smaller epochs,
such as 4-hour windows describing different periods of the day
(eg, morning and late night); therefore, we had to focus on daily
and weekly time windows. Similar issues with sparsity occurred
when we attempted to analyze the data for each individual app
in the IntelliCare suite. Furthermore, our prediction task
experienced overfitting. We recommend that researchers focus
particularly on recruitment and retention for similar future
studies to ensure that the resultant data set is sufficiently large
for granular analyses.

Our study is also limited in scope as we did not account for
demographic covariates, such as age, race, or socioeconomic
status, in our mixed-effects model. As demographic factors are
known to play an impactful role in health outcomes, we
encourage researchers to include these factors in future studies
on engagement with health apps. Finally, this study focused
only on patients with breast cancer; therefore, our results may
not be generalizable to other patient populations with cancer or
other diseases.

Conclusions
Inspired by existing work, this study introduces a step-by-step
process for investigating the relationship between mood and
mobile app engagement among patients with breast cancer. We
believe our process has important implications for the study of
mobile app engagement among patients with breast cancer and
for the study of engagement more broadly, given its flexibility
and ability to handle large and dense data sets. The results from
the case study suggest a need to better tailor interventions
according to the baseline symptoms of depression and anxiety
of patients with breast cancer. The findings from the case study
also support a wider call within the field of digital interventions
to advance the understanding of user engagement and attrition
to sustain long-term engagement and, hence, more robust
outcomes.
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Abstract

Background: Hyperkalemia monitoring is very important in patients with chronic kidney disease (CKD) in emergency medicine.
Currently, blood testing is regarded as the standard way to diagnose hyperkalemia (ie, using serum potassium levels). Therefore,
an alternative and noninvasive method is required for real-time monitoring of hyperkalemia in the emergency medicine department.

Objective: This study aimed to propose a novel method for noninvasive screening of hyperkalemia using a single-lead
electrocardiogram (ECG) based on a deep learning model.

Methods: For this study, 2958 patients with hyperkalemia events from July 2009 to June 2019 were enrolled at 1 regional
emergency center, of which 1790 were diagnosed with chronic renal failure before hyperkalemic events. Patients who did not
have biochemical electrolyte tests corresponding to the original 12-lead ECG signal were excluded. We used data from 855
patients (555 patients with CKD, and 300 patients without CKD). The 12-lead ECG signal was collected at the time of the
hyperkalemic event, prior to the event, and after the event for each patient. All 12-lead ECG signals were matched with an
electrolyte test within 2 hours of each ECG to form a data set. We then analyzed the ECG signals with a duration of 2 seconds
and a segment composed of 1400 samples. The data set was randomly divided into the training set, validation set, and test set
according to the ratio of 6:2:2 percent. The proposed noninvasive screening tool used a deep learning model that can express the
complex and cyclic rhythm of cardiac activity. The deep learning model consists of convolutional and pooling layers for noninvasive
screening of the serum potassium level from an ECG signal. To extract an optimal single-lead ECG, we evaluated the performances
of the proposed deep learning model for each lead including lead I, II, and V1-V6.

Results: The proposed noninvasive screening tool using a single-lead ECG shows high performances with F1 scores of 100%,
96%, and 95% for the training set, validation set, and test set, respectively. The lead II signal was shown to have the highest
performance among the ECG leads.

Conclusions: We developed a novel method for noninvasive screening of hyperkalemia using a single-lead ECG signal, and it
can be used as a helpful tool in emergency medicine.

(JMIR Med Inform 2022;10(6):e34724)   doi:10.2196/34724
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Introduction

Hyperkalemia is a potential life-threatening condition for the
general population, and so it can be a clinical and economic
burden [1]. Normal levels of potassium are between 3.5 and 5.0
mmol/L with levels above 5.5 mmol/L defined as hyperkalemia.
Patients with chronic kidney disease (CKD) are predisposed to
hyperkalemia [2], and it is a major risk factor for cardiac
arrhythmias and death [3]. According to some clinical studies,
serum potassium monitoring can reduce the risk of hyperkalemia
in patients with CKD by more than 71% [4]. Therefore, it is
very important to frequently check the serum potassium level
in patients with CKD.

Potassium is a very important electrolyte for the regulation of
the cell membrane potential and nerve conduction, so abnormal
levels of potassium are known to be associated with changes in
electrocardiogram (ECG) readings. Hyperkalemia is associated
with tall, narrow, and symmetrical T waves in an ECG, whereas
hypokalemia is associated with flat T waves [5-9]. Monitoring
hyperkalemia is very important in patients with CKD, but so
far blood testing is the only way to test serum potassium levels.
Closer and more reliable monitoring requires the development
and verification of noninvasive and continuous monitoring
methods.

Electrocardiography is used to detect heart abnormalities in
patients with various diseases. The main ECG changes
associated with hypokalemia include a decreased T wave
amplitude, ST-segment depression, T wave inversion, a
prolonged PR interval, and an increased corrected QT interval
[10]. The typical ECG findings for hyperkalemia progress from
tall, peaked T waves and a shortened QT interval to a lengthened
PR interval and a loss of the P wave followed by a widening
QRS complex and ultimately a sine wave morphology [11,12].
These morphologic differences of the ECG have been used to
detect and diagnose hyperkalemia events urgently in emergency
rooms [13]. In addition, there are some studies that have
proposed several methods to detect hyperkalemia events using
ECG signals. Among them, some researchers have developed
ECG quantification algorithms to predict serum potassium
concentration based on T wave morphology, mainly using the
slope and width of T waves. The algorithms were mostly derived
from continuous patient monitoring, such as during
hemodialysis, with homogeneous ECG morphologies from a
limited set of patients [14,15]. Recently, applying the processing
of T wave morphologies manually has been used to improve
the diagnosis of hyperkalemia [16]. Nevertheless, using T wave
changes alone to detect dyskalemias is less sensitive and specific
than a comprehensive ECG interpretation [17]. However, ECG
morphology–based methods have shown insufficient

performance and require some time to extract the morphologic
features required to detect hyperkalemia. Therefore, a more
robust and faster method for hyperkalemia detection is needed
in the clinical practice of emergency medicine.

With the revolution of artificial intelligence (AI), many deep
learning models have been developed that show human-level
performance in several clinical fields such as cardiology [18],
radiology [19], ophthalmology [20], and pathology [21]. For
instance, convolutional neural network (CNN) models have
achieved very high performances for abnormal cardiac rhythms
such as arrhythmia [22], tachycardia [23], and supraventricular
dysfunction [24], among other events [25]. Such diagnostic and
prognostic deep learning models could be developed to assist
emergency medicine clinicians in recognizing ECG changes
associated with diverse diseases. AI algorithms have emerged
in clinical decision support systems as “software as a medical
device” in a real clinical environment [26]. There are some
similar studies conducted by several researchers. Among them,
Galloway et al [11] proposed a CNN-based model to screen for
hyperkalemia using a multilead ECG signal. They demonstrated
a deep CNN model with complex architecture and evaluated its
performance using big ECG data sets in a multicenter cohort
study. Another study involved the prediction of serum potassium
concentration based on an 82-layer CNN model using a 12-lead
ECG signal [12]. They achieved robust performance with more
than 95.8% hyperkalemia detection. However, all these recent
deep learning models are hard to apply to real-time analysis in
clinical practices.

Therefore, this study proposed a novel method for noninvasive
screening of hyperkalemia based on a deep learning model using
an ECG. For this purpose, we constructed a deep learning
structure using a CNN model, and clinical data were used for
the training and testing phases. In addition, we conducted several
experiments using the different data sets, applying the changes
before and after hyperkalemia events. Finally, a simple and
accurate deep learning model was designed to implement a
noninvasive screening method for hyperkalemia that can be
applied to real-time clinical practices.

Methods

Overview
In this study, we proposed a novel method for noninvasive
screening of hyperkalemia based on a deep learning model,
using ECG. The proposed method consists of the following 3
main parts: 12-lead ECG extraction from the participants,
constructing the ECG data sets, and a deep learning model
(Figure 1). Each part of the study method is explained in more
detail in the following subsections.
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Figure 1. Diagram of the proposed method for noninvasive screening of hyperkalemia. ECG: electrocardiogram.

Ethics Approval
This study was approved by the Institutional Review Board
(IRB) of the Wonju Severance Christian Hospital (CR320162).
Enrolled patients’ informed consent was exempted by the IRB
due to the retrospective nature of the study that used fully
anonymized ECG and health data.

Participants
A total of 2958 patients who have experienced at least 1
hyperkalemia event were enrolled at a single regional emergency
center from July 2009 to June 2019. Among them, 1790 patients
were diagnosed with chronic renal failure (CRF), and the other
1168 patients did not have CRF. The patients who did not have
biochemical electrolyte tests corresponding to the original
12-lead ECG signal were excluded. We then used the data of
855 patients (555 patients with CRF, 300 patients without CRF)
(Table 1).

Table 1. Characteristics of the study participants.

Participants (N=2958)Characteristics

TotalCRF (n=1790)Non-CRFa (n=1168)

Gender, n (%)b

1243 (42)747 (60.1)496 (39.9)Female

1715 (58)1043 (60.8)672 (39.2)Male

2958 (100)1790 (60.5)1168 (39.5)Total

71.7 (15.8)72.6 (13.2)70.3 (19.0)Age (years), mean (SD)

158.0 (19.7)159.4 (14.4)155.5 (26.2)Height (cm), mean (SD)

60.9 (13.6)62.2 (12.2)58.8 (15.5)Weight (kg), mean (SD)

152 (5.1)117 (77)35 (23)Myocardial infarction, n (%)b

387 (13.1)271 (70)116 (30)Heart failure, n (%)b

328 (11.1)235 (71.6)93 (28.4)Angina, n (%)b

1163 (39.3)912 (78.4)251 (21.6)Diabetes, n (%)b

1360 (46)1037 (76.3)323 (23.8)Hypertension, n (%)b

aCRF: chronic renal failure.
bThe denominator used to calculate percentages is the sum of the non-CRF and CRF participants in that category (ie, row).

Data Sets
The 12-lead ECG recordings were collected at the 3 sections of
hyperkalemic events: pre-event, event, and postevent. The pre-
and postevents were used as normal or control events, and the
hyperkalemic event was used as the target or abnormal event.
From these 3 sections, the data sets were designed, including
data set I (pre-event vs event), data set II (postevent vs event),
and data set III (pre-event and postevent vs event). The
differences between before- and aftereffects of a hyperkalemia

event are presented in Table 2. All 12-lead ECG recordings
were matched with an electrolyte test within 2 hours in each
section to form a data set. The waveform of the 12-lead ECG
signal was then extracted and saved with a sampling frequency
of 700 Hz. Finally, an ECG signal segment with a duration of
2 seconds was composed of 1400 samples. For evaluation of
the developed AI algorithm, the ECG data set was randomly
divided by the ratio of 6:2:2 percent into the training set,
validation set, and test set for each data set.
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Table 2. Data sets for this study.

Data set III, nData set II, nData set I, nData sets

14268791186Training set

357220296Validation set

446275370Test set

222913741852Total

Deep Learning Model
Deep learning is a method for representation learning that can
learn the complex pattern and structure of the input data by
high-level data abstraction. It can learn the morphology of the
input ECG signal according to the potassium concentrations. A

deep learning model was designed based on a 5-layer CNN by
using a 1-dimensional convolutional operation, max pooling,
and a fully connected layer. The detailed structure of the
proposed deep learning model for noninvasive screening of
hyperkalemia using ECG signal is shown in Table 3.

Table 3. Architecture of the proposed deep learning model for hyperkalemia screening.

ParameterOutput shapeFilter sizeActivationNumber and layers

1

4= ••• 1400×1=batchnorm_1

2

5100ReLu ••• 1351×100100@50×1conv1D_1
••• 675×1002×1maxpool_1

3

400,080ReLu ••• 626×8080@50×1conv1D_2
••• 313×802×1maxpool_2

• ••dropout_2 313×80p=0.25a

4

144,060ReLu ••• 284×6060@30×1conv1D_3
••• 142×602×1maxpool_3

• ••dropout_3 142×60p=0.25

5

48,040ReLu ••• 123×4040@20×1conv1D_4
••• 61×402×1maxpool_4

• ••dropout_4 61×40p=0.25

6

8020ReLu ••• 52×2020@10×1conv1D_5
••• 26×202×1maxpool_5

• ••dropout_5 26×20p=0.25

7

1042Softmax ••• 520×22flatten_1
• dense_1

606,027Total •• 124 filters5 conv
• layers

ap: One of the setting parameters of the dropout technique.

Statistical Analysis
The F1 score was used to evaluate the proposed noninvasive
screening method for hyperkalemia; it evaluates the correct
classification of each class according to class equality. F1 scores
calculated by precision and recall are represented as follows:
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The numbers of true positives (TP), false positives (FP), and
false negatives (FN) are input into the equations. The F1 score
is computed based on the sample proportion of precision and
recall as follows:

Results

The results of the proposed novel method for noninvasive
screening of hyperkalemia based on deep learning using a
12-lead ECG are shown in Table 4-Table 6 for the test set of
each data set. The results of the proposed method showed that
lead II achieved the highest performance for hyperkalemia
events among other leads for data set I (Table 4).

Table 4. The performance of the proposed method for the test set of data set I.

LeadsIndex and events

V6V5V4V3V2V1III

Precision

0.540.510.660.560.610.470.960.52Normal

0.630.640.710.630.700.630.940.61Hyperkalemia

Recall

0.600.500.660.510.660.560.930.48Normal

0.580.650.710.680.650.540.970.64Hyperkalemia

F1 score

0.570.500.660.530.640.510.940.50Normal

0.600.650.710.660.680.580.950.62Hyperkalemia

Table 5. The performance of the proposed method for the test set of data set II.

LeadsIndex and events

V6V5V4V3V2V1III

Precision

0.510.360.520.280.360.280.880.31Normal

0.720.760.790.800.730.740.930.75Hyperkalemia

Recall

0.300.280.500.230.270.170.850.22Normal

0.870.820.810.840.810.840.950.82Hyperkalemia

F1 score

0.380.310.510.250.310.210.870.26Normal

0.790.790.800.820.770.790.940.78Hyperkalemia
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Table 6. The performance of the proposed method for the test set of data set III.

LeadsIndex and events

V6V5V4V3V2V1III

Precision

0.610.570.690.650.680.530.950.56Normal

0.510.600.600.570.590.740.940.47Hyperkalemia

Recall

0.590.680.630.620.701.000.960.61Normal

0.530.480.660.600.570.000.930.42Hyperkalemia

F1 score

0.600.620.660.640.690.700.960.58Normal

0.520.530.630.590.580.000.940.44Hyperkalemia

We also noticed that there are big performance differences
between lead II and other leads not only in data set I, but also
in data sets II and III. The results showed that V2 achieved the
best performance among the V1-V6 leads throughout the 3
different data sets.

We obtained good performances of the proposed deep learning
model for noninvasive screening of hyperkalemia using lead II
signal, with F1 scores of 95%, 94%, and 94% for data set I, data
set II, and data set III for the test set.

For data set I, we presented the confusion matrix of the training
set, validation set, and test set for lead II of the ECG. The results
showed good performance, with F1scores of 100%, 96%, and
95% for the training set, validation set, and test set, respectively.
The confusion matrix showed that the proposed deep learning
model gained a high and stable rate for the true positives and
false negatives (Figure 2).

Figure 2. Confusion matrix of this study. Confusion matrix of (A) the training set, (B) the validation set, and (C) the test set for the lead II
electrocardiogram channel of data set I.

Discussion

In this study, we demonstrated a novel method for noninvasive
screening of hyperkalemia based on deep learning using ECG.
We designed an optimal and simple architecture of deep learning
that can be easily implemented for real clinical applications,
especially in emergency medicine. The proposed model achieved
good performances based on feature extraction of the
characteristics of cardiac activity according to the levels of
electrolytes using ECG.

We have tried to see the morphological or rhythmical differences
between hyperkalemia pre- and postevents in ECG waveform.
To do this, we set up 3 different data sets that selected from the
pre-event, postevent, and target event sections: data set I
(pre-event vs event), data set II (postevent vs event), and data

set III (pre- and postevent vs event). All data sets were applied
to the designed deep learning model for hyperkalemia screening
in training, validation, and test phases. We trained and tested
the 3 different deep learning models using each data set. We
also conducted experiments to find the optimal signal of the
12-lead ECG for each data set one by one. We determined that
an optimal lead for hyperkalemia screening was lead II for our
12-lead ECG data sets. In general, lead II contains the most
information on cardiac activity among the leads, which may
have resulted in it having the highest performance for the
hyperkalemia screening. In addition, our results support
conventional studies on hyperkalemia screening using ECG
signals.

There are some similar studies that proposed a screening or
detection tool for hyperkalemia using ECG signals. The earliest
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one was proposed by Wrenn et al [10] in 1991. This study
compared hyperkalemia detection by 2 independent and
experienced physicians using ECG signals. The results showed
a sensitivity of 62.0% for the first reader and 55.0% for the
second reader and the κ value was 0.73. This showed how
difficult it was to detect hyperkalemia from the ECG signal
without any biochemical electrolyte tests. Another study on the
correlation between hyperkalemia and ECG morphologies was
conducted by Levis [27] in 2013. They published a clinical case
study on ECG signals observed as a hyperkalemia event occurs.
The authors demonstrated 2 different cases of older adults with
acute renal failure and hyperkalemia. They confirmed the ECG
morphology changes with peaked T waves, shortened QT
interval, and lengthening PR intervals corresponding to the
hyperkalemia or changes of serum potassium levels.

Recently, deep learning models have been applied to studies on
detection and screening of hyperkalemia from the 12-lead ECG
recordings made in emergency departments. Galloway et al [11]
developed and validated a deep learning model to screen for
hyperkalemia using ECG. The authors designed an 11-layer
deep CNN model, and it was trained and validated with 449,380
patients with CKD. They used 2 data sets for 2 leads (I and II)
and 4 leads (I, II, V3, and V5); each patient had a serum
potassium count drawn within 4 hours after their ECG was
recorded. In this multicenter cohort study, a deep learning model
was developed with complex architecture, using big ECG data
sets [11]. However, they achieved a good performance, with an
area under the curve (AUC) of 88.83% and a sensitivity of
91.3% for the 2 leads’data sets. In contrast, we proposed a deep
learning model with a light weight and high performance using
a single-lead ECG signal.

Lin et al [12] developed a 12-channel sequence-to-sequence
model with an 82-layer CNN structure to predict serum
potassium concentration by using a 12-lead ECG signal. They
modified DenseNet architecture to read the 12-lead ECG
waveforms and detect hypokalemia and hyperkalemia events,
and named it ECG12Net. ECG12Net achieved robust
performances, with an AUC of 95.8% and 97.6% for
hyperkalemia and severe hyperkalemia, respectively. However,
ECG12Net requires very high computational power to read the
12-lead ECG signal since it is composed of an 82-layer CNN
model. Our method is comparable in performance with this

model, and it is well optimized and trained for a 1-channel ECG
signal to detect hyperkalemia events. In addition, it is easy to
make it into a tool that can be used in the final clinical field
because the deep learning engine is relatively lighter.

The proposed new method for noninvasive screening of
hyperkalemia based on deep learning using ECG signals
surpasses similar previous studies, and the developed model
can be applied directly to clinical situations. This noninvasive
method does not require any blood test or invasive chemistry
diagnosis. In addition, the physicians or clinicians can check
the results quickly, within 3 minutes, which is faster than
previous invasive diagnostic methods. This is because the deep
learning model has a simple structure and is well optimized and
trained by the pre- and postevent’s ECG signals to screen for
hyperkalemia events. In addition, the proposed deep learning
model can proceed with feature extraction and classification at
once from the input ECG signal for noninvasive screening of
hyperkalemia because we do not use any handcrafted
preprocessing that extracts input ECG components such as the
RR interval or P wave. Finally, we achieved a higher
performance of the proposed noninvasive method based on a
deep learning model; it can consider the complex and cyclic
characteristics of ECG affected by levels of electrolytes.

This study has some limitations, such as the small study
population, and there are many comorbidities including heart
failure, diabetes, and hypertension in the study groups. In
addition, all participants of this study are enrolled at a single
regional emergency center, so further study should cover large
and diverse populations from multiple centers.

We demonstrated a novel method for noninvasive screening of
hyperkalemia based on deep learning using ECG. We obtained
high performances with an F1 score of 95% from the ECG
signal. In addition, we developed a simple and accurate deep
learning model for the noninvasive screening of hyperkalemia
that can be used in real-time clinical settings. Therefore, the
proposed deep learning model may be appropriate for the
noninvasive screening of hyperkalemia using a single-lead ECG
signal without any feature extraction (eg, T wave and QT
interval). Furthermore, a validation study should be conducted
for the proposed deep learning model that uses larger and more
diverse data sets based on a single-lead ECG signal.
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Abstract

Background: Redundancy in laboratory blood tests is common in intensive care units (ICUs), affecting patients’ health and
increasing health care expenses. Medical communities have made recommendations to order laboratory tests more judiciously.
Wise selection can rely on modern data-driven approaches that have been shown to help identify low-yield laboratory blood tests
in ICUs. However, although conditional entropy and conditional probability distribution have shown the potential to measure the
uncertainty of yielding an abnormal test, no previous studies have adapted these techniques to include them in machine learning
models for predicting abnormal laboratory test results.

Objective: This study aimed to address the limitations of previous reports by adapting conditional entropy and conditional
probability to extract features for predicting abnormal laboratory blood test results.

Methods: We used an ICU data set collected across Alberta, Canada, which included 55,689 ICU admissions from 48,672
patients. We investigated the features of conditional entropy and conditional probability by comparing the performances of 2
machine learning approaches for predicting normal and abnormal results for 18 blood laboratory tests. Approach 1 used patients’
vitals, age, sex, and admission diagnosis as features. Approach 2 used the same features plus the new conditional entropy–based
and conditional probability–based features. Both approaches used 4 different machine learning models (fuzzy model, logistic
regression, random forest, and gradient boosting trees) and 10 metrics (sensitivity, specificity, accuracy, precision, negative
predictive value [NPV], F1 score, area under the curve [AUC], precision-recall AUC, mean G, and index balanced accuracy) to
assess the performance of the approaches.

Results: Approach 1 achieved an average AUC of 0.86 for all 18 laboratory tests across the 4 models (sensitivity 78%, specificity
84%, precision 82%, NPV 75%, F1 score 79%, and mean G 81%), whereas approach 2 achieved an average AUC of 0.89 (sensitivity
84%, specificity 84%, precision 83%, NPV 81%, F1 score 83%, and mean G 84%). We found that the inclusion of the new features
resulted in significant differences for most of the metrics in favor of approach 2. Sensitivity significantly improved for 8 and 15
laboratory tests across the different classifiers (minimum P<.001 and maximum P=.04). Mean G and index balanced accuracy,
which are balanced performance metrics, also improved significantly across the classifiers for 6 to 10 and 6 to 11 laboratory tests.
The most relevant feature was the pretest probability feature, which is the probability that a test result was normal when a certain
number of consecutive prior tests was already normal.
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Conclusions: The findings suggest that conditional entropy–based features and pretest probability improve the capacity to
discriminate between normal and abnormal laboratory test results. Detecting the next laboratory test result is an intermediate step
toward developing guidelines for reducing overtesting in the ICU.

(JMIR Med Inform 2022;10(6):e35250)   doi:10.2196/35250

KEYWORDS

blood laboratory test redundancy; intensive care unit; electronic medical records; machine learning; fuzzy modeling

Introduction

Background
Redundancy in laboratory blood tests is common in health care
[1]. Laboratory blood test redundancy increases health care
expenses and reduces health care resources for future patients
[1,2]. Moreover, overtesting in the intensive care unit (ICU)
can harm patients’ health by causing anemia, the need for
transfusion, discomfort, and poor sleep quality [3-8].

One of the areas greatly experiencing laboratory blood test
redundancy is ICUs, in which daily blood tests are performed
to monitor physiological functions and define clinical
management strategies. Previous reports have underscored
overtesting in ICUs. In a study conducted in an ICU of a tertiary
hospital in Ontario, Canada, physicians retrospectively analyzed
694 blood tests performed over 4 weeks and concluded that
only 48.7% of those tests were essential [9]. A similar pattern
was found in a Brazilian ICU, in which approximately half
(1768/3622, 48.81%) blood tests performed over 2 months
resulted in normal values [10].

To reduce redundancy in the ICU, the Choosing Wisely
campaign has made recommendations to order laboratory tests
judiciously [11]. These recommendations have been introduced
in the ICU via strategies such as education, audits and feedback,
and computerized physician order entry systems [12-14].
However, these recommendations require accurate identification
of laboratory tests that can be reduced without compromising
the quality of patient care.

Modern data-driven approaches can help identify redundant
laboratory blood tests in ICUs [15]. A study by Lee and Maslove
[16] used entropy, conditional entropy, and mutual information
to measure redundancy in 11 blood tests performed during the
first 3 days in the ICU. They found a decreasing trend in the
novelty of information throughout the ICU stay, showing that
performing additional laboratory tests does not necessarily result
in the gain of information. Roy et al [17] used laboratory blood
test data from a tertiary academic hospital to calculate the
conditional probability of a test yielding a normal result when
a certain number of consecutive prior tests were already normal
(pretest probability). They reported that common laboratory
tests, such as those for creatinine, potassium, and sodium, had
high chances of yielding normal results (>80%) when preceded
by a small number (3-5) of consecutive normal results.

In addition to using data-driven approaches to describe
redundancy in the ICU, other reports have used electronic
medical record (EMR) data collected during the ICU stay to
predict whether ordering a new blood test would provide new
information. Cismondi et al [18] used heart rate, blood pressure,

temperature, pulse oximeter, respiratory rate, 4 transfusion
quantities, and the value of the first laboratory test performed
in the day to classify redundancy among 8 different types of
laboratory blood tests, with an average redundancy rate of 53%,
provided to 746 patients with gastrointestinal bleeding in an
ICU. To this end, they used a supervised machine learning
approach with a fuzzy model, achieving an average accuracy
of 79.5% for detecting redundant tests. Mahani and Pajoohan
[19] followed a similar approach to predict the values of calcium
and hematocrit blood tests in the same type of patients, achieving
a mean absolute error of 0.03 mg/dL and 2.60%, respectively.
A study by Roy et al [17] reported a maximum area under the
curve (AUC) value of 0.88 for predicting low information
laboratory diagnostic tests using a random forest (RF) on an
extensive feature set comprising patients’demographics, vitals,
and descriptive statistics of 12 additional laboratory tests. This
study was further extended by Xu et al [20], who used between
600 and 870 raw features from EMRs to predict normal
laboratory results collected from 3 tertiary hospitals, achieving
an area under the receiver operating characteristic curve of ≥0.90
for 12 laboratory tests.

More complex models based on deep learning have also been
used to recommend laboratory reduction strategies. Yu et al
[21] developed a spatial-temporal deep learning model using
patients’ laboratory tests, time differences between adjacent
visits, and demographics to predict the following four outputs:
(1) the necessity of ordering a new laboratory test, (2) test
values, (3) abnormalities (based on normal reference ranges),
and (4) transitions (normal to abnormal or abnormal to normal
from the latest laboratory test). By assessing different thresholds
for their estimated necessity of a new test, the authors achieved
a reduction rate of 20.26%, with an average abnormality or
normality accuracy rate of 98.27% for 12 standard laboratory
tests.

Although previous reports have shown to be effective in
identifying unnecessary blood tests, none have used conditional
entropy and pretest probability [16,17] to predict abnormal
laboratory test results. However, as conditional entropy and
pretest probability can measure the uncertainty of yielding an
abnormal test for patients with different diagnoses, we
hypothesize that performing feature engineering on these
techniques can improve normal or abnormal laboratory test
results. Feature engineering is not a common trend in data-driven
approaches because of the capacity of deep learning models to
learn complex and robust features from raw data. However,
feature engineering is still necessary as using large amounts of
raw data as input could also be a drawback as it is not always
easy to obtain, clean, and process biomedical data [22].
Moreover, using additional laboratory tests as features can be
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counterproductive if the goal is to reduce the number of
laboratory tests.

Objectives
In this study, we adapted conditional entropy and pretest
probability techniques to derive features to predict normal and
abnormal laboratory test results. Our rationale is that by
identifying whether the next laboratory test would yield a normal
or abnormal result, medical professionals could decide on the
necessity of such a test based on their experience and the
patient’s diagnosis and disease severity. To evaluate the effect
of the inclusion of new types of features, we compared the
performance of 2 machine learning approaches for predicting
normal or abnormal laboratory test results on large-scale ICU
data from Alberta, Canada. The difference between the 2
approaches was that only the second approach included new
features based on conditional entropy and conditional
probability.

Methods

Alberta ICU Database
This retrospective study was conducted using the Alberta ICU
data set collected from 17 ICUs, comprising 55,689 ICU
admissions from 48,672 deidentified unique patients admitted
between February 2012 and December 2019. The primary data
source was eCritical, an EMR-based data repository containing
the device and laboratory data in use in all ICUs across Alberta.

Ethics Approval
The use of the ICU data set was approved by the Conjoint Health
Research Ethics Board at the University of Calgary (reference
number REB17-0389).

Selected Laboratory Blood Tests
We focused on 18 laboratory blood tests that are common and
critical in the ICU (Table 1). The reference range to determine
normality was determined using the Alberta Health Services
guideline [23].
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Table 1. Blood laboratory tests and reference normal ranges for tests selected for analysis.a

Total records, NNormal rangeLaboratory test

668,3887.20-7.40Potential of hydrogen: arterial (pH)

668,13070-90PaO2
b (mm Hg)

667,88935-45PCO2
c (mm Hg)

400,3063.5-5.0Blood potassium (mmol/L)

Hemoglobin (g/L)

398,436140-175If male

398,436123-153If female

Blood sodium (mmol/L)

396,431136-145If age (years) <90

396,431132-146If age (years) ≥90

Hematocrit (%)

395,0460.42-0.50If male

395,0460.36-0.45If female

394,8094.5-11.0White blood cells (E+9 units/L)

Blood carbon dioxide content (mmol/L)

390,90623-29If age (years) ≤60

390,90623-31If age (years) >60 and ≤90

390,90620-29If age (years) >90

Blood creatinine (µmol/L)

370,36180-115If male and age (years) <60

370,36171-115If male and age (years) ≥60

370,36153-97If female and age (years) <60

370,36153-106If female and age (years) ≥60

Blood urea (µmol/L)

295,4453.0-9.0If male and age (years) ≤55

295,4453.0-8.0If male and age (years) >55

295,4453.0-8.0If female and age (years) ≤55

295,4452.0-7.0If female and age (years) >55

225,6273.3-11.0Random glucose (mmol/L)

Alanine transaminase (U/L)

136,5520-60If male

136,5520-40If female

133,8061.71-20.5Total bilirubin (µmol/L)

128,77340-120Alkaline phosphatase (U/L)

102,92330.0-45.0Blood albumin (g/L)

Aspartate aminotransferase (U/L)

98,39910-40If male

98,3999-32If female

Gamma-glutamyl transferase (U/L)

36,0950-80If male

36,0950-50If female
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aFor some laboratory tests, the reference values depend on patients’ sex and age [23].
bPaO2: partial pressure of oxygen (arterial).
cPCO2: partial pressure of carbon dioxide (arterial).

Framework Overview
This study compared 2 approaches to predict normal and
abnormal blood laboratory tests performed in the ICU. The
prediction was performed for all laboratory tests except for those
first performed on the day, whose value was used as a feature
in both approaches.

Figure 1 shows an overview of the framework used to compare
the 2 different approaches. Inspired by the study by Cismeondi
et al [18], approach 1 used heart rate, respiration rate, heart rate,

blood pressure, temperature, pulse oximeter, respiratory rate,
and urine output to perform the classification. We also included
additional features, namely, sex, age, and admission diagnosis.
In addition to all the features from approach 1, approach 2
included the adaptation of conditional entropy and pretest
probability. The following sections explain in detail the different
stages of these 2 approaches. The code used for performing the
comparison between the approaches is publicly available in a
public repository [24]; however, our data cannot be shared
because of health care regulations.

Figure 1. A framework to compare the two redundancy detection approaches. AUC: area under the curve; CV: cross-validation; IBA: index balanced
accuracy; ICU: intensive care unit; ML: machine learning; NPV: negative predictive value; PR-AUC: precision-recall area under the curve.

Inclusion Criteria
ICU admissions that meet the following inclusion criteria were
included in the study: aged >18 years; at least one measurement
of each of heart rate, respiration rate, blood pressure,
temperature, oxygen saturation, and urine output; and ≥2 orders
for at least one of the 18 laboratory blood tests in Table 1.

ICU admissions satisfying these inclusion criteria were split
into 10 folds. Laboratory tests from the same admission were
assigned to the same fold, ensuring that ICU admissions were
mutually exclusive among the folds.

Features for Approach 1

Patients’ Vitals, Demographics, and Admission
Diagnoses
In approach 1, the variables used to predict the abnormal results
of the next laboratory blood test were heart rate (beats per
minute), oxygen saturation (%), respiration rate (breaths per

minute), temperature (°C), blood pressure (mm Hg), and total
amount of urine void (mL). These measurements were selected
as bedside monitors commonly collect large quantities of these
vitals regardless of patients’ admission diagnosis. We also
included patients’ sex, age, and admission diagnosis. Age and
sex were included as they affect the normality of the laboratory
test results (Table 1). Age corresponded to the patient’s age in
years at ICU admission. The admission diagnosis was also
included as patients in the ICU have a diverse set of underlying
diagnoses; therefore, such a feature may affect laboratory test
results. Categorical variables (sex and admission diagnosis)
were coded using an approach that maps categories into numeric
data using entropy, as presented in the study by Lopez-Arevalo
et al [25].

Preprocessing Patients’ Vitals
Owing to different sampling rates, laboratory blood tests and
patients’ vital measurements do not always occur
simultaneously. We corrected the misalignment between
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laboratory tests and patients’ vitals following the steps in the
study by Cismondi et al [26]. Specifically, for each admission,
we fitted a cubic spline interpolation for each of the 6 patient
variables (heart rate, oxygen saturation, respiration rate,
temperature, blood pressure, and urine output). The patients’
vitals were then estimated at the time of the laboratory tests.
The interpolation procedure used neither the laboratory test
values nor their class (normal or abnormal), thus avoiding any
data leakage caused by using the target predictors to preprocess
the data. Moreover, as the imputation was performed per ICU
admission and the 10 folds of the cross-validation procedure
were mutually exclusive, imputed data were not shared between
the training and test sets.

Features for Approach 2

Pretest Probability
The pretest probability was calculated as the conditional
probability of yielding a normal value, given a specific number
of previous consecutive laboratory tests were normal. This
probability was calculated on the training admissions by
following the procedure presented by Roy et al [17].
Specifically, for each admission, we counted the number of
consecutive normal laboratory tests before performing a new
test and noted whether the new test yielded a normal result.
Then, the information across the admissions was summed up,
and the pretest probability distribution for each laboratory test
was calculated as follows:

Here, countNormalTests is a function that returns the total cases
of laboratory tests yielding normal when M previous tests were
already normal, and countTests is the total number of laboratory
tests performed when M previous consecutive tests were normal.

The pretest probability distribution was calculated using only
ICU admissions from the training set. The feature values for
the held-out fold were calculated using the pretest probability
distribution obtained with the training folds.

Conditional Entropy for Abnormal Laboratory Tests
Entropy measures the expected amount of information. The
conditional entropy also measures the expected amount of
information of a random variable, given the occurrence of a
value of secondary random variables, described as follows:

Here, P(Yi, Zj) is the probability of value Yi occurring while
value Zj occurs, and P(Zj) is the probability of Z resulting in the
possible value Zj.

We adapted conditional entropy to measure the expected amount
of information of a test result if a patient’s features were already
known. This conditional entropy was calculated for all the
features of approach 1. The conditional entropy for each feature
was calculated as follows:

Here, Z is any variable of the patient’s vitals or age, z is a
possible value for such a variable, and Y=normal and
Y=abnormal indicate laboratory blood tests that yielded normal
or abnormal results, respectively. The values most associated
with a certain result (normal or abnormal) had lower entropy
(ie, number of bits), whereas those associated with a more
uncertain result had higher entropy.

To estimate the conditional probability distribution for each
patient’s feature, we grouped each feature into a histogram with
a bin width defined by the Freedman-Diaconis rule [27] as
follows:

Here, IQR(f) is the IQR for feature f, and Nz is the number of
observations in feature f.

Similar to the pretest probability, the conditional entropy
distribution was calculated using only ICU admissions from the
training folds. For the held-out fold, values were obtained from
the distribution derived from the training folds.

Classifiers

Overview
We used four different classifiers to perform the comparison
between approaches 1 and 2: (1) fuzzy modeling, (2) logistic
regression (LR), (3) RF, and (4) gradient boosting (GB) trees.

For all classifiers, the features of the training folds and the
held-out fold set were standardized before training the models
using minimum-maximum normalization to avoid any feature
scale impact on the performance. Normalization was performed
using the maximum and minimum values from the training set
as a reference.

Fuzzy Model
Fuzzy models are classifiers that define rules to establish
nonlinear relationships between a set of features and a response
variable. In this study, we used the Takagi-Sugeno model [28],
which defines rules composed of antecedents and consequences
on the features as follows:

Here, xp is the pth feature of sample x; Akp
C is the membership

function for the kth rule, the pth feature, and class C; and dk
C(x)

and fk
C(x) are the discriminant and consequent for the kth rule

and class C. The advantage of these rules is that they establish
connectivity between the features to derive the target output.
For example, a rule can state that if the heart rate is high and
the first laboratory in the morning is low, the next laboratory
test will be abnormal.

As multiple rules are derived for the data, they are aggregated
for the final output using their degree of activation. The degree
of activation of the kth rule for class C is given by the following
equation:
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Here, is the membership function of the fuzzy set . The
final discriminant for each class is as follows:

More details about fuzzy modeling can be found in the study
by Takagi and Sugeno [28].

The number of features included in each rule was selected using
a wrapper feature selection method that iteratively evaluated
whether adding a new feature improved the model classification
performance [29]. The consequence of each rule was defined
using the probabilistic approach presented in the study by van
den Berg et al [30] as follows:

Here, is the summation of the degree of activation of all the

samples in the training set, and is the summation of the
degree of activation of only the samples belonging to class C.
The fuzzy model was implemented using the Python libraries
scikit-fuzzy [31] and pyFume [32].

Machine Learning Models
Machine learning classifiers included the LR, RF, and GB tree
models. The model parameters were tuned using nested
cross-validation on the grid search and defined as follows:

• For LR, the grid search for the inverse of regularization
strength (C) was defined as {0.1, 1.0, 10.0}.

• For RF, the grid search for the number of trees was defined
as {300, 500, 800}, the number of maximum splits (tree
height) was defined as {8, 15, 25}, the number of minimum
samples to split was defined as {5, 10}, the number of

maximum samples in leaves was defined as {2, 5}, and the
number of maximum features was defined as {sqrt, log2,
None}.

• For the GB tree, the grid search for the learning rate was
defined as {0.01, 0.05, 0.10}, the number of trees was
defined as {300, 500, 800}, and the number of maximum
features was defined as {sqrt, log2, None}.

The best parameters were used to retrain a model using all data
from the training folds and then test the held-out fold. The
models were implemented using the sklearn Python library [33].

Measuring Performance
Table 2 shows the metrics used for assessing the performance
of approaches 1 and 2. A total of 10 metrics were included to
measure the different aspects of the approaches. Specificity,
sensitivity, accuracy, and AUC measured the raw performance
without considering class imbalances. In contrast, F1 score,
AUC, precision-recall AUC, mean G, and index balanced
accuracy (IBA) are less sensitive to class imbalance, thereby
providing a less biased performance for assessing the
approaches.

The metrics also allow the comparison of the approaches from
a medical perspective. Sensitivity indicates the proportion of
actual abnormal laboratory tests that were correctly classified,
whereas specificity indicates the proportion of actual normal
laboratory tests that were correctly classified. These 2 metrics
are related to precision (positive predictive value) and negative
predictive value. When the number of false positives (normal
tests predicted as abnormal) increases, the specificity and
precision metrics decrease. The same occurs with the sensitivity
and negative predictive value metrics when the number of false
negatives increases.
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Table 2. Metrics used to measure the performance of approaches 1 and 2.

DescriptionEquationMetric

The proportion of actual normal laboratory tests that were
correctly classified

TNa/(FPb + TN)Specificity

The proportion of actual abnormal laboratory tests that
were correctly classified

TPc/(FNd + TP)Sensitivity (or recall)

The proportion of laboratory tests that were correctly clas-
sified

(TP + TN)/(FN + FP + TP + TN)Accuracy

The proportion of laboratory tests predicted as abnormal
that, in fact, were abnormal

TP/(FP + TP)Precision (positive predictive value)

The proportion of laboratory tests predicted as normal that,
in fact, were normal

TN/(FN + TN)Negative predictive value

Weighted mean of precision and recall2 × (precision × recall)/(precision + recall)F1 score

The balance between the true positive rate and true negative
rate of the predictions

Area under the receiver operating
characteristic curve

The balance between the precision and recall of the predic-
tions

Area under the precision-recall curve

The balance between the performance of majority and mi-
nority classes

√(sensitivity × specificity)Mean G

Imbalanced index of the overall accuracy(mean G)2 × (1 + [sensitivity – specificity])Index balanced accuracy [34]

aTN: true negative.
bFP: false positive.
cTP: true positive.
dFN: false negative.

Comparing the 2 Approaches
The sets of metrics for each approach were compared pairwise
using a 2-sided Wilcoxon rank-sum hypothesis test. The null
hypothesis was that there was no difference between the metrics
obtained using the 2 approaches, whereas the alternative
hypothesis was that there was a difference. As 720 comparisons
were conducted for the 18 laboratory tests, 4 classifiers, and 10
metrics, we used Benjamin-Hochberg correction with the
false-positive rate set at 0.05.

Relevant Features
In addition to comparing the performances of the approaches,
we explored the most relevant features for classification. For
each iteration of the 10-fold cross-validation, we stored the
relevance of each feature for the trained model.

For each classifier, features were ranked based on their relevance
values. For the fuzzy model, relevance was given by the wrapper
feature selection method used to derive the antecedent of the
fuzzy rules. For LR, the relevance was given by the absolute
value of the coefficient associated with each feature. For the
RF and GB tree, the relevance was calculated using the mean
of the impurity reduction within each tree of the fitted models.

After performing the 10-fold cross-validation, a total of 10
ranking feature sets were obtained for each laboratory blood
test and each classifier. We aggregated these ranking feature
sets by averaging the rank of each feature, which is an
aggregation strategy used in the medical domain [35,36].

Specifically, we first averaged the rank of each feature across
the folds. We then aggregated the ranking features by averaging
the feature rank over the classifiers. As a result, we obtained an
aggregated ranking feature set for each laboratory blood test.

Comparison Using Individual Features
To compare the performance obtained with each new feature,
we compared approach 1 with the 2 alternative approaches. The
first alternative approach used the features of approach 1 plus
the pretest probability features, whereas the second alternative
approach used the features of approach 1 plus the entropy-based
features. These alternative approaches were trained and
compared with the same methodology used for approaches 1
and 2.

Results

Performance of the Approaches
Figure 2 shows the average performance of approaches 1 and
2 across the 18 laboratory tests. Both approaches suitably
predicted the laboratory blood test results. Approach 1 achieved
a median performance of at most 80% for all classifiers in 5 out
of the 10 metrics (specificity, accuracy, precision, AUC, and
precision-recall AUC), whereas approach 2 achieved a median
performance >80% for all classifiers in all metrics except IBA.
Notably, higher values (>80%) in the average performance for
the F1 score, mean G, and AUC suggest that approach 2 led to
a more accurate prediction of both normal and abnormal results
for most of the 18 blood laboratory tests.
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Figure 2. Performance distribution of approaches 1 and 2 across the laboratory blood tests. The first quantile, median, and third quantile are displayed
inside each distribution (dashed lines). AUC: area under the curve; FM: fuzzy model; GB: gradient boosting; IBA: index balanced accuracy; LR: logistic
regression; PR-AUC: precision-recall area under the curve; RF: random forest.

The detailed performance of the approaches for each laboratory
test, metric, and machine learning classifier is presented in
Multimedia Appendices 1 and 2. For both approaches, the
machine learning classifiers achieved similar performance. The
ensemble classifiers (ie, RF and GB) achieved the best overall
performance across laboratory blood tests.

Comparison Between Old and New Features
Figure 3 shows the percentage change between approaches 1
and 2 for the 10-fold mean of each metric. The inclusion of the
new features resulted in significant differences for most of the
metrics in favor of approach 2. The metric that improved the
most was sensitivity, achieving a significant improvement
between 8 and 15 laboratory tests for the different classifiers.

Specificity, in contrast, was the metric with the lowest
improvement, with a significant reduction between 2 and 5 for
the different classifiers. The F1 score, mean G, and IBA, which
are balanced performance metrics, significantly improved across
the classifiers, for 8 to 14, 6 to 10, and 6 to 11 laboratory tests,
respectively. A detailed comparison of approaches 1 and 2 for
each blood laboratory test, metric, and classifier is presented in
Multimedia Appendix 3.

Among the classifiers, LR benefited the most from the inclusion
of the new features, achieving an improvement of at least eight
metrics for 10 out of the 18 laboratory blood tests. The RF and
GB obtained less significant improvements for the different
metrics than the fuzzy and LR models.
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Figure 3. Percentage change for the 10-fold mean metric values between approaches 1 and 2. The asterisk indicates a statistically significant difference
(2-sided Wilcoxon rank-sum hypothesis tests adjusted via Benjamin-Hochberg correction using a false-positive rate set at 0.05). ALP: alkaline phosphatase;
ALT: alanine transaminase; AST: aspartate aminotransferase; AUC: area under the curve; FM: fuzzy model; GB: gradient boosting; GGT: gamma-glutamyl
transferase; IBA: index balanced accuracy; LR: logistic regression; PaO2: partial pressure of oxygen (arterial); PCO2: partial pressure of carbon dioxide
(arterial); PR-AUC: precision-recall area under the curve; RF: random forest; WBC: white blood cell.

Most Relevant Features
Figure 4 shows the top 5 features selected across the classifiers
to discriminate between abnormal and normal laboratory blood
tests for approach 2. The most common relevant feature across
the laboratory tests was the pretest probability, which ranked

in the first 2 positions in 17 of the 18 laboratory tests. The first
value of the day was also relevant for classification, ranking in
the first 2 places for half of the blood laboratory tests. The
conditional entropy variant of the features, such as diagnosis,
urine output entropy, respiratory entropy, and heart rate entropy,
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appeared more frequently in the top 5 ranking than their base
forms.

Finally, to visualize how the features relate to the prediction of
abnormal test results, the fuzzy predictive rules obtained by
retraining a fuzzy model on the data set are presented in
Multimedia Appendix 4.

Figure 4. The top 5 ranking of the features selected across the machine learning classifiers for each of the laboratory tests for approach 2. Light blue-
and light red boxes correspond to the vital features and diagnoses, respectively, shared with approach 1. The light green boxes correspond to the pretest
probability feature, and the light gray boxes correspond to the entropy-based features. ALP: alkaline phosphatase; ALT: alanine transaminase; AST:
aspartate aminotransferase; GGT: gamma-glutamyl transferase; PaO2: partial pressure of oxygen (arterial); PCO2: partial pressure of carbon dioxide
(arterial); SPO2: oxygen saturation; WBC: white blood cell.

Comparison Using Individual Features
Figure 5, Figure 6, Figure 7, and Figure 8 show the cubic root
of the percentage change between the 10-fold means of
approaches 1 and 2, approach 1 plus the pretest probability
feature, and approach 1 plus the entropy-based features for the
fuzzy modeling, LR, RF, and GB tree, respectively. For most
of the laboratory tests, the percentage change was more

consistent between approach 2 and approach 1 plus the pretest
probability feature. Indeed, approach 1 plus the pretest
probability feature obtained the same significant improvement
that was achieved with approach 2 for almost all the laboratory
tests. In contrast, approach 1 plus the entropy-based features
showed a negative percentage change, particularly for fuzzy
and logistic models.
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Figure 5. Cubic root of the percentage change between the 10-fold means of approaches 1 and 2 (blue bars), approach 1 plus the pretest probability
(yellow bars), and approach 1 plus the entropy-based features for the fuzzy model. The asterisk indicates a statistically significant difference (2-sided
Wilcoxon rank-sum hypothesis tests adjusted via Benjamin-Hochberg correction using a false-positive rate set at 0.05). ALP: alkaline phosphatase;
ALT: alanine transaminase; AST: aspartate aminotransferase; AUC: area under the curve; GGT: gamma-glutamyl transferase; IBA: index balanced
accuracy; PaO2: partial pressure of oxygen (arterial); PCO2: partial pressure of carbon dioxide (arterial); PR-AUC: precision-recall area under the curve;
WBC: white blood cell.

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e35250 | p.157https://medinform.jmir.org/2022/6/e35250
(page number not for citation purposes)

Valderrama et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 6. Cubic root of the percentage change between the 10-fold means of approaches 1 and 2 (blue bars), approach 1 plus the pretest probability
(yellow bars), and approach 1 plus the entropy-based features for the logistic regression. The asterisk indicates a statistically significant difference
(2-sided Wilcoxon rank-sum hypothesis tests adjusted via Benjamin-Hochberg correction using a false-positive rate set at 0.05). ALP: alkaline phosphatase;
ALT: alanine transaminase; AST: aspartate aminotransferase; AUC: area under the curve; GGT: gamma-glutamyl transferase; IBA: index balanced
accuracy; PaO2: partial pressure of oxygen (arterial); PCO2: partial pressure of carbon dioxide (arterial); PR-AUC: precision-recall area under the curve;
WBC: white blood cell.
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Figure 7. Cubic root of the percentage change between the 10-fold means of approaches 1 and 2 (blue bars), approach 1 plus the pretest probability
(yellow bars), and approach 1 plus the entropy-based features for the random forest model. The asterisk indicates a statistically significant difference
(2-sided Wilcoxon rank-sum hypothesis tests adjusted via Benjamin-Hochberg correction using a false-positive rate set at 0.05). ALP: alkaline phosphatase;
ALT: alanine transaminase; AST: aspartate aminotransferase; AUC: area under the curve; GGT: gamma-glutamyl transferase; IBA: index balanced
accuracy; PaO2: partial pressure of oxygen (arterial); PCO2: partial pressure of carbon dioxide (arterial); PR-AUC: precision-recall area under the curve;
WBC: white blood cell.
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Figure 8. Cubic root of the percentage change between the 10-fold means of approaches 1 and 2 (blue bars), approach 1 plus the pretest probability
(yellow bars), and approach 1 plus the entropy-based features for the gradient boosting model. The asterisk indicates a statistically significant difference
(2-sided Wilcoxon rank-sum hypothesis tests adjusted via Benjamin-Hochberg correction using a false-positive rate set at 0.05). ALP: alkaline phosphatase;
ALT: alanine transaminase; AST: aspartate aminotransferase; AUC: area under the curve; GGT: gamma-glutamyl transferase; IBA: index balanced
accuracy; PaO2: partial pressure of oxygen (arterial); PCO2: partial pressure of carbon dioxide (arterial); PR-AUC: precision-recall area under the curve;
WBC: white blood cell.

Discussion

Principal Findings
We found that the inclusion of the conditional entropy–based
features and pretest probability significantly improved the
capacity to predict abnormal results of a new laboratory test.
Notably, the inclusion of these features improved the detection
of actual abnormal tests (sensitivity) for half or more than half
of the laboratory blood tests across the 4 classifiers (Figure 3).

The most relevant feature analysis revealed that the pretest
probability feature was the most relevant among the new 2 types
of features. In fact, the models strongly relied on the pretest

probability to discriminate between normal and abnormal
laboratory blood tests (Figure 4). A comparison of the
performance of adding individual features further supports this
fact by showing that approach 1 plus the pretest probability
feature can achieve results comparable with those of approach
2.

The classifiers that improved the most were the LR and fuzzy
models. A possible reason for this difference is that the LR and
fuzzy models used all the features to fit their model. Instead,
the ensemble models built individual trees by randomly selecting
a subset of the total features, thereby excluding the pretest
probabilities or entropy-based features for some trees.
Nevertheless, the RF and GB tree also improved for approach
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2, achieving significant improvements in the sensitivity, F1

score, and IBA metrics.

The inclusion of the new features improved sensitivity and
negative predictive value but decreased specificity and precision.
This trade-off is beneficial for the medical context because
although ordering extra blood tests when it may not be necessary
(higher false positives) can raise the medical expenses, patients’
safety is preserved (lower false negatives). The new features
also improved balanced metrics such as F1 score, AUC, mean
G, and IBA, thus showing the benefit of the inclusion of such
types of features to improve the capacity for discriminating
between normal and abnormal test results. For instance,
approach 2 improved the aforementioned metrics for blood gas
tests (potential of hydrogen and PCO2), which are among the
most expensive laboratory blood tests ordered in the ICU [9].

However, we note that predicting normal and abnormal blood
test results is an intermediate step toward detecting redundant
tests. Deciding whether to order a new test should be based on
more than predicting a normal laboratory result, as the situation
and severity of each patient in the ICU are different. We
included vitals and admission diagnosis to mitigate these factors;
however, human interpretation still plays a crucial role in
deciding whether ordering a new laboratory test is clinically
meaningful. Normal laboratory test results can help measure
trends, validate the required thresholds, and assess treatments.
Therefore, predicting the result of a new test as normal does not
imply its relevance or redundancy. However, redundancy
guidelines can be established by analyzing predictions using
prior consecutive results. For instance, if ≥1 previous result has
yielded normal results and the prediction of the new test is again
normal, the new laboratory blood test may be redundant. In
contrast, if the prediction is abnormal, the new test may be
relevant as it can inform medical decisions.

Relationship With Prior Reports
The relevance of the new features is consistent with prior
literature [16,17], in which entropy and conditional probability
were used to describe the high redundancy that exists in ICUs.
In our work, we went further by adapting these to predict the
abnormal results of performing a new test. Notably, to the best
of our knowledge, no previous study has used these features to
predict laboratory blood test results. This study also supports
the work by Cismondi et al [18], showing that patients’ vitals
and the value of the first laboratory test performed in the day
could guide the detection of abnormal results. However, unlike
their study, we did not include their proposed blood transfusions
to predict normal or abnormal laboratory test results as such
transfusions targeted patients with gastrointestinal bleeding. In

contrast, we extended the scope to different types of diagnoses
by the inclusion of conditional entropy and pretest probability
based on historical data.

In comparison with the studies by Roy et al [16] and Xu et al
[20], who used machine learning to predict laboratory abnormal
or normal results but did not include the pretest probability as
a feature, approach 2 achieved comparable results using a
smaller feature set (21 features vs 600 raw features).
Specifically, the RF and GB tree achieved a mean AUC >0.89
for 13 out of the 18 laboratory tests (Multimedia Appendix 2
and Figure 2). This AUC improvement again shows the
relevance of the inclusion of pretest probability as a feature in
the predictive models.

Limitations
We note that this study used an ICU data set collected in Alberta,
Canada. As ethnical and racial subgroups have different
distributions for laboratory tests [37], ICU data sets collected
in other countries may lead to different results, particularly in
low- and middle-income countries whose populations deal with
economic and cultural barriers that exacerbate their health
challenges. However, this study introduced new features that
rely on historical data, making these features flexible and
applicable to different populations. Therefore, using historical
data from a different population, the conditional entropy and
pretest probability distributions can be derived to calculate the
uncertainty of a new test that yields an abnormal result.

We also noted that our exclusion criteria excluded patients who
did not have >1 sample of the target laboratory blood test or
did not have any measurements for heart rate, respiration rate,
temperature, oxygen saturation, blood pressure, or urine output.
This condition limits the applicability of our work as it was not
designed to predict abnormal results of the first laboratory test
provided in the day or when the patient’s vitals are missing.
Future work should explore how to predict abnormal results of
a new test in such cases.

Conclusions
This study introduced new types of features to predict abnormal
or normal results in laboratory blood tests in the ICU. The new
features were extracted from historical data to describe the
chances of yielding a normal test if previous sequential tests
were normal (pretest probability) and the expected uncertainty
of an abnormal yield if a patient’s vitals were already known
(conditional entropy). These historical data combined with
patients’ data are suitable indicators to predict the abnormal
results of performing an additional laboratory blood test.
Therefore, this study provides tools that can help develop
guidelines to reduce overtesting in the ICU.
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Multimedia Appendix 1
Performance of approach 1 using the 10-fold cross-validation for each blood laboratory test and machine learning classifier. For
each classifier, the means and SDs of metrics across the 10 folds are presented. The best result for each metric and laboratory
test is in bold.
[DOCX File , 35 KB - medinform_v10i6e35250_app1.docx ]

Multimedia Appendix 2
Performance of approach 2 using the 10-fold cross-validation for each blood laboratory test and machine learning classifier. For
each classifier, the means and SDs of metrics across the 10 folds are presented. The best result for each metric and laboratory
test is in bold.
[DOCX File , 37 KB - medinform_v10i6e35250_app2.docx ]

Multimedia Appendix 3
Percentage change for the 10-fold mean metric values between approach 1 and approach 2. The asterisk indicates a statistically
significant difference (2-sided Wilcoxon rank-sum hypothesis tests adjusted with Benjamini-Hochberg using a false-positive rate
set at 0.05). The difference was conducted for each classifier and for each metric.
[DOCX File , 36 KB - medinform_v10i6e35250_app3.docx ]

Multimedia Appendix 4
Predictive rules for the fuzzy model. Entropy means that the feature is the conditional-based version.
[DOCX File , 15 KB - medinform_v10i6e35250_app4.docx ]
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AUC: area under the curve
EMR: electronic medical record
GB: gradient boosting
IBA: index balanced accuracy
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LR: logistic regression
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Abstract

Background: Nonalcoholic steatohepatitis (NASH), advanced fibrosis, and subsequent cirrhosis and hepatocellular carcinoma
are becoming the most common etiology for liver failure and liver transplantation; however, they can only be diagnosed at these
potentially reversible stages with a liver biopsy, which is associated with various complications and high expenses. Knowing the
difference between the more benign isolated steatosis and the more severe NASH and cirrhosis informs the physician regarding
the need for more aggressive management.

Objective: We intend to explore the feasibility of using machine learning methods for noninvasive diagnosis of NASH and
advanced liver fibrosis and compare machine learning methods with existing quantitative risk scores.

Methods: We conducted a retrospective analysis of clinical data from a cohort of 492 patients with biopsy-proven nonalcoholic
fatty liver disease (NAFLD), NASH, or advanced fibrosis. We systematically compared 5 widely used machine learning algorithms
for the prediction of NAFLD, NASH, and fibrosis using 2 variable encoding strategies. Then, we compared the machine learning
methods with 3 existing quantitative scores and identified the important features for prediction using the SHapley Additive
exPlanations method.

Results: The best machine learning method, gradient boosting (GB), achieved the best area under the curve scores of 0.9043,
0.8166, and 0.8360 for NAFLD, NASH, and advanced fibrosis, respectively. GB also outperformed 3 existing risk scores for
fibrosis. Among the variables, alanine aminotransferase (ALT), triglyceride (TG), and BMI were the important risk factors for
the prediction of NAFLD, whereas aspartate transaminase (AST), ALT, and TG were the important variables for the prediction
of NASH, and AST, hyperglycemia (A1c), and high-density lipoprotein were the important variables for predicting advanced
fibrosis.

Conclusions: It is feasible to use machine learning methods for predicting NAFLD, NASH, and advanced fibrosis using routine
clinical data, which potentially can be used to better identify patients who still need liver biopsy. Additionally, understanding the
relative importance and differences in predictors could lead to improved understanding of the disease process as well as support
for identifying novel treatment options.
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Introduction

Obesity, metabolic syndrome, and type 2 diabetes have reached
epidemic proportions, and these conditions are strongly
associated with nonalcoholic fatty liver disease (NAFLD) [1].
Consequently, NAFLD has become the most common type of
chronic liver disease in both adults and children [2,3]. Data
from the National Health and Nutrition Examination Survey
showed that the prevalence of NAFLD has increased from 20%
in 1988-1994 to 28.3% in 1999-2004 to 33% in 2009-2012 and
leveled off at 32% in 2013-2016 [4]. Although NAFLD as well
as nonalcoholic steatohepatitis (NASH) and fibrosis can be
reversed in many cases with weight loss, these diseases remain
significantly underdiagnosed; a recent electronic health record
analysis of almost 18 million adults in Europe found the
prevalence of NAFLD and NASH to be only 1.85% [5]. NAFLD
ranges from isolated steatosis to NASH and cirrhosis. Knowing
the difference between the more benign isolated steatosis and
the more severe NASH and cirrhosis informs the physician
regarding the need for more aggressive management.
Unfortunately, these can only be distinguished through an
invasive liver biopsy. As liver biopsies are associated with
various complications and high expenses, there is an increasing
interest in developing noninvasive methods to determine the
stage of NAFLD [6].

Previous studies have explored several biomarkers as
noninvasive surrogates, including markers of apoptosis [7],
oxidative stress [8,9], and inflammation [10,11]. Several
quantitative risk score calculators, such as the US Fatty Liver
Index (US FLI) [12], aspartate aminotransferase-to-platelet ratio
index (APRI) [13], and Fibrosis-4 (FIB-4) score [14], have been
proposed and applied in clinical studies. These scores are easy
and straightforward to calculate, yet they use data that are not
routinely collected in the clinic (eg, the US FLI includes the
waist circumference) or only use a limited number of variables
(eg, APRI uses lab values for aspartate transaminase [AST] and
platelets).

With the recent development of machine learning algorithms,
we are now able to use clinical data in much more sophisticated
ways. Perveen et al [15] applied a decision tree (DT) method
to evaluate the risk of developing NAFLD in a Canadian
population, where the onset of NAFLD is determined according
to the clinical criteria, namely Adult Treatment Panel III. Islam
et al [16] compared logistic regression (LR), random forests
(RFs), and support vector machines (SVMs) for the prediction
of fatty liver disease using gender, age, and 8 other variables
from lab tests. Yip et al [17] compared LR, ridge regression,
AdaBoost, and DT for NAFLD prediction using 6 predictors
from routine clinical and laboratory variables.

Although machine learning methods have been applied to predict
NAFLD, previous studies only focused on detecting NAFLD
without discriminating between isolated steatosis and NASH,

or advanced fibrosis. In addition, it is not clear how machine
learning methods perform compared to existing quantitative
calculators (eg, APRI) in predicting NASH or advanced fibrosis.
Therefore, the aim of this project was to determine if machine
learning algorithms could identify NASH or advanced liver
fibrosis using commonly available clinical and biochemical
data.

Methods

Data Set
Deidentified data from a NASH research database (KC) were
used. Baseline data from a total of 492 participants who had
been recruited from the general population as well as the
hepatology and endocrinology clinics at the University of
Florida in Gainesville, Florida, and the University of Texas
Health Science Center at San Antonio in San Antonio, Texas,
were included. Patients participating in this study were screened
for NAFLD by routine chemistries and liver magnetic resonance
spectroscopy. The final diagnoses of NASH and fibrosis staging
were determined via a percutaneous liver biopsy. For collecting
lab test data, the measurements were conducted at 1 point for
each patient. All patients signed the informed consent form
before participating in the study.

Variable Encoding
To use the clinical and laboratory variables in machine learning
algorithms, we compared 2 encoding methods including (1)
categorical encoding, where the continuous lab values were
converted into clinically meaningful categories according to
domain experts; and (2) continuous encoding, where the
continuous values were directly used without categorization.
The categorical variables (eg, gender) were directly used in both
encoding methods.

Machine Learning Methods
We compared LR, DTs, RFs, SVMs, and gradient boosting
(GB), 5 widely used machine learning algorithms, for the
prediction of NAFLD, NASH, and advanced fibrosis. LR is a
widely used statistical model that applies a logistic function to
determine model dependency among variables. LR has been
widely used in a number of clinical studies to assess associations
or predict outcomes. In this study, we used LR as the baseline
and compared it with other machine learning methods. DT and
RFs are 2 tree-based machine learning methods that are widely
used in data mining and machine learning. An SVM is a typical
machine learning algorithm based on the large margin theory
and has been applied to various prediction tasks. GB is a
machine learning technology that produces a strong predictive
model through ensembles of a number of weak models such as
DTs. We implemented LR, DT, RFs and SVMs using the
sciki-learn library [18] and implemented GB using the official
XGBoost package.
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Feature Importance Analysis Using SHAP (SHapley
Additive ExPlanations)
We also evaluated the important variables contributing to the
prediction to examine how machine learning methods work
using the SHAP method [19]. We used the feature importance,
summary plot, and decision plot in SHAP to examine these
variables. SHAP feature importance is a global importance score
derived from the averaged absolute Shapley values per feature
across the data set. Features with high SHAP importance are
more influential for model prediction. The SHAP summary plot
combines feature importance with feature effects. In a summary
plot, each point is a Shapley value for a feature and an instance.
The position on the y-axis is determined by the feature (ranked
by the feature importance) and that on the x-axis by the Shapley
value (positive or negative impact on model prediction). The
color represents the feature value from low to high (red for high
and blue for low). The summary plot is typically used to
interpret the feature-model prediction association (positive or
negative). The SHAP decision plot is used to show how features
influence the models’ decision-making for individual samples.
In a typical decision plot, there is a straight gray line indicating
the model’s base value (starting point) and a colored line
indicating prediction. Starting at the bottom of the plot, the
prediction line shows how the SHAP values (ie, feature effects)
accumulate from the base value to arrive at the model’s final
score at the top of the plot. Thus, we can interpret which sets
of features determine the model prediction results quantitatively.
In this study, we adopted the decision plots for misclassification
analysis.

Existing NAFLD Risk Score Calculators
We examined 3 existing risk score calculators for the staging
of liver fibrosis, including APRI [13] ([AST / 40] / platelets ×
100), FIB-4 score [14] ([age × AST] / [platelets × √ALT]), and
NAFLD fibrosis score (NFS) [20] (–1.675 + [0.037 × age] +
[0.094 × BMI] + [1.13 × diabetes] + [0.99 × AST/ALT ratio]
– [0.013 × platelets] – [0.66 × albumin]). We excluded the US
FLI [12], as the waist circumference is not routinely measured
in clinical practice.

Experiments and Evaluation
For machine learning methods, we used 5-fold cross-validation
and determined the area under the receiver operating
characteristic curve (AUC or AUC-ROC) as the evaluation
metric. In the 5-fold cross-validation, the 492 patients were

divided into 5 equal groups. We trained the machine learning
model using 5 groups and used the remaining group as the test
set for prediction. We repeated this training/prediction procedure
5 times and shuffled the groups so that each group could get a
chance to serve as the test set. The parameters of the machine
learning methods were optimized according to the 5-fold
cross-validation result (training curves shown in Figures S2
through S6 in Multimedia Appendix 1). Then, we calculated
the specificity and sensitivity based on the Youden’s J statistic
(Youden index) [21,22] determined from the ROC curve along
with the AUC using the prediction from the 5-fold
cross-validation. To reduce the bias of random grouping, for
each machine learning method, we repeated the 5-fold
cross-validation 20 times using different random seeds and
calculated the mean specificity, mean sensitivity, mean AUC,
and 95% CI. For existing scoring algorithms (APRI, FIB-4, and
NFS), we used the bootstrapping strategy 100 times (80% data
each time) to calculate the mean specificity, sensitivity, and
AUC. Then, we selected the best machine learning method and
compared it with existing scoring algorithms for the prediction
of fibrosis. The mean AUC was used as the primary score for
evaluation. All statistically significant parameters were identified
by conducting 2-tailed t tests.

Ethics Approval
This study was approved by the Institutional Review Board of
the University of Florida (reference number: IRB201800923).

Results

Baseline characteristics are presented in Table 1, separating
patients based on the presence or absence of NASH. Tables
S1and S2 (see Multimedia Appendix 1) present the baseline
characteristics based on the presence or absence of advanced
fibrosis and NAFLD, respectively.

Table 2 shows the performance of the machine learning methods
for NAFLD prediction. The GB model with continuous encoding
of variables achieved the best mean AUC score of 0.9043
(derived by performing the 5-fold cross-validation 20 times).
The RF model with the continuous encoding method also
achieved a comparable mean AUC score of 0.9020. Subsequent
statistical analysis showed no significant difference (P=.61)
between RFs and GB. Both GB and RFs outperformed the LR
with P<.001 indicating statistical significance.
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Table 1. Baseline characteristics of patients with and without nonalcoholic steatohepatitis (N=492).

P valuebPatients without NASH (n=294)Patients with NASHa (n=198)Characteristic

.2254 ± 1155 ± 10Age, years, mean (SD) 

.88214 (73)142 (72)Males, n (%)

<.001Ethnicity, n (%)

126 (43)109 (55)Caucasian

107 (36)73 (37)Hispanic

55 (19)11 (5.5)African American

4 (1)3 (1.5)Asian

2 (1)0 (0)Indian

0(0)2(1)Pacific Islander

.0233 (5.5)34.1 (4.7)BMI, kg/m2, mean (SD)

.93134 (17)134 (16)SBPc, mmHg, mean (SD)

.5778 (10)79 (10)DBPd, mmHg, mean (SD)

<.001168 (38)183 (44)Total cholesterol, mg/dL, mean (SD)

<.001137 (85)202 (148)TGe, mg/dL, mean (SD)

.0398 (34)106 (36)LDL-Cf, mg/dL, mean (SD)

<.00143 (13)39 (11)HDL-Cg, mg/dL, mean (SD)

.0046.5 (1.2)6.8 (1.3)A1c
h, %

<.00128 (14)47 (26)ASTi, IUj/L, mean (SD)

<.00137 (27)64 (37)ALTk, IU/L, mean (SD)

.0030.8 (0.4)0.9 (0.5)Bilirubin, mg/dL, mean (SD)

.006237 (63)257 (84)Platelets, 109/L, mean (SD)

.0054.1 (0.4)4.2 (0.3)Albumin, g/L, mean (SD)

.142.05 (2.41)2.31 (1.51)TSHl, mIU/L, mean (SD)

.01127 (40)136 (39)FPGm, mg/dL, mean (SD)

<.001Glucose  tolerance  (n, %)

181 (62)144 (73)Type 2 diabetes

48 (16)41 (21)Impaired glucose tolerance

36 (12)7 (3)Impaired fasting glucose

29 (10)6 (3)Normal glucose tolerance

<.001247 (84)191 (96)Presence of metabolic syndrome, n (%)

<.001206 (70)180 (91)Presence of dyslipidemia, n (%)

<.001181 (62)159 (80)Use of blood pressure medications, n (%)

.99154 (52)103 (52)Use of statins, n (%)

.22119 (40)92 (46)Use of metformin, n (%)

.9665 (22)45 (23)Use of sulfonylurea, n (%)

aNASH: nonalcoholic steatohepatitis.
bFor continuous variables, the P values were calculated by the 2-sided t test using 2 independent variables with unequal population variances. For
categorical variables, the P values were calculated using the chi-square test.
cSBP: systolic blood pressure.
dDBP: diastolic blood pressure.
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eTG: triglyceride.
fLDL-C: low-density lipoprotein-cholesterol.
gHDL-C: high-density lipoprotein-cholesterol.
hA1c: hyperglycemia
iAST: aspartate transaminase.
jIU: international units.
kALT: alanine aminotransferase.
lTSH: thyroid-stimulating hormone.
mFPG: fasting plasma glucose.

Table 2. Performance of machine learning methods for prediction of nonalcoholic fatty liver disease.

Mean AUCa (95% CI)Mean specificityMean sensitivityMethod and feature encoding

Logistic regression

0.8632 (0.8560-0.8704)0.85570.7631Categorical

0.8786 (0.8716-0.8855)0.84520.8232Continuous

Support vector machines

0.8599 (0.8523-0.8676)0.81120.8013Categorical

0.8524 (0.8455-0.8594)0.82450.7773Continuous

Decision tree

0.7932 (0.7835-0.8029)0.77960.7297Categorical

0.8078 (0.7974-0.8183)0.78090.7888Continuous

Random forests

0.8782 (0.8717-0.8848)0.86020.7811Categorical

0.9020 (0.8957-0.9083)0.85950.8250Continuous

Gradient boosting

0.8686 (0.8615-0.8756)0.83800.7895Categorical

0.9043 (0.8979-0.9107)0.86940.8343Continuous

aAUC: area under the receiver operating characteristic curve.

Table 3 compares the performance of the machine learning
models in the prediction of NASH. The GB model with
continuous encoding achieved the best mean AUC of 0.8166.
The RF model with the continuous encoding method achieved
a similar mean AUC score of 0.8119. Statistical comparisons
between GB and RFs showed that P=.42, indicating no
significant difference. Again, both GB and RFs significantly
outperformed LR with P<.001 and P=.007, respectively.

Table 4 summarizes the performance of the machine learning
methods in the prediction of advanced fibrosis. GB with the
continuous encoding method achieved the best mean AUC of
0.8360. RFs with the continuous encoding method achieved a
comparable mean AUC score of 0.8337, which is not
significantly different from that of GB (P=.76). Although both
GB and RFs outperformed LR in terms of the mean AUC score,
subsequent statistical tests showed no significant difference
between them (P=.29 between GB and LR; P=.46 between RFs
and LR).

Next, we compared the best machine learning method (GB with
continuous variable) with existing scoring algorithms in

predicting advanced fibrosis. Table 5 shows the comparison
results. The GB model outperformed the 3 existing scoring
algorithms with an averaged AUC of 0.8360 for advanced
fibrosis with significant P values. Among the 3 existing scoring
algorithms, APRI achieved the best performance with an
averaged AUC of 0.7890 in predicting the outcome. The
AUC-ROC curves are provided in Figure S1 of Multimedia
Appendix 1.

Finally, we examined the importance scores of the top 10
variables for the disease states based on the SHAP values (see
Table S2 in Multimedia Appendix 1). The top important
variables for each condition were determined by the SHAP
importance feature, which is defined as the mean absolution
SHAP value. Figure 1 graphically demonstrates these results.
For NAFLD, ALT was the most important variable (SHAP
importance =1.02) followed by TG and BMI. For NASH, AST
was the most important factor (SHAP importance=0.5) followed
by ALT and TG. For advanced fibrosis, AST was the most
important risk factor (SHAP importance=0.91) followed by
hyperglycemia (A1c) and HDL.
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Table 3. Performance of machine learning methods in prediction of nonalcoholic steatohepatitis.

Mean AUCa (95% CI)Mean specificityMean sensitivityMethod and feature encoding

Logistic regression

0.7858 (0.7769-0.7948)0.75230.7244Categorical

0.7956 (0.7871-0.8041)0.79030.7070Continuous

Support vector machines

0.7924 (0.7813-0.7983)0.74800.7383Categorical

0.7968 (0.7886-0.8050)0.82560.6836Continuous

Decision trees

0.7201 (0.7098-0.7304)0.66930.7064Categorical

0.7305 (0.7210-0.7401)0.68810.6937Continuous

Random forests

0.7910 (0.7819-0.8001)0.80410.6979Categorical

0.8119 (0.8036-0.8215)0.76910.7582Continuous

Gradient boosting

0.7914 (0.7827-0.8001)0.76000.7226Categorical

0.8166 (0.8083-0.8249)0.78360.7525Continuous

aAUC: area under the receiver operating characteristic curve.

Table 4. Performance of machine learning methods in prediction of advanced fibrosis.

Mean AUCa (95% CI)Mean specificityMean sensitivityMethod and feature encoding

Logistic regression

0.7950 (0.7837-0.8063)0.77300.7683Categorical

0.8278 (0.8172-0.8392)0.74280.8500Continuous

Support vector machines

0.7628 (0.7489-0.7767)0.75870.7367Categorical

0.8122 (0.8002-0.8233)0.73200.8242Continuous

Decision tree

0.7844 (0.7651-0.8037)0.80100.7467Categorical

0.6947 (0.6740-0.7153)0.73790.6667Continuous

Random forests

0.8118 (0.7985-0.8251)0.85290.7425Categorical

0.8337 (0.8227-0.8447)0.77570.8325Continuous

Gradient boosting

0.8115 (0.7977-0.8253)0.83610.7492Categorical

0.8360 (0.8254-0.8467)0.80740.8083Continuous

aAUC: area under the receiver operating characteristic curve.
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Table 5. Comparison of gradient boosting (the best machine learning method) with existing scoring algorithms for prediction of advanced fibrosisa.

P valueMean AUCb (95% CI)Mean specificityMean sensitivityMethod

N/Ad0.8360 (0.8254-0.8467)0.80740.8083GBc

<.0010.7984 (0.7964-0.8004)0.76060.7424APRIe

<.0010.7394 (0.7371-0.7417)0.66740.7176FIB-4f

<.0010.6843 (0.6777-0.6909)0.56730.7506NFSg

aThe scores for APRI, FIB-4, and NFS were calculated by bootstrapping 80% of the data from all 492 patients 100 times.
bAUC: area under the receiver operating characteristic curve.
cGB: gradient boosting.
dN/A: not applicable.
eAPRI: aspartate aminotransferase-to-platelet ratio index.
fFIB-4: Fibrosis-4.
gNFS: Nonalcoholic Fatty Liver Disease Fibrosis Score.
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Figure 1. Top 10 important risk factors for prediction of NAFLD, NASH, and fibrosis based on SHAP importance calculated using the GB models
with the continuous feature encoding method. (SHAP importance was derived from the averaged absolute SHAP values). A1c: hyperglycemia; ALT:
alanine aminotransferase; AST: aspartate transaminase; BILIRRUB: bilirubin; CHOL: cholesterol; DBP: diastolic blood pressure; DYSLIPID:
dyslipidemia; FPG: fasting plasma glucose; GB: gradient boosting; HDL: high-density lipoprotein; LDL: low-density lipoprotein; NAFLD: nonalcoholic
fatty liver disease; NASH: nonalcoholic steatohepatitis; TG: triglyceride; TSH: thyroid-stimulating hormone; SHAP: SHapley Additive exPlanations.

Discussion

Principal Findings
In this study, we systematically compared 5 machine learning
algorithms for prediction of NAFLD, NASH, and advanced
fibrosis using variables from routine lab tests and patients’
demographics. We collected 33 variables from a total of 492
patients with NAFLD, NASH, and advanced fibrosis verified
by liver biopsy. The experimental results show that the GB
model achieved the best mean AUC scores of 0.9040, 0.8135,
and 0.8360 for the prediction of NAFLD, NASH, and advanced
fibrosis, respectively. This study demonstrated that it is feasible
to use machine learning methods for noninvasive diagnosis of
NAFLD, NASH, and advanced fibrosis.

We compared the best machine learning model, GB, with 3
existing risk score calculators (APRI, FIB-4, and NFS) and the
comparison results showed that GB significantly outperformed
the existing calculators in identifying fibrosis by leveraging
more patient variables. Even though APRI is a simple calculator
defined using only AST and Platelet, it achieved a decent
performance in identifying fibrosis cases with a relatively small
margin (~4%) compared to GB. Existing risk score calculators
are defined using a limited number of variables; therefore, they
are straightforward to calculate and easy to use in clinical
settings. On the other hand, machine learning methods can
achieve better performance by leveraging more variables from
patients. The GB model significantly outperformed FIB-4 and
NFS recommended in recent guidelines, indicating the potential
use of machine learning models as screening tools for improved
identification of advanced fibrosis in clinics.
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To use the variables in machine learning methods, we compared
2 encoding methods including continuous encoding and
categorical encoding. Categorical encoding used domain expert
knowledge to categorize the continuous lab test values into
different clinically meaningful categories (eg, low, normal, and
high). In contrast, continuous encoding is purely a data-driven
approach, using the lab values as they are and leaving the
machine learning models to learn the cutoffs. The experimental
results show that continuous encoding is better for representing
lab values in machine learning methods.

To understand how the GB model predicts NAFLD, NASH,
and advanced fibrosis, we examined the top 10 important
features, as shown in Figure 1. For NAFLD (Figure 1A), the
findings make clinical sense with ALT as the most important
risk factor, followed by obesity (BMI) and an indirect measure
of steatosis such as TG and HDL, which are inversely related
to NAFLD in the SHAP summary plot (Figure 1A right). As
expected, other risk factors were also positively associated with
NAFLD. For example, a high ALT indicates a high probability
of NAFLD. This is consistent with clinical practice. For NASH
(Figure 1B), AST is the most important feature followed by
ALT with a SHAP importance value comparable to that of AST,
which is also consistent with clinical practice. However, when
compared to NAFLD, we identified 3 novel features in the top
10, including atherogenic dyslipidemia (TG), hyperglycemia
(fasting plasma glucose), and thyroid hormone status
(thyroid-stimulating hormone). Abnormalities in the hepatic
thyroid hormone metabolism are gaining momentum as
conditions that may be linked with the development of
steatohepatitis [23]. Similar to NAFLD, many features (Figure
1B right) have positive associations with NASH. As anticipated,
AST was the most important feature for advanced fibrosis
(Figure 1C); however, A1c was a novel factor related to the

development of advanced liver fibrosis and the second most
important one. Some studies have suggested a link between A1c

and diabetes and NASH [24,25], but the relationship of diabetes
with the severity of steatohepatitis and fibrosis remains
controversial [26]. Their relevance can be best appreciated in
the summary plot (Figure 1C right). The order of these variables
only provides correlative evidence and certainly not cause and
effect; however, data such as these can also lead to the
generation of hypotheses pertaining to the relative role of
adiposity vs insulin resistance vs hyperglycemia in the
progression of liver disease from NAFLD to NASH, and then
to advanced fibrosis, and offer insights into the opportunities
for future targeted therapies.

Figure 2 presents 2 error cases of the GB model in predicting
advanced fibrosis. As for the false positive case (Figure 2A),
this patient had no fibrosis according to the biopsy result (has
NASH), but the model predicted fibrosis. The decision plot
shows that the HDL (37 mg/dL), low-density lipoprotein (33
mg/dL), and Platelet (360K) of this patient are within the normal
range, thus decreasing the SHAP value for fibrosis. However,
the A1c (11%) and AST (56 units per liter) of this patient are
significantly higher than the normal range, which increased the
SHAP value for fibrosis and led to the final predicted positive
outcome. This observation is consistent with the feature
importance analysis (Figure 1C) showing that A1c and AST are
strongly positively associated with the risk of advanced fibrosis.
As for the false negative case (Figure 2B), the patient had
advanced fibrosis determined from biopsy, but the GB model
provided a negative prediction (no fibrosis). Although this
patient has an A1c of 9.4%, which increases the SHAP value, a
normal AST (26 units per liter) significantly reduced the SHAP
value and led to the final negative prediction outcome.
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Figure 2. Decision plots for false positive and false negative prediction cases using the gradient boosting model with the continuous feature encoding
method on advanced fibrosis. A1c: hyperglycemia; AST: aspartate transaminase; ALT: alanine aminotransferase; BILIRRUB: bilirubin; CHOL:
cholesterol; DBP: diastolic blood pressure; DIAB: diabetes; DYSLIPID: dyslipidemia; FPG: fasting plasma glucose; HDL: high-density lipoprotein;
IFG: impaired fasting glucose; LDL: low-density lipoprotein; METFO: metformin; NGT: narrow gastric tube; SBP: systolic blood pressure; TG:
triglyceride; TSH: thyroid-stimulating hormone.

Limitations
This study has limitations. First, the cohort in this study had
492 patients who were recruited at the University of Florida
and the University of Texas Health Science Center. Future
studies should examine our model using cohorts from different
regions. Second, this study focused on 4 types or groups of
medications as blood pressure medications, including statins,
metformin, and sulfonylurea identified by the domain experts
(physicians at the University of Florida). We plan to extend the
data set and examine more medications (eg, obeticholic acid,
pentoxifylline). Recent studies [27-30] showed that social
determinants of health and environmental exposure are

associated with the risk of liver diseases, which could be further
explored.

Conclusions
This study shows that it is feasible to use machine learning
algorithms to identify NAFLD, NASH, and advanced fibrosis
using common clinically available data. Further validation using
larger and more clinically diverse data sets is required. Using
only clinically available data, this method can effectively target
individuals most likely to benefit from a liver biopsy to diagnose
advanced liver disease. Additionally, understanding the relative
importance of and differences in predictors could lead to
improved understanding of the disease process and provide
better support for identifying novel treatment options.
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Abstract

Background: Medication-wide association studies (MWAS) have been applied to assess the risk of individual prescription use
and a wide range of health outcomes, including cancer, acute myocardial infarction, acute liver failure, acute renal failure, and
upper gastrointestinal ulcers. Current literature on the use of preconception and periconception medication and its association
with the risk of multiple gestation pregnancies (eg, monozygotic and dizygotic) is largely based on assisted reproductive technology
(ART) cohorts. However, among non-ART pregnancies, it is unknown whether other medications increase the risk of multifetal
pregnancies.

Objective: This study aimed to investigate the risk of multiple gestational births (eg, twins and triplets) following preconception
and periconception exposure to prescription medications in patients who delivered at Penn Medicine.

Methods: We used electronic health record data between 2010 and 2017 on patients who delivered babies at Penn Medicine,
a health care system in the Greater Philadelphia area. We explored 3 logistic regression models: model 1 (no adjustment); model
2 (adjustment for maternal age); and model 3—our final logistic regression model (adjustment for maternal age, ART use, and
infertility diagnosis). In all models, multiple births (MBs) were our outcome of interest (binary outcome), and each medication
was assessed separately as a binary variable. To assess our MWAS model performance, we defined ART medications as our gold
standard, given that these medications are known to increase the risk of MB.

Results: Of the 63,334 distinct deliveries in our cohort, only 1877 pregnancies (2.96%) were prescribed any medication during
the preconception and first trimester period. Of the 123 medications prescribed, we found 26 (21.1%) medications associated
with MB (using nominal P values) and 10 (8.1%) medications associated with MB (using Bonferroni adjustment) in fully adjusted
model 3. We found that our model 3 algorithm had an accuracy of 85% (using nominal P values) and 89% (using
Bonferroni-adjusted P values).

Conclusions: Our work demonstrates the opportunities in applying the MWAS approach with electronic health record data to
explore associations between preconception and periconception medication exposure and the risk of MB while identifying novel
candidate medications for further study. Overall, we found 3 novel medications linked with MB that could be explored in further
work; this demonstrates the potential of our method to be used for hypothesis generation.

(JMIR Med Inform 2022;10(6):e32229)   doi:10.2196/32229
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Introduction

Multifetal pregnancies are at a high risk for obstetric
complications, including anemia, preterm labor,
pregnancy-induced hypertension, placental previa, and fetal
malformations [1,2]. These pregnancies pose a risk of adverse
fetal and infant outcomes and an increased risk of maternal
morbidity and mortality [3,4]. Multifetal pregnancy can occur
due to genetic and environmental factors, with higher maternal
age, advanced parity, and use of assisted reproductive
technology (ART) as established factors in multifetal pregnancy
[5]. Although the etiology of dizygotic twins is in most cases
straightforward (eg, increase in the number of embryo transfers
and medications that increase oocyte release), the etiology of
increased monozygotic twinning is less well characterized
outside of ART use and fertility treatments [6].

ART is a widely accepted treatment for infertile couples,
referring to all treatments that include the handling of eggs,
sperm, and embryos. Outside the scope of ART, hormonal
medications for the purpose of facilitating a successful
pregnancy are referred to as fertility treatment. Increased rates
of monozygotic twinning have been observed in pregnancies
due to ART use (ie, in vitro fertilization [IVF],
micromanipulation, multiple embryo transfer, and gonadotrophin
treatment) [6-8]. Ovulation induction (eg, gonadotrophin
treatment) therapy may predispose to monozygotic twinning or
greater survival of monozygotic twins after their formation [6].
An estimated 1.8% of births in the United States in 2016 were
conceived with ART, of which approximately 30.4% were twins
and 1.1% were triplets. In animal models, mitotic inhibitors and
teratogenic agents were observed to induce monozygotic
twinning [9]. In humans, the mechanism of induction of
spontaneous twinning remains unknown; twinning-inducing
factors outside of ART are thought to involve an environmental
exposure (eg, medications and teratogenic agents) during a
critical window of pregnancy [9].

The wealth of information from electronic health record (EHR)
data can allow for hypothesis-driven research on the associations
between medications and pregnancy outcomes. Ryan et al [10]
proposed a medication-wide association study (MWAS)
approach, in which an outcome of interest is compared with all
drugs available for comparison. This approach has been applied
to a variety of health outcomes, including cancer risk [11,12];
spontaneous preterm birth [13]; acute myocardial infarction
[10,14,15]; and acute liver failure, acute renal failure, and upper
gastrointestinal ulcers [10].

Except for research conducted on nationwide health care data
registries [11,12,14], MWAS approaches often depend on
administrative claims data [10,13,15]. We aimed to present a
methodology to systematically explore potential associations
between the medications prescribed during the preconception
and first trimester period and the occurrence of multiple birth
(MB) in patients who delivered at Penn Medicine. Existing
screening tools for multifetal pregnancies aim to characterize
perinatal morbidity and mortality [16,17], observe noninvasive
prenatal screening techniques [18], detect twin-twin transfusion
syndrome [19], determine intertwin weight discordance [20],

predict MB risk [21], and discover other associations with
pregnancy complications [22]. A multitude of these studies
depend on IVF clinical data [21], involve increased fetal
monitoring [19,20,22], concern twin pregnancy management
[18], or are focused on pregnancy complications associated with
MB [16,17,22]. Our literature review found no prior research
that observes prescription medication use during the
periconceptual and first trimester period and its association with
MB, let alone using EHR data.

This study illustrates a proof-of-concept MWAS approach for
hypothesis-driven pharmacovigilance research on EHR data,
with a particular focus on MB.

Methods

Data Source and Identification of MB (Outcome)
We used EHR data obtained from 4 different hospitals within
the Penn Medicine system: the Hospital of the University of
Pennsylvania, the Pennsylvania Hospital, Penn Presbyterian
Hospital, and Chester County Hospital. The deliveries were
identified using a previously developed algorithm called Method
to Acquire Delivery Date Information from Electronic Health
Records (MADDIE) [23]. The MADDIE identified deliveries
occurred between 2010 and 2017. The outcome of interest was
MB as determined by the International Classification of
Diseases, 9th Revision, Clinical Modification and International
Classification of Diseases (ICD), 10th Revision, billing codes.
We used only the MB codes assigned at the time of delivery
(ie, we did not include MB if coded during the pregnancy and
not at the time of birth). The total list of codes used to define
our outcome is provided in Multimedia Appendix 1. MB differs
slightly from multifetal pregnancies in that MB indicates that
at the time of birth, the pregnancy consisted of multiple fetuses.
Therefore, vanishing twin syndrome and other pregnancy
conditions or procedures that reduce the number of fetuses
before birth were not assessed in this study [24,25]. We obtained
a waiver of consent, as this study included retrospective EHR
data analysis without further contact with patients.

Ethics Approval
This study was approved by the institutional review board of
the University of Pennsylvania (#828000).

Adjustment for Known Associations of MB
Although a majority of twin births result from natural
conception, the incidence of twins and other higher order
multifetal pregnancy resulting from superovulation and ART
is 20 times greater than the incidence from natural conception
[26]. Therefore, we adjusted for ICD, 9th Revision and ICD,
10th Revision billing codes for ART-resulting pregnancy and
infertility diagnoses (Multimedia Appendix 2). As ART and
infertility diagnoses would likely be assigned both before
pregnancy and during pregnancy, we assigned patients as having
ART and infertility if they received any of the corresponding
ICD codes between 315 days before delivery and the expected
date of delivery.
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Drug Classification (Exposure Classification)
We mapped all inpatient and outpatient medications from Epic
and other EHR systems to RxNorm using a previously described
method [27]. In short, medications are mapped to the best match
to RxNorm, which is limited to the granularity of the ingredient
concept. We defined a preconception/first trimester exposure
as any medication prescription occurring from 275 days before
delivery to 215 days before delivery to capture medications
slightly before conception and the first trimester of pregnancy.
As ART and fertility medications are often prescribed around
the time of conception, we chose this window. Most multifetal
pregnancies result in preterm birth and are often completed in
<270 days after conception. Therefore, we chose the window
of 275-215 days before birth to capture the preconception and
periconception window where ART and fertility medications
are likely to be used.

We manually annotated the complete list of medications, adding
the following elements: generic name, medication type, specific
medication type, US Federal Drug Agency pregnancy category,
associated comorbidities, and associations with pregnancy
outcome treatment. We manually annotated this list because
many drugs used in fertility treatments are used off-label;
therefore, standardized medical terminology systems would be
ineffective in capturing those use cases [28]. We referred to the
database [29], RxNav, and a reference guide to fetal and
neonatal risk [30] to assign medication use categories to each
medication as appropriate. The database [29] is sourced from
several medication information suppliers, including Wolters
Kluwer Health, the American Society of Health System
Pharmacists, Cerner Multum, IBM Watson Micromedex, and
Mayo Clinic. Medications used for ART and infertility treatment
were defined by the Society for Assisted Reproductive
Technology (SART) consumer information and practice
guidelines [31]. We grouped medications that were generic and
brand names into one to evaluate the effect of the primary
ingredient on the birth outcome. Next, we limited the medication
list to medications prescribed to at least five patients during the
defined exposure time.

Statistical Analysis: MWAS of MB
We constructed 3 logistic regression models with MB as our
outcome of interest (binary outcome, 0 or 1), and the effect of
each medication on the outcome was assessed separately (each
medication exposure was a binary variable, coded 0 or 1). The
analysis was performed using the general linear model function
in R. The control group for each medication comprised all
patients without exposure to the target medication (coded as 0),
including patients who had no exposure to medications in the
EHR data. Consequently, each target medication had its own
control group. We adjusted for 3 known confounders of MB:

maternal age (encounter age), ART-resulting pregnancy
diagnoses (0 or 1), and infertility diagnoses (0 or 1; Multimedia
Appendix 2). A total of three models were constructed: (1)
model 1 (no adjustment), (2) model 2 (adjustment for maternal
age), and (3) model 3 (adjustment for maternal age,
ART-resulting pregnancy, and infertility diagnosis). Diagnoses
for ART-resulting pregnancy and infertility were considered in
model 3 to account for potential missing prescription data for
fertility medical treatment. We reported significant medications
(nominal P<.05; Bonferroni-adjusted P<.05) given the multiple
testing that we were performing and calculated odds ratios (ORs)
with 95% CIs.

Validation of MWAS and Determining Novel
Medications Associated With MB
Significant medications (P<.05) with nominal P values and
Bonferroni-adjusted P values were evaluated on performance
to capture medications used in ART and infertility treatment
with binary classification. As previously stated, ART use is an
established factor in multifetal pregnancy; therefore, these
medications are likely to be associated with MB. The analysis
was limited to the medications captured within the defined
medication exposure window. Using confusion matrices, we
calculated precision, sensitivity, specificity, accuracy, and F1
score (Multimedia Appendix 3).

We categorized medications with significant nominal P values
into three categories: (1) fertility medications used in ART, (2)
medications used for comorbidities associated with MB, and
(3) medications not associated with MB in the current literature.

Results

Cohort Characteristics
We obtained EHR data from 1,060,100 female patients treated
at Penn Medicine, with inpatient and outpatient visits between
2010 and 2017. A previously developed algorithm called
MADDIE identified 50,560 patients who delivered a baby at
Penn Medicine having 63,334 distinct deliveries [23]. Figure 1
illustrates the study selection process of the cohort. As shown
in Figure 1, our cohort contained 63,334 pregnancies delivered
between 2010 and 2017 at Penn Medicine, which was
determined by the previously developed MADDIE algorithm
[23]. We found that 1562 pregnancies included multiples (eg,
twins, triplets, and other higher order multiples), amounting to
2.47% (1562/63,334) of our cohort. We found that of 63,334
pregnancies, 1877 (2.96%) had a recorded prescription
medication exposure during the defined exposure time.
Furthermore, we found that 5.5% (86/1562) MB pregnancies
had a recorded prescription medication exposure during
pregnancy.
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Figure 1. Retrospective cohort selection process. MADDIE: Method to Acquire Delivery Date Information from Electronic Health Records; MWAS:
medication-wide association study.

Drug Classification (Exposure Classification)
We manually annotated 123 medications that were prescribed
during the preconception period and the first trimester period
of 1877 pregnancies of the 63,334 (2.96%) total distinct
deliveries in our cohort (Table 1). These 123 medications
belonged to 25 broad drug classes. In our cohort, 15 medications
that are typically used as part of fertility treatment were
prescribed during pregnancy (Multimedia Appendix 4) [21,22].
Pregnancies with fertility medication exposure (231/63,334,
0.4%) are described in Table 1; the mean age difference (34.6,
SD 4.0 years) and the higher incidence of MB (37/231, 16%),
ART (16/231, 6.9%), and infertility (4/231, 1.7%) diagnoses
are notable, as expected with patients using fertility medication.

Aside from fertility medications, the list contained several types
of pain (15/123, 12.2%), antibiotic (11/123, 8.9%), and
antihistamine medications (8/123, 6.5%). Most of the extracted
medications were not formally assigned (48/123, 39%), followed
by category C (31/123, 25.2%) and category B (24/123, 19.5%)
medications. As expected, fewer medications were categorized
as category A (2/123, 1.6%) and category D (5/123, 4.1%). We
found 9.8% (12/123) of medications were categorized as
category X, contraindicated in pregnancy, medications—all of
which are medications indicated for fertility treatment,
contraception, or other indications in obstetrics and gynecology
practice.
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Table 1. Retrospective cohort medication exposure data.

Fertility medicationb

exposure (n=231)

Prescription medication

exposurea (n=1877)

No prescription medication
exposure (n=61,457)

Total distinct deliveries
(N=63,334)

Pregnancy outcome, n (%)

37 (16)86 (4.58)1476 (2.4)1562 (2.47)Multiple birthc

Diagnosis, n (%)

16 (6.9)28 (1.49)218 (0.35)246 (0.39)Assisted reproductive technologyd

4 (1.7)9 (0.48)39 (0.06)48 (0.08)Infertilitye

34.6 (4.0)30.5 (5.7)29.5 (6.1)29.5 (6.1)Maternal age, mean (SD)

aPrescription medication exposure is during the preconception period and the first trimester period only in this cohort.
bMultimedia Appendix 4 provides a list of medications with indication for infertility treatment; note that this is a subset of patients with prescription
medication exposure.
cMultiple birth determined by International Classification of Diseases (ICD) codes shown in Multimedia Appendix 1.
dPregnancy resulting from assisted reproductive was determined by the ICD codes shown in Multimedia Appendix 2.
eInfertility diagnosis determined by ICD codes shown in Multimedia Appendix 2.

MWAS: MB
In Figure 2, the significant medications (P<.001 to P=.04) from
our fully adjusted model (ie, model 3) are shown with ORs
(95% CIs) in a forest plot. The results for all 3 models are
presented in Multimedia Appendix 5. Several fertility treatment
medications have higher ORs in comparison, namely, Vivelle,
Novarel, Menopur, Follistim, clomiphene, and chorionic
gonadotropin. The medication class with the highest number of

drugs associated with MB (P<.001 to P=.04) was fertility
treatment (11/123, 8.9%) prescriptions. The forest plot in Figure
2 illustrates the OR (95% CI) of the significant medications by
the covariates in model 3, where an association with
ART-resulting pregnancy and infertility diagnoses is shown.
The resulting ORs with 95% CIs are listed in Multimedia
Appendix 6 for significant (P<.001 to P=.04) and nonsignificant
(P=.5 to P=.98) medications.

Figure 2. Medications and covariates significantly associated with multiple birth, using odds ratio (95% CIs). Medication names found significant in
our logistic regression model 3 (P<.05) are categorized by drug classification. Odds ratio and CIs are plotted for the covariates in model 3, by each
medication: assisted reproductive technology (ART)–resulting pregnancy, infertility diagnosis, and maternal age. Fertility medications are indicated in
blue.
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Validation Set Performance
Validation set performance was evaluated for our fully adjusted
model (model 3). Of the 123 medications extracted, we found
26 (21.1%) medications nominally associated with MB (P<.001
to P=.04) and 11 (8.9%) medications associated with MB using
the Bonferroni adjustment (P<.001 to P=.04). Multimedia
Appendix 5 provides the confusion tables from the performance

analysis of all 3 models. Using the Bonferroni correction
method, 57% (8/14) fertility medications were captured, whereas
79% (11/14) were captured using the raw or nominal P value
(Multimedia Appendix 7); therefore, sensitivity performance
was greater using noncorrected P values (Table 2). This
indicates the utility of using nominal P values in exploratory
MWAS.

Table 2. Performance validation of assisted reproductive technology medications in medication-wide association study.

Performance metrica

F1 scorePrecisionAccuracySpecificitySensitivity

Model 1: no adjustment

.54.41.84.84.80P value

.54.64.90.96.47P value with Bonferroni adjustment

Model 2: adjustment for maternal ageb

.53.41.84.85.73P value

.50.64.90.96.47P value with Bonferroni adjustment

Model 3: adjustment for maternal age and assisted reproductive technology diagnosisc and infertility diagnosisd

.53.42.85.86.73P value

.48.60.89.96.40P value with Bonferroni adjustment

aPerformance metrics were calculated using formulas shown in Multimedia Appendix 3.
bMaternal age determined by age at delivery encounter.
cPregnancy resulting from assisted reproductive technology determined by the International Classification of Diseases codes shown in Multimedia
Appendix 2.
dInfertility diagnosis determined by the International Classification of Diseases codes shown in Multimedia Appendix 2.

Known, Confounding, and Unknown Associations
Prescription medications associated with comorbidities of
fertility and ART treatment were found, as well as medications
that may be used for obstetric complications related to multifetal
pregnancy care. Of the 26 significant medications using nominal
P value, 11 (42%) were potential fertility treatment medications;
12 (46%) were associated with infertility and ART use or
complications associated with multifetal pregnancy; and 3 (12%)
were not previously associated with MB, ART, or
fertility-related problems (ie, novel findings or unexpected
agents; Table 3). As shown in Figure 3, the validation set
included medications used for infertility treatment (medications
listed in Multimedia Appendix 4). Nevertheless, the MWAS
for MB included confounding medication exposure during
multifetal pregnancy, prescribed for (1) treatment of
comorbidities of infertility and ART use and (2) treatment of

obstetric complications of multifetal pregnancy. Medications
associated with ART treatment were associated with MB even
after adjusting for ART procedure codes and infertility diagnosis
codes. Although 3 asthma medications were found to be
significant, previous studies showed mixed results when
examining the relationship between asthma, asthma medication
use, and fertility [32-34]. The association between irritable
bowel disease (IBD) and fertility is complex; patients with
quiescent IBD have fertility rates comparable with those of the
general population [28], whereas patients with an active disease
or those who had undergone a pelvic surgery may have reduced
fertility [30]. Overall, we found 3 medications not previously
reported to be associated with an increased risk of MB following
prescription during the preconception and periconceptional
period: sumatriptan and imitrex (P=.03), oxytocin (P=.02), and
lorazepam and ativan (P=.02).
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Table 3. Medications associated with multiple birth after adjustment for assisted reproductive technology, infertility, and maternal age (model 3).

Medications associated
with multiple birth, n (%)

Generic medication name or namesIndicated comorbidity

Associated with infertility and assisted reproductive technology

6 (23)EMLA, methylprednisolone, diazepam, amoxicillin,
doxycycline, and medroxyprogesterone acetate

Assisted reproductive technology treatment

3 (12)Albuterol, fluticasone propionate and salmeterol, and
epinephrine

Asthma

1 (4)DicyclomineIrritable bowel disease

Associated with multifetal pregnancy

1 (4)HeparinCardiovascular-related diagnoses (gestational hypertension
and thrombosis)

1 (4)Insulin aspart, humanGestational diabetes mellitus

3 (12)Sumatriptan, oxytocin, and lorazepamNot previously associated with multiple birth, assisted reproductive
technology, or fertility-related problems

Figure 3. Conceptual schema for medication-wide association study (MWAS) analyses on multiple birth. Confounding relationships for
medication-outcome associations are illustrated. Within the MWAS, we adjust for maternal age, infertility diagnosis, and assisted reproductive
technology–resulting pregnancy diagnosis. The study does not adjust for all known associations of multiple birth such as obstetric complications or
family history of multiples. The validation of the MWAS models observed performance in capturing fertility medication exposure.

Discussion

Overview
We applied 3 logistic regression models to retrospective EHR
data of a cohort of patients who delivered at Penn Medicine
between 2010 and 2017 (n=63,334) to explore potential
associations between the medications prescribed during the
preconception and first trimester period (binary variable) and
the occurrence of MB (binary outcome). We discuss the results
of our MWAS from our fully adjusted model that was adjusted
for age and ART and infertility diagnosis (model 3) on MB for
all associations revealed using nominal.

Reason for Conducting an MWAS on MB
The application of an MWAS approach to MB allows the
analysis of medications used outside the scope of obstetric
treatment, capturing comorbidities that may increase the risk
of the outcome. Not all of this is known, as MB is more
commonly used as an adjustment for analysis of other pregnancy
outcomes of interest. Off-label use is common in pregnancy
and infertility treatment [28,35]. Our MWAS approach with
annotation of known off-label uses can further improve the
identification of comorbidities associated with MB (eg,
infertility and subsequent ART use). Research into the side
effects of medications is more focused on adverse outcomes
than MB, notwithstanding the risks of multifetal pregnancy.
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The graph in Multimedia Appendix 8 illustrates the overlap
between patients with the respective fertility diagnoses and
fertility medication prescriptions in our cohort. This also
demonstrates that many patients with fertility or ART
medications were not assigned the corresponding diagnostic
code, indicating that fertility studies using EHR data should
include medication history to fully capture affected patients. A
recently enhanced algorithm to detect ectopic pregnancy in the
EHR used diagnosis and procedure codes as well as medication
exposure [36]. The complete picture of a patient’s medical
encounters during pregnancy is likely not captured in the EHR
of a health care system (eg, engagement with more than one
health care system, over-the-counter medications, etc).
Adjustment for fertility diagnoses and pregnancies resulting
from ART treatments may not truly represent patients
undergoing ART and fertility treatment if the diagnosis codes
are used without the inclusion of medication histories. The same
is true when only fertility medications are observed, especially
medications with multiple indications for care in obstetrics and
gynecology. Fertility treatment, meaning without eggs or
embryos handled, may involve medical treatment (eg,
clomiphene and gonadotropins) that increases the chances of
multifetal pregnancy. Pregnancies resulting from fertility
treatment do not necessarily indicate ART use; therefore, EHR
may not reflect ART use diagnosis. The EHR should include
an infertility diagnosis in these cases, but we found that in many
instances, both infertility diagnoses and ART use codes were
absent from those receiving these medications (Multimedia
Appendix 8). Using diagnosis codes and medication exposure
should allow for better capture of MB in comparison with using
only one or the other.

EHR for MWAS Versus SART Database (or Other
ART Cohort Database)
MB outcomes can also be observed in ART cohort databases,
such as the SART Clinical Outcomes Reporting System.
However, fertility medication treatment without the intention
of egg retrieval will not necessarily be captured within such
databases, as they are beyond the scope of ART. Moreover, not
all multifetal pregnancies result from infertility treatment and
ART. Finally, such databases are reported from ART clinics
and are not necessarily representative of all the medications
prescribed during pregnancy. An ART cohort database may
have a wealth of data elements specific to ART treatment;
however, these data are reported using inconsistent methods,
often from a variety of reporting services [37]. In contrast, EHRs
may also have missing prescription information due to offsite
care; however, the scope of captured health information is likely
more comprehensive overall than that of an ART clinic because
it includes medications for comorbidities and other aspects of
patients’ care that may be overlooked by ART specialists.

Medication Exposure During the Preconception and
First Trimester Period
We found that 5.51% (86/1562) MB pregnancies had
prescription medication exposure during pregnancy. Therefore,
pregnancies resulting in MB were more likely to have recorded
prescription medication during the preconception and first
trimester period. This is consistent with (1) the fact that ART

often uses medications early on to induce pregnancy [20] and
(2) multifetal pregnancies are at higher risk of pregnancy
complications [21] and therefore may be more likely to receive
prescription medication treatment. Moreover, a higher
proportion of MB (37/231, 16%) was found for those exposed
to fertility medications in comparison with the occurrence of
MB (1562/63,334, 2.47%) for the overall cohort.

Our Evaluation Using Known Fertility and ART
Medications That Increase the Risk of MB Is Not
Perfect

Overview
To assess the ability of our MWAS to capture medications that
increase the risk of MB, we used medications that are known
to increase an individual’s chance of conceiving and have been
implicated in increasing the risk of MB in the literature
(Multimedia Appendix 4). We know that this list of medications
is incomplete (and hence part of the reason for this study), but
we wanted to understand how many known medications we
were able to capture using our MWAS approach. The indication
of medication prescribed is not necessarily straightforward;
without observing clinical notes and ICD codes from an
encounter, there are often several therapeutic uses for which
the medication could have been prescribed (eg, progesterone).
More context and research are required to understand the
discovered associations further. Although known fertility
medications were missed by our approach (3/14, 21%), we
observed a large number of drugs not known to be associated
with MB with insignificant nominal P values (93/123, 75.6%),
which is comforting. We observed drugs used in fertility
treatment (11/26, 42%) and drugs known to be associated with
multifetal pregnancy (12/26, 46%), along with 3 (11%) novel
associations. Associated comorbidities of infertility overlap
with obstetric complications during multifetal pregnancy,
including diabetes mellitus, cardiovascular disease, thyroid
dysregulation, and liver dysregulation.

Medications Associated With Infertility and ART
Medications used in fertility treatment themselves may be
captured solely because of reverse causation, although they do
not have a truly strong association with multifetal pregnancy.
Several medications may be prescribed during IVF treatment
cycles for preventive care or other indications, including
antibiotics (doxycycline and amoxicillin), a corticosteroid
(methylprednisolone), pain management (EMLA),
progestin-induced menstruation (medroxyprogesterone acetate),
and conscious sedation (diazepam) [38,39].

ART and ovulation induction procedures are used for fertility
treatment. A comprehensive review of infertility comorbidities
in women suggests that infertility is a complex health care issue,
and women with infertility are at a higher risk of psychiatric
disorders and endometrial cancer [40]. Infertility and fertility
treatment are associated with other pathologies, such as
polycystic ovarian syndrome, endometriosis, thyroid disorders,
breast cancer, cardiovascular disease, metabolic syndrome,
diabetes mellitus, and liver dysfunction [41].

Medications associated with comorbidities of infertility were
identified, including treatments for asthma and IBD. Research
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shows that women with asthma have higher pregnancy losses
[32] and a prolonged time to pregnancy [33]; in contrast, some
studies have shown no association [34]. Bronchodilators
(albuterol, epinephrine, and fluticasone propionate or salmeterol)
may be pharmacological treatments for asthma, which has been
linked to a prolonged time to pregnancy and is associated with
a higher need for fertility treatment among women aged ≥35
years [42]. In addition, a retrospective study on asthma during
pregnancy in Sweden found that women hospitalized for asthma
had a higher risk of twinning [43]. Dicyclomine is used to treat
IBD; however, the association between IBD and fertility is
complex, and patients with quiescent IBD have fertility rates
comparable with those of the general population [44], whereas
patients with an active disease or those who had undergone a
pelvic surgery may have reduced fertility [45].

Medications Associated With Obstetric Complications
During Multifetal Pregnancy
Medications identified by the MWAS may be prescribed for
obstetric complications associated with multifetal pregnancy.
These pregnancies are at an increased risk of obstetric
complications, such as preterm birth, placental problems,
gestational diabetes mellitus, anemia, and preeclampsia. Owing
to the time exposure range, medications typically used to treat
complications typically past the first trimester of pregnancy
were not captured by the MWAS. One antidiabetic medication
(ie, insulin aspart, human) was identified; however, other forms
of insulin and the insulin sensitizer metformin were not
identified as significant. A single antithrombotic medication,
heparin, was identified, but other anticoagulants and
cardiovascular-related medications were not identified in our
models.

Novel Findings of Medications Associated With MB
Migraines have a high incidence in obstetrics; one migraine
pharmacological treatment (sumatriptan) was found to be
associated with MB. An association between migraine history
and development of ovarian hyperstimulation syndrome may
indicate the risk of multifetal pregnancy [46], as ovarian
hyperstimulation syndrome–complicated pregnancy is linked
to a higher incidence of MB [47]. However, further research is
required to understand the biological mechanisms, if any,
underlying this association. Oxytocin could be associated with
MB because of prior pregnancy delivery episodes (as oxytocin
is used during labor), indicating a short time between
pregnancies.

Limitations and Future Work
Although the World Health Organization’s anatomical
therapeutic chemical classification system is applicable, the
proportion of RxNorm drugs mapped to anatomical therapeutic
chemicals would result in fewer medications being included in
the analysis. However, the therapeutic use of the medications
has not been explicitly determined. Medications classified as
fertility related are based on the SART references; however,

without discrete indications, they potentially underpower
performance in the validation process. In addition, a major
limitation of using standard pharmacology and drug-related
terminologies is that approximately 11% of medications used
in women’s health are off-label [48]. This includes several
popular medications commonly used in the obstetrics and
gynecology domain [49-51]. Use of off-label medications
requires manual review of medications, which is laborious.
Manual review and classification of the prescription medications
were conducted by an informaticist (LD) and not a
pharmacologist. Several extracted prescriptions were available
over the counter (38/123, 30.9%); therefore, exposure to such
drugs is likely underrepresented in our cohort. Potentially highly
related variables were not considered in the analysis, introducing
a possible omitted variable bias (eg, drug dose, drug form, route
of application, and temporal component of exposure).
Medication exposure of 275-215 days before subsequent
delivery may likely include medication exposure before
conception (ie, prior pregnancy delivery episodes), especially
regarding the length of gestation due to preterm birth. We did
not ensure that medication exposure occurred before conception;
therefore, the medications associated with multifetal pregnancies
in this study are not causal in nature. Unexpected agents and
probable confounding medications require further adjustment
in the MWAS technique to provide more reliable, meaningful
results.

Conclusions
Our research demonstrates opportunities in using an MWAS
approach with EHR data to explore agents previously unknown
to be associated with MB outcomes. The results indicated that
a number of medications used in ART and infertility treatment
were associated with an increased incidence of MB likely due
to multifetal pregnancy, as expected. Using these medications
as our gold standard, we found that our algorithm had an
accuracy of 85% and 89%, using nominal P values and
Bonferroni-adjusted P values, respectively. Sensitivity and F1
score were improved using nominal P values in comparison
with Bonferroni-adjusted P values, indicating the applicability
of nominal P values in exploratory MWAS studies. A total of
6 novel agents were linked to MB, with the remaining 20
medications potentially linked to the comorbidities of infertility,
ART use, and obstetric complications during multifetal
pregnancy. The MWAS approach can facilitate
hypothesis-driven data exploration, informing the adjustments
needed in the models in further research. Our approach also
highlights the importance of exploring medication histories, as
many patients receiving ART and fertility treatments do not
have corresponding diagnosis codes indicating treatment. If
medication information was not used, these patients were
mistakenly labeled as having not received ART and infertility
treatment. This underscores the importance of multidata
modalities in retrospective EHR studies, especially for those
exploring the effects and outcomes related to pregnancy.
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Abstract

Background: Asthma hospital visits, including emergency department visits and inpatient stays, are a significant burden on
health care. To leverage preventive care more effectively in managing asthma, we previously employed machine learning and
data from the University of Washington Medicine (UWM) to build the world’s most accurate model to forecast which asthma
patients will have asthma hospital visits during the following 12 months.

Objective: Currently, two questions remain regarding our model’s performance. First, for a patient who will have asthma
hospital visits in the future, how far in advance can our model make an initial identification of risk? Second, if our model
erroneously predicts a patient to have asthma hospital visits at the UWM during the following 12 months, how likely will the
patient have ≥1 asthma hospital visit somewhere else or ≥1 surrogate indicator of a poor outcome? This work aims to answer
these two questions.

Methods: Our patient cohort included every adult asthma patient who received care at the UWM between 2011 and 2018. Using
the UWM data, our model made predictions on the asthma patients in 2018. For every such patient with ≥1 asthma hospital visit
at the UWM in 2019, we computed the number of days in advance that our model gave an initial warning. For every such patient
erroneously predicted to have ≥1 asthma hospital visit at the UWM in 2019, we used PreManage and the UWM data to check
whether the patient had ≥1 asthma hospital visit outside of the UWM in 2019 or any surrogate indicators of poor outcomes. Such
surrogate indicators included a prescription for systemic corticosteroids during the following 12 months, any type of visit for
asthma exacerbation during the following 12 months, and asthma hospital visits between 13 and 24 months later.

Results: Among the 218 asthma patients in 2018 with asthma hospital visits at the UWM in 2019, 61.9% (135/218) were given
initial warnings of such visits ≥3 months ahead by our model and 84.4% (184/218) were given initial warnings ≥1 day ahead.
Among the 1310 asthma patients in 2018 who were erroneously predicted to have asthma hospital visits at the UWM in 2019,
29.01% (380/1310) had asthma hospital visits outside of the UWM in 2019 or surrogate indicators of poor outcomes.

Conclusions: Our model gave timely risk warnings for most asthma patients with poor outcomes. We found that 29.01%
(380/1310) of asthma patients for whom our model gave false-positive predictions had asthma hospital visits somewhere else
during the following 12 months or surrogate indicators of poor outcomes, and thus were reasonable candidates for preventive
interventions. There is still significant room for improving our model to give more accurate and more timely risk warnings.
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Introduction

Background
Over 262 million people in the world have asthma [1]. In the
United States, around 7.8% of people have asthma, which leads
to 1.6 million emergency department (ED) visits, 179,000
inpatient stays [2], and an aggregate medical cost of US $50.3
billion annually [3]. A main goal in asthma management is to
curtail asthma hospital visits, ie, ED visits and inpatient stays
for asthma. Part of the state of the art for achieving this goal is
to implement a predictive model to find patients who are at
significant risk of having asthma hospital visits in the future. If
deemed high risk, a patient can be considered for enrollment in
a care management program to receive preventive interventions.
Then a care manager regularly follows up with the patient to
monitor the patient’s asthma control status, alter the patient’s
asthma medications as the need arises, and help book relevant
services. This approach is employed by many health care
systems, such as Intermountain Healthcare, the University of
Washington Medicine (UWM), and Kaiser Permanente Northern
California [4], along with many health plans, such as the health
plans in 9 of 12 urban communities [5]. When used properly,
this approach can curtail asthma hospital visits by up to 40%
[5-9].

A care management program typically accommodates no more
than 3% of patients due to capacity constraints [10]. To optimize
the efficacy of such programs, we recently employed extreme
gradient boosting (XGBoost) [11], a machine learning algorithm,
and the UWM data to build the world’s most accurate model
to forecast which asthma patients will have asthma hospital
visits during the following 12 months [12]. Our model obtained
an area under the receiver operating characteristic curve of
0.902, a specificity of 90.91% (13,115/14,426 patients), a
sensitivity of 70.2% (153/218 patients), a positive predictive
value of 10.45% (153/1464 patients), a negative predictive value
of 99.51% (13,115/13,180 patients), and an accuracy of 90.6%
(13,268/14,644 patients) [12]. Compared with every prior model
for this prediction task [4,13-26], our model improved the area
under the receiver operating characteristic curve by ≥10%.

Objectives
Currently, two questions remain regarding our model’s
performance. First, for a patient who will have asthma hospital
visits in the future, how far in advance can our model make an
initial identification of risk? Since any preventive intervention
requires sufficient time to take effect [27,28], a model should
identify the risk as early as possible to provide preventive
interventions in time to avoid a poor outcome. Second, if our
model erroneously predicts a patient to have ≥1 asthma hospital
visit at the UWM during the following 12 months, how likely
will the patient have ≥1 asthma hospital visit at a facility outside
of the UWM or ≥1 surrogate indicator of a poor outcome? As
our model was trained on the UWM data, it can only predict
future asthma hospital visits at the UWM. The goal of this work
was to answer these two questions. Part of the analysis that we
conducted to answer the second question has previously been
published as an abstract at the 2022 American Academy of
Allergy, Asthma & Immunology Annual Meeting [29].

Methods

Study Elements Reused From Previous Work
The following parts were reused from our prior paper on model
building using the UWM data [12]: patient cohort, features,
prediction target, cutoff point for conducting binary
classification, training set, test set, and predictive model.

Ethics Approval
The institutional review board of the UWM approved this
retrospective cohort study (STUDY00000118).

Patient Cohort
As the biggest academic health care system in Washington State,
the UWM maintains an enterprise data warehouse that stores
clinical and administrative data from 12 clinics and 3 hospitals
for adults. The patient cohort was composed of every adult
asthma patient ≥18 years old who received care at any of the
15 UWM facilities between 2011 and 2018. A patient was
deemed to have asthma in a given year if the patient’s visit
billing data in that year included ≥1 asthma diagnosis code
according to the International Classification of Diseases (ICD)
tenth revision (ie, code J45.x) or ninth revision (ie, code 493.1x,
493.0x, 493.9x, or 493.8x) [13,30]. This asthma case-finding
method has been shown to strike the best balance between
sensitivity and positive predictive value among several
rule-based asthma case-finding methods, does not require the
patient to have >1 year of historical data, and is suited for use
in population health management [30]. Patients who died during
that year were excluded.

Data Sets
Two data sets were used. The first data set was retrieved from
the UWM’s enterprise data warehouse. This data set held
structured administrative and clinical data for visits by the
patient cohort to the 15 UWM facilities from 2011 to 2020. The
second data set came from a commercial product, PreManage
(Collective Medical Technologies Inc) [31]. This data set
contained structured visit and diagnosis data for ED visits and
inpatient stays during 2019 by our patient cohort at every
hospital in Washington State, as well as at many other American
hospitals outside of Washington State.

Overview of Our Predictive Model

Prediction Target, Training Set, and Test Set
For an asthma patient at a given time point, the prediction target
was whether the patient would have ≥1 asthma hospital visit
during the following 12 months. The prediction was made based
on the patient’s data up to that time point. An asthma hospital
visit was defined as an ED visit or an inpatient stay with a
principal diagnosis of asthma (ICD tenth revision code J45.x
or ICD ninth revision code 493.1x, 493.0x, 493.9x, or 493.8x).
During model training and testing, for each patient with asthma
in a given year, we used the data of that patient by the end of
the year to predict the outcome of the patient in the following
12 months [12]. Since the prediction target was in the following
12 months, the UWM data between 2011 and 2019 provided 8
years of effective data for model training and testing. The
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effective data from 2011 to 2017 were used as the training set
for training our predictive model, and the effective data from
2018 were used as the test set for testing our model. To answer
our study’s two questions, we focused on the asthma patients
in the test set (ie, the asthma patients in 2018), and examined
the predictions made by our model for these patients. For the
asthma patients in 2018 who were erroneously predicted to have
asthma hospital visits at the UWM in 2019, the UWM data from
2020 were used to compute one of the surrogate indicators of
poor outcomes.

Machine Learning Algorithm and Features
Our predictive model was constructed using 71 features and the
XGBoost classification algorithm [11]. These 71 features are
presented in the online multimedia appendix of our previous
paper on model building using the UWM data [12]. The features
were constructed using the attributes in our UWM data set,
which cover diverse aspects such as diagnoses, patient
demographics, vital signs, visits, laboratory tests, procedures,
and medications. Two exemplary features are the number of
days from the patient’s most recent ED visit and the number of
asthma diagnoses that the patient received in the previous 12
months. These 71 features were included in every data instance
that was inputted to our predictive model.

Cutoff Point for Conducting Binary Classification
We set the cutoff point for conducting binary classification at
the highest 10% of the risk scores computed by our model. Each
patient with a risk score above this cutoff point was projected
to have ≥1 asthma hospital visit during the following 12 months.

Assessing the Timeliness of the Initial Warnings of Risk
Given by Our Model
Given a predictive model and an asthma patient in 2018 whose
first asthma hospital visit in 2019 happened on date T, we
measured k, the number of days in advance that our model gave
an initial warning of risk. To compute k, we started from T -
365 and kept moving forward along the timeline to find the
earliest date T' (T - 365 ≤ T' ≤ T - 1) such that by taking the
feature values computed on the patient’s historical data up to
T' as inputs, the model would predict the patient to have ≥1
asthma hospital visit during the 12 months after T'. In this case,
the model warned the patient’s first asthma hospital visit after
T' k (1 ≤ k ≤ T - T') days in advance, with T' + k being the
starting date of the patient’s first asthma hospital visit after T'
(see Figure 1). Otherwise, if the model still predicted no future
asthma hospital visit when we reached T - 1, the model warned
the patient’s asthma hospital visit on T k = 0 day in advance.
The larger the value of k, the more timely the initial warning of
risk that the model gave for the patient. k reflected how early
before a poor outcome occurred the care manager would be
prompted for the first time to consider giving the patient
preventive interventions. The value of k was not affected by
any prediction made by the model when the feature values
computed based on the patient’s historical data up to a given
date after T' were taken as inputs.

For our predictive model, we computed k for every asthma
patient in 2018 who had ≥1 asthma hospital visit at the UWM
in 2019. We present the mean and the distribution of k.

Figure 1. Method of calculating k. T: the date on which the patient’s first asthma hospital visit in 2019 happened. T': the earliest date between T - 365
and T - 1 such that by taking the feature values computed on the patient’s historical data up to T' as inputs, the model would predict the patient to have
≥1 asthma hospital visit during the 12 months after T'. k: the number of days of advanced warning that the model gave for the patient for the first time.

Analyzing False-Positive Predictions Made by Our Model
For each asthma patient in 2018 whom our model erroneously
predicted to have ≥1 asthma hospital visit at the UWM in 2019,
we used PreManage data to check whether the patient had ≥1
asthma hospital visit outside of the UWM in 2019. We also
used the UWM data to check whether the patient had any
surrogate indicator of a poor outcome. Surrogate indicators of
poor outcomes included a prescription for systemic
corticosteroids during the following 12 months (ie, during 2019),
any type of visit with a primary or principal diagnosis of asthma
exacerbation during the following 12 months (ie, during 2019),
and an asthma hospital visit between 13 and 24 months later
(ie, during 2020). Systemic corticosteroids are used to treat
asthma exacerbation. In addition, if the patient had ≥1
prescription for systemic corticosteroids in 2019, we computed
the number of systemic corticosteroids ordered for the patient
in 2019 counting multiplicity. This number partially reflected

how poorly the patient’s asthma was controlled. We present the
distribution of this number.

Results

Clinical Characteristics and Demographics of Our
Patient Cohort
Multimedia Appendix 1 shows the clinical characteristics and
demographics for the UWM asthma patients, presented
separately for the period between 2011 and 2017 and for 2018.
Every data instance is linked to a distinct index year and patient
pair and is used to project the outcome for the patient in the
following 12 months. Our previous paper [12] included a
detailed comparison of the clinical characteristics and
demographics of the 2 sets of patients.
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The Timeliness of Initial Warnings of Risk Given by
Our Model
Of the 14,644 asthma patients in 2018, 218 (1.49%) had asthma
hospital visits at the UWM in 2019. Figure 2 plots the
distribution of the number of days in advance that our model
gave an initial warning of an asthma hospital visit for every
such patient. Our model gave a mean of 190 (SD 150) days of

advanced warning. Our model gave an initial warning of risk
≥12 months in advance for 67 of these 218 (30.7%) patients,
≥6 months in advance for 107 of these 218 (49.1%) patients,
≥3 months in advance for 135 of these 218 (61.9%) patients,
≥1 month in advance for 167 of these 218 (76.6%) patients, ≥2
weeks in advance for 181 of these 218 (83%) patients, and ≥1
day in advance for 184 of these 218 (84.4%) patients.

Figure 2. The number of patients for whom our model could give at least c days of advanced warning versus c (0 ≤ c ≤ 365) among the 218 patients
with asthma in 2018 who had asthma hospital visits at the University of Washington Medicine in 2019.

Breakdown of False-Positive Predictions Made by Our
Model
Our model erroneously predicted that 1310 asthma patients in
2018 would have asthma hospital visits at the UWM in 2019
[12]. Table 1 shows the number of these patients who had ≥1
asthma hospital visit outside of the UWM in 2019 or ≥1
surrogate indicator of a poor outcome.

In total, 316 asthma patients in 2018 were erroneously predicted
by our model to have ≥1 asthma hospital visit at the UWM in
2019 and also had ≥1 prescription for systemic corticosteroids
in 2019. Figure 3 plots the distribution of the number of systemic
corticosteroids ordered for every such patient in 2019 counting
multiplicity. The maximum value of this number was 118.

Table 1. The number of patients (N=1310) who had ≥1 asthma hospital visit outside of the University of Washington Medicine (UWM) in 2019 or ≥1
surrogate indicator of a poor outcome among the 1310 asthma patients in 2018 whom our model erroneously predicted to have asthma hospital visits
at the UWM in 2019.

Patients, n (%)Outcome

316 (24.12)(1) At least 1 prescription for systemic corticosteroids during the following 12 months

126 (9.62)(2) Any type of visit with a primary or principal diagnosis of asthma exacerbation during

the following 12 months

18 (1.37)(3) Asthma hospital visit between 13 and 24 months later (ie, during 2020)

39 (2.98)(4) At least 1 asthma hospital visit outside of the UWM during the following 12 months

358 (27.33)Any of (1), (2), and (3)

380 (29.01)Any of (1), (2), (3), and (4)
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Figure 3. The distribution of the number of systemic corticosteroids ordered for every patient in 2019 counting multiplicity among the 316 asthma
patients in 2018 who were erroneously predicted by our model to have ≥1 asthma hospital visit at the University of Washington Medicine in 2019 and
also had ≥1 prescription for systemic corticosteroids in 2019.

Discussion

Principal Results
Among the 218 asthma patients in 2018 who had asthma hospital
visits at the UWM in 2019, the number of patients for whom
our model could give at least c days of advanced warning
decreased roughly linearly with c (0 ≤ c ≤ 365) at a fast pace.
Our model gave timely risk warnings (eg, ≥3 months in advance)
for a large proportion of these 218 asthma patients. Nevertheless,
for another large proportion of these 218 asthma patients, our
model could not give a timely risk warning. The model either
gave a risk warning that was at most a few days in advance or
did not predict a patient’s risk even on the day before an asthma
hospital visit.

Among the 1310 asthma patients in 2018 whom our model
erroneously predicted to have asthma hospital visits at the UWM
in 2019, 380 (29.01%) had asthma hospital visits outside of the
UWM in 2019 or surrogate indicators of poor outcomes, and
hence were reasonable candidates for preventive interventions.
Among the 316 of these patients who had ≥1 prescription for
systemic corticosteroids in 2019, a large proportion had rather
poor asthma control, as reflected by a nontrivial number of
systemic corticosteroids that were ordered for these patients in
2019.

Are the Initial Warnings of Risk Given by Our Model
Timely Enough?
A predictive model should identify the risk of having future
asthma hospital visits as early as possible in order to give the
patient preventive interventions in time to avoid a poor outcome.
The time needed for a preventive intervention to take effect
varies with the intervention. To the best of our knowledge, there
is no consensus on the amount of time needed for a particular
preventive intervention or a particular combination of preventive
interventions to take effect for averting future asthma hospital
visits. Consequently, in this study, we could not compute the
exact percentage of patients with future asthma hospital visits

for whom our model could give timely risk warnings.
Nevertheless, we can shed some light on the rough range of this
percentage. In a prior study [27,28], several clinicians gave the
opinion that up to 3 months could be needed for any intervention
to take effect for averting inpatient stays for an ambulatory
care-sensitive, chronic condition such as asthma. For 135 of the
218 (61.9%) asthma patients in 2018 who had asthma hospital
visits at the UWM in 2019, our model was able to give an initial
warning of risk ≥3 months in advance. Accordingly, we expect
that the percentage of patients with future asthma hospital visits
for whom our model could give a timely risk warning was at
least 61.9%, which is large. On the other hand, for 34 of the
218 (15.6%) asthma patients in 2018 who had asthma hospital
visits at the UWM in 2019, our model could not foresee the
patient’s risk even on the day before the visit. Thus, the
percentage of patients with future asthma hospital visits for
whom our model could not give a timely risk warning was at
least 15.6%, which is also large. Combining these two findings,
we estimate that the percentage of patients with future asthma
hospital visits for whom our model could give a timely risk
warning was somewhere between 61.9% and 84.4%. Thus, there
is still significant room for improving our model to give more
timely risk warnings.

Potential Impact of False-Positive Predictions Made
by Our Model
We previously developed an automated method to supply
rule-style explanations for the predictions that an arbitrary
machine learning model makes on tabular data and to suggest
tailored interventions [32,33]. Whenever our model gave a risk
warning for a patient, we could use this method to help clinicians
decide whether the patient should be enrolled in a care
management program, should receive other less-expensive
preventive interventions, or did not need any preventive
intervention. For 134 of the 153 (87.6%) asthma patients in
2018 whom our model accurately predicted to have asthma
hospital visits at the UWM in 2019, our method supplied
rule-style explanations for the predictions made by the model
[32]. Each such explanation included ≥1 modifiable risk factor
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and linked to ≥1 intervention [32]; nevertheless, the situation
could be different for other prediction targets or health care
systems.

We found that among the 1310 asthma patients in 2018 whom
our model erroneously predicted to have asthma hospital visits
at the UWM in 2019, 380 (29.01%) had asthma hospital visits
outside of the UWM in 2019 or surrogate indicators of poor
outcomes. These patients could have benefited from the
information provided by our automated explanation method.
For the other 930 of the 1310 (70.99%) asthma patients in 2018
whom our model erroneously predicted to have asthma hospital
visits at the UWM in 2019, our model’s predictions could be
truly inaccurate, leaving significant room for improving our
model’s accuracy. To know how many of these predictions
would mislead clinicians into making incorrect intervention
decisions, we would need to perform a user study with
clinicians. This is left as an area of interest for future work.

Related Work
To the best of our knowledge, no prior study has used either
surrogate indicators of poor outcomes or future asthma hospital
visits at other hospitals to analyze the false-positive predictions
made by a predictive model for asthma hospital visits. Also, no
prior study has assessed the timeliness of the initial warnings
of risk given by such a model. For predicting Clostridium
difficile infection during an inpatient stay, Wiens et al [34]
measured the number of days of advanced warning that a model
gave on the patient. For predicting the total amount of donations
that a fundraiser could obtain on a medical crowdfunding
platform, Wang et al [35] measured the prediction timeliness
based on the number of days of input data that a model needed
in order to produce predictions within a certain percentage error
rate and with a given level of confidence. For predicting the
onset of sepsis, Guan et al [36] and Lauritsen et al [37] showed
how model accuracy varied by the amount of time from when
the model made a prediction to when sepsis occurred. Sepsis is
an acute condition, whereas asthma is a chronic condition.

Limitations
This study has 5 limitations. First, this study was performed in
a single health care system. In the future, we plan to use data
from other health care systems to perform similar error and
timeliness analyses on predicting asthma hospital visits [38,39].

Second, this study shows that many false-positive predictions
made by our model could be truly inaccurate. While this study
did not examine the factors that could have caused our model
to make incorrect predictions, future work to investigate these
factors could help improve model performance.

Third, although the PreManage data set covers every hospital
in Washington State and many other American hospitals outside
of Washington State, the data set does not cover every hospital
in the United States. Consequently, our computational results
on asthma hospital visits outside of the UWM in 2019 might
have missed a small number of asthma patients in 2018 who
had asthma hospital visits in 2019 that were outside of the UWM
and whose data were unavailable in PreManage.

Fourth, our 3 surrogate indicators of poor outcomes were
computed based on the UWM data. Consequently, our
computational results for these surrogate indicators missed the
asthma patients in 2018 who had surrogate indicators of poor
outcomes outside of the UWM.

Fifth, this study computed the number of days in advance that
our model gave an initial warning of an asthma hospital visit
for a patient. This number reflected how early before a poor
outcome a care manager could be prompted for the first time to
consider giving the patient preventive interventions. However,
it is currently unknown how likely the care manager would take
action after receiving such a warning. This is worth studying
in future work.

Conclusions
This study analyzed the errors and timeliness of the risk
warnings given by our model for predicting asthma hospital
visits. Our results show that our model gave timely risk warnings
for most asthma patients with poor outcomes. We found that
380 of the 1310 (29.01%) asthma patients for whom our model
gave false-positive predictions had asthma hospital visits outside
of our health care system during the following 12 months or
surrogate indicators of poor outcomes, and hence were
reasonable candidates for preventive interventions. There is
thus still significant room for improving our model to give more
accurate and more timely risk warnings, such as by using
predictive and comprehensible temporal features
semiautomatically extracted from longitudinal medical data
[35,40,41].
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Multimedia Appendix 1
The summary statistics of the clinical characteristics and the demographics of the University of Washington Medicine patients
with asthma.
[PDF File (Adobe PDF File), 69 KB - medinform_v10i6e38220_app1.pdf ]

References
1. Chronic respiratory diseases: asthma. World Health Organization. 2021. URL: https://www.who.int/news-room/q-a-detail/

chronic-respiratory-diseases-asthma [accessed 2022-03-22]
2. Most recent national asthma data. Centers for Disease Control and Prevention. 2021. URL: https://www.cdc.gov/asthma/

most_recent_national_asthma_data.htm [accessed 2022-03-22]
3. Nurmagambetov T, Kuwahara R, Garbe P. The economic burden of asthma in the United States, 2008-2013. Ann Am

Thorac Soc 2018 Mar;15(3):348-356. [doi: 10.1513/AnnalsATS.201703-259OC] [Medline: 29323930]
4. Lieu TA, Quesenberry CP, Sorel ME, Mendoza GR, Leong AB. Computer-based models to identify high-risk children with

asthma. Am J Respir Crit Care Med 1998 Apr;157(4 Pt 1):1173-1180. [doi: 10.1164/ajrccm.157.4.9708124] [Medline:
9563736]

5. Mays GP, Claxton G, White J. Managed care rebound? Recent changes in health plans' cost containment strategies. Health
Aff (Millwood) 2004;Suppl Web Exclusives:W4-427-436. [doi: 10.1377/hlthaff.w4.427] [Medline: 15451964]

6. Caloyeras JP, Liu H, Exum E, Broderick M, Mattke S. Managing manifest diseases, but not health risks, saved PepsiCo
money over seven years. Health Aff (Millwood) 2014 Jan;33(1):124-131. [doi: 10.1377/hlthaff.2013.0625] [Medline:
24395944]

7. Greineder DK, Loane KC, Parks P. A randomized controlled trial of a pediatric asthma outreach program. J Allergy Clin
Immunol 1999 Mar;103(3 Pt 1):436-440. [doi: 10.1016/s0091-6749(99)70468-9] [Medline: 10069877]

8. Kelly CS, Morrow AL, Shults J, Nakas N, Strope GL, Adelman RD. Outcomes evaluation of a comprehensive intervention
program for asthmatic children enrolled in Medicaid. Pediatrics 2000 May;105(5):1029-1035. [doi: 10.1542/peds.105.5.1029]
[Medline: 10790458]

9. Axelrod RC, Zimbro KS, Chetney RR, Sabol J, Ainsworth VJ. A disease management program utilizing life coaches for
children with asthma. J Clin Outcomes Manag 2001;8(6):38-42.

10. Axelrod RC, Vogel D. Predictive modeling in health plans. Dis Manag Health Outcomes 2003;11(12):779-787. [doi:
10.2165/00115677-200311120-00003]

11. Chen T, Guestrin C. XGBoost: A scalable tree boosting system. In: Proceedings of the 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining. 2016 Presented at: 22nd ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining; Aug 13-17, 2016; San Francisco, CA p. 785-794. [doi: 10.1145/2939672.2939785]

12. Tong Y, Messinger AI, Wilcox AB, Mooney SD, Davidson GH, Suri P, et al. Forecasting future asthma hospital encounters
of patients with asthma in an academic health care system: predictive model development and secondary analysis study. J
Med Internet Res 2021 Apr 16;23(4):e22796 [FREE Full text] [doi: 10.2196/22796] [Medline: 33861206]

13. Schatz M, Cook EF, Joshua A, Petitti D. Risk factors for asthma hospitalizations in a managed care organization: development
of a clinical prediction rule. Am J Manag Care 2003 Aug;9(8):538-547 [FREE Full text] [Medline: 12921231]

14. Grana J, Preston S, McDermott PD, Hanchak NA. The use of administrative data to risk-stratify asthmatic patients. Am J
Med Qual 1997;12(2):113-119. [doi: 10.1177/0885713X9701200205] [Medline: 9161058]

15. Loymans RJ, Honkoop PJ, Termeer EH, Snoeck-Stroband JB, Assendelft WJ, Schermer TR, et al. Identifying patients at
risk for severe exacerbations of asthma: development and external validation of a multivariable prediction model. Thorax
2016 Sep;71(9):838-846. [doi: 10.1136/thoraxjnl-2015-208138] [Medline: 27044486]

16. Eisner MD, Yegin A, Trzaskoma B. Severity of asthma score predicts clinical outcomes in patients with moderate to severe
persistent asthma. Chest 2012 Jan;141(1):58-65. [doi: 10.1378/chest.11-0020] [Medline: 21885725]

17. Sato R, Tomita K, Sano H, Ichihashi H, Yamagata S, Sano A, et al. The strategy for predicting future exacerbation of
asthma using a combination of the Asthma Control Test and lung function test. J Asthma 2009 Sep;46(7):677-682. [doi:
10.1080/02770900902972160] [Medline: 19728204]

18. Osborne ML, Pedula KL, O'Hollaren M, Ettinger KM, Stibolt T, Buist AS, et al. Assessing future need for acute care in
adult asthmatics: the Profile of Asthma Risk Study: a prospective health maintenance organization-based study. Chest 2007
Oct;132(4):1151-1161. [doi: 10.1378/chest.05-3084] [Medline: 17573515]

19. Miller MK, Lee JH, Blanc PD, Pasta DJ, Gujrathi S, Barron H, TENOR Study Group. TENOR risk score predicts healthcare
in adults with severe or difficult-to-treat asthma. Eur Respir J 2006 Dec;28(6):1145-1155 [FREE Full text] [doi:
10.1183/09031936.06.00145105] [Medline: 16870656]

20. Peters D, Chen C, Markson LE, Allen-Ramey FC, Vollmer WM. Using an asthma control questionnaire and administrative
data to predict health-care utilization. Chest 2006 Apr;129(4):918-924. [doi: 10.1378/chest.129.4.918] [Medline: 16608939]

21. Yurk RA, Diette GB, Skinner EA, Dominici F, Clark RD, Steinwachs DM, et al. Predicting patient-reported asthma outcomes
for adults in managed care. Am J Manag Care 2004 May;10(5):321-328 [FREE Full text] [Medline: 15152702]

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e38220 | p.197https://medinform.jmir.org/2022/6/e38220
(page number not for citation purposes)

Zhang & LuoJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v10i6e38220_app1.pdf&filename=292d0cb249c1df769c5e1a6e0f25fa79.pdf
https://jmir.org/api/download?alt_name=medinform_v10i6e38220_app1.pdf&filename=292d0cb249c1df769c5e1a6e0f25fa79.pdf
https://www.who.int/news-room/q-a-detail/chronic-respiratory-diseases-asthma
https://www.who.int/news-room/q-a-detail/chronic-respiratory-diseases-asthma
https://www.cdc.gov/asthma/most_recent_national_asthma_data.htm
https://www.cdc.gov/asthma/most_recent_national_asthma_data.htm
http://dx.doi.org/10.1513/AnnalsATS.201703-259OC
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29323930&dopt=Abstract
http://dx.doi.org/10.1164/ajrccm.157.4.9708124
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=9563736&dopt=Abstract
http://dx.doi.org/10.1377/hlthaff.w4.427
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15451964&dopt=Abstract
http://dx.doi.org/10.1377/hlthaff.2013.0625
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24395944&dopt=Abstract
http://dx.doi.org/10.1016/s0091-6749(99)70468-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10069877&dopt=Abstract
http://dx.doi.org/10.1542/peds.105.5.1029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10790458&dopt=Abstract
http://dx.doi.org/10.2165/00115677-200311120-00003
http://dx.doi.org/10.1145/2939672.2939785
https://www.jmir.org/2021/4/e22796/
http://dx.doi.org/10.2196/22796
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33861206&dopt=Abstract
https://www.ajmc.com/pubMed.php?pii=2500
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12921231&dopt=Abstract
http://dx.doi.org/10.1177/0885713X9701200205
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=9161058&dopt=Abstract
http://dx.doi.org/10.1136/thoraxjnl-2015-208138
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27044486&dopt=Abstract
http://dx.doi.org/10.1378/chest.11-0020
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21885725&dopt=Abstract
http://dx.doi.org/10.1080/02770900902972160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19728204&dopt=Abstract
http://dx.doi.org/10.1378/chest.05-3084
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17573515&dopt=Abstract
http://erj.ersjournals.com/cgi/pmidlookup?view=long&pmid=16870656
http://dx.doi.org/10.1183/09031936.06.00145105
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16870656&dopt=Abstract
http://dx.doi.org/10.1378/chest.129.4.918
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16608939&dopt=Abstract
https://www.ajmc.com/pubMed.php?pii=2600
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15152702&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


22. Loymans RJB, Debray TPA, Honkoop PJ, Termeer EH, Snoeck-Stroband JB, Schermer TRJ, et al. Exacerbations in adults
with asthma: a systematic review and external validation of prediction models. J Allergy Clin Immunol Pract
2018;6(6):1942-1952.e15. [doi: 10.1016/j.jaip.2018.02.004] [Medline: 29454163]

23. Lieu TA, Capra AM, Quesenberry CP, Mendoza GR, Mazar M. Computer-based models to identify high-risk adults with
asthma: is the glass half empty of half full? J Asthma 1999 Jun;36(4):359-370. [doi: 10.3109/02770909909068229] [Medline:
10386500]

24. Schatz M, Nakahiro R, Jones CH, Roth RM, Joshua A, Petitti D. Asthma population management: development and
validation of a practical 3-level risk stratification scheme. Am J Manag Care 2004 Jan;10(1):25-32 [FREE Full text]
[Medline: 14738184]

25. Forno E, Fuhlbrigge A, Soto-Quirós ME, Avila L, Raby BA, Brehm J, et al. Risk factors and predictive clinical scores for
asthma exacerbations in childhood. Chest 2010 Nov;138(5):1156-1165 [FREE Full text] [doi: 10.1378/chest.09-2426]
[Medline: 20472862]

26. Xiang Y, Ji H, Zhou Y, Li F, Du J, Rasmy L, et al. Asthma exacerbation prediction and risk factor analysis based on a
time-sensitive, attentive neural network: retrospective cohort study. J Med Internet Res 2020 Jul 31;22(7):e16981 [FREE
Full text] [doi: 10.2196/16981] [Medline: 32735224]

27. Longman JM, Passey ME, Ewald DP, Rix E, Morgan GG. Admissions for chronic ambulatory care sensitive conditions -
a useful measure of potentially preventable admission? BMC Health Serv Res 2015 Oct 16;15:472 [FREE Full text] [doi:
10.1186/s12913-015-1137-0] [Medline: 26475293]

28. Johnston JJ, Longman JM, Ewald DP, Rolfe MI, Diez Alvarez S, Gilliland AHB, et al. Validity of a tool designed to assess
the preventability of potentially preventable hospitalizations for chronic conditions. Fam Pract 2020 Jul 23;37(3):390-394
[FREE Full text] [doi: 10.1093/fampra/cmz086] [Medline: 31848589]

29. Zhang X, Luo G. Error analysis of machine learning predictions on asthma hospital encounters. J Allergy Clin Immunol
2022 Feb;149(2):Supplement, AB47. [doi: 10.1016/j.jaci.2021.12.184]

30. Howell D, Rogers L, Kasarskis A, Twyman K. Comparison and validation of algorithms for asthma diagnosis in an electronic
medical record system. Ann Allergy Asthma Immunol 2022 Mar 30;128(6):667-681. [doi: 10.1016/j.anai.2022.03.025]
[Medline: 35367347]

31. Collective Medical and Consonus Healthcare announce partnership to improve postacute transitions of care. Collective
Medical Technologies Inc. 2018. URL: https://collectivemedical.com/resources/press-release/
collective-medical-and-consonus-healthcare-announce-partnership-to-improve-post-acute-transitions-of-care [accessed
2022-03-22]

32. Tong Y, Messinger AI, Luo G. Testing the generalizability of an automated method for explaining machine learning
predictions on asthma patients' asthma hospital visits to an academic healthcare system. IEEE Access 2020;8:195971-195979
[FREE Full text] [doi: 10.1109/access.2020.3032683] [Medline: 33240737]

33. Zhang X, Luo G. Ranking rule-based automatic explanations for machine learning predictions on asthma hospital encounters
in patients with asthma: retrospective cohort study. JMIR Med Inform 2021 Aug 11;9(8):e28287 [FREE Full text] [doi:
10.2196/28287] [Medline: 34383673]

34. Wiens J, Guttag JV, Horvitz E. Patient risk stratification with time-varying parameters: a multitask learning approach. J
Mach Learn Res 2016;17(79):1-23 [FREE Full text]

35. Wang T, Jin F, Hu Y, Cheng Y. Early predictions for medical crowdfunding: a deep learning approach using diverse inputs.
Arxiv Preprint posted online on November 9, 2019. [FREE Full text] [doi: 10.48550/arXiv.1911.05702]

36. Guan Y, Wang X, Chen X, Yi D, Chen L, Jiang X. Assessment of the timeliness and robustness for predicting adult sepsis.
iScience 2021 Feb 19;24(2):102106 [FREE Full text] [doi: 10.1016/j.isci.2021.102106] [Medline: 33659874]

37. Lauritsen SM, Kalør ME, Kongsgaard EL, Lauritsen KM, Jørgensen MJ, Lange J, et al. Early detection of sepsis utilizing
deep learning on electronic health record event sequences. Artif Intell Med 2020 Apr;104:101820 [FREE Full text] [doi:
10.1016/j.artmed.2020.101820] [Medline: 32498999]

38. Luo G, Nau CL, Crawford WW, Schatz M, Zeiger RS, Rozema E, et al. Developing a predictive model for asthma-related
hospital encounters in patients with asthma in a large, integrated health care system: secondary analysis. JMIR Med Inform
2020 Nov 09;8(11):e22689 [FREE Full text] [doi: 10.2196/22689] [Medline: 33164906]

39. Luo G, He S, Stone BL, Nkoy FL, Johnson MD. Developing a model to predict hospital encounters for asthma in asthmatic
patients: secondary analysis. JMIR Med Inform 2020 Jan 21;8(1):e16080 [FREE Full text] [doi: 10.2196/16080] [Medline:
31961332]

40. Luo G. A roadmap for semi-automatically extracting predictive and clinically meaningful temporal features from medical
data for predictive modeling. Glob Transit 2019;1:61-82 [FREE Full text] [doi: 10.1016/j.glt.2018.11.001] [Medline:
31032483]

41. Luo G, Stone BL, Koebnick C, He S, Au DH, Sheng X, et al. Using temporal features to provide data-driven clinical early
warnings for chronic obstructive pulmonary disease and asthma care management: protocol for a secondary analysis. JMIR
Res Protoc 2019 Jun 06;8(6):e13783 [FREE Full text] [doi: 10.2196/13783] [Medline: 31199308]

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e38220 | p.198https://medinform.jmir.org/2022/6/e38220
(page number not for citation purposes)

Zhang & LuoJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.jaip.2018.02.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29454163&dopt=Abstract
http://dx.doi.org/10.3109/02770909909068229
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10386500&dopt=Abstract
https://www.ajmc.com/pubMed.php?pii=2474
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=14738184&dopt=Abstract
http://europepmc.org/abstract/MED/20472862
http://dx.doi.org/10.1378/chest.09-2426
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20472862&dopt=Abstract
https://www.jmir.org/2020/7/e16981/
https://www.jmir.org/2020/7/e16981/
http://dx.doi.org/10.2196/16981
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32735224&dopt=Abstract
https://bmchealthservres.biomedcentral.com/articles/10.1186/s12913-015-1137-0
http://dx.doi.org/10.1186/s12913-015-1137-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26475293&dopt=Abstract
http://europepmc.org/abstract/MED/31848589
http://dx.doi.org/10.1093/fampra/cmz086
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31848589&dopt=Abstract
http://dx.doi.org/10.1016/j.jaci.2021.12.184
http://dx.doi.org/10.1016/j.anai.2022.03.025
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35367347&dopt=Abstract
https://collectivemedical.com/resources/press-release/collective-medical-and-consonus-healthcare-announce-partnership-to-improve-post-acute-transitions-of-care
https://collectivemedical.com/resources/press-release/collective-medical-and-consonus-healthcare-announce-partnership-to-improve-post-acute-transitions-of-care
http://europepmc.org/abstract/MED/33240737
http://dx.doi.org/10.1109/access.2020.3032683
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33240737&dopt=Abstract
https://medinform.jmir.org/2021/8/e28287/
http://dx.doi.org/10.2196/28287
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34383673&dopt=Abstract
https://www.jmlr.org/papers/volume17/15-177/15-177.pdf
https://arxiv.org/abs/1911.05702
http://dx.doi.org/10.48550/arXiv.1911.05702
https://linkinghub.elsevier.com/retrieve/pii/S2589-0042(21)00074-2
http://dx.doi.org/10.1016/j.isci.2021.102106
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33659874&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0933-3657(19)30317-3
http://dx.doi.org/10.1016/j.artmed.2020.101820
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32498999&dopt=Abstract
https://medinform.jmir.org/2020/11/e22689/
http://dx.doi.org/10.2196/22689
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33164906&dopt=Abstract
https://medinform.jmir.org/2020/1/e16080/
http://dx.doi.org/10.2196/16080
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31961332&dopt=Abstract
http://europepmc.org/abstract/MED/31032483
http://dx.doi.org/10.1016/j.glt.2018.11.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31032483&dopt=Abstract
https://www.researchprotocols.org/2019/6/e13783/
http://dx.doi.org/10.2196/13783
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31199308&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Abbreviations
ED: emergency department
ICD: International Classification of Diseases
UWM: University of Washington Medicine
XGBoost: extreme gradient boosting

Edited by C Lovis; submitted 24.03.22; peer-reviewed by M Hofford; comments to author 15.04.22; revised version received 16.04.22;
accepted 13.05.22; published 08.06.22.

Please cite as:
Zhang X, Luo G
Error and Timeliness Analysis for Using Machine Learning to Predict Asthma Hospital Visits: Retrospective Cohort Study
JMIR Med Inform 2022;10(6):e38220
URL: https://medinform.jmir.org/2022/6/e38220 
doi:10.2196/38220
PMID:35675129

©Xiaoyi Zhang, Gang Luo. Originally published in JMIR Medical Informatics (https://medinform.jmir.org), 08.06.2022. This is
an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information,
a link to the original publication on https://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e38220 | p.199https://medinform.jmir.org/2022/6/e38220
(page number not for citation purposes)

Zhang & LuoJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://medinform.jmir.org/2022/6/e38220
http://dx.doi.org/10.2196/38220
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35675129&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

The Prediction of Preterm Birth Using Time-Series
Technology-Based Machine Learning: Retrospective Cohort Study

Yichao Zhang1*, MSc; Sha Lu2,3*, MD; Yina Wu1, MEng; Wensheng Hu2,3, MD; Zhenming Yuan1, PhD
1Hangzhou Normal University, Hangzhou, China
2Department of Obstetrics and Gynecology, Hangzhou Women's Hospital, Hangzhou, China
3Department of Obstetrics and Gynecology, The Affiliated Hangzhou Women’s Hospital of Hangzhou Normal University, Hangzhou, China
*these authors contributed equally

Corresponding Author:
Zhenming Yuan, PhD
Hangzhou Normal University
2318 Yuhangtang Road
Hangzhou, 311121
China
Phone: 86 13588714850
Email: zmyuan@hznu.edu.cn

Abstract

Background: Globally, the preterm birth rate has tended to increase over time. Ultrasonography cervical-length assessment is
considered to be the most effective screening method for preterm birth, but routine, universal cervical-length screening remains
controversial because of its cost.

Objective: We used obstetric data to analyze and assess the risk of preterm birth. A machine learning model based on time-series
technology was used to analyze regular, repeated obstetric examination records during pregnancy to improve the performance
of the preterm birth screening model.

Methods: This study attempts to use continuous electronic medical record (EMR) data from pregnant women to construct a
preterm birth prediction classifier based on long short-term memory (LSTM) networks. Clinical data were collected from 5187
pregnant Chinese women who gave birth with natural vaginal delivery. The data included more than 25,000 obstetric EMRs from
the early trimester to 28 weeks of gestation. The area under the curve (AUC), accuracy, sensitivity, and specificity were used to
assess the performance of the prediction model.

Results: Compared with a traditional cross-sectional study, the LSTM model in this time-series study had better overall prediction
ability and a lower misdiagnosis rate at the same detection rate. Accuracy was 0.739, sensitivity was 0.407, specificity was 0.982,
and the AUC was 0.651. Important-feature identification indicated that blood pressure, blood glucose, lipids, uric acid, and other
metabolic factors were important factors related to preterm birth.

Conclusions: The results of this study will be helpful to the formulation of guidelines for the prevention and treatment of preterm
birth, and will help clinicians make correct decisions during obstetric examinations. The time-series model has advantages for
preterm birth prediction.

(JMIR Med Inform 2022;10(6):e33835)   doi:10.2196/33835

KEYWORDS

preterm birth prediction; temporal data mining; electronic medical records; pregnant healthcare

Introduction

Background
Preterm birth, defined as birth occurring before 37 weeks of
completed gestation, is the primary cause of neonatal death and
disability and affects the long-term health of newborns [1,2].
According to the World Health Organization global action report

on preterm birth, there are approximately 15 million premature
infants born in the world every year, with an incidence rate of
5% to 18%; 1 million of these premature infants die [3]. China
is the most populous country in the world, and the
implementation of the two-child policy has increased the average
age of first pregnancy and the incidence of preterm birth [4-6].
Compared to full-term birth, prematurity imposes adverse effects
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on the health and safety of both the pregnant woman and the
infant. Prematurity increases the incidence of congenital
malformation, being small for gestational age, and nervous
system diseases associated with immature organs [7-9].
Therefore, early prediction of preterm birth and preventive
measures have a significant potential to reduce mortality and
improve the survival rate of preterm infants [10,11].

Despite the serious clinical consequences, there are currently
no effective early screening methods for preterm birth. It is
generally considered that ultrasonography cervical-length
assessment is the most effective screening method [11,12], but
routine, universal cervical-length screening remains
controversial because of its cost [13,14]. Cervical screening is
not popular in China and is performed only for pregnant women
with cervical insufficiency [15]. Fetal fibronectin is an
extracellular matrix glycoprotein that has also been extensively
studied as a predictor of preterm birth, and although it has high
specificity, it has a low detection rate [16]. Other biomarkers,
including inflammatory factors, serum proteomics, and genetic
factors, are associated with preterm birth [17], but each of these
only has good performance in a subset of cases, and few studies
have demonstrated that they are sufficiently useful for clinical
use.

There is not a single or combined screening method for preterm
birth that has high sensitivity and can reliably identify women
at risk for preterm birth [11]. The etiological mechanism of
preterm birth is elusive, and the interaction between risk factors
is complex. Machine learning algorithms based on time-series
technology can solve nonlinear relationships between
multi-dimensional variables and analyze and mine their
time-series characteristics. These machine learning models have
been shown to be effective in the prediction of obstetric diseases
[18,19]. Therefore, this paper proposes a time-series preterm
birth prediction model based on a long short-term memory
(LSTM) network.

Related Work
In the literature, various methods have been proposed to predict
the risk of preterm birth with machine learning. These methods
can be broadly categorized into 2 types, according to their data
source: special examination data or routine clinical data. Special
examination data include findings from the cervicovaginal fluid
[20], electrohysterography [21], and whole-blood gene
expression [22]. These data need special methods to obtain and
are not suitable for large-scale initial screening. Therefore,
research results based on these data have only been shown to
have better prediction performance in small-sample data sets.
Other research has sought to build prediction models based on
routine clinical examination data and demographic data. Koivu
et al [23] used a US Centers for Disease Control and Prevention
(CDC) data set of almost sixteen million observations to build
a prediction model; the best-performing machine learning model
achieved an area under the curve (AUC) of 0.64 for preterm
birth when using external the New York City test data. Lee et
al [24] used the same CDC and New York City data sets to build
an artificial neural network prediction model; it also had an
AUC of 0.64. Weber et al [25] assessed the prediction of early
(<32 weeks) spontaneous preterm birth among non-Hispanic

women by applying machine learning to multilevel data from
a large birth cohort; the AUC of this prediction model was 0.67.

Although the above prediction models have relatively reliable
performance, they all use huge, complex data sets for analysis.
It can be difficult to obtain complete data sets of this size and
complexity because of privacy issues. More importantly, these
models ignore the influence of time-related factors. Time-series
analysis and prediction methods predict future developments
according to tendencies in past changes and highlight the role
of time factors in making predictions. In fact, obstetric
examinations are continuous and repeated time-series records
and are considered to be related to pregnancy risk [26]. Previous
studies have reported that time-series models perform well in
the field of obstetrics. For example, Tao et al [27] used maternal
weight change trajectories during pregnancy to establish a
time-series hybrid model to predict the birth weight of newborns.
Zhou et al [28] predicted the risk of postpartum hemorrhage
using continuous data from prenatal physical examinations.
Compared with other biological phenomena, the 280-day
gestational cycle has a relatively fixed time; pregnant women
also have high compliance to obstetric outpatient examinations
[29]. Therefore, a time-series model to mine time-series
characteristics from data obtained during pregnancy has high
potential.

Few studies have described the interpretability of their models.
Khatibi et al [30] used Iran’s national databank of maternal and
neonatal records to design a map/reduce phase-based, parallel
feature selection machine learning algorithm to predict the risk
of preterm birth. The map phase used parallel feature selection
and classification methods to score features, while the reduce
phase aggregated the feature scores in order to determine the
contribution of predictors to the model. Similar methods include
the calculation of frequency statistics, the Gini index and other
indicators that trace the decision-making process of the tree
model [31], and calculating Shapley values to define the
importance of features [32].

Although none of the above methods are suitable for time-series
models, it is encouraging that there have been recent proposals
for interpretable frameworks for time-series classification that
can be used in different medical scenarios. In the field of
medical signals, Ivatur et al [33] proposed a post-hoc
explainability framework for deep learning models applied to
quasi-periodic biomedical time-series classification that included
3 different techniques for explanation: studying ablation,
studying permutation, and using a local, interpretable
model-agnostic explanation method. Maweu et al [34] proposed
a modular framework named the convolutional neural network
(CNN) explainability framework for electrocardiogram signals
that explains the quality of the deep learning model in terms of
quantifiable metrics and feature visualization. Electronic medical
record (EMRs) contain time series and multimodal data which
further hinder interpretability. Nguyen-Du et al [35] proposed
a new deep electronic health record spotlight framework for
transforming EMR data into pathways and 2D pathway images,
which can then be used with 2D CNN techniques to support
visual interpretation. Viton et al [36] proposed an approach
based on heat maps as a visual means of highlighting significant
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variables over a temporal sequence, which can be applied to the
problem of predicting the risk of in-hospital mortality.

This previous research motivated the current study, which makes
the following key contributions: (1) we designed and
implemented a complete process for preterm birth screening
and providing early warnings based on regular EMR data; (2)
we used machine learning based on time-series technology to
analyze the obstetric examination data and improve the
performance of the prediction model; (3) we provide a
preliminary explanation of the quantitative interpretability of
the model and explore time-series predictors affecting preterm
birth.

Methods

Setting and Study Population
The data were collected from Hangzhou Women’s Hospital
(Hangzhou Maternity and Child Health Care Hospital),

Hangzhou, Zhejiang Province, China, between 2017 and 2020.
This study included >25,000 pregnant women who received
antenatal care at Hangzhou Women’s Hospital and eventually
gave birth naturally through the vagina. The exclusion criteria
were as follows: presence of multiple pregnancies, assisted
reproduction, severe cardio- or cerebrovascular complications
or comorbidities, and performance of cervical cerclage during
pregnancy. The inclusion criterion was a first pregnancy test
taken before 12 gestational weeks. According to the Chinese
guidelines for prenatal examination [37], pregnant women
should have a monthly outpatient examination before 28 weeks
of gestation. Figure 1 shows the filtering and processing flow
chart used to select the study population. Some women were
excluded owing to failure to obtain data or implausible
pregnancy outcomes. Data from a final total of 5187 women
were available for analysis.

Figure 1. Flow chart showing participant selection.

Clinical Measurements and Data Collection
Demographic data, physical examination data, ultrasound
records, and laboratory data from the antenatal period were
retrieved from EMRs. At registration for pregnancy, information
on maternal demographic characteristics (eg, age, education,
and occupation), anthropometrics (eg, body weight, height, and
blood pressure), and clinical history (eg, parity and disease

history) were recorded. As shown in Table 1, repeated pregnancy
data were obtained for each individual from the first pregnancy
test to the final pregnancy test, taken between 25 to 28 weeks.
The clinical data included age, weight, uterine height, abdominal
circumference, blood pressure, and findings from ultrasonic
examination. Laboratory tests (eg, routine blood examination
and blood biochemistry examination, including blood lipids and
glucose) were performed at 24 weeks of gestation.
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Participants were asked to wear light clothing when their height
and weight were measured. BMI was calculated as body weight
in kilograms divided by body height in meters squared. Sitting
blood pressure was examined after at least 10 minutes of rest

using a standard mercury sphygmomanometer with the patient’s
right arm held at heart level. Maternal venous blood samples
were drawn in the morning after an overnight fast of ≥8 hours.

Table 1. Description of data sources.

Laboratory testsUltrasonic examinationGestational age

N/Ab✓aBefore 12 weeks

N/A✓From 13 to 16 weeks

N/A✓From 17 to 20 weeks

N/A✓From 21 to 24 weeks

✓✓From 25 to 28 weeks

a✓ indicates that the pregnant woman has made relevant clinical examination in this pregnancy stage.
bN/A: not applicable.

Model Design
Based on the above-mentioned features, 2 machine learning
models were constructed to predict preterm birth. One was an
early prediction model based on the data sources in Table 1.
For each cross-sectional gestational age category, extreme
gradient boosting (XGB) combined with decision trees was
employed to establish the prediction model. XGB is an
improvement on the gradient lifting algorithm and is widely
used in the field of obstetric auxiliary diagnosis [38]. The second
model used temporal prediction techniques. Long short-term
memory networks (LSTMs) are a type of time-cyclic neural
network that are suitable for processing and predicting events
with relatively long intervals and delays in the time series [39].
LSTMs can avoid the gradient disappearance of conventional
recurrent neural networks and are widely used in the field of
disease diagnosis [40].

LSTMs realize information protection and control through 3
control gates, namely the input gate, the forgetting gate, and
the output gate. The key in LSTMs is the unit state. The LSTM
unit judges whether the output of the previous time step is
useful; only useful information is saved and the rest is forgotten
at the forgetting gate. Equations (1) through (5) represent the
parameter update process, where σ represents the sigmoid
function, ht–1 represents the output of the LSTM at the previous
time step, and ht represents the current output; I, f, and o,
respectively, represent the input gate, forgetting gate, and output
gate in the LSTM unit. Equation (4) represents the process of
the state transition of the memory unit, where ct is the state of
the memory unit at the current time step. The current state is
calculated by the previous time step state, ct–1, and the result of

the forgetting gate and the input gate of the current-time LSTM
unit.

it = σ (Wχiχt + Whiht-1 + bi) (1)

ft = σ (Wχfχt + Whfht-1 + bf) (2)

ot = σ (WXoχt + Whoht-1 + bo) (3)

Ct = ftct-1 + ittanh(Wxcχt + Whcht-1 + bc) (4)

ht = ottanh(ct) (5)

The parameters of these prediction models were determined by
grid search. The models were validated with 5-fold
cross-validation. The 5-fold cross-validation splits the training
dataset into 2 sections, where 80% of the dataset is used for
training and the remaining 20% is used for testing.
Simultaneously, the incidence rate of preterm birth is about 5%,
so in situations where there were imbalanced class data
combined with unequal error costs, random oversampling was
used to balance the dataset to get true performance values for
the classifier. The random oversampling method makes the
number of minority classes the same as the number of majority
classes by randomly copying minority class samples to get new
equilibrium data.

Under the Python 3.6 environment (Python Software
Foundation), the data analysis and visualization were completed
by using NumPy, Pandas, Matplotlib, Seaborn, and other
libraries [41,42]. The machine learning model comes from the
scikit-learn library and the deep learning framework adopts
PyTorch [43]. Based on the amount of data in this study, the
LSTM network was able to run on a personal computer. The
adaptive learning rate of the Adam optimizer [44] was used to
accelerate the convergence speed of the LSTM model. Table 2
shows the values of the parameters for the 2 models.

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e33835 | p.203https://medinform.jmir.org/2022/6/e33835
(page number not for citation purposes)

Zhang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Summary of parameter values in each model.

ValuesParameters

Extreme gradient boosting model

0.01Learning rate

200N_estimators

4Min_samples_leaf

3Min_samples_split

2Max_depth

Long short-term memory model

CrossEntropyLoss function

2Num_layers

AdamOptimizer

130Hidden_size

65Input size

0.001Learning rate

256Batch-size

20Epochs

Model Evaluation
The characteristics were compared between the preterm birth
and full-term birth groups. Statistical tests were 2-sided; P
values <.05 were considered statistically significant. All analyses
were performed using the statistical software SPSS 22.0 (IBM).

The prediction performance was considered an important factor
to evaluate the proposed model. In this paper, the receiver
operating characteristic (ROC) curve and AUC were used to
evaluate the model’s ability to predict preterm birth. In addition,
the evaluation indicators of the confusion matrix, including
accuracy, sensitivity, and specificity, were used to analyze the
relationship between the actual values and the predicted values
for the risk of preterm birth. Accuracy, sensitivity, and
specificity were calculated as follows: accuracy = (TN + TP) /
(TN + TP + FN + FP); sensitivity = TP / (TP + FN); and
specificity = TN / (TN + FP), where TP indicates true positive,
FP indicates false positive, TN indicates true negative, and FN
indicates false negative.

Feature importance reflects the contribution each variable makes
in classifying preterm birth, which explains the results of the
model decision. In this study, feature importance for the XGB
model was calculated by the sum of the decrease in error when
split by a variable [31]. For the LSTM model, feature ablation
was used, which provides feature importance at a given time

step for each input feature [45], computing attribution as the
difference in output after replacing each feature with a baseline;
a lower AUC indicates a more important feature.

Ethics Approval
The study design was approved by the local Ethical and
Research Committee (written permission, with approval number
2019-02-2). All medical procedures were performed following
the relevant guidelines and regulations. The informed consent
requirement for this study was waived by the board because the
researchers only accessed the database for analysis purposes
and all patient data were deidentified.

Results

General Characteristics of the Study Participants
The data set used in this paper comes from a hospital in eastern
China and is very extensive, including maternal ultrasound
records, prenatal examination reports, and laboratory data. Of
the 5187 pregnant women enrolled in the present study, 4966
gave birth at full term. The remaining 221 women gave birth
preterm. The general characteristics of the participants are
presented in Table 3. Table 4 summarizes the clinical
characteristics of the study subjects at the second trimester
(25-28 weeks).
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Table 3. General characteristics of the study population (N=5187)

Mean (SD)Characteristics

29.63 (3.52)Age, years

53.65 (8.15)Prepregnancy weight, kg

161.45 (4.84)Height, cm

20.57 (2.92)Prepregnancy BMI, kg/m2

0.26 (0.46)Parity, number

1.71 (0.98)Gravidity, number

106.12 (13.02)Prepregnancy SBPa, mmHg

67.29 (9.31)Prepregnancy DBPb, mmHg

0.003 (0.05)Number of preterm births in reproductive history, parity number

13.47 (1.22)Menarche, years

6.07 (3.03)Period, days

29.55 (7.06)Cycle, days

aSystolic blood pressure.
bDiastolic blood pressure.
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Table 4. Clinical characteristics and laboratory parameters at the second trimester.

P valuePreterm birth (n=221)Full-term birth (n=4966)Characteristics

Mean (SD)Mean (SD)

General characteristics

.0230.14 (3.64)29.61 (3.49)Age, years

.3153.74 (8.12)53.92 (7.16)Prepregnancy weight, kg

.48106.19 (11.98)106.70 (10.45)Prepregnancy SBPa, mmHg

.5367.47 (7.41)67.65 (7.96)Prepregnancy DBPb, mmHg

Physical data

.7326.09 (1.19)26.02 (1.17)Gestational age, weeks

.5677.32 (6.82)77.63 (7.27)Pulse rate, beats per minute

.2960.39 (8.29)61.16 (7.28)Maternal weight at pregnancy, kg

.04113.19 (11.24)111.42 (10.62)SBP, mmHg

<.00166.09 (8.20)65.29 (7.78)DBP, mmHg

.4524.02 (2.28)24.48 (1.82)Uterine height, cm

.4586.98 (8.33)88.76 (5.45)Mother abdominal circumference, cm

Ultrasonic data

.056.84 (0.48)6.70 (0.23)Biparietal diameter, cm

.1325.02 (1.47)24.60 (0.76)Head circumference, cm

.064.93 (0.34)4.83 (0.17)Femur length, cm

.0322.94 (1.45)22.18 (0.86)Fetal abdominal circumference, cm

Laboratory data

.022.25 (0.79)2.15 (0.78)Triglyceride, mmol/L

.432.17 (1.52)2.22 (1.75)Total bile acid, µmol/L

.12246.05 (49.60)244.05 (49.69)Uric acid, µmol/L

.11212.26 (46.10)209.12 (45.24)Platelets, cells × 109/L

.044.40 (0.46)4.35 (0.38)Fasting blood glucose, mmol/L

.286.19 (1.07)6.23 (1.01)Total cholesterol, mmol/L

.7526.26 (3.31)26.25 (2.97)Activated partial thromboplastin time, seconds

.033.85 (0.64)3.77 (0.63)Fibrinogen, g/L

.04116.79 (8.61)115.96 (8.44)Hemoglobin, g/L

aSystolic blood pressure.
bDiastolic blood pressure.

Model Performance
Based on the above-mentioned features in Table 3 and Table
4, 2 machine learning models were constructed to predict
preterm birth. An XGB model was used for cross-sectional
research and an LSTM model was used for time-series research.
The optimal parameters were set for each predictive model and
corroborated via a test data set that was derived from the training
data set by 5-fold cross-validation. The accuracy, sensitivity,
specificity, and AUC of the models for predicting preterm birth
are shown in Table 5, which compares the performance of these
2 models in identical testing data sets. Notably, the LSTM
model, used for time-series research, had the best overall
prediction ability. Its accuracy, sensitivity, specificity, and AUC

were 0.739, 0.407, 0.982, and 0.651, respectively. Furthermore,
the model performance gradually improved with the number of
gestational weeks. The overall performance of the model was
best in the last cross-sectional gestational age group, with an
overall accuracy of 0.689, sensitivity of 0.407, specificity of
0.979, and AUC of 0.601.

Based on the validation result for the training data set, an
independent testing data set was used for predicting preterm
birth. The matrices and ROC curves for the predictive models
in the testing data set are shown in Figure 2. Compared with
cross-sectional designs, the LSTM model had a lower
misdiagnosis rate at the same detection rate. The high specificity
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of the model excluded more true negative samples, lowering the cost of screening.

Table 5. Average prediction results of different methods after 5-fold cross-validation.

Time seriesObservation period (gestational weeks)Prediction results

Weeks 25-28Weeks 21-24Weeks 17-20Weeks 13-16Before 12 weeks

0.6510.6010.5680.5160.5580.532AUCa

0.4070.4070.3870.3620.3650.286Sensitivity

0.9820.9790.9770.9770.9780.974Specificity

0.7390.6890.6220.5840.5740.525Accuracy

aAUC: area under the receiver operating characteristic curve.

Figure 2. Receiver operating characteristic curves and confusion matrix of prediction models: (A) cross-sectional prediction of the extreme gradient
boosting model at weeks 25 to 28; (B) prediction results of the long short-term memory model. ROC: receiver operating characteristic.

Influence of Variables on Predictions
The identification of important features by the XGB and LSTM
models is shown in Figure 3. Feature importance was calculated
by XGB as the sum of the decrease in error when split by a
variable, which reflects the contribution each variable makes
in classifying. Maternal age was the most important variable to
predict preterm birth, followed by triglyceride level, total bile
acid level, systolic pressure during pregnancy, fundal height,

uric acid level, platelet level, and prepregnancy weight. The
LSTM model for time-series research achieved the best
performance, and feature ablation provided feature importance
for a given time-series input feature. The importance of features
was evaluated according to the degree of AUC decrease. The
results indicated that the AUC decrease rate for systolic blood
pressure was 2%, which was the most important time-series
feature, followed by fetal abdominal circumference, head
circumference, and maternal weight.
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Figure 3. Importance of the variables: (A) identification of important features by the extreme gradient boosting model at weeks 25 to 28; (B) identification
of important features by the long short-term memory model. AUC: area under the curve; SBP: systolic blood pressure.

Discussion

Principal Findings
Premature birth is widely recognized as an increasingly serious
problem. In this study, 5 pregnancy test records in the first and
second trimesters of pregnancy were selected to construct a
time-series model to predict preterm delivery. Compared with
traditional machine learning models, the use of a time-series
model improved prediction performance for preterm birth and
allowed the identification of important variables for predicting
preterm birth.

The early prediction of preterm birth has always been
challenging. The input index of traditional prediction model
research has usually been a special test item or a combination
of tests that aim to find new markers that have a high
contribution to preterm birth prediction; most past studies have
not been clinically verified [11,17,46]. Many studies have tried
to effectively predict preterm birth, which would allow early
detection and prompt management. Cervical screening, fetal
fibronectin measurement, or the combination of these methods
can effectively predict preterm birth [12-14,16,47]. However,
there are still flaws in the forecasts. For asymptomatic women,
the performance of the fetal fibronectin test is too low to be
clinically relevant [48]. Many studies have found that cervical
status is an independent risk factor for preterm birth. In China's
2014 edition of the Clinical Diagnosis and Treatment Guidelines
for Preterm Delivery [49], it is recommended that when cervical
length is <25 mm, transvaginal ultrasound should be performed

before 24 weeks to predict preterm birth in high-risk patients.
In fact, cervical examinations are still controversial for screening
of the general population. Some studies advocate for dynamic
cervical examination regardless of whether a subject is high-
or low-risk [50,51]. On the other hand, a greater number of
studies either oppose or do not recommend large-scale cervical
screening, for reasons that include but are not limited to the
material cost, the time required, the lack of unified standards,
and the professional training of laboratory personnel
[13,14,52-55], which may lead to costs that do not conform to
health economics. The prediction model in this study effectively
predicts the early development of preterm labor based on
demographic factors and prenatal laboratory data. These data
are easy to obtain in routine clinical practice. Therefore, the
prediction model of preterm birth proposed in this study can be
used as a practical screening method for preterm birth in the
first and second trimesters of pregnancy.

In fact, earlier works have already reported very close or even
higher accuracy than this study. Compared with the large
national databases used in previous studies, the conventional
data used in this paper is still relatively weak, especially in its
lack of key information, such as obstetric and gynecological
history and family history. However, we are excited that this
paper significantly improves the performance of prediction
models through a machine learning method based on time-series
technology.

This study reveals various new factors that affect the prediction
of preterm birth. Additionally, parameters that have been
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traditionally reported to be related to delivery date, such as age,
prepregnancy weight, history of preterm birth, and menstrual
cycle, were confirmed to be influential factors in preterm birth
prediction [1,56]. Interestingly, blood pressure, blood glucose,
lipids, uric acid, and other metabolic factors were also very
important factors related to preterm birth. Although it has not
been thoroughly investigated, the relationship between metabolic
risk factors and preterm birth has been preliminarily recognized
in several previous studies [57,58]. In a recent observational
study of 5535 deliveries, pregnant women with a cluster of
metabolic risk factors during early pregnancy were more likely
to give birth preterm [59]. The metabolic reaction during
pregnancy normally meets the needs of fetal growth; however,
an excessive metabolic stress reaction can lead to the occurrence
of various pathologies in pregnancy [60]. Despite the
controversy, changes in metabolic levels during pregnancy have
been observed in women who give birth preterm.

Limitations
This study has several limitations. First, the laboratory
examinations of the pregnant women were completed in their
respective communities before 20 weeks of gestation, precluding
them from being included in the analysis due to differences in
test standards. In addition, the prepregnancy characteristics were
affected by recall bias; moreover, most of the included women
were primipara. Thus, the contribution of preterm birth history
to the model was limited. Second, the performance of the model
still needs to be improved, although LSTM has great potential.
Nonetheless, considering this prediction model is a baseline

model based on conventional data, it can continue to add
biochemical and biophysical markers to increase screening
performance. In addition, advanced maternal age was a clear
confounding factor [61], and stratified analysis by age will be
considered in a follow-up study. Third, this paper is only a
preliminary explanation of the interpretability of the machine
learning model. Future work will consider using a more
sophisticated post hoc explainability framework, especially for
time-series problems. Finally, the study was possibly affected
by selection bias due to its single-center design. The prediction
model has not been widely used in clinical practice, and its
accuracy and practicality should be verified in prospective
studies with larger samples.

Conclusions
Preterm birth is the primary cause of neonatal death and
disability, and early prediction of preterm birth has great
potential to improve the survival rate of preterm infants. In this
work, we analyzed obstetric medical data based on time-series
machine learning and evaluated the risk of preterm birth. Our
study can screen high-risk groups for preterm birth in the early
and middle trimesters of pregnancy. Compared with a traditional
cross-sectional study, the time-series LSTM model in this study
had better overall prediction ability with a lower misdiagnosis
rate and the same detection rate. In future work, we will further
improve the data set, especially regarding some key
characteristics of premature birth that have been reported by
past relevant research, and build a more sophisticated post hoc
explainability framework for the time series model.
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Abstract

Background: Kidney transplantation is the preferred treatment option for patients with end-stage renal disease. To maximize
patient and graft survival, the allocation of donor organs to potential recipients requires careful consideration.

Objective: This study aimed to develop an innovative technological solution to enable better prediction of kidney transplant
survival for each potential donor-recipient pair.

Methods: We used deidentified data on past organ donors, recipients, and transplant outcomes in the United States from the
Scientific Registry of Transplant Recipients. To predict transplant outcomes for potential donor-recipient pairs, we used several
survival analysis models, including regression analysis (Cox proportional hazards), random survival forests, and several artificial
neural networks (DeepSurv, DeepHit, and recurrent neural network [RNN]). We evaluated the performance of each model in
terms of its ability to predict the probability of graft survival after kidney transplantation from deceased donors. Three metrics
were used: the C-index, integrated Brier score, and integrated calibration index, along with calibration plots.

Results: On the basis of the C-index metrics, the neural network–based models (DeepSurv, DeepHit, and RNN) had better
discriminative ability than the Cox model and random survival forest model (0.650, 0.661, and 0.659 vs 0.646 and 0.644,
respectively). The proposed RNN model offered a compromise between the good discriminative ability and calibration and was
implemented in a technological solution of technology readiness level 4.

Conclusions: Our technological solution based on the RNN model can effectively predict kidney transplant survival and provide
support for medical professionals and candidate recipients in determining the most optimal donor-recipient pair.

(JMIR Med Inform 2022;10(6):e34554)   doi:10.2196/34554
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Introduction

Current State of Organ Allocation
Deceased organ donation is the most common type of kidney
donation [1] and can be defined as donation after neurological
death (neurological determination of death [NDD]) and donation
after circulatory death (DCD) [2]. Despite being authorized in

Canada since 2006, DCD donations represented only 17% of
deceased organ donations in Canada in 2012 [3]. The number
of patients waiting for organ transplantation greatly exceeds the
number of organs donated [4]. Ensuring an optimal donor
identification and referral process and improving efficiency in
identifying compatible donors would help avoid missed donation
opportunities [3] and increase the rate of DCD [4]. Assisting
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informed decision-making regarding the acceptance of donor
kidney by helping patients to better understand the treatment
options and potential transplant outcomes would promote better
treatment efficiency [5].

In current clinical practice, several kidney allocation algorithms
are used to match donor organs with potential recipients. In the
United States, the Organ Procurement and Transplantation
Network uses a list of potential recipients that are ranked
according to objective medical criteria (eg, blood type, tissue
type, and size of the organ as well as medical urgency, time
spent on the waiting list, and distance between the donor and
recipient) [6]. Several simple numerical tools have also been
implemented to guide kidney allocation. An example is the
Estimated Post Transplant Survival score [7]. This score is
assigned to all adult candidates on the kidney transplant waiting
list and is based on 4 factors: candidate’s time on dialysis,
current diagnosis of diabetes, prior solid organ transplants, and
candidate’s age. The kidney donor risk index [8] combines
various donor factors to summarize the risk of graft failure after
kidney transplantation into a single number. It uses features
such as donor’s age, height, weight, ethnicity (or race), history
of hypertension, history of diabetes, cause of death, serum
creatinine level, hepatitis C status, and DCD criteria. The kidney
donor risk index is then remapped to a percentile scale where
the lower percentiles (0%-20%) represent a lower risk of graft
failure. Candidates with Estimated Post Transplant Survival
scores ≤20% will receive offers for kidneys from donors with
Kidney Donor Profile Index scores ≤20% before other
candidates at the local, regional, and national levels of
distribution [9]. Similar candidate and donor variables have also
been considered in Canadian kidney allocation systems [10].
According to the recommendations of the Canadian Council
for Donation and Transplantation, priority should be given to
young recipients (especially when the organ donor is also
young), donor-recipient pairs with zero mismatch for HLA
ABDR, highly sensitized patients, and those requiring combined
transplants.

Machine Learning Support for Organ Donation
When deciding the suitability of a kidney graft for a recipient,
it is important to estimate how long the donated organ will
remain functional. To address this question, numerous studies
have used machine learning (ML) models to predict kidney
transplant outcomes, each differing in variable and outcome
definitions.

Some models were built using data from either living donor
[11] or deceased donor transplants only [12,13], whereas others
considered both donor types [14].

In 2010, Reinaldo et al [15] evaluated several simple and
interpretable ML models, in which the decision tree model
showed 94% accuracy in predicting graft survival 1 year after
transplant.

A recent study by Luck et al [16] proposed a neural network
model built on data from the Scientific Registry of Transplant
Recipients (SRTR) database, where the outcome of interest was
graft failure. A total of 436 different variables were used to
build the neural network model. The survival predictions were

evaluated using a C-index (the percentage of transplant pairs
correctly ordered by the model according to the observed
survival durations), which was slightly higher than that obtained
using the Cox model (0.655 compared with 0.65).

These studies built and evaluated various ML models; however,
their termination at the stage of proof of concept makes it
difficult to use the results for assistance in clinical
decision-making.

Several tools have reached advanced technological readiness
levels. Patzer et al [14] built a mobile app to predict 1- and
3-year patient survival using multivariate logistic regression
analysis. Kilambi et al [17] quantified the benefits of accepting
a kidney transplant based in part on the expected patient survival
using Cox regression models. Loupy et al [18] designed a tool
to predict long-term kidney allograft failure to guide
posttransplant care, also using a Cox model. To the best of our
knowledge, all published results are based on linear models that
may not capture the nonlinear relationships between the input
variables.

The objective of this project is to develop an innovative solution
of technology readiness level 4 (TRL-4; component and
validation in a laboratory environment) that would use ML to
support medical decisions about accepting kidney transplants
for particular donor-recipient pairs, with specific attention to
DCD donations.

This study describes all stages of development of the ML
technological solution: data acquisition and preparation, training
and evaluation of ML models, and deployment of the solution.

Methods

Data Access and Data Security
BI Expertise obtained permission from SRTR (United States)
to access its extensive historical data on organ transplants that
were previously used in research [1,19].

Special measures were taken to maintain both the confidentiality
and security of personal data. The BI Expertise team leveraged
Microsoft Azure public cloud to ensure that all the data were
secured and only the team could access it remotely. Data
exfiltration risk was avoided by disabling all direct remote
accesses. The environment was only visible to end users using
a virtual machine inside Azure. This virtual machine was
entirely isolated from the computers that were accessing it (no
cut and paste).

The predictive modeling environment was based on the Azure
ML data science platform and all the data resided in Azure
Synapse Analytics. Both platforms were fully integrated to
optimize the data preparation process and feature engineering
activities. Once the predictive model was built and validated,
it was deployed to a specific virtual machine that also hosted
the user interface, which was accessible through a browser using
a computer, tablet, or mobile device.
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Ethics Approval
The proposed architecture was approved by the SRTR research
ethics board (REB 2020-020H), and upon deployment, BI
Expertise agreed to submit it to unannounced audits.

Data Set
This study was based on several data tables from SRTR, namely,
DONOR_DECEASED, REC_HISTO, CAND_KIPA, TXF_KI,
and TX_KI. The tables contained individual deidentified
sociodemographic and medical characteristics of kidney donors
and recipients as well as outcomes of kidney transplantation
such as graft failure, recipient death, or loss to follow-up.

We included first-time kidney recipients who underwent
transplantation between January 1, 2000, and December 31,
2019. This choice of subset was motivated by important progress
made in the field of kidney transplantation at the beginning of
the year 2000, and the chosen data set included transplants after
these changes were made. In addition, by selecting recipients
from the same transplant era, we ensured that all recipients
would have undergone similar methods of matching
donor-recipient pairs [20].

Data Cleaning and Selection of Variables
The selection of variables to be used for survival analysis was
based on expert knowledge, data completeness, and previously
published studies [12,21,22]. The input variables included
sociodemographic characteristics of donors and recipients,
history of comorbidities, blood type, details on donors’ death
and levels of creatinine, time on the waiting list for recipients,
and number of HLA mismatches. These data are typically known
before the decision-making about the transplant and therefore
can be reliably used as input for the ML mode. The exclusion
criteria were the following: (1) variables not known before the
transplantation (ie, immunosuppression therapy), (2) variables
specific for the US medical system (ie, payment source for
transplant recipients), and (3) variables with >20% of missing
observations. Multimedia Appendix 1 provides a complete list
of the variables and their definitions.

Outcome Definition
The primary outcome was death-censored kidney graft survival,
defined as the time elapsed between transplantation and
diagnosis of graft failure. Data were censored at the time of the
most recent follow-up for recipients who still had functioning
grafts, at the time of their last record for those who were lost to
follow-up, and at the time of death for those who died before
experiencing graft failure. Probability of graft survival was
predicted at set time points ranging from 0 to 15 years after
transplantation, with intervals of 3 months between each time
point.

Feature Engineering
Some variables contained duplicate information, such as racial
and ethnic groups. In this case, they were regrouped into a single
variable. This resulted in the creation of new variables, which
are described in detail in Multimedia Appendix 1.

LassoCV, ElasticNetCV, and recursive feature elimination
feature selection methods from the scikit-learn package were
used to select the most important variables.

Survival Analysis Models
Several linear and nonlinear survival models were considered.

Cox Proportional Hazards
The Cox proportional hazards model [23] evaluates the effects
of covariates on survival time and is commonly used in
multivariate survival analysis because of its ease of
implementation and interpretation. The Python package
scikit-survival was used in this study to perform computations
related to the Cox model.

DeepSurv
DeepSurv is a variant of the Cox model [24] that handles
nonlinear data. The hazard ratio is produced by a neural network,
which enables the model to learn from the interactions between
covariates. The Python package pycox was used to perform
training and testing of the DeepSurv model.

DeepHit
DeepHit [25] is an artificial neural network whose output vector
is the joint probability distribution of all possible events (graft
failure in this study) at each time point, which enables the model
to learn the time-varying effects of each covariate on graft
survival. The Python package pycox was used to perform
training and testing of the DeepHit model.

Random Survival Forest
Random survival forest (RSF) [26] is an extension of the random
forest model [27] that takes into account right-censoring of
survival data. An RSF is an ensemble of survival trees, and each
tree is grown on a subsample of the training data. The Python
package scikit-survival was used to build and test the RSF
model.

Recurrent Neural Network

Overview

The structure of our recurrent neural network (RNN) was
inspired by previous studies that described deep recurrent
survival analysis [28] and RNN-SURV [29]. The RNN presented
in this study was implemented in Python using TensorFlow 2.2
(Google Inc).

Structure of the RNN Model

For each of the N time intervals, the covariate vector X is
passed, along with the time interval value t, through a series of
m long short-term memory layers (Figure 1). The time interval
value is added to explicitly capture the time-varying effects of
the covariates. The N outputs are then passed through a dense
layer with sigmoid activation to obtain the hazard rate at each
time step. The hazard rates can be used to compute the estimated
probability of survival at any time step t as follows:
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Figure 1. Structure of the recurrent neural network model. LSTM: long short-term memory.

Loss Function

We compared 2 variants of loss functions, namely, the negative
log-likelihood of the cumulative distribution function on all
samples added to the negative log-likelihood of the probability
density distribution on uncensored samples [28] and the ranking
loss proposed in DeepHit [25].

Postprocessing of the RNN Output

To increase the calibration (refer to the Model
PerformanceEvaluation Metrics section), a method to use the
outputs of the RNN (individual hazard rates) as relative risk
factors was devised, similar to the individual risk scores obtained
from a Cox model. The main difference is that the risk factors
vary over time. Therefore, for each patient, we interpreted the
hazard rates at each time step as a risk score. From these risk
scores, we aimed to obtain calibrated hazard rates to produce
better calibrated survival predictions.

One approach to predict the hazard rates from the Cox model
risk scores is as follows:

Where the baseline hazard can be estimated from the training
data with:

Where d(t) is the number of events at t and R(t) is the risk set
at t, composed of all individuals still susceptible to the event of
interest at time t [30].

A similar method was implemented for our RNN model, with
the modification that the risk scores at each time step are
associated with one of n risk bins, with each risk bin having its
own baseline hazard. The cutoff points for the risk bins are

determined by computing the n-quantiles of the estimated risk
scores of the training samples at each time step.

Calibrated_Hazardi,t = Ri,t * BHk,t: estimated
calibrated hazard rate for transplant i at time step t

Ri,t: risk score for individual i at time step t

BHk,t: baseline hazard for risk bin k at time step t

Where the baseline hazards are estimated from the training data
with:

which represents the number of observed events at time t for
samples of bin k, divided by the sum of risk scores at time t for
samples of bin k that are still susceptible to the event of interest
at time t.

The individual calibrated hazard rates can then be used to
compute survival probabilities.

Training and Evaluation Data Sets
The results presented in this study were obtained using 5-fold
cross-validation. It consists of randomly splitting the data set
into 5 partitions of equal size and repeating the training and
evaluation process 5 times, each time using one partition (20%)
as the evaluation set and the remaining (80%) as the training
set.

Training and evaluating for hyperparameter tuning, choice of
loss function, and choice of training approach were performed
using 5-fold cross-validation (each with different permutations
of the 5-fold partitions). These steps were performed on the
same set used to compare ML models.
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Model Performance Evaluation Metrics

Concordance Index
The concordance index [31] is a measure of the discrimination
power of a model. It measures the concordance between the
ranking of the predicted risk metrics (eg, risk score, failure time,
or probability of failure) and the observed failure times for all
pairs of transplants. A pair of samples i,j is concordant if the
predicted risk score of i is greater than that of j and sample i
has a shorter survival period than j. The C-index is the number
of concordant pairs of transplants divided by the total number
of comparable pairs. The result can take any value between 0
and 1, with 0.5 representing no discrimination (random
predictions) and 1 representing a perfect model.

Harell C-index = where is the risk score for
transplant i.

As the C-index uses a single time-independent risk metric to
rank the transplants, it fails to account for the time-dependent
effects of covariates on the risk of a patient. In the case of
proportional hazard models such as Cox, this has no incidence
(ie, risk scores do not change over time). However, for models
that output individual survival distributions, the estimated risk
of patients may vary with time. For example, a patient with a
higher failure probability than others at an earlier time point
might have a lower failure probability than others later on.
Therefore, the time-dependent concordance index was used to
evaluate the models [32]. For this index, a pair of transplants
i,j is considered concordant if i experienced failure at a time ti
sooner than tj and the probability of i surviving beyond ti is
lower than that of j surviving beyond ti.

Antolini time-dependent C-index = 

Integrated Brier Score
The Brier score [33] for a time point t is the average squared
distance between the predicted probability of surviving beyond
time t and the observed status at t. In the presence of right
censored data, the distances must be weighed using an inverse
probability of the censoring weight method [34].

Brier score (t) = 

Where G(t) = P[censoring time > t] (estimated with the
Kaplan-Meier estimator on censoring data).

The integrated Brier score (IBS) is simply the average Brier
score across all prediction time points.

IBS = 

Calibration
Calibration of a model refers to the goodness-of-fit of its
survival predictions [35]. For example, a model predicts that a
patient has a 70% probability of surviving to time t*. Evaluating
the model’s calibration aims to answer the question whether
the patient can trust this prediction. If 100 patients with identical
characteristics as this one were under observation, it would be
possible to look at their actual survival times and verify if
approximately 70 of them survived to t*. If there was a

significant difference between the predicted and observed
survival rates, it would mean that the model was not well
calibrated [35].

In reality, the data sets are composed of patients with different
characteristics. One common method for evaluating a model’s
calibration at a chosen time point t* is to stratify all the patients
into groups based on the predicted probability of failure by time
t*. For example, one method is to stratify the patients into 10
groups, where the cutoff points are the deciles of the distribution
of the predicted probabilities. For each group, the observed
failure rate by time t* is computed using a Kaplan-Meier
estimator fitted to the patients of the group. This observed failure
rate is then compared with the average predicted probability of
failure by time t* for all patients in the group. The resulting
pairs of predicted and observed values can be visually examined
side-by-side or on a plot. This process can be repeated for all
time points [36].

However, Harrell [37] argued that the binning of the predicted
probabilities leads to a loss of precision. To address this issue,
Austin et al [36] proposed using regression splines to model the
observed failure rate as a function of the complementary log-log
transformation of the predicted failure rate, using the

relationship: . For a visual evaluation of the calibration at a
time t*, an estimate of the observed failure probability before
t* for every predicted failure probability Fi(t*) can be obtained
using the regression splines, and the resulting pairs can be
plotted. With a perfectly calibrated model, this would yield a
diagonal curve.

One of the suggested metrics for numerically assessing the
calibration is the integrated calibration index (ICI) [38], which
is simply the mean absolute difference between the predicted
and estimated observed values.

ICI (t*) = 

Development of the Technological Solution
The developed end-user application provides the relevant graft
survival probabilities in 3 steps. First, users must enter the
required information related to the donor and the transplant
candidate (Multimedia Appendix 1). Second, the predictive
model is run to obtain survival probabilities under 3 simulated
scenarios: the recipient receives the deceased donor kidney (as
per the input of step 1), the recipient receives a kidney from a
predefined average DCD donor, and the recipient receives a
kidney from a predefined average NDD donor. Third, the graft
survival predictions are shown (Multimedia Appendix 1). The
average DCD and NDD results at the current time point are
included to enable the comparison between multiple
donor-recipient matches and to support medical decision-making
about accepting the proposed donor kidney or waiting for the
next available one.

Software Used for the Project
JIRA (project management; Atlassian), Bitbucket (code
management; Atlassian), Confluence (documentation
management; Atlassian), Azure (Microsoft) Cloud Platform
(cloud), Azure Machine Learning (computations), Google Suite,
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Teams (team communication), Azure Secured Virtual Machine
(data security), VS Code (Microsoft), Python (ML model design
and coding), and Expo.io (framework for client web
applications, expo.dev) were the software used for the project.

Code and Model Availability
The code and the trained model can be available upon request
if permission from Health Canada and SRTR is obtained in each
particular case, which is needed for ethical considerations.

Results

Characteristics of the Data Sets
The initial data sets contained information on 210,688 first-time
kidney transplant recipients from deceased donors and included
402 variables. The final data set obtained after data cleaning
and selection of variables contained data on 180,141 transplants
(154,292 from NDD donations and 25,849 from DCD donations)
and included 35 variables. Feature selection methods such as
LassoCV, ElasticNetCV, and recursive feature elimination did

not recommend changing the set of variables chosen based on
manually set exclusion criteria. After one-hot encoding of the
categorical variables, the total number of input covariates was
170 (Multimedia Appendix 1).

Demographics of the patients are shown in Figure 2. This study
considered donor-recipient pairs of all ages, including pediatric
patients (aged <18 years). The data set contained an unequal
number of donors and recipients belonging to different
sociodemographic groups. The number of kidney transplant
recipients increased with age, which may reflect the fact that
the older population is more likely to have end-stage kidney
disease. In contrast, the fewest number of eligible donors per
age group was the ≥60 cohort. This may also be attributed to
the fact that not all kidneys retrieved from the older adult donors
are viable. Older adult donors are likely to have more
comorbidities, making them illegible to donate. The study
population included a large number of male recipients and
donors. It was also imbalanced regarding racial groups, with a
predominant number of White donors over donors of other races,
as well as an unequal number of recipients of different races.

Figure 2. Sociodemographic characteristics of kidney donors and recipients.

Choice of Hyperparameters and Training
The 3 neural network–based models were trained using the
Adam optimizer with a learning rate of 0.001 and batch size of
128. The optimal number of hidden layers and the number of
nodes in the layers were determined separately for each model
by testing a range of possible values, starting with small
networks and gradually increasing their size. In the 3 cases,
increasing the number of hidden layers in the past 3 models
resulted in overfitting and decreased discriminative performance.
Batch normalization and dropout with a rate of 0.10 were used.
In addition, L2 regularization with a factor of 0.001 was used
for the RNN model.

DeepSurv consists of 2 dense layers, with 32 and 16 neurons
in layers 1 and 2, respectively. DeepHit consists of 3 dense
layers with 64, 32, and 16 neurons, respectively. The long
short-term memory layers of RNN contain the same number of
neurons.

The RSF consists of 100 trees, with a maximum depth of 25
nodes. At each node, 13 randomly selected covariates were
considered to split (the square root of the number of covariates).
The minimum number of samples required to split a node was
400, and the minimum number of samples in the leaf nodes was
200. Adding more trees did not increase the discriminative
ability of the model, and reducing the minimum number of
samples to split resulted in overfitting.

Comparison of RNN Loss Functions
Different loss functions (or objective functions) were tested
when building the RNN model. It was found that using the
ranking loss proposed in DeepHit [25] yielded a model with
better discrimination ability. With the deep recurrent survival
analysis [28] loss function, the average C-index was 0.64 on
the graft survival task, whereas with the DeepHit ranking loss,
the C-index averaged approximately 0.66. Therefore, the latter
loss function was used to train the proposed RNN model.

Definition of the loss function:

where

α=.1 (a calibration parameter) and

ci=0 indicates that patient i experienced the event of
interest during observation period.

Using this loss function to train the neural network yields a
model with good discrimination ability but produces poorly
calibrated survival predictions. This is because the loss function
was mainly designed to encourage the correct ordering of pairs.
This issue motivated the postprocessing of the RNN outputs,
which is presented in the Survival Analysis Models section.

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e34554 | p.219https://medinform.jmir.org/2022/6/e34554
(page number not for citation purposes)

Paquette et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Model Performance
In preliminary experiments, 3 approaches were tested to obtain
survival predictions for DCD kidney transplants with survival
analysis models. DeepHit was used as a benchmark for this
purpose. The first method was to train the model using only the
DCD transplant data, which yielded an average C-index of
0.604. The second method was to train the model using data
from both NDD and DCD transplants, which yielded an average
C-index of 0.631 on the DCD evaluation set. The third method
was to use transfer learning, which consisted of training the
model on the larger NDD transplant data set (to gain general
knowledge on kidney transplants), then training the model a
second time on the DCD transplant data set to gain knowledge
specific to DCD grafts. This approach yielded an average
C-index of 0.625 on the DCD-only evaluation set. Thus, the
model trained only on DCD transplants yielded the poorest
results, which may be explained by the lower volume of data
available for this specific transplant cohort. The best
performance was obtained with the model trained on a data set
that included both NDD and DCD transplants. Therefore, further
development of ML models was based on the combined data
set.

For the final evaluation of the models, a 5-fold cross-validation
was used. It consists of randomly splitting the data set into 5
partitions of equal size and repeating the training and evaluation
process 5 times, each time using one partition (20%) as the
evaluation set and the remaining (80%) as the training set. Table
1 presents the evaluation results for the 5 models that were
explored. The C-index obtained by using the Cox proportional
hazards model was 0.646. The decision tree–based RSF had a
time-dependent C-index of 0.644, whereas the neural
network–based models (DeepSurv, DeepHit, and our proposed
RNN) obtained time-dependent C-indexes of 0.650, 0.661, and

0.659, respectively. Table 1 also presents IBS and ICI for the
1-year, 5-year, and 15-year time points. The ICI for each time
point was the lowest for the Cox proportional hazards model,
whereas the C-index and IBS showed the best values for
DeepHit and RNN, respectively.

Figure 3 shows the smoothed calibration curve for the
cumulative probability of graft failure at 1 year, 5 years, and 15
years. These plots help to visualize the discrepancy between
the graft failure probability predicted by the model and the
observed graft failure rate.

For the probability of graft failure in the first year, all 5 tested
models had similar calibration, as shown by the ICIs in Table
1 and the calibration curves shown in Figure 3. They all tended
to slightly underestimate the survival rate. There were more
significant differences in the calibration of the models for the
probabilities of graft failure in the first 5 and 15 years. The
calibration curves for Cox and DeepSurv are almost perfectly
aligned with the identity line and have very low ICIs, indicating
that the 2 models produce the most reliable individual survival
predictions.

In the case of DeepHit, it is interesting to see that although it
had the best discriminative ability, the model failed to produce
sufficiently accurate survival predictions, especially at later
time points. For the 5- and 15-year time points, DeepHit had
the worst ICI (0.0285 and 0.1356) of all models, and its
calibration curve had the most significant deviation from the
identity line.

The survival predictions produced by the RNN were better
calibrated than those produced by DeepHit and RSF. However,
as seen on the calibration plots, they are not as well calibrated
as those obtained using the Cox and DeepSurv models.

Table 1. Evaluation results for the tested machine learning models.

ICI for 15 yearsICI for 5 yearsICIb for 1 yearIBSaC-indexModel

0.007480.009490.00942c0.154390.646Cox proportional hazards

0.011890.009990.009570.153610.650DeepSurv

0.135610.028580.011710.152590.661DeepHit

0.045590.017390.010580.152880.644RSFd

0.026340.010760.009890.152200.659RNNe

aIBS: integrated Brier score.
bICI: integrated calibration index.
cThe italicized values represent the best result obtained for each evaluation metric.
dRSF: random survival forest.
eRNN: recurrent neural network.
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Figure 3. Calibration plots for the probability of graft failure in the first 1, 5, and 15 years following transplant, on the evaluation data.

Discussion

Overview
This study focused on the development of an ML-based decision
support solution to help kidney transplant practitioners and their
patients make informed decisions when a deceased donor kidney
becomes available. All stages of the development process are
described: data acquisition and preparation, evaluation of
existing survival analysis models, development and evaluation
of a new survival analysis model, and deployment of the
technological solution of TRL-4.

Principal Findings
When building survival analysis models in the context of kidney
transplantation, there are several factors that characterize the

models and ultimately influence the final quality of the
prediction tool.

One factor is the size of the data sets used to build these models.
It varies widely between studies, ranging from 80 [39] to
131,709 transplants [16]. It has been demonstrated that large
sample sizes improve the predictive performance of ML models
[40]. Another important factor is the period for which the risk
of mortality or graft failure is predicted. This may depend on
data availability and duration of the observation period. Mark
et al [22] built an ensemble model to predict patient survival
throughout the first 5 years following kidney transplantation.
Luck et al [16] evaluated the graft survival probability at each
anniversary date of the graft for 15 years following
transplantation. Our study was based on the most recent
available data and included up to 19 years of observations of
180,141 transplant procedures. The models presented here
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evaluate graft survival probabilities at each quarterly anniversary
of the graft for 15 years. To the best of our knowledge, this is
the largest data set with the longest observation period used to
build ML models for predictions in the kidney transplantation
area.

The performance of a predictive model is also strongly
dependent on incorporating prognostically significant variables
into the models. The number of variables used for survival
analysis in the literature ranges from 6 to several hundred
[16,21,41,42]. Selection of a very small number of variables
may lead to the exclusion of important factors that may influence
the outcome of the transplantation, whereas including a very
large number of variables may increase the sparsity of the data,
which in turn may cause overfitting. In this study, variables
were selected based on medical expertise, previous studies
[18,22], and characteristics such as data completeness and data
duplication for the first step (35 variables).

The choice of a survival analysis model is also critical. Multiple
options have been described in the literature, such as the Cox
regression model [18], decision trees [43], support vector
machines [44], Bayesian belief networks [12], RSF [22], and
artificial neural networks [16,21].

In this study, 5 different models were explored: a
regression-based Cox proportional hazards model; RSF; and 3
neural network models, namely, DeepSurv, DeepHit, and a
proposed RNN. To the best of our knowledge, the latter was
used on kidney transplantation data for the first time in this
study. These models were evaluated on the task of predicting
kidney graft survival throughout the first 15 years following
transplantation. Three metrics were used to evaluate each model:
the C-index, IBS, and ICI, along with calibration plots.

Evaluation of ML Models
The results for the C-index metric shown in Table 1 indicate
that the neural network–based models (DeepSurv, DeepHit, and
RNN) had better discriminative ability than the Cox model and
RSF. In fact, the DeepHit model and our proposed RNN model
performed best with a C-index of 0.661 and 0.659, respectively.
This indicates their ability to discern groups of donor-recipient
pairs that were at a higher risk of experiencing graft failure after
transplant from groups that had a lower risk. The improvement
compared with the widely used Cox model (C-index of 0.646)
may be because of the higher capacity for feature extraction by
the neural networks.

The main drawback of the Cox proportional hazards model and
DeepSurv is the assumption that the computed hazard ratio is
time invariant. In contrast, DeepHit and RNN make no
assumptions about the distribution of time-to-event data and
can learn the time-varying effects of covariates, making them
more flexible. This is important when evaluating survival over
a wide time frame, as in our study, over 15 years. For example,
a covariate could have a negative effect on survival in the first
few years after transplantation but no impact in the later years.

Previously published articles on the prediction of survival of
kidney grafts from deceased donors often described different
evaluation metrics, such as accuracy [15,44], mean relative
absolute error, root mean square error, mean absolute error [15],

and C-index [14,16,18], which makes it difficult to perform a
comparison between the studies.

The performance of the proposed DeepHit and RNN models
evaluated with the C-index is comparable with the previously
published iChooseKidney technological solution (0.6640 at 3
years after transplantation) [14] and slightly exceeds the
performance of the deep learning survival model described by
Luck et al [16] (0.6550). However, the comparison of models
based on the C-index alone is limited to the evaluation of their
discriminative ability and does not consider the average accuracy
of the survival predictions. Making use of ICI and smoothed
calibration curves [31,32] helped shed light on the model’s
predictive quality.

From the results presented in Table 1 and Figure 3, we can see
that there is often an imbalance between a model’s
discriminative ability and its calibration. As discriminative
ability is required to differentiate between high-risk and low-risk
kidney transplants, one might prefer a model with a higher
C-index if a comparison of donor-candidate pairs is to be
performed, for example, in the case of organ allocation. In
contrast, as good calibration is required to provide reliable graft
survival predictions, a model with better calibration may be
preferable in cases where personalized expected graft survival
distributions are to be presented, for example, to a transplant
candidate.

Characteristics of the Developed Technological
Solution
We developed a client web application to predict organ survival
probability for each potential kidney donor-recipient pair for a
period between 1 and 15 years after the transplantation. We
opted to use the proposed RNN model to deploy our prototype
application. This model offers a compromise between the good
discriminative ability and the calibration necessary for the
purpose of our application. Indeed, one of the main uses of the
decision support application is to simultaneously present graft
survival probabilities to a kidney transplant candidate and to
offer a point of comparison by presenting graft survival
predictions that the patient could expect with other potential
donors.

It would be possible to use an alternative approach for
computing the predictions at the time now + average time before
a new kidney is available. To achieve this purpose, it would be
necessary to compute the survival for every possible additional
wait time and the probability of that wait time occurring, along
with the patient survival to that wait time. This could be an
objective for future studies.

The presented choice of approach to evaluate the average donor
predictions at the same time now as the predictions for the
offered donor kidney is a matter of simplicity and an effective
way for patients without statistical background to look at 2
options (accept or refuse the transplant) and understand the
possible outcomes.

The client application is at the prototype stage (TRL-4), aiming
to demonstrate the capabilities of the ML predictive model. The
following information about the candidate recipient is entered
in the first step of the application: age, height, weight, ethnicity,
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sex, diagnosis, number of years on dialysis, presence of diabetes,
and presence of angina. The details about potential donor that
are entered in the next step are donor’s age, height, weight,
ethnicity, donation type, creatinine level, history of diabetes,
hypertension diagnosis, hepatitis C diagnosis, and smoking
habit. These covariates are used as input for the trained RNN
model. In the next step, the user selects the number of years for
the prediction target. The output page displays the probability
of survival of the transplant for the given donor-recipient pair
and specified period as well as for the candidate recipient and
average NDD and DCD donors for comparison. It is also
possible to expand the result boxes to obtain a detailed view of
the results for any specific transplant prediction.

Future Perspectives
The current application is recipient-oriented and specific to
kidney transplantation. Future research could expand this
application to other transplanted organs and nonrecipient users.
For example, if connected to a candidate database, the
application can produce an ordered list of optimal
donor-recipient matches when an organ becomes available. The
Expo.io development environment for the client was chosen for
its capability to support web, Android, and iOS environments,
leaving many options open for the distribution and accessibility
of the service. The client also connects to the model by using
an application programming interface. Thus, although the initial
prototype was entirely run in a local environment, the solution
could easily be transferred to a cloud-based environment.

In the future, the application could also be extended to include
additional predictive models to further inform patients. For
example, when a kidney is offered to a patient, it would be
instructive to predict the expected waiting time before a better
kidney becomes available should the patient decide to remain
on the waiting list. The solution could also be upgraded to enable
the recommendation of the best candidate recipient for each
newly available kidney from the existing candidate waiting list
based on the predicted graft survival.

Limitations
Our study has certain limitations, which are important to
mention. A built-in selection bias exists in the SRTR data set.
It is evident that deceased donor kidneys accepted for
transplantation have superior characteristics than those that were
never used for transplantation and therefore do not appear in
the data. The data were imbalanced according to different age,
sex, and racial groups. These selection biases may negatively
affect the accuracy of predictions made for candidate recipients
or donors who fall into underrepresented populations.

Another limitation is the level of detail available in the data set.
The registry-level data from the SRTR certainly does not
encapsulate all the characteristics of the clinical and functional
status of donor-recipient pairs. Consequently, there must be
factors that influence graft survival that were not present in the
data. We also did not consider HLA typing, an important
variable when matching donors and recipients, because of the
complexity of modeling HLA mismatches. We must also
consider the population of the United States, on which the
models were built. Multiple factors, such as age, race, and state
of residency, may reflect the socioeconomic status of patients,
which itself may affect access to health care. To use the models
built in this study in other countries, for example, in Canada,
one must consider that some factors may differently affect graft
survival.

Conclusions
We analyzed and tested 5 ML models to predict kidney graft
survival for a period of up to 15 years after transplantation. This
study focused on patients who received deceased donor kidney
transplants in the United States between 2000 and 2019 and
included both NDD and DCD transplants. The resulting RNN
predictive model was integrated into a decision support
application designed to help kidney transplant practitioners and
their patients make informed decisions regarding transplant
options.
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Abstract

Background: Acute respiratory distress syndrome (ARDS) is a condition that is often considered to have broad and subjective
diagnostic criteria and is associated with significant mortality and morbidity. Early and accurate prediction of ARDS and related
conditions such as hypoxemia and sepsis could allow timely administration of therapies, leading to improved patient outcomes.

Objective: The aim of this study is to perform an exploration of how multilabel classification in the clinical setting can take
advantage of the underlying dependencies between ARDS and related conditions to improve early prediction of ARDS in patients.

Methods: The electronic health record data set included 40,703 patient encounters from 7 hospitals from April 20, 2018, to
March 17, 2021. A recurrent neural network (RNN) was trained using data from 5 hospitals, and external validation was conducted
on data from 2 hospitals. In addition to ARDS, 12 target labels for related conditions such as sepsis, hypoxemia, and COVID-19
were used to train the model to classify a total of 13 outputs. As a comparator, XGBoost models were developed for each of the
13 target labels. Model performance was assessed using the area under the receiver operating characteristic curve. Heat maps to
visualize attention scores were generated to provide interpretability to the neural networks. Finally, cluster analysis was performed
to identify potential phenotypic subgroups of patients with ARDS.

Results: The single RNN model trained to classify 13 outputs outperformed the individual XGBoost models for ARDS prediction,
achieving an area under the receiver operating characteristic curve of 0.842 on the external test sets. Models trained on an increasing
number of tasks resulted in improved performance. Earlier prediction of ARDS nearly doubled the rate of in-hospital survival.
Cluster analysis revealed distinct ARDS subgroups, some of which had similar mortality rates but different clinical presentations.

Conclusions: The RNN model presented in this paper can be used as an early warning system to stratify patients who are at
risk of developing one of the multiple risk outcomes, hence providing practitioners with the means to take early action.

(JMIR Med Inform 2022;10(6):e36202)   doi:10.2196/36202

KEYWORDS

deep learning; neural networks; ARDS; health care; multitask learning; clinical decision support; prediction model; COVID-19;
electronic health record; risk outcome; respiratory distress; diagnostic criteria; recurrent neural network
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Introduction

Background
Acute respiratory distress syndrome (ARDS) is a heterogeneous
syndrome broadly characterized by noncardiogenic hypoxia,
pulmonary edema, and the need for mechanical ventilation [1,2].
Despite advances made in the diagnosis and management of
patients with ARDS, ARDS is present in approximately 10%
of the patients admitted to intensive care units (ICUs)
worldwide, and mortality is as high as 30% to 40% in most
studies [1]. Tools such as the 2016 Kigali modification of the
2012 Berlin criteria have been developed to aid clinicians to
diagnose patients with ARDS [3,4]. In addition, the Lung Injury
Prediction Score and Early Acute Lung Injury score were
developed to identify and stratify patients at risk of developing
ARDS based on a collection of physiological variables and
predisposing conditions [5-7]. However, ARDS only occurs in
a small proportion of patients with a risk factor and currently
there is no consensus on how or whether patients should be
screened for ARDS. This becomes especially important in the
context of patients who are critically ill in the ICU, where health
care providers may experience challenges in continuous
monitoring and processing large amounts of clinical data from
patients. Early warning of impending ARDS should allow
implementation of lower tidal volumes in breathing support and
more careful fluid management, the 2 main strategies to prevent
or reduce the severity of ARDS [8,9].

In the past decade, artificial intelligence has shown great
promise in medicine, with potential applications across multiple
domains in health care [10]. There have been significant
advances in harnessing the power of big data from electronic
health records (EHRs) to develop machine learning algorithms
to predict the onset of a broad spectrum of medical conditions
in patients. A wide variety of such algorithms have been studied
and implemented by groups in both academia and industry
[11-16]. Previous studies have suggested that the physiological
states that exist early in the presentation of ARDS can be used
to predict ARDS before the confirmatory tests required by gold
standards such as the Berlin criteria [17,18], which requires
radiology reports that are by nature subsequent to clinical
suspicion. Early prediction is desirable because it would lead
to earlier intervention, more time for the careful administration
of treatment, or modification of the ongoing treatment, which
in turn should lead to improved outcomes such as reduced
morbidity and mortality.

Objectives
In real-world clinical settings, the task is to anticipate multiple
diseases or clinical states. In this study, we aimed to demonstrate
that multitask learning using deep learning models provides
benefits over single-task machine learning models. To this end,
we focused on the detection and early prediction of varying

severities of ARDS together with sepsis, COVID-19,
hypoxemia, and in-hospital mortality. Previous studies have
developed multilabel classification models that predict multiple
medical outcomes simultaneously. For example, Maxwell et al
[19] and Zhang et al [20] used deep neural networks to predict
multiple chronic diseases such as hypertension and diabetes and
Lipton et al [21] used recurrent neural networks (RNNs) to
classify 128 different diagnoses. Although research has been
conducted on developing single-task learning models for ARDS
prediction [22-25], thus far no studies have explored multilabel
classification models for predicting ARDS. Here, we aimed to
perform a deep analysis of how multilabel classification in the
clinical setting can take advantage of the underlying
dependencies among different diseases to allow for improved
performance for the prediction of ARDS in patients over
single-label classification models [26]. In addition, although
research has been conducted showing that early disease
prediction is possible, here we also present estimates supporting
that early prediction of ARDS is beneficial. Finally, we explore
an interesting additional benefit of using neural networks in
hospitals and the identification of distinct disease phenotypes.

Methods

Data Description
The data set included 40,703 patient encounters whose care
settings included the emergency department, inpatient facility,
or ICU. All clinical information was drawn from patient EHR
data from 7 different hospitals between April 20, 2018, and
March 17, 2021, as shown in Figure 1. Data collection was
passive, and all patient information was deidentified before the
analysis performed in this study. Radiology data were not
available. This prevented direct measurement of the Berlin
criteria for ARDS [18]. The information collected from each
hospital included discharge disposition, demographic data such
as age and sex, and time-varying data, including vital signs,
laboratory values, oxygen delivery method, medications, and
diagnosis times of any conditions present in the health record.
These data were extracted as an unordered record of data type,
data value, data units, and data collection time, also known as
datetime. Preprocessing of these data first involved reordering
the data in chronological order under each data type, with 3
equal-length arrays representing the values, units, and datetimes
of each measurement. The data were split into training,
validation, and external test data sets based on the hospital sites.
The training data set used data from 5 hospitals, the validation
data set used data from 1 hospital, and the external test data set
used data from 2 hospitals. The training and validation data sets
were used during the development of the machine learning
models, and the external test data set was used to evaluate the
models trained on the combination of training and validation
data sets.
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Figure 1. Flowchart of patients. Among 7 hospitals, 40,703 patients met three criteria: (1) admission within the date range (April 20, 2018, to March
17, 2021), (2) length of stay within the range of 2 hours to 3 months, and (3) availability of basic vital signs (blood pressure, heart rate, temperature,
respiratory rate, and peripheral oxygen saturation) and laboratory measurements (complete blood count and basic metabolic panel) in the electronic
health record. These patients were separated into training, validation, and test sets based on their hospital sites. The test set was limited to those patients
with the required features listed in Textbox 1 consisting of age, sex, and basic laboratory measurements, as well as complete blood count with differential.

Input Features
Model inputs were a defined set of data types, or features, across
all hospitals, regardless of the data availability at a particular
hospital. Textbox 1 includes all the features used to train the
models in this study. The required features are the subset of
features, including age, sex, and basic laboratory measurements,
as well as complete blood count with differential, used to
determine the time the algorithm makes its prediction. Next,
these data values were organized into a matrix with features
along the first dimension (rows) and discrete time in 20-minute
intervals along the second dimension (columns). The first
column, column index 0, contains the first time point of any
vital sign or laboratory measurement and was considered to be
the start of care. The first row was normalized age. The second
and third rows were binary indicators for male and female sex.

The remaining rows were the time-varying features and their
corresponding mask to distinguish missing values from actual
zeros (Table 1).

To normalize the features, we carried out a coarse approximation
of the mean and SD based on the normal range of these features
in the laboratory reports. The center of the normal range was
used as the approximate mean value, and half of the difference
between the 2 end points of the range was used to approximate
the SD. If a feature was missing or not measured, it was set to
0. To let the model distinguish between null values and real
values, a new set of features representing the availability mask
was vertically appended to the matrix. Each feature row had a
corresponding binary mask vector that contained 0s and 1s,
representing null values and nonnull values, respectively. During
batch training, these matrices were 0 padded on the left side
into equal-sized tensors: (batch size, 58 features, 64 timesteps).
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Textbox 1. Input features to the machine learning algorithm.

Demographics

• Age (required feature)

• Sex (required feature)

Vital signs

• Systolic blood pressure (required feature)

• Diastolic blood pressure (required feature)

• Heart rate (required feature)

• Arterial partial pressure of oxygen

• Respiratory rate (required feature)

• Peripheral oxygen saturation (required feature)

• Temperature (required feature)

Laboratory results

• Glucose

• Bilirubin

• White blood cell count (required feature)

• Red blood cell count

• Lymphocytes (required feature)

• Alanine transaminase

• International normalized ratio

• pH

• Blood urea nitrogen

• Creatinine (required feature)

• Platelet

• Neutrophils (required feature)

• Monocytes

• Hematocrit

• Lactate

• Aspartate aminotransferase

Other measurements

• Systemic inflammatory response syndrome (the systemic inflammatory response syndrome score is calculated as shown in Table S1 in Multimedia
Appendix 1)
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Table 1. Recurrent neural network features. The first 3 rows are the raw values, the next 3 rows are the corresponding normalized features, and the last
3 rows are the corresponding availability masks to distinguish missing values from actual zeros. The mask is a Boolean vector that is 0 if that measurement
is missing and 1 if that measurement is present. It should be noted that this is a subset of the total features and timesteps used for example purposes
only. The raw data are also for illustration and not a part of the input feature matrix, which consists of normalized features at 64 timesteps.

60 minutes40 minutes20 minutes0 minutes

Raw data

809910090SpO2
a (%)

1.01.81.8NoneCreatinine (mg/dL)

12NoneNoneNoneWBCb (×109/L)

Normalized

–2.30+0.02–0.5SpO2

–0.11+0.2+0.20Creatinine

+0.15000WBC

Mask

1111SpO2

1110Creatinine

1000WBC

aSpO2: peripheral oxygen saturation.
bWBC: white blood cell.

Model Output and Targets
Additional target labels were chosen for the model that are
distinct from ARDS, yet clinically related to it such that a
collective representation in the neural network is justified. These
labels are shown in Textbox 2 (these output labels will be used

throughout the paper hereafter). The model was trained to
predict these target labels, also referred to as outcomes, using
a binary cross-entropy loss function. The descriptive statistics
for the input features for each of the target outcomes are
presented in Tables S2 and S3 in Multimedia Appendix 1 for
training and test data.

Textbox 2. Clinical outcomes used as target labels for the machine learning algorithm. In total, 13 output labels were mapped to their respective
definition.

Output label and definition

• Acute respiratory distress syndrome (ARDS)-1: ARDS defined as having an International Classification of Diseases (ICD) code for ARDS as
well as a drop in peripheral oxygen saturation (SpO2) below 91%

• ARDS-2: ARDS defined as having an ICD code for ARDS as well as a drop in SpO2 below 96%. A direct but broader criterion for ARDS

• ARDS-3: ARDS defined as having an ICD code for ARDS as well as a drop in SpO2 below 91% and no mention of a heart failure–related ICD
code among prior diagnoses

• ARDS-4: ARDS defined as having an ICD code for ARDS as well as a drop in SpO2 below 96% and no mention of a heart failure–related ICD
code among prior diagnoses

• ARDS-5: ARDS defined as having an ICD code for ARDS. A direct and simple definition of ARDS

• Sepsis-6: sepsis defined as having an ICD code for sepsis or septic shock as well as a systemic inflammatory response syndrome score >2

• Sepsis-7: sepsis defined as having an ICD code for sepsis or septic shock. A direct and simple definition of sepsis

• Hypoxemia-8: a drop in SpO2 below 91% any time during hospitalization

• Hypoxemia-9: a drop in SpO2 below 96% any time during hospitalization

• Hypoxemia-10: a drop in SpO2 below 91% after algorithm evaluates

• Hypoxemia-11: a drop in SpO2 below 96% after algorithm evaluates

• Death-12: in-hospital mortality

• Covid-13: COVID-19 positivity defined as in-hospital COVID-19 positive polymerase chain reaction test or new ICD diagnosis within 7 days
before or after admission
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Timing of Algorithm Evaluation
For simplicity, we evaluated the algorithm at a single point in
time. This time is 2 timesteps (40 minutes) after the first time
at which all required features have been measured at least once.
At this time, which we refer to as the algotime, the model
predicts all the target outcomes of Textbox 2. In the training
and validation sets, we used the required features to determine
algotime, but in the case of missing features, it defaults to 8
hours after admission. In the test set, we only included patients
who had all the required features. With regard to padding, if

there are <64 timesteps available before algotime, the input
sequence is 0 padded on the left; if there are >64 timesteps
available before algotime, only the most recent 64 are taken (no
padding). As can be seen in Figure 2, on average, the algotime
occurred 31 hours after admission and ARDS was clinically
diagnosed 139 hours after admission. Thus, the average number
of hours between the algotime and the clinical diagnosis of
ARDS was 108 hours. It should be noted that the performance
statistics reported in this paper correspond to the algotime, not
the time of clinical ARDS diagnosis or the end of the hospital
stay.

Figure 2. Timing of algorithm and diagnosis. (A) Histogram of number of hours between start of care and the first time point when all required features
have been measured at least once (algotime). (B) Histogram of number of hours from start of care until new diagnosis of acute respiratory distress
syndrome (ARDS) is entered into the electronic health record. Both histograms are based on the entire data (training+validation+test sets).

Benefit Estimation
Thus far, we have defined our machine learning objective as
the early prediction of conditions. However, the impact of early
predictions on patient health outcomes is more important than
the early prediction. To approximate this improvement in the
outcome of mortality, we compared mortality rates between
patients who received early and late clinical diagnoses of ARDS.
We defined early diagnosis and late diagnosis based on when
a patient was given a clinical diagnosis of ARDS compared
with when the algorithm made a prediction. In other words, a
diagnosis for ARDS (using the ARDS-1 definition in Textbox
2 of ARDS International Classification of Diseases [ICD] code
and peripheral oxygen saturation [SpO2] below 91%) is early
if it is assigned before the algorithm makes a prediction and
late if it is assigned after a prediction is made by the algorithm.

Machine Learning Models
We used an RNN as the main deep learning model for our
research. RNNs are a class of artificial neural networks in which

connections among nodes form a directed graph along a
temporal sequence. RNNs can use their internal memory to
process variable length sequences of inputs. The network is
capable of learning a mapping function from the inputs over
time to an output. It can even learn temporal dependence from
the data. All these properties make RNNs a well-suited model
for time series data, such as that which is used in this study.
The model schema of the RNN used in this research is presented
in Figure 3. We used a generic RNN with 4 gated recurrent unit
(GRU) layers, an attention module, and 2 fully connected (FC)
layers for all numbers of outputs. The RNN was implemented
with the PyTorch package (version 1.40) in Python (version
3.6; Python Software Foundation) [27]. For the RNN, the
sequence module that was used was a 4-layer GRU [28] with
128 hidden units. Before the sequence of vectors was fed to the
GRU, it passed through a normalization layer:

n(v) = a(v – μ / σ) + b (1)
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Figure 3. Recurrent neural network model schema. The inputs have been simplified for diagrammatic purposes. Different timesteps of normalized
inputs are fed into gated recurrent unit (GRU) layers. The context vector from the attention layer and encoder output from the last GRU are concatenated
before feeding them into the first fully connected (FC) layer.

Equation 1 is a normalization function that learns the parameters
mean μ, SD σ, scaling a, and translation factor b used to
normalize the sequence of vectors containing the inputs age,
sex (Boolean), vital signs, laboratory measurements, and
systemic inflammatory response syndrome (SIRS) score before
entering the RNN. A soft attention module was used to assign
scores to each timestep in the sequence. The scores are intended
to be positively correlated with the importance of its respective
timestep. A weighted sum of the sequence’s hidden activations
was called the context vector. We concatenated the context
vector to the final GRU embedding and passed this to a 2-layer
feed forward neural network for classification. The intermediate
layer before the output logits was a 128D representation of each
patient, referred to as the penultimate embedding. Similar to
Bahdanau et al [29], the score (equation 2) of the attention neural
network was parameterized by a feed forward neural network
of the following form:

score(hl,hi) = KTtanh(Wa Prelu(Wb[hn,hi])) (2)

where tanh and Prelu denote the hyperbolic tangent function
and parameterized rectified linear unit nonlinearity functions,
respectively; hn denotes the last hidden activation in the GRU;
hi denotes each hidden activation in the sequence; i denotes the
timestep; [,] denotes concatenation of separate vectors into 1
vector; and K, Wa, and Wb denote learned parameters of the
neural network. The whole GRU-RNN, attention module, and
classification module were end-to-end differentiable, which
enabled optimization from input to output. The attention neural
network was a mechanism of the RNN that allowed for
higher-quality learning. Instead of summarizing a time series
of vectors, the attention neural network assigned each vector a
score according to how important the vector was in allowing
the model to make a prediction. In this way, the attention
network mechanism allowed the RNN to focus on specific parts
of the input, thereby enabling improved model performance.

Each point in the RNN model schema represents a neuron. At
each layer, the RNN combined the information from the current
and previous timesteps to update the activations of the deepest
GRU hidden layer. The activation of the last node of the deepest
RNN layer is concatenated with the context vector provided by
the attention network. The context vector is an

importance-weighted average of the deepest layer activations
generated by the attention neural network. This concatenated
vector is passed through 2 FC layers to generate an output (eg,
prediction of ARDS onset). With this RNN schema, the model
was trained to predict several target labels simultaneously and
to evaluate a loss function based on all targets. We implemented
a deep learning method where a single network was trained to
output 1 logit per label using a binary cross-entropy loss function
[30]. The loss function averages binary cross-entropies against
each of the targets in the model, effectively taking into account
the output of all 13 tasks. Considering each label a task, this
multilabel learning setup can be viewed as a case of multitask
learning [31]. Specifically, because all hidden layer parameters
are shared among all the targets, it is a hard parameter–sharing
variant of multitask learning [32]. Each output logit was
independently passed through a sigmoid activation function to
produce the final multilabel output [33]. Early stopping was
used, based on the ARDS-1 validation performance measured
by the area under the receiver operating characteristic curve
(AUROC). To explore the relationship between the objective
function’s number of targets and final model performance, the
lowest 2 AUROC targets were removed successively from each
version of the RNN such that the RNN was trained using 13,
11, 9, 7, and 5 targets.

Tree-based models frequently outperform deep learning models
in many clinical applications [34]. To ensure that this was not
the case in this instance, for comparison, XGBoost (XGB)
models for each of the target labels were trained using XGBoost
(version 0.81) [35] in Python (version 3.6) [36] and the same
feature matrix as the RNN model. The XGB models were trained
in a one-versus-all fashion for each target.

Model Interpretability
Heat maps were produced to visualize attention scores on each
time series. Of the 959 patients in the test set, 50 (5.21%) were
randomly selected for the following two interpretability
analyses: (1) attention scores were visualized across timesteps
as heat maps, and (2) the timestep with the highest attention
weight generated by the attention network was then further
analyzed to visualize each feature’s deviation from the mean in
this heavily attended timestep. This method implicitly describes
the importance assigned to each feature by the model and
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provides some insight into model interpretability. The feature
vector at that timestep is interpreted as a z-score for the subset
of features measured at that particular timestep. For example,
a value of 0.5 for the respiratory rate indicates that the
respiratory rate is half an SD above the mean.

In addition, Shapley additive explanations (SHAP) force plots
for 4 different patients were also generated. The patients
represent true positive, true negative, false positive, and false
negative cases for ARDS as predicted by the RNN model trained
using 13 targets. We used the ARDS-5 definition from Textbox
2 (ARDS defined as having an ICD code for ARDS) for this
analysis.

Clustering
To explore the representations used by the model and to reveal
distinct phenotypes among patients with ARDS, we collected
the 64D activations produced by the first FC layer as a
compressed representation, or embedding, for each patient. To
visually display these embeddings, we used principal component
analysis. We then used k-means clustering to group each
embedding of a patient with ARDS into its unique cluster.

Statistics
To compare different algorithms and training objectives, we
computed the 95% CI around the AUROC using the

bootstrapping method [37-39]. These CIs are with respect to
the test set (n=959).

Ethics Approval
All patient data were deidentified in compliance with the Health
Insurance Portability and Accountability Act. This study was
considered to be of minimal risk for human participants because
data collection was passive and did not pose a threat to the
participants involved. The project was approved with a waiver
of informed consent (20-DASC-122) by an independent
institutional review board, Pearl Institutional Review Board.

Results

Comparison of RNN Model With XGB Model
The XGB and RNN models were compared across all 13 outputs
(Table 2). The performance metric used for comparison was
the AUROC. The single RNN model trained to classify 13
outputs outperformed the XGB models trained separately to
classify each of the outputs in ARDS and oxygen-related
outcomes. The average receiver operating characteristic curves
for all targets are also presented in Figure S1 in Multimedia
Appendix 1, which further illustrates that the RNN model
performs at least as well as the average of all XGB models, with
the added advantage that the RNN model benefits from
parameter sharing; that is, a single RNN model performs at least
as well as the aggregate of 13 XGB models.
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Table 2. Comparison of performances of the XGBa models and RNN-13b on each of the outcomes. The table provides the AUROCc of each model
for each of the labels as well as the sensitivity and specificity. We note that the RNN-13 model outperforms the XGB model on 7 out of 13 outputs.

RNN-13XGBLabels (prevalence)

Specificity (95%
CI)

Sensitivity (95%
CI)

AUROC (95%
CI)

Specificity (95%
CI)

Sensitivity (95%
CI)

AUROC (95%
CI)

0.873 (0.852-

0.852)f
0.659 (0.519-
0.799)

0.842 (0.794-
0.888)

0.729 (0.7-0.758)0.659 (0.519-
0.799)

0.797 (0.740-
0.851)

ARDS-1d,e (0.046)

0.780 (0.753-
0.753)

0.673 (0.546-
0.801)

0.791 (0.746-
0.836)

0.657 (0.626-
0.688)

0.654 (0.525-
0.783)

0.700 (0.632-
0.768)

ARDS-2 (0.054)

0.826 (0.802-
0.802)

0.667 (0.524-
0.809)

0.845 (0.795-
0.894)

0.771 (0.744-
0.798)

0.667 (0.524-
0.809)

0.786 (0.714-
0.856)

ARDS-3 (0.044)

0.804 (0.778-
0.778)

0.653 (0.520-
0.786)

0.812 (0.768-
0.858)

0.714 (0.685-
0.744)

0.653 (0.520-
0.786)

0.748 (0.681-
0.81)

ARDS-4 (0.051)

0.795 (0.769-
0.769)

0.660 (0.533-
0.788)

0.795 (0.751-
0.839)

0.681 (0.651-
0.711)

0.660 (0.533-
0.788)

0.701 (0.629-
0.77)

ARDS-5 (0.055)

0.503 (0.471-
0.471)

0.682 (0.487-
0.876)

0.626 (0.533-
0.714)

0.547 (0.516-
0.579)

0.682 (0.487-
0.876)

0.708 (0.604-
0.803)

Sepsis-6 (0.023)

0.502 (0.469-
0.469)

0.682 (0.487-
0.876)

0.586 (0.481-
0.681)

0.715 (0.686-
0.744)

0.682 (0.487-
0.876)

0.707 (0.599-
0.798)

Sepsis-7 (0.023)

0.684 (0.649-
0.649)

0.651 (0.592-
0.709)

0.739 (0.708-
0.770)

0.657 (0.622-
0.692)

0.658 (0.600-
0.716)

0.722 (0.684-
0.760)

Hypoxemia-8 (0.268)

0.839 (0.786-
0.786)

0.659 (0.625-
0.692)

0.834 (0.810-
0.855)

0.876 (0.829-
0.922)

0.657 (0.623-
0.690)

0.829 (0.802-
0.856)

Hypoxemia-9 (0.799)

0.524 (0.489-
0.489)

0.655 (0.585-
0.726)

0.638 (0.601-
0.673)

0.536 (0.501-
0.571)

0.651 (0.581-
0.722)

0.643 (0.601-
0.688)

Hypoxemia-10 (0.182)

0.856 (0.828-
0.828)

0.651 (0.602-
0.700)

0.880 (0.862-
0.897)

0.859 (0.831-
0.887)

0.654 (0.605-
0.703)

0.880 (0.861-
0.901)

Hypoxemia-11 (0.38)

0.625 (0.594-
0.594)

0.680 (0.497-
0.863)

0.700 (0.625-
0.768)

0.700 (0.671-
0.730)

0.680 (0.497-
0.863)

0.761 (0.675-
0.841)

Death-12 (0.026)

0.622 (0.587-
0.587)

0.654 (0.592-
0.715)

0.673 (0.637-
0.714)

0.814 (0.786-
0.842)

0.654 (0.592-
0.715)

0.805 (0.770-
0.840)

Covid-13 (0.238)

aXGB: XGBoost.
bRNN-13: the recurrent neural network model that was trained using 13 targets.
cAUROC: area under the receiver operating characteristic curve.
dARDS: acute respiratory distress syndrome.
eArea under the receiver operating characteristic curve reported in the Abstract.
fSpecificity of the RNN-13 model for the five ARDS labels.

Benefit of Multitask Learning
An intermediate number of output targets between 1 and 13
were also used to retrain the RNN. Figure 4 shows the maximum

AUROC with different subsets of the 13 outcomes used as
training targets. For most targets there is a general trend toward
overall improvement of the AUROC. This demonstrates that
there is some underlying dependency among some of the labels.
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Figure 4. Model performance varies with the number of outcomes predicted during training. External test set area under the receiver operating
characteristic curve (AUROC) plotted against the number of targets in the recurrent neural network (RNN) output (eg, RNN-9 refers to an RNN with
9 outputs). From right to left, the worst-performing 2 targets in terms of AUROC are removed to train the next RNN with a smaller number of targets.
ARDS: acute respiratory distress syndrome.

Multitask Learning Converges Training in a
Comparable Number of Epochs
The learning quality and efficiency of single- versus
multiple-outcome models were evaluated in terms of the rate
of improvement of the AUROC on the validation set per each
stochastic gradient descent training epoch. We compared the
rate of learning between RNNs trained with single targets and
RNNs trained with multiple targets to demonstrate that multitask
learning does not empirically require longer durations in training

than single-learning objectives. The rate of learning was
measured as the AUROC of the validation set for each epoch.
In Figure 5, the plots of the AUROC of 3 separate randomly
initialized training episodes for 15 epochs are shown for
ARDS-1 and ARDS-2 (ARDS defined as having an ICD code
for ARDS as well as a drop in SpO2 below 96%). For these 2
outcomes, the time to reach the maximum validation AUROC
in terms of the number of epochs is comparable between single-
and multiple-target models.
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Figure 5. Training on multiple targets converges in similar time to single targets. Learning progress measured using the area under the receiver operating
characteristic curve (AUROC) on the validation set. Each line is a different training run with new randomized initial weights and training batches. (A)
AUROC predicting ARDS-1 versus number of training epochs. (B) AUROC predicting ARDS-2 versus number of training epochs. ARDS-1: acute
respiratory distress syndrome (ARDS) defined as having an International Classification of Diseases code for ARDS as well as a drop in peripheral
oxygen saturation below 91%; ARDS-2: ARDS defined as having an International Classification of Diseases code for ARDS as well as a drop in
peripheral oxygen saturation below 96%.

ARDS Clustering
Figure 6 shows the results of applying the k-means clustering
algorithm to find clusters of patients with ARDS on the output
of the first FC layer of the RNN model as mentioned in the
Machine Learning Models section. The k-means algorithm was
set to identify 3 clusters because this was the most
distinguishable number of clusters in different visualizations of
the embeddings. Figure 6 shows a 2D projection of the
embeddings using principal component analysis in which the
3 clusters A, B, and C can be seen. Deeper analysis of these
clusters is presented in Figure 7, which shows a fair amount of
variability of the targets among clusters. It can be seen that a
drop of SpO2 below 91% is more likely to be characterized
differently among the clusters than the drop of SpO2 below 96%
among ARDS targets, which is apparent in higher variability
of ARDS-1 and ARDS-3 (ARDS defined as having an ICD
code for ARDS as well as a drop in SpO2 below 91% and no
mention of a heart failure–related ICD code among prior
diagnoses) among clusters as opposed to ARDS-2 and ARDS-4

(ARDS defined as having an ICD code for ARDS as well as a
drop in SpO2 below 96% and no mention of a heart
failure–related ICD code among prior diagnoses). The clusters
do not seem to be able to distinguish among ARDS symptoms
when only the ICD code is used for ARDS prediction (as in
ARDS-5). The mortality rate in cluster A is higher than that in
the other 2 clusters, which is aligned with the fact that the rates
of ARDS-1 and ARDS-3 are also higher in this cluster. Similar
relative effects of SpO2 <91% versus SpO2 <96% can also be
seen in hypoxemia targets. Table S4 in Multimedia Appendix
1 shows the distribution of the continuous input features among
the 3 clusters. Cluster A shows more noticeable differences with
the other 2 clusters when it comes to features such as systolic
blood pressure, respiratory rate, neutrophils, lymphocytes, and
SIRS, hinting at why the mortality is higher in this group. Note
that targets 2, 5, and 9 are the most inclusive (general) of all
targets; therefore, it is possible for one or more clusters to be
completely enclosed by these targets, resulting in a rate of 100%
(Figure 7). These inclusive targets are included to improve
parameter sharing in the model for different outcomes.
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Figure 6. Recurrent neural network representations separate into unique clusters. Clustering the population with acute respiratory distress syndrome
(ARDS; n=1278) from the entire data set into 3 different groups A, B, and C by k-means clustering. The dimensions of the embedding vector were
reduced using principal component analysis. PC1: principal component 1; PC2: principal component 2.

Figure 7. Incidence rates of different targets in each of the clusters. Target 12 is the mortality rate, which is 14.45%, 9.64%, and 4.73% for clusters A,
B, and C, respectively. ARDS: acute respiratory distress syndrome.
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Benefit Estimation
From our benefit estimation case study, we found that the
mortality rate for patients who were diagnosed early with ARDS
was 5.3% (14/266), whereas for those diagnosed late with
ARDS, the mortality rate was 11.7% (116/995). The Fisher
exact test statistic value was 0.002 for the 6.3% mortality benefit
of using the algorithm’s prediction for the early diagnosis group.
For reference, the baseline mortality rate of patients without
ARDS was 1.66% (656/39,442) and that of patients with ARDS
was 10.31% (130/1261).

Model Interpretability
A visualization of the attention weights for different timesteps
of the input sequence is shown in Figure 8A in which we
observe variability in the distribution of the attention weights
within the 64-timestep window. For some of the samples, the
attention weights are higher toward the beginning of the
sequence, whereas for others they are higher toward the end of
the sequence. There are also cases where the attention weight
is moderately higher in the middle of the sequence. The cases
for which the attention weight is higher toward the end of the
sequence represent the situation in which the most recent
measurements with respect to the event of interest are more
important. The cases for which the attention weights are higher
toward the beginning of the sequence represent the situation in
which the most relevant temporal data are near the beginning
of, or before, the 64-timestep window. In this scenario, it is
probably the attention network that is amplifying the signal
from those early timesteps because without the attention

network, GRUs alone will have a gradual decay of older
timesteps. In the samples in which the attention weights are
higher in the middle, there likely exists an intermediate timestep
that has abnormal values that is emphasized more by the
network. Figure 8B shows the calculated attention scores for
specific features for the same patients as accounted for in Figure
8A. These scores were obtained by calculating the feature’s
z-score at the timestep with the highest attention weight. The
figure is shown for all time-varying features. The figure reveals
how every feature affects the model output. For example, high
values of respiratory rate and low values of pH had a positive
impact on the model.

From the SHAP force plots in Figure S2 in Multimedia
Appendix 1, one can see the most influential features for a given
patient. Red denotes the positive direction of influence on the
ARDS-5 output, whereas blue denotes the negative direction
of influence on the ARDS-5 output. The length of the arrow
denotes the magnitude of SHAP values. The value in bold is
the actual model output, which is then transformed into
probability space to give the final output between 0 and 1. SpO2

is an important feature, both to increase the probability of ARDS
when SpO2 is low (A) and to lower the probability of ARDS
when SpO2 is high (B). Low SpO2 combined with high
respiratory rate is the likely contributor to a false positive (C)
in the context of a patient with poorly controlled diabetes (ie,
blood glucose level=505 mg/dL and likely tachypnea of diabetic
ketoacidosis) [40,41]. A normal SIRS score and normal
neutrophil percentage in the absence of strongly positive features
results in a false negative (D).
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Figure 8. Attention heat maps. Each row along the y-axis is a patient. (A) Attention weights for timesteps. The heat map visualizes the attention weights
on 50 randomly selected patients for the 64-timestep inputs to the recurrent neural network model. (B) Attention scores for features. The heat map
visualizes the calculated z-score for every time-varying feature at the timestep with the greatest attention weight for the same set of patients as in part
A. Red denotes a higher value or deviation in the positive direction; blue denotes a lower value or deviation in the negative direction. ALT: alanine
transaminase; AST: aspartate aminotransferase; BUN: blood urea nitrogen; DiasABP: diastolic ambulatory blood pressure; HR: heart rate; INR:
international normalized ratio; PaO2: arterial partial pressure of oxygen; RBC: red blood cell count; RespRate: respiratory rate; SIRS: systemic
inflammatory response syndrome; SpO2: peripheral oxygen saturation; SysABP: systolic ambulatory blood pressure; Temp: temperature; WBC: white
blood cell count.
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Discussion

Principal Findings
In this study, we described the development of a deep learning
model for predicting multiple outcomes by simultaneously using
the same set of input features. We showed that the RNN model
trained to predict 13 outcomes simultaneously generalized better
on ARDS outcomes than XGB models trained to predict
individual outcomes. We showed that this improvement was
proportional to the number of targets predicted by the RNN.
This reinforces our conclusion that training the RNN model on
a larger set of outcomes improves generalization. We
hypothesize that multitask learning generalizes better in part
because of parameter sharing, which has a regularizing effect,
and information sharing across outcomes, which learns richer
representations [42]. We would also like to emphasize that the
intention of this paper was not to advance state-of-the-art
multitask learning but to provide evidence that multitask
learning is beneficial for early prediction of ARDS using only
EHR data.

We used an RNN in this study because of its ability to use its
internal memory to process variable length sequences of inputs,
learn temporal dependence from the data, and share
representations for an arbitrary number of outputs. We used a
generic RNN with 4 GRU layers, an attention module, and 2
FC layers for all numbers of outputs. We experimented with
various RNN architectures, varying the parameters such as the
number of layers and hidden units. From our light grid search,
we found that the RNN model architecture used in this paper
performed best for our use case. In addition, the attention
module seems to be an important part of the architecture in
making the prediction because without it, the performance of
the RNN dropped significantly for multiple targets as seen in
Table S5 in Multimedia Appendix 1.

To compare the RNN with other algorithms, we used XGB
because of its ability to handle missing or null values and its
current dominance in industrial applications. As EHR data often
have a high level of missing values because of variability in
data acquisition and recording habits in the live clinical
environment, this attribute of XGB is appealing. We trained
multiple XGB models separately on the same input to classify
different outcomes independently. We performed a grid search
for hyperparameter optimization, tuning parameters such as tree
depth and learning rate. Table S6 in Multimedia Appendix 1
shows the hyperparameters that were used for the grid search
for the RNN and XGB models.

We also demonstrated an application of cluster analysis to probe
deep learning models for clinical insights. Our analysis of the
total population with ARDS uncovered 3 distinct populations,
2 of which have similarly high mortality rates but different
clinical presentations. Recent studies have corroborated similar
results in populations with COVID-19 in which 2 distinct
phenotypes of ARDS were found with similar respiratory
dynamics but 2-fold difference in odds of 28-day mortality [43].
With the methods outlined in this study, phenotype discovery
would be an additional benefit that can be automatically applied
to an arbitrarily large number of outcomes predicted.

To connect our machine learning findings with real-world
clinical effects, we compared the mortality rates between
patients diagnosed earlier with ARDS and patients diagnosed
later with ARDS relative to the algorithm’s prediction time.
Our estimation showed that the mortality rate in the population
diagnosed early with ARDS was almost half of that in the
population diagnosed late with ARDS. Finally, to make our
model more interpretable, we provide 2 heat maps attempting
to visualize the attention score on each time series as well as 4
SHAP force plots presenting our case analyses regarding success
and failure prediction.

Although we—and other researchers—have previously
developed single-task machine learning models for predicting
ARDS in different cohorts of hospitalized patients, to our
knowledge, this is the first study to develop a multitask deep
learning model for ARDS prediction [22-25]. Although previous
studies have reported the development of high-performing
ARDS prediction models, we intentionally do not make direct
comparisons of model performance between our model and
previous models for several reasons. The first is that to
demonstrate that multitask learning improves performance over
single-task learning, the models should ideally be trained and
tested in a similar manner and on the same data sets.
Comparisons with other published models may not provide any
useful information on the direct benefit of using multitask
learning models for ARDS prediction. Another point of
consideration is that we used several subtypes of ARDS in our
study; therefore, direct comparison against metrics from other
studies that may use different ARDS definitions may not be
fruitful.

Real-world clinical utility of such machine learning algorithms
would need to be demonstrated through a multicenter
prospective clinical study. We have previously developed and
demonstrated the real-world impact of a sepsis prediction
algorithm (InSight) on patient outcomes in a multicenter clinical
validation study [44]. Although we performed retrospective
validation on an external test set and demonstrated good
performance of our algorithm in this study, ideally, the algorithm
should be tested at multiple hospitals that vary by geographic
location and patient demographic characteristics. Demonstrating
a reduction in length of stay and improved outcomes of patients
with ARDS through a clinical study would pave the way for
deployment of the algorithm at medical institutions.

This study includes several limitations. In many hospital
systems, radiology images and radiology reports are kept in a
software system separate from the EHR. Ideally, we would
prefer to confirm ARDS ICD codes by verifying the presence
of bilateral lung infiltrates on chest imaging. Our inputs only
included demographics, vital signs, and laboratory information.
Future work should therefore incorporate EHR as well as
imaging data. Our data set spans the emergency department,
inpatient, and ICU settings and prescribes a single early time
point for prediction. This could be a factor in the low AUROC
for sepsis predictions, which prior studies have shown to be
reliably accurate in the ICU setting [12,44]. This discrepancy
warrants further investigation. In addition, we did not have
reliable data on race and ethnicity of the patient population.
Future studies would also benefit from training the models to
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predict the additional output of respiratory support intervention
beyond the level of a nonrebreather mask [45]. Finally, because
this is a retrospective study, we are not able to determine the
performance of our algorithm in a prospective clinical setting.
Prospective testing is essential to determine how clinicians will
respond to predictions of various outcomes. It is also important
to determine whether our predictions can affect patient outcomes
or resource allocation. Our work here is meant to serve as a
reference for future research directions in establishing the most
beneficial role for machine learning algorithms in the health
care ecosystem and expanding the capabilities of machine
learning in health care. Future research could also incorporate
examining more state-of-the-art RNN architectures such as
transformers that may have better performance for long sequence
data processing.

Conclusions
We present a novel multitask deep learning model for predicting
ARDS in hospitalized patients. Our results demonstrate that,
based on the same input features, the higher the number of
related outcomes predicted by our model, the better the
performance on most outcomes. We demonstrate the clinical
utility of our model by calculating the sensitivity, specificity,
and AUROC of various iterations of the model on 2 external
test sets and explore the interpretability of our model by
visualizing attention weights using heat maps and SHAP for
global and local model interpretability. Early prediction of
ARDS, together with the stratification of patients into different
subgroups based on different clinical presentations, will enable
clinicians to take appropriate action to prevent the deterioration
of a patient’s condition, which should in turn improve patient
outcomes and mortality or morbidity rates of ARDS.
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SIRS: systemic inflammatory response syndrome
SpO2: peripheral oxygen saturation
XGB: XGBoost
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Abstract

Background: Sepsis is diagnosed in millions of people every year, resulting in a high mortality rate. Although patients with
sepsis present multimorbid conditions, including cancer, sepsis predictions have mainly focused on patients with severe injuries.

Objective: In this paper, we present a machine learning–based approach to identify the risk of sepsis in patients with cancer
using electronic health records (EHRs).

Methods: We utilized deidentified anonymized EHRs of 8580 patients with cancer from the Samsung Medical Center in Korea
in a longitudinal manner between 2014 and 2019. To build a prediction model based on physical status that would differ between
sepsis and nonsepsis patients, we analyzed 2462 laboratory test results and 2266 medication prescriptions using graph network
and statistical analyses. The medication relationships and lab test results from each analysis were used as additional learning
features to train our predictive model.

Results: Patients with sepsis showed differential medication trajectories and physical status. For example, in the network-based
analysis, narcotic analgesics were prescribed more often in the sepsis group, along with other drugs. Likewise, 35 types of lab
tests, including albumin, globulin, and prothrombin time, showed significantly different distributions between sepsis and nonsepsis
patients (P<.001). Our model outperformed the model trained using only common EHRs, showing an improved accuracy, area
under the receiver operating characteristic (AUROC), and F1 score by 11.9%, 11.3%, and 13.6%, respectively. For the random
forest–based model, the accuracy, AUROC, and F1 score were 0.692, 0.753, and 0.602, respectively.

Conclusions: We showed that lab tests and medication relationships can be used as efficient features for predicting sepsis in
patients with cancer. Consequently, identifying the risk of sepsis in patients with cancer using EHRs and machine learning is
feasible.

(JMIR Med Inform 2022;10(6):e37689)   doi:10.2196/37689
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sepsis; cancer; EHR; machine learning; deep learning; mortality rate; learning model; electronic health record; network based
analysis; sepsis risk; risk model; prediction model
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Introduction

Sepsis is a life-threatening organ dysfunction in which a
pathogen infection leads to a dysregulated host response to the
infection [1]. Sepsis is diagnosed in millions of people every
year globally, accounting for a high ratio of in-hospital mortality
(25%-50%) [2]. In particular, the mortality rate increases
dramatically when septic shock is established [3,4]. Although
a timely diagnosis of sepsis is essential for a promising
prognosis, only minor cold-like symptoms, such as fever,
excessive breathing, and increased pulse rate, are presented in
the early stage of sepsis [5]. Therefore, in hospitals, patients
admitted to the ward may suffer from septic shock after
clinicians have missed the signature symptoms of sepsis. Thus,
it is important to stratify high-risk patients and provide
appropriate treatment in a short amount of time [6].

Sepsis has shown a substantial incidence in patients with low
immunity, such as patients with cancer, patients who are elderly,
and newborns [7]. Patients with cancer are at high risk for sepsis,
as many are immunosuppressed due to the cancer itself and
chemotherapy treatment [8]. For example, leukocyte counts are
lowered, especially when anticancer treatments decrease bone
marrow function, suppressing immune response to the pathogen
[9]. Although predicting sepsis in patients with cancer is
essential, an early identification of the risk of sepsis remains an
unmet medical need.

Various studies have been conducted to identify the risk of
sepsis, including a statistical model–based approach for
emergency room (ER) patients [10], a machine learning–based
approach for inpatients [11], and an approach using unstructured
clinical data [12]. The majority of previous studies have focused
on patients with severe trauma in the intensive care unit (ICU).
However, the stratification of sepsis risk among patients with
cancer has scarcely been conducted.

Our study aimed to predict the risk of sepsis in patients with
cancer at an early stage using clinical information and a machine
learning approach. We utilized the deidentified electronic health
records (EHRs) from the Samsung Medical Center (SMC) in
Korea of 8580 patients with cancer, including inpatients,
outpatients, ICU patients, and ER patients. Drug prescriptions
and laboratory test results are known to reflect the physical
status of patients [13]. In our previous study, we showed that
distributions of lab test results recapitulate the physical states
of patients, including disease signatures and drug-associated
responses [14]. Prescriptions of medications for cancer are
mainly determined based on the patients’ medical conditions.
Thus, we hypothesized that the patterns of prescribed
medications and lab test results would be different between the
sepsis and nonsepsis groups. To validate our hypothesis, we
analyzed 2462 lab test results and 2266 medication prescriptions
using network-based association rule [15] analysis and statistical
analysis.

Based on the results of the analyses, we propose a machine
learning–based sepsis predictive model that can reflect the
physical conditions of patients with cancer and is trained on the
prescribed drug and lab test patterns as well as EHRs, which

are widely used in the reported sepsis prediction approaches
[16,17].

Methods

Study Sample
Data were prepared from the Clinical Data Warehouse (CDW)
and the SMC cancer registry, Seoul, South Korea, and
deidentification was performed on the collected data. The study
population included adult patients diagnosed with lung, liver,
and breast cancer who visited the ER within 5 years of being
diagnosed with cancer. The inclusion criteria were patients with
cancer registered at the study sites. Patients were excluded from
the study cohort if they met the following exclusion criteria:
those under 18 years of age, those with multiple cancers, those
who had not visited the emergency room within 5 years after
the first cancer diagnosis, and those with ICD-10 codes not
matched with C22, C34, and C50. The data were constructed
by reflecting various EHR information such as hospitalization
data, diagnosis code of cancer or other underlying disease, vital
signs, genomic information, medication prescription, surgical
history, radiation treatment, and lab test information for 5 years
(2014-2019) before and after the cancer diagnosis of 8580
patients with cancer, including inpatients, outpatients, ICU
patients, and ER patients. Most of the currently published sepsis
prediction models use information within 48 hours before the
onset of sepsis. However, due to the high risk of sepsis, it was
considered necessary to predict in advance, so information 2
days prior to the ER visit was used. Data earlier than 7 days
were somewhat difficult to consider as having an effect on the
onset of sepsis, so the filtration criteria was set to 2-7 days.

Ethics Approval
The institutional ethics committee of SMC approved this study
(Institutional Review Board File #2019-06-071).

Identifying Patients With Sepsis
We identified patients with sepsis using the Sequential Organ
Failure Assessment (SOFA) scores of Third International
Consensus Definitions for Sepsis and Septic Shock (Sepsis-3)
guidelines [18] for a total of 18,610 ER visits by 8580 patients
with cancer using the following procedures:

1. Nursing records, inspection records, clinical information,
and medication prescription data were extracted from the
CDW.

2. The variables were preprocessed to obtain the SOFA scores.
3. SOFA scores for each patient were calculated each time.
4. The time window was set by checking whether antibiotics

were administered intravenously within 24 hours before
and after the bacterial culture test.

5. Patients with sepsis were identified if their SOFA score
changed by 2 points or more within the time window.

6. In accordance with the Sepsis-3 guidelines, if the SOFA
score could not be measured in advance, it was considered
0. Consequently, if the change in the SOFA score was 2 or
higher in the first visit to the ER, the patient was considered
to be experiencing sepsis.
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Data Filtering and Preprocessing
We aligned the collected EHRs of 8580 patients with cancer
based on the date of the ER visit and filtered patients with
information 2-7 days prior to the ER visit. Each patient's
diagnostic code was recorded as an ICD-9 code and standardized
to 3 digits for use as a categorical feature. Because there was a
possibility of information leakage from giving hints to the
machine learning–based predictive model, lab test results
centered on specific disease groups were removed, and only the
lab test information performed on over 60% of the patients was
used. All categorical features were preprocessed using one-hot
encoding, and all binary categorical features were encoded as
0 or 1. In addition, missing values were imputed with the mean
value of patients with the same type of cancer, the same sex,
and the same age, and extreme outlier values were removed.

Graph Network–Based Association Rule Analysis
Graph network–based association rules were performed on 2266
drug prescriptions. An association rule is a method for
discovering frequent patterns and relationships between items
from complicated data and can be employed to conceptualize
complex dynamic systems comprising each interacting event
[15]. Using the frequent pattern growth (FP-growth) algorithm
[19], frequent relationships of drugs prescribed on the same day
were analyzed. Next, only the group sets with a minimum
support value of 0.05 or greater were selected. The support value
(S(Di → Dj)), defined as in Equation (1), implied how often the
sets go together when items are being tied up simultaneously,
where N(s) represents the total number of prescriptions, and N
(Di,Dj) represents the number of events in which the i-th and
j-th drugs were prescribed on the same day.

Finally, after designating each selected drug as a node, we
plotted a graph network to visualize the result of the association
rule analysis. The edges depicted the correlations of each drug.

Vectorization of Prescribed Medication Relationships
We vectorized the relationships found through graph
network–based association rule analysis to be used as an input
for the machine learning–based sepsis prediction model. After
multiplying each one-hot encoded drug selected through the
aforementioned analysis by the number of prescription days,
the relationship for each pair of values was vectorized using the
3 formulas proposed in our previous study [20]. These 3
formulas (r(I, H, T)) comprised the interaction (I), the
harmonized average (H), and the arctangent (T), in which (I)
determined the level of interaction, (H) determined the overall
intensity in a sensitive manner, and (T) determined the geometric
angle difference as a single scalar value for each pair, defined

as in Equation (2), where Di
(p,s) and Dj

(p,s) indicate the i-th and
j-th drug of the s-th prescriptions for the p-th patient,
respectively. The D value represents the prescription frequency
of each medication.

Prediction of Sepsis Using Machine Learning
Approaches
We trained models on vectorized drug relationships and selected
lab test types, along with the common EHRs that are widely
used in the reported sepsis prediction models [16,17]. We
considered 2 machine learning models comprising logistic
regression (LR) [21] and random forest [22] and 3 deep learning
models comprising artificial neural networks (ANNs) [23],
residual convolutional neural networks (ResNet10) [24], and
long short-term memory recurrent neural networks
(RNN-LSTMs) [25]. When applied to the model, the data were
reshaped to (1, 42, 42) for the ResNet10 model and padded to
the maximum length of the sequence and reshaped to (number
of patients, time sequence, number of features) for the LSTM
model. We investigated the important features using Shapley
Additive Explanations (SHAP) [26]. SHAP, one of the
Explainable Artificial Intelligence (XAI) techniques, is a method
used to interpret results from deep learning and machine learning
models and is based on game theory. We used Tree SHAP
explainer to calculate the Shapley values.

All proposed approaches were implemented using the Python
3.7 library, such as PyTorch 1.5, Scikit-learn, and SHAP, on
an NVIDIA TITAN RTX 24 GB × 2. The source code is
available on GitHub [27].

Results

Characteristics of the Filtered and Preprocessed Data
Set From SMC
The overall process of our study is shown in Figure 1. We
analyzed data from 8580 patients obtained from the CDW of
SMC. Using the SOFA scores of the Sepsis-3 guidelines, of a
total of 18,610 ER visits by 8580 patients with cancer, 2960
visits were identified as sepsis and 15,650 visits as nonsepsis.
As a result of filtering the patients, the control group included
928 patients, and the sepsis group included 455 patients. The
statistics of the filtered and preprocessed data set that was used
to build the sepsis predictive model are shown in Table 1.

In the control group (ie, nonsepsis patients with cancer), there
were 490 (52.8%) males and 438 (47.2%) females. The mean
age was 58.2 (SD 11.0) years, and the average weight was 63.7
(SD 10.7) kg. In terms of the initial cancer diagnosis of each
patient, 180 (19.4%) had liver cancer, 533 (57.4%) had lung
cancer, and 215 (23.2%) had breast cancer. Meanwhile, in the
sepsis group, there were 324 (71.2%) males and 131 (28.8%)
females, with a relatively higher proportion of males than the
control group. The mean age of the sepsis group was 60.3 (SD
0.5) years, and the average weight was 64.3 (SD 11.3) kg. In
the sepsis group, 140 (30.8%) patients had liver cancer, 274
(60.2%) had lung cancer, and 41 (9%) had breast cancer. With
these prepared data sets from SMC, we analyzed the differences
in medication patterns by group.
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Figure 1. Study overview. CDW: Clinical Data Warehouse; EHR: electronic health record; ER: emergency room; ER visits: total number of ER visits
by the patients; SOFA: Sequential Organ Failure Assessment of the Sepsis-3 guidelines; SMC: Samsung Medical Center.

Table 1. Statistics of the input data used to build the sepsis predictive model.

Sepsis group (n=455)Control group (n=928)Total (N=1383)Patient characteristics

Sex, n (%)

324 (71.2)490 (52.8)814 (58.9)Male

131 (28.8)438 (47.2)569 (41.1)Female

60.3 (0.5)58.2 (11)58.9 (10.9)Age (years), mean (SD)

64.3 (11.3)63.7 (10.7)63.9 (0.9)Weight (kg), mean (SD)

Cancer, n (%)

140 (30.8)180 (19.4)320 (23.1)Liver

274 (60.2)533 (57.4)807 (58.4)Lung

41 (9.0)215 (23.2)256 (18.5)Breast

475 (32)991 (68)1466 (100)Emergency room visits, n (%)

Graph Network–Based Association Analysis for
Prescribed Medications
Using the FP-growth algorithm, we analyzed patterns of the
medications prescribed on the same day in 2666 prescriptions
from the preprocessed and filtered EHR data. According to the
analysis results, only group sets with a minimum support value
of 0.05 or greater were selected. Of a total of 101 different drug
types, 406 relationships among 29 drugs and 378 relationships
among 28 drugs were selected for the sepsis group and nonsepsis

group, respectively. To visualize the associations between the
drug prescriptions, we constructed 2 graph networks with nodes
representing the selected drugs and edges depicting the
relationships among the nodes (Figure 2). The size of a node
was determined by its average shortest path distance
(Multimedia Appendix 1, graph A) and the number of edges
(Multimedia Appendix 1, graph B), representing the topological
properties of the network. A larger node meant that the
corresponding drug was prescribed more often with other drugs
compared to small nodes.
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The patterns of medications between the sepsis and control
groups were different. Nodes for medications such as “saline
solution,” which are commonly prescribed for most patients,
showed similar patterns in both networks (Figure 2), whereas
“opioid alkaloids” and “synthetic narcotic” nodes were ranked
higher in the sepsis group than in the control group (Multimedia

Appendix 1, graphs A and B). These kinds of narcotic analgesic
nodes were the bottleneck and central nodes, meaning that they
were prescribed more often with other drugs in the sepsis group.
Thus, we were able to confirm our hypothesis that relationships
and patterns of prescribed medications were distinct in the 2
groups.

Figure 2. Results of the graph network-based association analysis for prescribed medications. Graph networks for sepsis (n=29) and control (n=28)
patients. Each node represents the medication selected through association rule analysis (support value ≥ 0.05), and edges depict that the linked nodes
were prescribed together. Red nodes and bars represent the drugs with different patterns between the sepsis and control patients.

Statistical Analysis for Lab Tests
Using a t test, we analyzed the 2462 lab test results of the
preprocessed and filtered EHR data to find lab test items with
significantly different distributions between the sepsis and
nonsepsis groups. Multimedia Appendix 2 presents the means
and standard deviations of the 2 groups for all lab test types,
where the P is symbolized (no significance: NS, P<.05: *,
P<.001: ***, P<.005: **, P<.001: ****).

Figure 3 presents the distributions of the 2 groups for our
selected lab test types, including predictors that are well-known
hallmarks of sepsis. The changes in albumin, total protein, and
cholesterol levels reflected the higher risk of mortality in patients
with sepsis [28], and in our results, the values of these factors
were significantly lower in patients with sepsis, with an albumin
level of 2.73 (SD 1.57) versus 3.3 (SD 1.47), total protein of
4.77 (SD 2.98) versus 5.27 (SD 2.82), and a cholesterol level
of 81.06 (SD 84.79) versus 111.46 (SD 84.3), respectively, with
P<.001. A decreased albumin/globulin ratio (A/G ratio) was
recently reported as a novel independent predictor of the

development of postflexible ureteroscopic sepsis [29]. In this
study, the A/G ratio in the sepsis group was lower than that in
the nonsepsis group, at 0.76 (SD 0.7) versus 1.14 (SD 0.69),
respectively, with P<.001. Furthermore, several studies found
that activated partial thromboplastin time (APTT) and
prothrombin time (PT) [30,31] are prognostic biomarkers for
the specific identification of patients with sepsis. We observed
that the occurrence of sepsis led to increased APTT and PT
values, with an APTT value of 6.89 (SD 15.01) to 14.06 (SD
19.72), PT(%) value of 17.51 (SD 35.82) to 33.27 (SD 42.26),
PT(INR) value of 0.23 (SD 0.46) to 0.49 (SD 0.63), and PT(sec)
value of 2.9 (SD 5.84) to 6.14 (SD 7.69), with P<.001. With
favorable consistency between the identified lab test differences
of our candidates and known biomarker candidates of sepsis,
we felt confident that the SMC EMRs successfully recapitulated
the physical and biological signatures of the patients with sepsis.
In other words, these results suggested that the 35 selected
biomarkers could characteristically reflect the biological features
of the patients with sepsis. Thus, we utilized these 35 lab test
results as learning features to establish our prediction model for
sepsis, as shown in Figure 3.
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Figure 3. Distributions of the two groups for the selected lab test types. Of the 64 total lab test types (Multimedia Appendix 1), 35 lab test types showed
significantly different distributions between the sepsis and control groups. ****: P<.001; A/G ratio: albumin/globulin ratio; ALC: absolute lymphocyte
count; ALP: alkaline phosphatase; ANC: absolute neutrophil count; APTT: activated partial thromboplastin time; AST: aspartate aminotransferase;
BUN: blood urea nitrogen; ESR: erythrocyte sedimentation rate; LD: lactate dehydrogenase; PT: prothrombin time; RBC: red blood cell.

Prediction of Sepsis Using Machine Learning
Approaches
Using vectorized drug relationships and the values of the
selected lab test types along with common EHRs, we trained 2
machine learning models (logistic regression and random forest)
and 3 deep learning models (ANN, convolutional neural network
[CNN], and RNN) to build a sepsis prediction model based on
the physical status of patients with cancer. A total of 465
relationships between 31 drugs selected through association
rule analysis were vectorized using the 3 formulas described in
the Methods section. A total of 1395 (465 × 3) drug relationship
vectors, the values of the selected 35 lab test types, and common
EHR information including anonymized personal information,
hospitalization data, and cancer diagnosis code were used as

inputs for model training. We used simple logistic regression
(LR) and RNN-LSTM for the logistic regression–based and
RNN-LSTM–based models, respectively. The random
forest–based model comprised 20 trees, and the ANN-based
model comprised input and output layers, as well as hidden
layers. In addition, we used ResNet10 consisting of 10
convolution layers, fully connected layers, and residual
connections for the CNN-based model. All hyperparameters,
such as the number of trees in the random forest model, batch
size, learning rate, and number of layers in the deep learning
models, were selected as optimal values for each model through
grid searches [32]. The list of feature variables used in our
proposed model is given in Multimedia Appendix 3. To verify
the proposed sepsis prediction model, we compared the
predictive performances with the models trained on only
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common EHRs (ie, demography, diagnoses codes, and others)
and the models trained on common EHRs and drug relationships
by 5-fold cross-validation. Regarding performance evaluation
metrics, the accuracy, area under the receiver operating
characteristic (AUROC), area under the precision-recall curve
(AUPRC), precision, recall, and F1 score were used. Multimedia
Appendix 4 shows the performance evaluation results.

The overall performance of the proposed models with EHRs,
lab data, and drug relationships were superior to that of the other
models. The proposed random forest–based model showed the
highest value in all the evaluation metrics except for recall
(accuracy: 0.692, AUROC: 0.753, AUPRC: 0.573, precision:
0.518, recall: 0.718, and F1 score: 0.602). In the case of recall,
the proposed ANN-based model showed the highest value
(accuracy: 0.654, AUROC: 0.723, AUPRC: 0.522, precision:
0.477, recall: 0.721, and F1 score: 0.574). In particular, the
proposed random forest–based proposed model recorded the
largest performance improvement in all the metrics compared
to the model trained on drug relationships and common EHRs
(accuracy: 0.645 to 0.692, AUROC: 0.69 to 0.753, AUPRC:
0.487 to 0.573, precision: 0.465 to 0.518, recall: 0.629 to 0.718,
and F1 score: 0.534 to 0.602). In addition, the proposed
RNN-LSTM–based model showed the greatest performance
improvement in accuracy, the AUROC, the AUPRC, and
precision (accuracy: 0.603 to 0.675, AUROC: 0.655 to 0.729,
AUPRC: 0.447 to 0.555, and precision: 0.43 to 0.504), and the
ResNet10-based model showed the highest improvement in
recall and the F1 score (recall: 0.577 to 0.689, F1 score: 0.499
to 0.567) compared to the model trained on only common EHRs.
These findings suggest that the drug relationships and the
selected lab test types were the main contributors to the proposed
sepsis predictive models for patients with cancer.

Investigation of Important Features
To evaluate the contributions of the learning features, SHAP,
an XAI technique, was utilized for the proposed random
forest–based model, which showed the best performance when
investigating important features that contributed to the
prediction. Multimedia Appendix 5 shows the contribution ratios
of the top 50 important features among 1738 features obtained
through SHAP, where the x-axis denotes the feature contribution
ratio, and the y-axis denotes the names of the features.

The top 50 important features include 26 lab test types and 15
drug relationships among the 31 drugs and the 35 lab test types
selected by t test and association rule analysis, respectively.
The 15 drug relationships contained narcotic analgesic drugs
such as “opioid alkaloids” and “synthetic narcotics,” which
were prescribed more, along with other drugs, in the sepsis
group. Among the characteristics of the patients with cancer,
the number of cancer-infiltrating lymph nodes (Ca_LN_no),
the degree of cancer extent (Extend_CD), and the size of the
primary tumor (T_CD) were observed as decisive contributing
factors.

As expected, prognostic biomarkers of sepsis, such as the
albumin level, PT, A/G ratio, total protein level, and cholesterol
level, ranked high. The blood platelet count has also been
identified as a major contributor, and platelets are involved in
mechanisms that promote immune responses and coagulation

activation. Thrombocytopenia is common in ICU patients with
sepsis and is reportedly associated with fatal outcomes [33].
The migration of neutrophils to infection sites is essential in the
host’s defense against invading pathogens during sepsis [34],
which may have led to the absolute neutrophil count or
segmented neutrophils improving the predictive performance
of the model. Moreover, when expanded to the top 100, all
selected lab test types except “band neutrophil,” “nucleated
RBC,” and “carbon dioxide, total,” as well as 49 drug
relationships comprising 22 selected drugs, were included. These
results show that the selected drug relationships and lab tests
were important features in the proposed sepsis predictive model,
suggesting that these features contributed to the accurate
prediction of the model.

Discussion

Principal Findings
This study presents a machine learning–based approach to
identify sepsis risk in patients with cancer at an early stage (2
days before onset). We elucidated that the relationships of
prescribed medications and lab test patterns were distinct in the
sepsis and control groups. Based on these analysis results, we
built a machine learning–based sepsis prediction model trained
on lab test items and vectorized drug relationships, along with
EHRs. The proposed model outperformed the model trained on
medication relationships or common EHRs. In particular, the
proposed random forest–based model showed the best sepsis
prediction performance (accuracy: 0.692, AUROC: 0.753, and
F1 score: 0.602) and showed the greatest performance
improvement. Furthermore, we demonstrated that the selected
lab test results and drug relationships were indeed important
features and mainly contributed to the accurate prediction of
our proposed model. Therefore, lab tests and medication
relationships can be used as efficient features for predicting
sepsis. Consequently, it will be possible to use EHR information
and deep learning methods to identify the risk of sepsis in
patients with cancer.

Limitations
Several limitations of the study should be noted. First, health
records are not intended specifically for research;
nonbilling-related data, including self-reported data such as
smoking status, would be partially inaccurate. As depicted in
Table 1, a substantial portion of patients with cancer are
diagnosed with liver or lung cancer. Although there is a fairly
significant incidence of liver and lung cancer in Korea [35],
characteristic signatures of lab results and medications (eg, a
lower A/G ratio and usage of opioid alkaloids) among patients
with sepsis should be addressed at the pan-cancer level in further
studies. For the contribution of the relationships of medication
pairs, we acknowledge that there are many stakeholders in the
prescription of medications, including insurance coverage. In
this study, patients in Korea were all covered by the National
Health Insurance Service. Thus, there would be a limited
utilization of the relationship of medication combinations for
model training in further applications from different countries
corresponding to the heterogeneous milieu of insurance
coverages.
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As we hypothesized, our network-based analysis disclosed
distinct patterns of medications used between sepsis and
nonsepsis patients with cancer. For example, synthetic narcotics
and opioid agents appeared to be more frequently prescribed
with other agents. These features (ie, lab test results and
medication patterns) mainly contributed to the high performance
of our prediction model. Because the usage of opioids is a
known risk factor for sepsis [36], the possibility of iatrogenic
effects for the medication pattern–based prediction of sepsis in
patients with cancer remains unclear. Therefore, drug-drug
interactions between synthetic narcotics and anticancer agents
should be addressed to further understand sepsis in patients with
cancer. The retrospective analysis of EHRs paves the way for
future research to understand sepsis among patients with cancer.

Conclusion
To our knowledge, previous prognostic evaluation tools and
models primarily use patient information obtained after
admission to the ICU, and there are many limitations for medical
interventions. However, since most patients with cancer are
hospitalized through the emergency room for the initial
diagnosis of sepsis, an appropriate evaluation tool is needed to
identify the risk in advance. This study can be referenced as a
baseline for efficiently predicting the onset of sepsis in patients
with cancer, and the model is expected to be able to identify
sepsis risk more accurately and earlier than before in the medical
field.
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Multimedia Appendix 1
Topological properties of the network.
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Multimedia Appendix 2
Comparison of lab test numerical distribution in the sepsis versus control groups.
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Multimedia Appendix 3
Description of the feature variables used in the proposed sepsis prediction model.
[DOCX File , 22 KB - medinform_v10i6e37689_app3.docx ]

Multimedia Appendix 4
Performance evaluation results. (A-F) Comparison of the sepsis prediction performance for the models trained on only common
EHRs (only EHRs), the models trained on common EHRs and drug relationships (EHRs+Drug Rel), and the models trained on
drug relationships and lab test types, along with common EHRs (EHRs+Drug Rel+Lab test types (proposed)) obtained by 5-fold
cross-validation. AUROC: area under the receiver operating characteristic; AUPRC: area under the precision-recall curve; EHR:
electronic health record; LR: logistic regression; RF: random forest; ANN: artificial neural network; ResNet10: residual
convolutional neural network with 10 layers; LSTM: long short-term memory recurrent neural network.
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Multimedia Appendix 5
Feature contribution ratio of the Shapley Additive Explanations. Bar chart shows the feature contribution ratio (%) of the top 50
features obtained by the Shapley Additive Explanations algorithm for the random forest-based sepsis prediction model. A/G ratio:
albumin/globulin ratio; ALP: alkaline phosphatase; AM: taking medications in the morning (ante meridiem); APTT: activated
partial thromboplastin time; AST: aspartate aminotransferase; BUN: blood urea nitrogen; Ca_LN_no: number of cancer-infiltrating
lymph nodes; Extend_CD: degree of cancer extent; IV: intravenous administration; T_CD: size of primary tumor; PT: prothrombin
time; RBC: red blood cell.
[PNG File , 132 KB - medinform_v10i6e37689_app5.png ]
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Abstract

Background: Hypoglycemia is a common adverse event in the treatment of diabetes. To efficiently cope with hypoglycemia,
effective hypoglycemia prediction models need to be developed.

Objective: The aim of this study was to develop and validate machine learning models to predict the risk of hypoglycemia in
adult patients with type 2 diabetes.

Methods: We used the electronic health records of all adult patients with type 2 diabetes admitted to West China Hospital
between November 2019 and December 2021. The prediction model was developed based on XGBoost and natural language
processing. F1 score, area under the receiver operating characteristic curve (AUC), and decision curve analysis (DCA) were used
as the main criteria to evaluate model performance.

Results: We included 29,843 patients with type 2 diabetes, of whom 2804 patients (9.4%) developed hypoglycemia. In this
study, the embedding machine learning model (XGBoost3) showed the best performance among all the models. The AUC and
the accuracy of XGBoost are 0.82 and 0.93, respectively. The XGboost3 was also superior to other models in DCA.

Conclusions: The Paragraph Vector–Distributed Memory model can effectively extract features and improve the performance
of the XGBoost model, which can then effectively predict hypoglycemia in patients with type 2 diabetes.

(JMIR Med Inform 2022;10(6):e36958)   doi:10.2196/36958

KEYWORDS

diabetes; type 2 diabetes; hypoglycemia; learning; machine learning model; EHR; electronic health record; XGBoost; natural
language processing

Introduction

Diabetes is a serious long-term disease. The global prevalence
of diabetes in people aged 20-79 years is estimated to be 10.5%

(536.6 million) in 2021 and will rise to 12.2% (783.2 million)
by 2045. Global health expenditures related to diabetes are
estimated US $966 billion in 2021 and projected to reach US
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$1054 billion by 2045 [1]. Diabetes continues to be a major
clinical and public health concern [2].

Hypoglycemia (blood glucose<3.9 mmol/L or 70 mg/dL) is a
common adverse event of diabetes treatment. Hospital
hypoglycemia occurs in 3%-18% of hospitalized diabetic
patients [3]. Severe hypoglycemia usually causes potentially
life-threatening complications and is associated with an increase
length of stay and mortality [4,5]. Hypoglycemia is especially
common in older patients with diabetes [5], and the risk doubles
every decade after the age of 60 years [6]. Many factors can
lead to a high risk of hypoglycemia in older patients, including
physiological changes in drug metabolism, age-related decline
in renal function, cognitive decline, an increase in comorbidity,
and potential overtreatment [7,8]. Since there are many risk
factors that induce hypoglycemia in patients with diabetes, and
some risk factors may also change during hospitalization, it is
a challenge to identify and prevent hypoglycemia in people with
diabetes [9,10].

In recent years, machine learning has been widely used for
hypoglycemia prediction. For example, Schroeder et al [11]
employed the Cox prediction model for the 6-month risk of
hypoglycemia. Karter et al [12] developed a tool to identify
patients with type 2 diabetes at a high risk of hypoglycemia.
Plis et al [13] described a support vector regression model for
predicting hypoglycemic events. Furthermore, Jin et al [14]
have integrated deep learning with natural language processing
(NLP) to automatically detect hypoglycemic events from
electronic health record (EHR) notes.

Although numerous hypoglycemia prediction models have been
developed, there is still a need to improve the accuracy and

effectiveness of hypoglycemia prediction. In this study, we
developed XGBoost ensembling NLP to predict the risk of
hypoglycemia in hospitalized patients with type 2 diabetics,
using data readily available in the EHRs.

Methods

Our cohort included patients with type 2 diabetes from West
China Hospital of Sichuan University. All patient data were
obtained from the hospital’s EHR system.

Ethics Approval
The study was approved by the Medical Ethics Committee of
West China Hospital Sichuan University (2020-608). West
China Hospital is a large teaching hospital with 4300 beds and
a leading medical center of western China [15].

Patients
We performed a retrospective analysis of the available EHR of
all patients with type 2 diabetes who were admitted to West
China Hospital between November 2019 and December 2021.
With the protection of patient privacy, only data related to the
patient’s hospitalization were retrieved, and the diagnosis was
established based on International Classification of Diseases,
10th revision (ICD-10). The following inclusion criteria were
used: (1) all patients with type 2 diabetes based on ICD-10, E11
(type 2 diabetes mellitus) with a hospital stay>24 hours; (2)
patients aged 18 years or older. Patients with more than 30%
missing values were excluded from the analysis [16]. The patient
selection process is shown in Figure 1.
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Figure 1. The patient selection process.

Variables Analyzed
The variables used to predict the risk of hypoglycemia in
patients with type 2 diabetes included various demographic,
laboratory, and clinical variables, as well as EHR notes. The

extraction of variables was based on experts’ opinion and our
research [16-20]. These variables were collected during the first
24 hours of admission. Through data preprocessing, we analyzed
some missing values (Table 1). Random forest regression was
used to handle all missing numerical variables.
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Table 1. Statistics of missing values (N=29,843).

Missing data, n (%)Features

1860 (6.2)Red blood cell count

1858 (6.2)Hemoglobin

1883 (6.3)Blood platelet count

1858 (6.2)White blood cell count

1791 (6.0)Total protein

1768 (5.9)Albumin

1812 (6.1)Globulin

1755 (5.9)Urea

1821 (6.1)Alanine aminotransferase

1809 (6.1)Aspartate aminotransferase

2126 (7.1)Cholesterol

2128 (7.1)High-density lipoprotein

2131 (7.1)Low-density lipoprotein

1516 (5.1)Sodium

1585 (5.3)Chlorine

3970 (13.3)Thrombin time

1749 (5.9)Creatinine

1769 (5.9)Uric acid

18,249 (61.1)C-reactive protein

20,101 (67.3)Procalcitonin

14,410 (48.3)Glycosylated hemoglobin or HbA1c
a

3725 (12.5)Prothrombin time

3779 (12.7)Activated partial thromboplastin time

aHbA1c: glycated hemoglobin.

Variable Selection
After extracting all the variables, the parameter of feature
importance in XGBoost was used to select and filter important

variables [21]. The parameters were set as follows: the number
of estimators was 100 and max depth was set to 6. Ultimately,
37 predictive variables and their weights were selected from
176 variables (Figure 2).
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Figure 2. The weights of variables importance. ALT: alanine aminotransferase; APIT: activated partial thromboplastin time; AST: aspartate
aminotransferase; CRP: C-reactive protein; DBP: diastolic blood pressure; FIB: fibrinogen; GLB: globulin; GLU: glucose; HB: hemoglobin; HbA1c:
glycated hemoglobin; HDL: high-density lipoprotein; hr: heart rate; iod-Nateglinide: iodine urea and Nateglinide; LDL: low-density lipoprotein; p:
pulse; PCT: procalcitonin; PLT: blood platelet count; PT: prothrombin time; r: respiratory rate; RBC: red blood cell count; SBP: systolic pressure; t:
body temperature; TP: total protein; TT: thrombin time; UA: uric acid; WBC: white blood cell count. (A) the curve between the number of features and
accuracy. (B) the weights of variables importance (when accuracy is up to 90%).

Data Imbalance
To overcome the data imbalance between the group with
hypoglycemia and the normoglycemic control group, we used
the Adaptive Synthetic (ADASYN) sampling method [22] to
oversample the group with hypoglycemia to generate a portion
of data that was comparable to the data from the normoglycemic
group. The method for imbalanced learning was used to generate
a low sample size to improve class imbalance. We used 5-fold
cross-validation and sample balancing with ADASYN for each
stratified training set. ADASYN was implemented using
Imblearn in Python (Version 0.9.0; imbalanced-learn
documentation) [23]. The sampling ratio was set to 1.

Embedding Models
We used a Python implementation of the Paragraph Vector
model available at Gensim [24] and trained 100-dimensional
vectors on our corpus. Due to the large computing time of
training these corpora and because they are unlabeled corpora,
we trained the distributed memory model of paragraph vectors
or Paragraph Vector–Distributed Memory (PV-DM) [25] based
on textual data from patients with diabetes (Figure 3).

The doc2vec model was used to train and feature map the chief
complaints (CCs), history of present illness (HPI), and family
history (FH) in the EHR. The results were feature fused into
XGBoost model [21] to generate XGBoost1 (XGBoost+CC),
XGBoost2 (XGBoost+CC+HPI), and XGBoost3
(XGBoost+CC+HPI+FH).
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Figure 3. Training process of Paragraph Vector–Distributed Memory (PV-DM) model.

Statistical Analysis
As clinical indicators, categorical variables were shown as
counts and percentages, and continuous variables were shown
as means and SDs. Comparisons between groups were analyzed
by a 2-tailed t test for continuous variables and chi-square test
for categorical variables. All statistical analyses were carried
out in R software (version 4.1.2; R Core Team). The statistical
significance was considered as P<.05. The computing
environment of this study includes central processing unit
i7-7800x; memory 16 GB; operating system Windows 11, build
22598.200; and Python programming language.

Results

Participant Characteristics
The cohort included 29,843 patients with type 2 diabetes, of
whom 2804 (9.4%) patients developed hypoglycemia. Among

the 29,843 patients, the proportion of female patients in the
group with hypoglycemia (n=1065, 38.0%) was higher than
that in the normoglycemia group (n=9479, 35.1%; P=.002). The
BMI of patients in the hypoglycemia and normoglycemia groups
were 23.6 (SD 5.24) and 24.3 (SD 4.26), respectively.
Statistically, the BMI of patients in the normoglycemia group
was significantly higher than that of patients in the
hypoglycemia group (P<.001). The proportion of insulin use in
patients in hypoglycemia group (n=1575, 56.2%) was much
higher than that for patients in the normoglycemia group
(n=7306, 27.0%). In addition, the proportion of patients taking
sulfonylureas or Nateglinide in the hypoglycemia group
(n=1382, 49.3%) was also higher than that in the normoglycemia
group (n=9273, 34.3%), which was a statistically significant
difference (P<.001). The demographics of patients in
normoglycemia and hypoglycemia groups are shown in Table
2.
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Table 2. Demographics of patients with diabetes (N=29,843).

P valuesHypoglycemia (blood glucose<3.9
mmol/L; n=2804)

Normoglycemia (blood glucose>3.9
mmol/L; n=27,039)

Variables

.002Sex, n (%)

1065 (38)9479 (35.1)Female

1739 (62)17,560 (64.9)Male

.0364.8 (12.6; 19-98)64.2 (12.3; 18-104)Age (years), mean (SD; range)

<.00123.6 (5.24)24.3 (4.26)BMI, mean (SD)

<.001Insulin, n (%)

1229 (43.8)19,733 (73)No

1575 (56.2)7306 (27)Yes

<.001Sulfonylureas or Nateglinide, n (%)

1422 (50.7)17,766 (65.7)No

1382 (49.3)9273 (34.3)Yes

Feature Selection
We applied XGBoost and its ensemble models for feature
selection to discard noninformative features and retain important
features (Figure 4). Finally, 37 features were selected from 176

features. In the XGBoost model, insulin was the most important
predictor variable among all the predictor variables, followed
by sex, respiratory rate, Procalcitonin, and hemoglobin (Figure
4). However, these variables had different weights in XGBoost1,
XGBoost2, and XGBoost3 (Figure 4).

Figure 4. Weight of the variables in the different models. ALT: alanine aminotransferase; APIT: activated partial thromboplastin time; AST: aspartate
aminotransferase; CRP: C-reactive protein; DBP: diastolic blood pressure; FIB: fibrinogen; GLB: globulin; GLU: glucose; HB: hemoglobin; HDL:
high-density lipoprotein; hr: heart rate; iod-Nateglinide: Iodine urea and Nateglinide; LDL: low-density lipoprotein; p: pulse; PCT: procalcitonin; PLT:
blood platelet count; PT: prothrombin time; r: respiratory rate; RBC: red blood cell count; SBP: systolic pressure; t: body temperature; TP: total protein;
TT: thrombin time; UA: uric acid; WBC: white blood cell count.

Model Performance
Table 3 shows the results of the 4 machine learning methods
after 5-fold cross-validation. The area under the receiver

operating characteristic curve (AUC=0.822) and accuracy
(0.934) of the XGBoost3 were higher than all other models.
The XGboost3 was superior to other models in terms of model
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performance, which was evaluated using AUC and decision
curve analysis [26] (Figure 5).

The oversample may have an impact on the accuracy of the test
set. After completing the model training, we sampled 138 adult

patients with type 2 diabetes (hypoglycemia=28,
nonhypoglycemia=110) in West China Hospital from January
to March 2022 for validation. The results showed that the
prediction accuracy rate reaches 89.86%. The confusion matrix
is shown in Figure 6.

Table 3. Accuracy and area under the receiver operating characteristic curve (AUC) of different models.

P valueAccuracy, mean (SD)AUC, mean (SD)Embedding methodModel

0.892 (0.002)0.718 (0.0014)XGBoostXGBoost • N/Aa

0.919 (0.002)0.785 (0.0012)XGBoost+CCbXGBoost1 • <.001 vs XG-
Boost

0.928 (0.001)0.817 (0.0023)XGBoost+CC+HPIcXGBoost2 • <.001 vs XG-
Boost

• <.001 vs XG-
Boost1

0.934 (0.002)0.822 (0.0024)XGBoost+CC+HPI+FHdXGBoost3 • <.001 vs XG-
Boost

• <.001 vs XG-
Boost1

• <.001 vs XG-
Boost2

aN/A: not applicable.
bCC: chief complaints.
cHPI: history of present illness.
dFH: family history.

Figure 5. Comparison between the change detection algorithm (CDA) and receiver operating characteristic (ROC) curve of different models. (A) The
ROC curve of the 4 models. (B) The DCA curve of the 4 models.
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Figure 6. The confusion matrix of XGBoost3.

Discussion

Principal Findings
In this study, we used only some common types of features
within 24 hours of patient admission to develop a hypoglycemia
prediction model, because the earlier hypoglycemia is predicted
or detected, the better we can avoid it. This study found that in
women, patients at an older age, patients with low BMI, and
those using insulin or various hypoglycemic drugs, the risk of
hypoglycemia developing in type 2 diabetes increases. There
was a statistical difference (P<.001). Some studies have shown
that these factors increase significantly in the incidence of
hypoglycemia in patients with type 2 diabetes [27-29]. This
may be related to the higher risk of sulfonylurea-related
hypoglycemia in women compared to men [30]. One possible
reason for this is the pharmacokinetics and pharmacodynamics
of sulfonylureas in women [31]. In patients with type 2 diabetes,
low BMI may be associated with reduced insulin resistance
[32]. Patients with obesity can benefit from the same type of
antidiabetic drugs that patients with low or normal weight use
[33]. This phenomenon is known as the “obesity paradox,” but
the mechanism is unknown [34]. This indicates that a standard
BMI or overweight are key determinants in reducing the risk
of severe hypoglycemia in patients with type 2 diabetes [35].

We developed a hypoglycemia risk prediction model based on
XGBoost integrated PV-DM, which can be applied to patients
with type 2 diabetes. The result showed that XGBoost3 has the
largest AUC and highest accuracy to predict hypoglycemia.
There is a significant difference between this model and other
models (P<.001). Consistent with previous research [36],

combining numerical variables with textual data from EHR can
effectively improve the predictive performance of the model.
Applying this model to clinical practice could help physicians
adjust hypoglycemic drugs based on patient characteristics and
hypoglycemia risk factors. This study demonstrates that the
inclusion of EHR increases the prognostic accuracy of
hypoglycemia in patients with diabetes, providing a more
comprehensive and optimized method for predicting
hypoglycemic events.

This study also has some limitations. First, the study was carried
out in a single institution, and the performance of the model
and the distribution of covariates may differ when applied to a
sample from a different institution. Second, this study involved
Chinese patients. Due to ethnic differences, the results of this
study need to be further verified in other ethnic groups.

Conclusions
We developed a multivariate risk prediction model to predict
the occurrence of hypoglycemia in patients with type 2 diabetes.
In this prediction model, the PV-DM model can effectively
extract the EHR notes and improve the performance of the
XGBoost model.

The predictive model can help predict the occurrence of
hypoglycemia in patients with type 2 diabetes and provide
clinicians with an effective way to prevent hypoglycemia in
patients with diabetes. In future research, we will focus on
external validation of this model in a larger cohort of patients
with type 2 diabetes and explore combining state-of-the-art
methods in NLP with deep learning to enhance the model’s
predictive power.
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Abstract

Background: Traditional monitoring for adverse events following immunization (AEFI) relies on various established reporting
systems, where there is inevitable lag between an AEFI occurring and its potential reporting and subsequent processing of reports.
AEFI safety signal detection strives to detect AEFI as early as possible, ideally close to real time. Monitoring social media data
holds promise as a resource for this.

Objective: The primary aim of this study is to investigate the utility of monitoring social media for gaining early insights into
vaccine safety issues, by extracting vaccine adverse event mentions (VAEMs) from Twitter, using natural language processing
techniques. The secondary aims are to document the natural language processing techniques used and identify the most effective
of them for identifying tweets that contain VAEM, with a view to define an approach that might be applicable to other similar
social media surveillance tasks.

Methods: A VAEM-Mine method was developed that combines topic modeling with classification techniques to extract maximal
VAEM posts from a vaccine-related Twitter stream, with high degree of confidence. The approach does not require a targeted
search for specific vaccine reaction–indicative words, but instead, identifies VAEM posts according to their language structure.

Results: The VAEM-Mine method isolated 8992 VAEMs from 811,010 vaccine-related Twitter posts and achieved an F1 score
of 0.91 in the classification phase.

Conclusions: Social media can assist with the detection of vaccine safety signals as a valuable complementary source for
monitoring mentions of vaccine adverse events. A social media–based VAEM data stream can be assessed for changes to detect
possible emerging vaccine safety signals, helping to address the well-recognized limitations of passive reporting systems, including
lack of timeliness and underreporting.

(JMIR Med Inform 2022;10(6):e34305)   doi:10.2196/34305
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Introduction

Background
Vaccines belong to the broad category of medicines, in a
subcategory known as biologicals [1]. Unlike medicines that
are prescribed to limited populations as a course of treatment
for a disease, vaccines are given to both healthy and vulnerable
populations at large, sometimes over a short period, to enhance
their immune systems’ability to combat a pathogen. In contrast
to those who are taking a medicine to help to cure a disease or
to treat unwanted symptoms, most people receiving a vaccine
are not ill. Therefore, there is a deferred individual benefit to
taking a vaccine, and, consequently, a very low acceptance of
risk regarding vaccines [2]. In addition, the pathophysiology of
vaccine-related adverse events is not as well defined as those
of adverse drug reactions—a reaction triggered by a vaccine
could be caused by any of its multiple ingredients, its underlying
technology (eg, messenger RNA–based vs protein-based
delivery), or even an error in administration [3]—and some
people are particularly prone to reacting to vaccine ingredients
[4]. Furthermore, a vaccine’s time to market may be curtailed,
such as has occurred during the COVID-19 pandemic, and so
provide less opportunities for studying potential vaccine side
effects over a large population for a long time.

Vaccine safety relies upon rigorous compliance to development
and manufacturing standards, well conducted clinical trials,
thorough assessment, licensing, control, and administration of
vaccines. Postlicensure vaccine safety surveillance is a key
component of ensuring vaccine safety [5] and continues in a
variety of forms after regulatory approval or emergency use
authorization. It is the primary mechanism to identify serious
or rare adverse events following immunization (AEFI) that are
unlikely to have been exposed by prelicensure trials, and it
allows surveillance in populations that were unable to be
included in the trials [6]. Identification of minor AEFI is
potentially as important as those of severe adverse events, as
minor AEFI may act as a surrogate warning for more severe
sequelae (eg, increased rates of fever may be a marker for
increased febrile seizures [7])—that is, increased incidences of
even minor events could indicate larger problems.

Traditional passive (spontaneous) surveillance systems, where
a voluntary reporting of AEFI is made by individuals or by their
treating health professionals, are the main method of vaccine
safety monitoring and have proven to be useful in early detection
of vaccine-related and drug-related safety issues [8,9]. Although
these systems are the backbone of drug safety monitoring, they
suffer from major disadvantages, including underreporting,
incomplete data, and time lag between an event happening and
subsequent reporting of it [10]. Active surveillance systems
survey vaccine recipients and vaccine administrators to
determine the outcomes of recent vaccinations, irrespective of
any AEFI experience. Increasingly, alternate data sources are
being added to surveillance systems, as they offer the potential
to capture timely and additional measurements of the quantity
of possible adverse events.

Extensive use of social media has provided a platform for
sharing and seeking health-related information. Social media

data have consequently become a widely used source of data
for public health research [11]. In comparison with established
traditional surveillance systems, social media monitoring is
inexpensive and near to real time and covers large populations
[12], thus offering an easily accessible wide-ranging data source
for tracking emerging trends—which may be unavailable or
less noticeable in data gathered by traditional reporting systems
[13].

Many researchers have used social media as a
pharmacovigilance source [14]. However, there is relative deficit
in the use of social media for AEFI detection. Many
investigations of vaccine and vaccination-related social media
posts are related to sentiments, attitudes, and opinions [15-21].
Studies on using social media for detection of adverse drug
reaction have included vaccine-related words in keyword
searches used for collecting data. An example is an annotated
data set of tweets containing 250 drug-related keywords,
including vaccine, for over a period of 4 months [22]. We
downloaded and assessed these data sets, but they did not
contain any AEFI data. A total of 2 recent studies have focused
on detecting influenza [23] and COVID-19 [24] vaccine adverse
events from Twitter. However, the emphasis of both these
studies were on identifying specific vaccine adverse events
using a lexicon of adverse reactions.

Objectives
In this paper, we use the term vaccine adverse event mention
(VAEM) to refer to any vaccine-related personal health mention,
that is, VAEMs are conversations that contain personal health
mentions in a vaccine context. This distinguishes VAEM from
the AEFI and adverse drug reaction signals used in previous
studies on the use of social media for vaccine and drug reaction
surveillance, as these are searching for specific adverse vaccine
events and drug reactions.

Although vaccine safety surveillance systems monitor for
unexpected, rare, and late-onset events, they also aim to observe
changes in the rate of known and expected events, because
“while rare but particularly serious events can be detected
through review of each individual report or active surveillance,
an increased incidence in a more common AEFI is often more
difficult to detect, and has been described as akin to ‘finding a
needle in the haystack’” [13]. VAEM are conversations, ideally
gathered in volume, that contain information that may be the
common AEFI that are so elusive to traditional reporting, while
also allowing the detection of previously unknown severe events.

This paper presents the VAEM-Mine method, which
encapsulates the workflow and techniques required to enable
detection of VAEM by applying natural language processing
techniques to a relatively unfocused social media stream,
consisting of any vaccine-related Twitter conversation. The
VAEM-Mine method detects likely VAEM based on their
characteristics of being personal health mentions in a
vaccination context. VAEM-Mine has 2 components—a topic
modeling process that initially detects and filters for VAEM
(described in a previous publication [25]) and a classification
task that accurately identifies VAEM in the filtered data—which
is described in detail in this paper.
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Methods

Ethics Approval
Ethics approval for this study was granted by Monash University
Human Research Ethics Committee (project ID 11767).

Data Collection
The Twitter application program interface was used to collect
English tweets with search terms vaccination, vaccinations,
vaccine, vaccines, vax, vaxx, vaxine, vaccinated, vaccinated,
flushot, and flu shot. These were general terms that were
designed to collect a broadly representative sample of
vaccine-related conversations. We included flu shot as a
keyword because we found that this was most often used, rather
than the term flu vaccine, whereas other vaccines were usually
mentioned in conjunction with the word vaccine—and thus, for
them, we only needed to search for vaccine keywords. Upon
examining the downloaded data for specific vaccine names, we
found more records mentioning other vaccines than those
mentioning the influenza vaccine. No specific reaction mentions
were used.

A total of 400,000 tweets were initially collected across 5
months, from February 7, 2018, to June 7, 2018, which were

used for an initial training and evaluation of topic models and
classifiers. An additional 411,010 tweets were collected from
August 9, 2018, to July 20, 2019, which were used to verify the
trained topic models and classifiers and to train more powerful
classifiers. The resulting data consisted of a total of 811,010
tweets and a daily average of 2906 tweets.

The data were prepared by removing URLs and by converting
to lower case. Duplicates were removed based on tweet ID and
text. Other preparation included removing hashtags, usernames,
punctuation, and numbers. Tweets with <5 words were removed.
N-grams were created for topic modeling; preparation for
classification is explained in the following section. The final
cleaned tweets were 82.21% (328,822/400,000) of the initial
collection and 87.48% (359,535/411,010) of the second
collection—a total of 688,357.

Table 1 illustrates a sample of tweets that mention receiving
vaccinations or vaccines. The first 3 examples contain genuine
VAEM, but the others do not—even when the language is
similar. Our goal was to first isolate the most likely records
describing personal experiences of vaccination and then to refine
that selection to those that are genuine adverse reaction
mentions.

Table 1. Sample of vaccine-related tweets.

TypeTweet

VAEMa“Aw wtf my poor arm is dead af from my flu shot.”

VAEM“Cannot lie on belly, baby gets squished; cannot lie on back, baby squishes; cannot lie on right side, i get heartburn; cannot lie on left
side, vax arm is sore; let the third trimester moaning begin!”

VAEM“2 people recently, including my 88yo father, had flu shot and really bad reaction afterwards. both said it was probably as bad as getting
the flu!!! flu2018 maybe undercooked the vaccine.”

Non-VAEM“I got vaccinated as a kid. As a result, I'm now starting to gray and bald. My balding got so bad I had to shave my head. I've also gained
weight. Because of vaccines I've started aging instead of dying as a baby.”

Non-VAEM“Urgent vaccination plea after measles outbreak in West Yorkshire.”

Non-VAEM“Researchers are developing a personalized vaccine which they hope could tackle ovarian cancer.”

aVAEM: vaccine adverse event mention.

The topic modeling showed that VAEM and similar personal
health mentions were a distinct topic (among 13 vaccine-related
topics), and therefore, that topic models could be used to filter
for the tweets that were most similar to VAEM. Taking tweets
from only that topic meant that relatively homogenous data sets
could be created for labeling and subsequent training of
classifiers. The use of topic modeling for filtering data before
classification was adopted as a core component of the
VAEM-Mine method. A previous publication [25] described
the process of choosing the best performing topic models for
the method, including a detailed description of the scoring
method used to identify the best models.

Classification

Overview
As described in the previous section, data were collected in 2
phases. Topic models were trained on the first-phase data and
were used to filter that data and the subsequent second-phase

data into likely VAEM-containing data sets, which were then
used for classification. Classifiers were trained and assessed
with the filtered first-phase data set and the combined (filtered)
first-phase and second-phase data sets. The following section
describes the creation of these data sets; the subsequent section
describes the classifiers.

Classification Data Sets
The original prepared (cleaned) data collections of 328,822 and
359,535 tweets were reduced, by applying topic model–based
filtering, to data sets containing 18,801 (5.72%) and 80,372
(22.35%) tweets that were more likely to contain VAEMs—a
total of 99,173 tweets, which was only 14.41% (99,173/688,357)
of the total original cleaned data.

Therefore, filtering eliminated approximately 85.59%
(589,184/688,357) of the data, which did not contain any
significant numbers of VAEM. These more VAEM-focused
data sets were binary labeled by the author (SKH), as either
VAEM or non-VAEM. All the labels were verified by the
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domain expert. Although only 10.07% (9991/99,173) of the
tweets were identified as VAEM, this was a considerably better
proportion of VAEM compared with the original cleaned data,
which contained VAEM in only 1.45% (9991/688,357) of the
tweets.

Balanced data sets of 18.72% (3519/18,801) and 19.57%
(15,730/80,372) of the tweets were created from these
imbalanced data sets together with holdout test data sets—these
were an imbalanced test set of 3.27% (614/18,801) of the tweets
and a balanced test set of 1.03% (828/80,372) of the tweets.
The main data sets were named Phase-One and Phase-Two data
sets, and the test data sets were referred to as Phase-One Test
and Phase-Two Test data sets.

The imbalanced Phase-One Test data set of 3.27% (614/18,801)
of the tweets were obtained from Victoria, Australia, in the

period preceding and during the 2018 influenza immunization
period. These tweets were assembled to enable comparison of
tweet trends with statistics from the Australian Victorian vaccine
authority, Surveillance of Adverse Events Following
Vaccination In the Community. With 90 VAEM and 524
non-VAEM, the test set was imbalanced but reflected how the
data were obtained through the topic model filtering process,
without any subsequent balancing. The Phase-One Test data
set was used as a benchmark throughout the classification
testing. The data sets (Table 2) were combined to retrain
classifiers and train transformer-based classifiers—becoming
a Combined data set of 19,249 tweets and a Combined Test data
set of 1442 tweets. The training data were split into training and
validation data with a 75:25 ratio.

Table 2. Data set numbers.

Total, nPhase-Two data, n (%)Phase-One data, n (%)Stage

688,357359,535 (52.23)328,822 (47.77)Topic modeling

−589,184−279,163 (47.38)−310,021 (52.62)Filtering out by topic modeling

99,17380,372 (81.04)18,801 (18.96)After topic modeling

−78,482−63,814 (81.31)−14,668 (18.69)Filtering out by data preparation and balancing

20,69116,558 (80.03)4133 (19.97)For classification training

19,24915,730 (81.72)3519 (18.28)For training and validation

1442828 (57.42)614 (42.58)For testing

Classifiers
Our default data approach with traditional models (ie, not neural
network–based) was bag-of-words [26], represented via
compressed sparse matrices. We used SKLearn (Scikit-learn)
[27] vectorizing libraries such as TfidfTransformer [28] for
tokenizing lowercase text for the standard classifiers. A grid or
random search was used to ascertain the best combinations of
vectorizer, removal of stop words and numbers, and n-grams.
The neural networks used dense word embedding vectors via a

Word2Vec skip-gram corpus [29] for Convolutional Neural
Networks (CNNs) and Long Short-Term Memories (LSTMs),
and the Word2Vec corpus used Gensim library functions [30]
using all the Twitter data. The transformer models used
byte-pair-encoding [31]; the byte-pair-encoding tokens were
derived only from the filtered texts we had retained from topic
modeling. The classifiers are listed in Table 3, and details of
their definitions and parameters are listed in Multimedia
Appendix 1.
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Table 3. List of classifiers.

Library or GitHub sourceModels

sklearn.linear_model [32]LR CVa

sklearn.linear_model [32]SGDb Classifier

sklearn.svm.SVC [33]Linear SVCc

sklearn.ensemble [34]RFd

sklearn.ensemble [34]Extra Trees

sklearn.naive_bayes [35]Multinomial NBe

GitHub Joshua-Chin/nbsvm [36]NB SVMf (combined NB and Linear SVM)

GitHub dmlc/xgboost [37]XGBoostg

Majority voting [38]Ensemble (NB SVM, LR CV, SGD, Linear SVC, and RF)

Pytorch [39], RaRe-Technologies [30], Shawn1993 [40], and bamtercelboo
[41]

CNN,h LSTM,i BiLSTM,j GRU,k BiGRU,l CNN-BiLSTM, and CNN-
BiGRU

Pytorch; huggingface transformers [42]RoBERTa,m RoBERTa Large, BERT,n XLNet,o XLNet Large, and XLMp

aLR CV: Logistic Regression Cross Validation.
bSGD: Stochastic Gradient Descent.
cSVC: Support Vector Classification.
dRF: Random Forest.
eNB: Naïve Bayes.
fSVM: Support Vector Machine.
gXGBoost: Extreme Gradient Boosting.
hCNN: Convolutional Neural Network.
iLSTM: Long Short-Term Memory.
jBiLSTM: Bidirectional LSTM.
kGRU: Gated Recurrent Unit.
lBiGRU: Bidirectional Gated Recurrent Unit.
mRoBERTa: Robustly Optimized Bidirectional Encoder Representations Pretraining Approach.
nBERT: Bidirectional Encoder Representations.
oXLNet: Generalized Autoregressive Pretraining for Language Understanding.
pXLM: Cross-Lingual Language Model.

VAEM-Mine Method
The classification models were the final component of a pipeline
named the VAEM-Mine method (Figure 1), consisting of
processes that started with data collection and cleaning, followed
by processing through topic models to filter for data that were
as close as possible to the VAEM, and then, a focused binary
classification approach for isolating VAEM.

The method included decision points to determine the
appropriate direction, either the training process or the
application of the trained models to incoming data. At the
beginning of the topic modeling phase, a trained model did not
exist; thus, the work of training the topic models began. The
first step was to label some examples of the subject of interest
(in this case, VAEM) and additional examples of other subjects.
This enabled the application of a topic modeling scoring, which

measured how the VAEM-label of interest was distributed in
the topics, compared with other labeled topics. A topic model
was considered to score well if the VAEM were concentrated
in only a few topics, and ideally in only 1 topic, with minimum
data belonging to the other labels. Further refinement of the
data was possible by a second stage of topic modeling on the
data obtained from the top model of the first stage. The second
stage identified topics that had a high ratio of VAEM to other
subjects in the texts, but at the expense of losing some texts
containing VAEM. Having trained the models, they could be
applied to filter the incoming data, and it was up to the user
whether they take only the output of the best topic (or topics)
of the first-stage topic model or further refine the data by taking
it from selected topics of the second-stage topic model. The
topics of the first stage of topic modeling were also potentially
useful to obtain a domain taxonomy.
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Figure 1. The vaccine adverse event mention–mine method. CNN: Convolutional Neural Network; LSTM: Long Short-Term Memory.

The filtered data were handled by the classification phase, which
also had the decision point for either training classifiers or using
trained classifiers. When training, the choice of classifiers should
relate to the quantity of available data, and if results are not as
expected, a decision may be made to obtain more data. The
method required the incoming filtered data to be labeled for the
creation of data sets suitable to train the classifiers. It
additionally required the creation of domain-specific
embeddings. The VAEM-Mine method can be adopted as a

workflow to tackle any similar task of identifying personal
health mentions.

Results

Classification Analysis
Classification training and evaluation was conducted twice;
first, with the filtered data that were obtained from applying
topic modeling to the initial phase of data collection and then,
with the data obtained through topic model filtering over all the
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collected data. The following sections describe these as
Phase-One and Phase-Two classification.

Phase-One Classification
The first phase of classification experiments used a training set
of 2639 records, a validation set of 880 records, and the

imbalanced holdout Phase-One Test data set of 614 tweets. The
F1 scores for the models evaluated in this phase are listed in
Table 4.

Table 4. Phase-One F1 scores.

Combined testBalanced testImbalanced testValidationModel

0.8250.8460.7620.842CNNa-BiGRUb

0.8240.8410.767N/AdBERTc

0.8220.8280.7930.807BiGRU

0.8080.8150.7770.805CNN–LSTMe

0.8070.8070.8070.815BiLSTMf

0.8040.8220.7300.820GRUg

0.8020.8100.7660.816CNN-BiLSTM

0.7980.8000.7870.816CNN

0.7960.8030.7670.796LSTM

0.8100.8290.7260.815Ensemble

0.8030.8200.7300.812Logistic Regression CVh

0.7970.8240.6930.814Linear SVCi

0.7850.8250.6360.805SGDj

0.7850.7890.7670.792Naïve Bayes SVMk

0.7790.8010.6940.814Random Forest

0.7770.8010.6880.833Extra Trees

0.7740.7910.7040.811XGBoostl

0.7560.7990.6050.798Naïve Bayes

aCNN: Convolutional Neural Network.
bBiGRU: Bidirectional Gated Recurrent Unit.
cBERT: Bidirectional Encoder Representations.
dN/A: not applicable.
eLSTM: Long Short-Term Memory.
fBiLSTM: Bidirectional Long Short-Term Memory.
gGRU: Gated Recurrent Unit.
hCV: Cross Validation.
iSVC: Support Vector Classification.
jSGD: Stochastic Gradient Descent.
kSVM: Support Vector Machine.
lXGBoost: Extreme Gradient Boosting.

Table 4 includes subsequent tests of the models against the
Phase-Two Balanced test data set and a Combined Test data set
that uses all the test data. F1 scores were measured for the
positive, VAEM class, rather than for both classes. The models
are arranged in order of the best F1 score over the test data sets;
validation scores are also included, where available. Validation
F1 scores are not available for models using transfer
learning—they used a cross-validation approach, and thus, were

given combined training and validation data and were evaluated
only against test data sets.

The Ensemble model shown in the middle of Table 4 was scored
based on a maximum voting of the predictions of 5 traditional
classifiers on the test data set—consisting of the Naïve Bayes
Support Vector Machine, Linear Regression Cross Validation,
Stochastic Gradient Descent, Linear Support Vector
Classification, and Random Forest classifiers. It had the overall
best score among the traditional classifiers on the large test data.
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All the deep learning models outperformed the best traditional
classifier on the Imbalanced Test data set, by at least 6% and
almost as much as 10%—the improvement was mostly owing
to great capacity to correctly distinguish non–VAEM-related
tweets, and thus obtain a greater precision. However, when
evaluated against the Balanced and Combined Test sets, the
results differed—here, the traditional classifiers outperformed
many of the deep learning models, especially the Ensemble,
which was only surpassed by the top 3 deep learning models.

Phase-Two Classification
The second phase of classification used 5 times as many records
to train the models, by combining the 3519 training records
from the first phase with another 15,730 records, resulting in a
total of 19,249. Phase Two also introduced a large, more
balanced test data set of 828 records. The greater amount of
data allowed a proper assessment of neural networks, but it also
improved model performance across the board (Table 5). The
imbalanced change and combined change columns show the
percentage increase in the models’F1 score over the Imbalanced
Test and Combined Test data sets, compared with their
Phase-One equivalents.

There was a much greater consistency of scoring over all the
test data sets, and the top models scored best over all the test
data sets. The highest score was from the Robustly Optimized
Bidirectional Encoder Representations Pretraining Approach
(RoBERTa) Large Transformer model, with an F1 score of
0.919 on the Imbalanced data set; the standard RoBERTa model
was placed second.

One of the most noteworthy effects of having more data was
that the previously strong combinations of CNN with
Bidirectional Gated Recurrent Unit and Bidirectional LSTM
models were surpassed by the LSTM on the Imbalanced Test
data set, both when combined with a CNN but most significantly
as a stand-alone model. The LSTM in fifth position on the
imbalanced test scoring was only 2.5% behind the score of the
RoBERTa Large model. One can fairly conclude that a CNN
or hybrid CNN approach performs well when limited data are
available but will likely be surpassed by architectures designed
for sequential language processing as more data become
available.

A detailed analysis of the classifiers’ performance is provided
in Multimedia Appendix 2.
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Table 5. Phase-Two F1 scores.

Combined change, %Imbalanced change, %Combined testBalanced testImbalanced testValidationModel

——c0.9100.9080.919N/AbRoBERTaa Large

——0.9040.9050.901N/ARoBERTa

——0.9020.9060.884N/AXLNetd Large

——0.8970.9030.870N/AXLNet

——0.8970.8940.910N/AXLMe

7.712.60.8870.8920.863N/ABERTf

8.27.90.8900.8960.8550.877BiGRUg

7.111.40.8840.8900.8490.874CNNh-BiGRU

10.314.10.8780.8790.8750.866LSTMi

8.110.90.8730.8760.8620.866CNN-LSTM

8.850.8780.8840.8470.872BiLSTMj

7.913.10.8680.8760.8250.869GRUk

8.67.60.8710.8790.8240.872CNN-BiLSTM

7.22.40.8560.8660.8050.864CNN

6.812.60.8650.8740.8180.870Ensemble

7.310.50.8610.8730.8070.866Logistic RCVl

9.726.70.8610.8730.8060.865SGDm

7.515.70.8570.8690.8020.864Linear SVCn

9.514.70.8530.8640.7960.857Random Forest

9.214.70.8490.8620.7890.857Extra Trees

5.93.90.8320.8380.7980.838NBo SVMp

7.41.30.8310.8540.7140.845XGBoostq

8.721.50.8220.8410.7350.835NB

aRoBERTa: Robustly Optimized Bidirectional Encoder Representations Pretraining Approach.
bN/A: not applicable.
cChange calculation was not performed because no previous figures existed.
dXLNet: Generalized Autoregressive Pretraining for Language Understanding.
eXLM: Cross-Lingual Language Model.
fBERT: Bidirectional Encoder Representations.
gBiGRU: Bidirectional Gated Recurrent Unit.
hCNN: Convolutional Neural Network.
iLSTM: Long Short-Term Memory.
jBiLSTM: Bidirectional Long Short-Term Memory.
kGRU: Gated Recurrent Unit.
lRCV: Regression Cross Validation.
mSGD: Stochastic Gradient Descent.
nSVC: Support Vector Classification.
oNB: Naïve Bayes.
pSVM: Support Vector Machine.
qXGBoost: eXtreme Gradient Boosting.
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VAEM-Mine Method Performance
Here, we assess the overall effectiveness of the method,
regarding the quantities of tweets having VAEMs that were
progressively filtered out by the method. The values presented
are the total numbers of tweets collected and processed via the
method, with estimates where appropriate.

Topic Modeling Phase
Table 6 depicts the numbers obtained from after data collection
to the completion of the topic modeling. From the original

811,010 records, 122,653 (15.12%) records were removed by
data cleaning, and topic modeling was used to process 688,357
(84.87%) records. Stage 1 of topic modeling filtered out 82.86%
(570,383/688,357) of the records to retain 17.14%
(117,974/688,357) of the records likely to contain VAEM. The
data were approximately 14.55% (117,974/811,010) of the
original total and contained >99% of all the available VAEM
(Multimedia Appendix 3).

Table 6. Summary of topic modeling counts (N=811,010).

Counts, n (% of initial data)Steps

811,010 (100)Tweets collected

–122,653 (–15.12)Cleaned

688,357 (84.88)Tweets after cleaning

–570,383 (–70.33)Discarded (stage 1)

117,974 (14.55)Tweets after stage 1

–19,083 (–2.35)Discarded (stage 2)

98,891 (12.19)Tweets after stage 2a,b

aStage 2 proportions—non–vaccine adverse event mention: 88,900 and vaccine adverse event mention: 9991 (10.10% of stage 2 data; 1.45% of tweets
after cleaning; 1.23% of initial data).
bVaccine adverse event mention proportions—in other stage 2 topics: 2367 and in best stage 2 topic: 7624 (76.31% of vaccine adverse event mention).

To prepare for the first round of classification, additional 19,083
records were discarded—those which were not in the top 3
topics of the stage 2 topic model. Subsequent labeling of the
discarded topic most likely to contain VAEM (based on the
distribution of topic model labels) showed only 1.49% (94/6274)
of VAEM in the data, which was approximately 5.15%
(94/1826) of the VAEM in the first round.

For the second round of classification, all the records that were
identified as likely VAEM by the topic model were retained.
The resulting 12.19% (98,891/811,010) records retained over
both rounds of topic modeling were labeled, and VAEM were
found to be 10.10% (9991/98,891) of the retained data. The
stage 2 topic models’ topic numbers were assessed, and it was
found that the best stage 2 topic of 14,498 tweets contained
76.31% (7624/9991) of the retained VAEM, and there were
approximately 11.10% (7624/6874) more VAEM than
non-VAEM in the topic.

From these figures, we conclude that topic modeling is an
effective filtering mechanism, as it identified approximately all
the VAEM, while removing a lot of unwanted data. The filtered
data were more manageable for labeling for classification than
it would have otherwise been, and if needed, the filtered output
of the stage 2 topic model can be used as it is, with the
understanding that it discards some VAEM and still contains a
small but similar number of non-VAEM. However, as discussed
previously, classification is a more precise final step to obtain
VAEM from the filtered records.

Classification Phase
To assess classifier effectiveness regarding the total data, the
recall and precision of the best classifier, the RoBERTa Large

model, were applied to the total VAEM to obtain an estimate
of its performance on the total VAEM. These were a precision
score of 0.874 and a recall score of 0.948 for the combined test
data:

1. Applying the recall score of 0.948 to the total 9991
VAEM-containing tweets, we estimate that 94.81%
(9472/9991) of the VAEM tweets would be correctly
classified and 5.19% (519/9991) of the VAEM would be
missed.

2. We find that 1.54% (1370/88,900) of the non-VAEM tweets
would be added to the 9472 tweets to match to the precision
score of 0.874 (9472/10,842).

3. These results of 94.81% (9472/9991) of VAEM together
with 1.54% (1370/88,900) of the non-VAEM in the
predicted positive class were clearly superior to those
obtained with the best topic of stage 2 topic modeling,
where we saw the proportion of VAEM in the best topic
was 76.31% (7624/9991) and the almost equal number of
non-VAEM in the topic was approximately 7.70%
(6847/88,900) of the non-VAEM.

Combined Topic Modeling and Classification
Effectiveness
By measuring the combined effectiveness of topic modeling
and classification, the following results are estimated:

1. As explained in Multimedia Appendix 3, counts of VAEM
identified via topic modelling were estimated to be 99% of
all likely VAEM; therefore, with 99% being represented
as a count of 9991 VAEM, it is estimated that 10,090
VAEM originally existed.
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2. A total of 8992 VAEM are estimated to be identified via
the combined effects of cleaning, topic modelling, and
classification from the original 811,010 records, being at
least 89.11% (8992/10,090) of all likely VAEM and 1.11%
(8992/811,010) of the original data.
• A total of 98.89% (802,018/811,010) of the data were

eliminated through cleaning, topic modeling, and
classification.

• Totally, around 11% (1098/10,090) of the VAEM were
also eliminated during this processing; the attrition is
a consequence of the filtering and classification
required to capture the estimated 89.12%
(8992/10,090).

3. Overall, 98.89% (802,018/811,010) of data were eliminated
as not containing VAEM, with a very small amount
misidentified, to identify 1.11% (8992/811,010) of the data
as having VAEM, with 90% success.

The results indicate that the combined approach of topic
modeling followed by classification effectively identifies and
isolates VAEMs from approximately all other vaccine-related
Twitter posts. The VAEM-Mine method enables us to identify
the most effective topic models and classifiers for the core task
of isolating VAEM. In particular, the key to the method’s
success is the topic modeling phase, which drastically reduces
the amount of irrelevant data and thus delivers manageable data
to the classification phase. As natural language processing
technologies improve and new topic models and classifiers can
be introduced, we assume that even these results will improve.

Discussion

The key objective of this study was to contribute to research on
vaccine safety surveillance, by illustrating that social media
monitoring has the potential to augment existing surveillance
systems. We have demonstrated a topic modeling and
classification VAEM-Mine method for identifying VAEM with
high degree of sensitivity and specificity following vaccination.

Principal Findings
The VAEM-Mine method approached the problem of finding
sparse VAEMs by using topic modeling followed by
classification. Topic modeling identified texts based on their
semantic and syntactic nature. Then, it was used to extract those
tweets that predominantly describe personal health issues in
relation to vaccines. Classification identified VAEMs from the
filtered texts with high degree of accuracy. Neither of the
machine learning components were explicitly trained on specific
reaction keywords, instead they identified texts owing to their
innate capacity to detect patterns in language structure.

Other studies on detecting influenza [23] and COVID-19 [24]
have required purpose-built machine learning classifiers that
identify specific adverse event reactions from tweets. Their
classifiers were trained to identify known reaction keywords
derived from medical databases. Our approach relies on
language features of the tweets to elicit the likely cohort and
the power of modern transformer classifiers to determine the
true signals. By tackling the problem of finding adverse events
through the lens of the language used in personal health

mentions, we conclude that social media can provide a wealth
of useful data.

The VAEM-Mine method has significant capability to
successively isolate VAEMs from the massive amount of other
vaccine-related Twitter posts. The topic modeling phase could
isolate up to 99.02% (9991/10,090 [estimated]) of the Twitter
posts that contained VAEM. The data identified by Stage 1
topic modelling as likely containing VAEM were only 14.55%
(117,974/811,010) of the original data, thereby eliminating
85.45% (693,306/811,010) of mostly irrelevant posts. The
classification phase identified 8992 (90%) of the 9991 VAEM
with an F1 score of 0.91. The combination of topic modelling
and classification resulted in the identification of 89.12%
(8992/10,090 [estimated]) of the VAEM.

Training the topic modeling component of the method is enabled
by identifying the most effective topic models by using F1

scoring over a small number of labeled posts—the scoring
identifies when topic models are most effective at grouping
labeled VAEM into a topic. The topic modeling scoring method
is an important contribution of this study.

This study also presents detailed reporting, including
comparisons, on a range of classification models, including
traditional machine learning models and deep neural (deep
learning) networks. Their effectiveness was measured against
different-sized data sets, emulating data sizes that are likely to
be available to other researchers [43], and we used charts
(Multimedia Appendix 2) to illustrate how the amount of
training data affects model recall and precision.

Limitations
There are unavoidable issues and potential biases that result
from using any social media data. A limitation of this study is
the use of only English-language tweets as data source; the
approach needs to be validated by using other social media data
sources and other languages. Although the data collection for
this study spanned a year and included some potential trend
patterns during influenza seasons, a long-term data collection
would be better for any analysis of trends. At the time of the
study, a full year’s data were required to properly train and
evaluate the classifiers—this was in part because of the limited
pipeline of the Twitter application program interface and
because data collection was from a period before the COVID-19
pandemic and signals were correspondingly less frequent
compared with those found during the COVID-19 vaccines
rollout.

However, the proposed VAEM-Mine method can identify
VAEM with F1 score of 0.91 and is applicable to any similar
problem of detecting personal health mentions in social media
posts based on the language of conversations.

Conclusions and Future Research
We have determined that the VAEM-Mine method is an
effective approach for both identifying and applying the topic
models and classifiers that, when combined, can filter out the
vast amount of irrelevant vaccine-related conversations and
isolate VAEMs.
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A key contribution of this study is that appropriately scored
topic modeling is highly effective for identifying social posts
that might contain VAEM. The technique of F1 scoring of topic
models based on a small number of labeled posts, identified in
this study, is practical and easily implementable and can be used
by other researchers to assist with identifying topic models that
group texts on specific language features.

The volume of social media posts regarding the current
COVID-19 pandemic is immense, but those that are related to
personally experiencing illness owing to the virus or vaccines
are a small portion of these; however, they contain similar
language. Currently, we are applying the VAEM-Mine method
to both internally gathered and published [44] COVID-19

vaccine–related Twitter data sets to examine trends in VAEM
reporting. There are several ways in which the identified VAEM
posts can be used for vaccine safety signal detection. Among
them are (1) examining individual posts by domain experts; (2)
further classifying the posts to identify adverse events of special
interest, which include vascular, neurological, or allergic
disorders and enhanced disease; and (3) measuring changes of
post volumes that might indicate unfolding events.

This paper interprets the success of the VAEM-Mine method
in terms of percentages of data captured by the method and
compares classifiers in terms of F1 scores. Future studies can
analyze the method’s success in terms of model explainability
[45].
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Abstract

Background: Owing to the nature of health data, their sharing and reuse for research are limited by legal, technical, and ethical
implications. In this sense, to address that challenge and facilitate and promote the discovery of scientific knowledge, the Findable,
Accessible, Interoperable, and Reusable (FAIR) principles help organizations to share research data in a secure, appropriate, and
useful way for other researchers.

Objective: The objective of this study was the FAIRification of existing health research data sets and applying a federated
machine learning architecture on top of the FAIRified data sets of different health research performing organizations. The entire
FAIR4Health solution was validated through the assessment of a federated model for real-time prediction of 30-day readmission
risk in patients with chronic obstructive pulmonary disease (COPD).

Methods: The application of the FAIR principles on health research data sets in 3 different health care settings enabled a
retrospective multicenter study for the development of specific federated machine learning models for the early prediction of
30-day readmission risk in patients with COPD. This predictive model was generated upon the FAIR4Health platform. Finally,
an observational prospective study with 30 days follow-up was conducted in 2 health care centers from different countries. The
same inclusion and exclusion criteria were used in both retrospective and prospective studies.

Results: Clinical validation was demonstrated through the implementation of federated machine learning models on top of the
FAIRified data sets from different health research performing organizations. The federated model for predicting the 30-day
hospital readmission risk was trained using retrospective data from 4.944 patients with COPD. The assessment of the predictive
model was performed using the data of 100 recruited (22 from Spain and 78 from Serbia) out of 2070 observed (records viewed)
patients during the observational prospective study, which was executed from April 2021 to September 2021. Significant accuracy
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(0.98) and precision (0.25) of the predictive model generated upon the FAIR4Health platform were observed. Therefore, the
generated prediction of 30-day readmission risk was confirmed in 87% (87/100) of cases.

Conclusions: Implementing a FAIR data policy in health research performing organizations to facilitate data sharing and reuse
is relevant and needed, following the discovery, access, integration, and analysis of health research data. The FAIR4Health project
proposes a technological solution in the health domain to facilitate alignment with the FAIR principles.

(JMIR Med Inform 2022;10(6):e35307)   doi:10.2196/35307
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Introduction

Overview
FAIR4Health is a project that received funding from the
European Union’s (EU) Horizon 2020 research and innovation
program under grant 824666. This project started in December
2018 and ended in November 2021. The main objective of this
European project was to promote and encourage the EU health
research community to apply the Findable, Accessible,
Interoperable, and Reusable (FAIR) principles [1] in their data
sets derived from publicly funded research initiatives through
the implementation of an effective outreach strategy at the EU
level, the production of a set of guidelines to set the foundations
for a FAIR data certification road map, the development of an
intuitive platform, and the demonstration of the potential impact
on health research and health outcomes through the validation
of 2 pathfinder case studies. At a high level, this project aimed
to facilitate health research data sharing and reuse. This project
brought together expertise from the key stakeholders involved
in properly addressing this main objective: health research, data
managers, medical informatics, software developers, standards,
and lawyers. The FAIR4Health Consortium accounted for 17
partners from 11 EU and non-EU countries.

Despite strong concerns and challenges regarding data sharing
in health research [2,3] and following efforts to distinguish
between the concepts of open data [4,5] and FAIR data [6,7],
it is evident that data sharing is one of the pillars of scientific
progress. Cooperation between different countries and cultures
is the fastest way to gather valuable knowledge and address
challenges such as the current pandemic [8,9]. Given the strong
global focus on scientific research and international cooperation,
the adoption and implementation of a FAIR data policy in health
research organizations is a strong requirement. Therefore, the
implementation of FAIR data initiatives and lessons learned in
the FAIRification process in the health field is paramount to
support evidence-based clinical practice and research
transparency in the era of big data and open research publishing
[10].

The purpose of the FAIR4Health project [11] was to design a
workflow [12] and develop a framework to reach the
FAIRification of health research data sets addressing the relevant
legal, technical, and ethical considerations and requirements of
sensitive data. For that, FAIR4Health FAIRification tools were
implemented and deployed in different health research
performing organizations of the FAIR4Health Consortium.

Then, 2 pathfinder case studies were carried out to demonstrate
the potential impact of the application of a FAIR strategy on
health outcomes and health and social care research, making
use of a privacy-preserving distributed data mining (PPDDM)
architecture implemented on the FAIR4Health platform. The
PPDDM architecture used a federated machine learning
approach in which health research data do not leave its premises
while the models travel between the data-hosting sites. The
performance and validation of the FAIR4Health use case that
was focused on the development of an early predictive model
for 30-day readmission risk in patients with chronic obstructive
pulmonary disease (COPD) is described in this paper.

Background

FAIR Data Principles
The aim of the FAIR data principles [1] is to ensure that data
are shared in a way that enables and enhances reuse by humans
and machines. Although FAIR data emerged from a workshop
for the life science community, the FAIR principles are intended
to be applied to data and metadata from all disciplines.

Since its formal release via the FORCE11 community [13], the
FAIR data principles have been adopted by several funders and
governments worldwide. The European Commission’s data
management guidelines were updated in 2017 to introduce the
FAIR principles. Similarly, following the summit in June 2017,
the European Open Science Cloud Declaration was launched
[14]. In contrast, the recent staff working document proposed
an implementation road map for the European Open Science
Cloud [15]. These 2 relevant documents emphasize the central
role of FAIR data.

FAIR principles are being adopted by a diverse range of research
disciplines, such as economics, semantic web, and environment.
Several groups have assessed the uptake to date and the
challenges encountered. FAIR4Health [11] and other projects
add to the state-of-the-art by documenting good practices and
applying them to other domains, where possible, such as the
medical domain.

FAIR4Health adds to the analysis and experience of the
application of FAIR principles in the health research field,
specifically in health research data sets on COPD.

COPD and Readmissions
COPD is a respiratory disease characterized by persistent
symptoms and chronic limitation of airflow. This disease is
known to be underdiagnosed even though it affects almost 10%
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of adults worldwide [16] and its prevalence continues to increase
with the aging of the population. The study by Mannino et al
[17] showed that >50% of adults with impaired lung function
were unaware that they were diagnosed with COPD [17]. COPD
frequently presents itself with other comorbidities, such as
cardiovascular disease, hypertension, and diabetes [18,19]. It
has been shown that other comorbidities present in patients with
COPD are observed at a younger age [20]. The cross-sectional
studies conducted by Anecchino et al [21] and Holguin et al
[22] showed that 68% of patients admitted for COPD had at
least one comorbidity, 16% had 2 or more comorbidities, and
30% had 4 or more comorbidities. It is also the third leading
cause of death in the world [23]. This implies a significant need
for the use of health services [24,25]. Therefore, the need and
importance of using a FAIR strategy would facilitate data
sharing and, thus, scientific discovery, in line with the objectives
addressed in FAIR4Health.

Previous studies have shown that there are several risk factors
associated with readmission in patients with COPD, such as
significant deterioration of lung function, low oxygen saturation
in pulse oximetry, decreased activity levels, comorbidities, and
the absence of medication reconciliation during hospitalization
[26]. Hospital readmissions usually have a negative impact on
the quality of life of patients and their families and present a
considerable economic burden for health care systems.
Furthermore, previous findings support the recognition of high
readmission risks associated with patients who have been
hospitalized frequently in the past, along with other assessments
that may be useful in better predicting readmission risk over
the course of a patient’s stay [27].

Regarding the comorbidities, it is noted that several studies
agree that the greater the number of comorbidities, the greater
the risk of readmission for patients with COPD [28,29]. The
rate of readmission within 30 days of discharge is used on many
occasions to judge the quality of hospital care received. Using
data from Medicare beneficiaries, it is estimated that
approximately 1 in 5 patients discharged from the hospital
because of COPD are readmitted within 30 days [30,31]. A
recently published study by Gershon et al [24] analyzed 252,756
individuals hospitalized for COPD and showed that the risk
factors for readmission during this period were the number of
previous admissions, the modified Medical Research Council
dyspnea score, age, and chronic heart failure (both right and
left).

Therefore, COPD is a major health problem that must be
addressed and analyzed [32]. Several studies have evaluated
the risk of readmission rate for these patients [30,33,34], but
few studies have considered this risk for a period of 30 days.
In addition, few studies have succeeded in considering the
comorbidities and functional and care data of these patients.
For all these reasons, the FAIR4Health pathfinder case study
included the development of an early predictive model for
30-day readmission risk in patients with COPD. This study was
carried out to understand the impact of these data on the rate of
readmission within 30 days of discharge. Addressing these
aspects, which are of high risk during the planning of hospital
discharge, could help prevent readmission and develop a model

that helps predict which patients demonstrate greater frailty and,
therefore, a higher risk of hospital readmission.

Goal of This Study
In this paper, the clinical validation of the FAIR4Health solution
is described, including the development and selection of the
most appropriate model for predicting 30-day readmission risk
in patients with COPD and the assessment of such a model.
This study builds upon the FAIRification of health research
data sets of different health research performing organizations
and a federated machine learning architecture on top of the
FAIRified data sets of different organizations. The entire
FAIR4Health solution was validated in real-world settings with
the clinical use case described in this paper.

Methods

Study Design and Recruitment
The use case that was designed in this study to validate the
FAIR4Health solution was composed of two phases: (1) a
retrospective multicenter observational study, including the
training of the predictive models in the FAIR4Health platform,
and (2) an observational prospective study with a 30-day
follow-up.

Retrospective Study
In the retrospective study, the population included patients aged
>18 years diagnosed with COPD, considering that COPD-related
comorbidities are observed at a younger age [20]. Patients with
programmed admission in any hospital department within 30
days of discharge, patients with psychiatric disease, and patients
with neurodegenerative diseases were excluded from the study.
Following the clinical protocol defined in this study, this first
phase covered retrospective data collection from the relevant
data sources specified below.

In the first phase, which is to train the federated machine
learning models, three different organizations participated with
their health care (hospital, primary care, and nursing homes)
and health research data sets: (1) Universite De Geneve from
Switzerland provided health care data from the electronic health
record (EHR) of the University Hospitals of Geneva; (2) Virgen
del Rocío University Hospital as part of the Andalusian Health
Service (Servicio Andaluz de Salud [SAS]) from Spain provided
health care data from the EHR of the Virgen del Rocío
University Hospital in Seville; and (3) Instituto Aragonés de
Ciencias de la Salud and Instituto de Investigación Sanitaria
Aragón from Spain provided a health research data set based
on the EpiChron Cohort [20,35], a study carried out by the
Instituto Aragonés de Ciencias de la Salud.

For organizations contributing with health research data sets
from previous research projects, the sample size was defined
by taking into account the original size of the data sets in the
previous research, whereas for organizations contributing with
health care data sets from the EHRs, it was defined from the
number of patients fulfilling the inclusion and exclusion criteria.

The variables for the training and prediction processes were
related to demographic, multimorbidity, comorbidities,
polypharmacy, laboratory, and hospitalization data. The
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principal dependent variable was readmission, defined as
unplanned hospitalization for any cause related to COPD within
30 days of hospital discharge.

Prospective Study
Following the clinical protocol defined in the study, an
observational prospective study with a 30 days follow-up was
carried out after the retrospective study to assess the impact of
the early predictive model by collecting data from a cohort of
recruited patients. Patients aged ≥18 years with a diagnosis of
COPD who were admitted to the hospital for this disease
(unplanned hospitalization) and who signed the informed
consent form (ICF) were included in the observational
prospective study, complying with the same inclusion and
exclusion criteria as described for the retrospective study.

Two health care organizations participated in the observational
prospective study in which the trained predictive model was
tested: (1) Internal Medicine Department of the Virgen del Rocío
University Hospital in Seville as part of the Andalusian Health
Service (SAS) from Spain and (2) Clinic for Obstructive
Pulmonary Diseases and Acute Pneumopathies of the Institute
for Pulmonary Diseases of Vojvodina (IPBV) from Serbia. In
both cases, the sample size was defined by considering the
number of patients admitted to the hospital during the
prospective study period, thus fulfilling the inclusion and
exclusion criteria.

Regarding the study variables, the same variables were collected
at the time of inclusion of each patient during the prospective
study as in the retrospective study. As a monitoring variable,
aiming to assess the prediction performance of the model on
the patient’s risk of readmission, it was analyzed whether the
patient with COPD had a readmission within the 30 days of
discharge.

Ethics Approval
Ethical approval for this study was obtained from all
participating health research organizations based on regional
regulations before involving them in the execution of the case
studies (Universite De Geneve and University Hospitals of

Geneva from Switzerland: 2020-02683; Virgen del Rocío
University Hospital as part of the Andalusian Health Service
from Spain: 1269-M1-20; and Instituto Aragonés de Ciencias
de la Salud and Instituto de Investigación Sanitaria Aragón from
Spain , 1269-M1-20).

Technical and organizational measures were defined to
safeguard the rights and freedoms of the data participants,
including the data minimization principle. Informed consent
procedures were defined, including informed consent and
information sheets. A data protection officer was appointed at
each data owner institution. To reinforce the appropriate
coverage of these ethical aspects, at the beginning of the study,
an external ethics advisory board was made up, which involved
reviewing deliverables, generating reports, and performing
presentations to support the FAIR4Health Consortium.

FAIRification Workflow and Tools
Making health data FAIR opens up new horizons, especially
for the secondary use of health care and reuse of health research
data sets. The FAIR4Health project proposed a FAIRification
workflow [12] to be used for making existing health data sets
FAIR. This workflow includes a series of actionable steps and
a technological design and implementation guide for each step.

To address the challenges of the health domain, the proposed
workflow adapted the generic FAIRification process defined
by GO FAIR [36]. First, this workflow contextualizes the
generic steps. Second, the FAIR4Health workflow introduced
new steps with a strong consideration of the legal, technical,
and ethical implications that reusing health data sets may have.

These steps were (1) raw data analysis, (2) data curation and
validation, (3) data deidentification and anonymization, (4)
semantic modeling, (5) making data linkable, (6) license
attribution, (7) data versioning, (8) indexing, (9) metadata
aggregation, and (10) publishing.

Steps 2, 3, 7, and 8 were newly introduced in the FAIR4Health
FAIRification workflow. Figure 1 shows a visual representation
of this workflow.

Figure 1. The FAIR4Health FAIRification workflow (redefined from the study by Sinaci et al [12]). FAIR: Findable, Accessible, Interoperable, and
Reusable.
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The FAIRification workflow was based on the HL7 Fast
Healthcare Interoperability Resources (FHIR) [37]. Making
data FAIR by using a well-established standard such as HL7
FHIR not only contributed to FAIRification but also helped the
data owner organizations conform to a widely adopted standard.
The FAIR4Health project developed a set of software tools
around the HL7 FHIR as an implementation of the FAIRification
workflow, the so-called FAIRification tools. In addition to the
methodology and FHIR usage, these tools, namely, onFHIR.io
repository [38], data curation tool (DCT) [39], and data privacy
tool (DPT) [40], were deployed and used at each of the 3 data
source organizations for the retrospective study. A set of FHIR
profiles to serve as the common data model [41] of the
FAIR4Health project was developed to cover the data
requirements of the use cases. The onFHIR.io installations of
the FAIR4Health project were shipped with the FAIR4Health
profiles; hence, the FAIR4Health design led to uniform,
interoperable, and reusable data sets once FAIRification was
completed at each retrospective study organization.

Along with the onFHIR.io repositories, at each organization, a
DCT and a DPT were installed, and these tools were used by
the data managers and FAIR4Health researchers to FAIRify
their existing data sets, collaborating to appropriately treat the
databases. Following the FAIRification workflow, the raw data
were first transformed into HL7 FHIR by creating the associated
FHIR resources through the DCT. It was shown that the DCT
is a valid software tool that meets the challenges of raw data
analysis, curation, and validation steps [42]. Once the data were
migrated into the onFHIR.io repository, the DPT was used to
deidentify the resources with respect to the policy requirements

of the organizations. The use of FHIR resources and the
onFHIR.io repository helped us to successfully cover the other
workflow steps such as versioning, indexing, and license
attribution. At the end of the FAIRification process for each
organization, the FAIR data were ready to be consumed by the
federated machine learning algorithms so that predictive models
could be built on top of the retrospective data.

Federated Machine Learning Models
The FAIR4Health project implemented the PPDDM philosophy
by designing and implementing a federated machine learning
architecture. The ultimate aim of this architecture is to address
the challenging security and privacy concerns of health data
owners. The PPDDM architecture does not allow data to leave
their servers. Partial machine learning models were trained on
each FAIRified data set at each organization, and then these
partial models were used to develop a boosted machine learning
model on the central FAIR4Health platform. The platform
provides a web-based graphical user interface to the researchers
so that they can define their features, create distributed data
sets, and then train federated models. The PPDDM architecture
was composed of the agent implementation. Then, the agents
were deployed at each data source organization on top of their
FAIRified data sets. These agents communicated with their
associated onFHIR.io repositories at each deployment site. A
manager was deployed as a backend to the FAIR4Health
platform graphical user interface so that these agents can be
orchestrated to build distributed data sets and federated
predictive models on top of those distributed data sets. Figure
2 shows a graphical representation of the FAIR4Health federated
architecture.

Figure 2. The FAIR4Health federated architecture. GUI: graphical user interface; PPDDM: privacy-preserving distributed data mining.

During the retrospective study, the researchers of the data owner
organizations used the platform to train federated machine
learning models on the retrospective data sets that were
previously made FAIR using the FAIRification tools. The
PPDDM implementation provided a set of machine learning
algorithms to the researchers to be executed in a federated
manner. These algorithms were grouped as (1) support vector
machine, (2) logistic regression, (3) decision trees, (4) random
forest, and (5) gradient-boosted trees.

Results

Model Generation and Adjustment
During the retrospective study, a number of machine learning
models were generated by using the prediction algorithms listed

above as well as trying out various values for different
parameters (eg, imputation strategy, classification threshold,
maximum depth of a tree, and feature subset strategy). More
focus was given to the tree-based algorithms because the data
in the agents were skewed in one direction, and tree-based
methods produced better results than the others when the data
were unbalanced. In addition, k-fold cross-validation was used
to split the data into a set of nonoverlapping training and test
sets to obtain more accurate results.

In the experiments, better results were obtained with the
predictive models generated using the random forest algorithm.
An example screenshot of the platform is shown in Figure 3.
While creating the model, different values for the maximum
depth of a tree (range 5-15), minimum information gain
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(between 0.0 and 0.5), impurity (gini or entropy), and number
of trees (range 25-100) were provided. The FAIR4Health
platform tried all these values with the grid search functionality
to determine the best combination. Therefore, considering the
knowledge of the FAIR4Health researchers with an expert
background in this kind of algorithm, the best model with an
accuracy of 98.6% was generated and selected with the
following values:

• 3-fold cross-validation with area under the curve of the
receiver operating characteristic evaluation metric

• Imputation strategy: median—replaces the missing values
using the approximate median value of the feature

• Maximum depth of a tree: 5
• Minimum information gain: 0.0
• Impurity: gini
• Number of trees: 50
• Feature subset strategy: auto-calculates the number of

features at each tree node as the square root of the total
number of features in the classification algorithm.

Figure 3. Result of a random forest model.

Clinical Validation
After the parameters of the algorithm were selected, the
predictive model was generated using retrospective data sets of
4.944 patients with COPD. Subsequently, an observational
prospective study was conducted to validate and evaluate an

early predictive model for 30-day readmission risk in patients
with COPD.

In total, 100 patients were recruited and included in the
observational prospective study with a 30-day follow-up, from
April 2021 to September 2021, including recruitment and
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follow-up. During that period, the study participants were
recruited by performing weekly prevalence cuts in which all
patients hospitalized because of COPD conditions were
systematically evaluated, offering inclusion in this study to all
those who met the inclusion criteria and did not meet any
exclusion criteria.

Clinicians and researchers performed functional and clinical
validations of the FAIR4Health solution during the observational
prospective study. As this was a multicenter observational study,
the recruitment and inclusion of patients in the study were
carried out as mentioned below.

For SAS, the clinical team reviewed 711 hospitalized patients
during the study period, and 53 (7.5%) of them fulfilled the
inclusion criteria and did not meet any exclusion criteria. Finally,
22 patients with COPD signed the ICF and were included in
this observational prospective study. Out of the total recruited
patients in SAS, 18% (4/22) were female and 82% (18/22) were
male.

In the case of IPBV, out of 2070 hospitalized patients, 113
(5.46%) patients were hospitalized because of COPD
exacerbation, and 83 (73.5%) patients met all inclusion criteria
and did not meet any exclusion criteria and signed the ICF. A
total of 78 patients were included in this observational
prospective study.

Of the total patients recruited during the study period, 47%
(37/78) were female and 53% (41/78) were male.

All data gathered from patients with COPD were entered into
the FAIR4Health platform to obtain the prediction generated
by the predictive model for 30-day readmission risk and to
assess its performance.

Evaluation Outcomes
When the prediction was obtained using the FAIR4Health
platform, a concordance analysis was performed to compare
the real data with the predicted values. Concerning the reality
of readmissions among the 100 patients recruited, in both cases,
the patients were followed up during hospitalization, and the
follow-up was performed during the following 30 days. Out of
a total of 22 patients recruited from SAS, 3 (14%) were
readmitted within 30 days of discharge (ie, during the follow-up
period). Out of a total of 78 patients recruited from IPBV, 10
(15%) were readmitted during the follow-up period. Finally,
from the 100 recruited patients, (1) the accuracy of predictions
generated by the FAIR4Health platform was confirmed in 87%
(87/100) of the cases; that is, either the patient was readmitted
to the hospital because of COPD in real life and the algorithm
predicted that there was early 30-day hospital readmission risk
or the patient was not readmitted and the algorithm predicted
that there was no early 30-day hospital readmission risk and (2)
the prediction generated was not confirmed in 13% (13/100) of
the cases; that is, in real life, the patient was readmitted within
30 days and the platform predicted that there was no early
30-day hospital readmission risk or the patient was not
readmitted and the platform predicted that there was early
30-day hospital readmission.

Discussion

Principal Findings
The application of the FAIR principles in health research data
sets of health research performing organizations from different
countries allowed the federated data analysis to accelerate the
discovery of scientific outputs. Therefore, the analysis of legal,
technical, and ethical requirements of health research data were
addressed during data FAIRification. Furthermore, a clinical
decision support model for predicting 30-day readmission risk
in patients with COPD at discharge based on the risk factors
uncovered previously, using data mining approaches, was
implemented, deployed, and validated. Finally, through a
multicenter study in which the rate of readmission of patients
with COPD within 30 days after hospital discharge was
analyzed, clinical partners could reach use case objectives and
obtain an early 30-day hospital readmission risk predictive
model. Further details of the FAIR4Health pathfinder case
studies can be found in the FAIR4Health public report on the
demonstrators’ performance [43].

It is important to highlight that the FAIR4Health solution was
implemented following a practical extensibility capacity, so
that other research questions can be covered using the solution
without the need to perform adaptations. Furthermore, to
improve the reusability capacity of the study, using both the
open-source code and the generated metadata freely available
in GitHub [44], the study can be reproduced.

Limitations
First, significant cross-cutting data-related challenges were
addressed during data collection. Data extraction from EHRs
and other types of health care sources aligning this extraction
with a FAIR4Health common data model was not trivial and
required a lot of conceptual and technical efforts because of (1)
the complexity of the raw data (the sources of EHRs are
commonly very complex including the information in several
tables in the source databases), (2) free text used in some fields
in the raw data sources, and (3) differences between the types
of raw data sources. To address the complexity of the raw data,
each health research organization from different countries that
participated in the data extraction involved colleagues who were
experts in each source data model. To handle the information
in free text fields, natural language processing techniques were
assessed. Finally, in some cases, manual natural language
processing to extract structured information from unstructured
information was performed. To manage the differences between
the nature of the raw data sources, each raw data set was
analyzed in depth in a collaborative effort between each clinical
partner and the technical partners to reach the required
configuration in the FAIR4Health solution, achieving the
FAIRification of all raw data and finally achieving the PPDDM
models’ generation using all sources.

Second, concerning the predictive model generated in this study,
it can be stated that it is possible to generate more efficient
prediction parameters (with better accuracy, precision, and recall
values) if the distribution of the readmission variable in the data
sets is better adjusted. The readmission variable, which was the
dependent variable, was not balanced in the data sets of the
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retrospective studies (data sets used to generate the predictive
model for this prospective study), which resulted in the
generated results being good but not perfect as desired. For
more effective models, in the future, a better adjustment of the
distribution of the readmission variable using data sets with
more patients will be addressed to boost the application of
predictive models in clinical practice. Most studies of predictive
models based on machine learning show poor methodological
quality and are at a high risk of bias. The small study size, poor
management of missing data, and failure to address overfitting
are factors that contribute to the risk of bias [45].

In contrast, it is crucial to add that this study was carried out
while these 2 health care organizations were experiencing the
consequences of the COVID-19 pandemic, and clinical
researchers had to make significant efforts to properly conclude
the prospective study:

• IPBV as a health care institution was included in the
national COVID-19 system of health care institutions caring
for COVID-19 positive patients with severe clinical
difficulties. Owing to this reorganization of the Serbian
health care system, the likelihood of hospitalization of
patients with COPD has been reduced since March 2020.
Many of the researchers responsible for patient recruitment
in the prospective study were engaged in COVID-19
departments, and the remaining researchers were
overworked during the study period.

• On the side of SAS, this health care institution was involved
in the care of patients with suspicion of COVID-19 and
COVID-19–positive patients with severe clinical
difficulties. All health professionals in SAS had a higher
workload in health care. In fact, different clinical
researchers participating in this observational study were
transferred during the project to the COVID-19 Emergency
Hospital in Seville (Spain), relieving each other, with an
essential health care priority and looking after patients who
did not meet the inclusion criteria of this study and could
not be recruited. The clinical researchers identified a low
use of health care services (both urgencies and
consultancies) by patients with COPD; presumably, the
patients waited for more severe symptoms to go to the
health care centers because of the fear of having contact
with COVID-19–positive patients. In addition,
hospitalizations of patients with COPD were restricted,
similar to what has happened in other pathologies, to avoid
patient flow through health care centers.

Next Steps
Considering the final version of the FAIR4Health solution and
the main outcomes of this study, some future advances can be
taken into account:

• Both the FAIRification tools and the FAIR4Health platform
were validated using the FAIR4Health common data model.
The solution has been designed and developed by
considering the extensive capacity of other data models, so
it is appropriate to continue the validation and testing with
other data models in future clinical validations.

• The whole FAIR4Health solution covers alignment with
relevant standards: HL7 FHIR, International Classification

of Diseases, SNOMED Clinical Terms, Logical Observation
Identifiers Names and Codes, and the Anatomical
Therapeutic Chemical classification system. Other standards
such as other HL7 standards, epidemiological standards,
and W3C standards could be considered to be integrated if
viable.

• The FAIR4Health platform was validated using the
following machine learning algorithms: frequent pattern
growth, support vector machine, logistic regression, decision
trees, random forest, and gradient-boosted trees. Deep
learning algorithms such as neural networks can be
considered in future studies to improve the capabilities of
the FAIR4Health platform.

From a scientific point of view, some researchers of the
FAIR4Health Consortium contribute to the application of the
FAIR principles in the health research field, being involved in
international working groups part of the European Open Science
Cloud, the European Federation for Medical Informatics, the
Research Data Alliance, the GO FAIR initiative, and HL7
International.

Conclusions
Despite the limitations mentioned above, the objective of this
study was achieved: to validate the FAIR4Health solution
through the assessment of a federated model that was generated
by applying a federated machine learning architecture on top
of the FAIRified data sets of different health research performing
organizations for real-time prediction of 30-day readmission
risk in patients with COPD.

The clinical, technical, and functional validation of the
FAIR4Health solution was achieved through (1) the application
of FAIR principles through the FAIR4Health FAIRification
tools in health research data sets of different health research
performing organizations and FAIRifying data from 4.944
patients with COPD; (2) development and use of federated
machine learning architecture on top of the FAIRified data sets;
and (3) clinical, technical, and functional development and
assessment of a federated model for predicting 30-day
readmission risk in patients with COPD, with an accuracy of
0.98, a precision of 0.25, and a confirmed prediction in 87%
(87/100) of the cases.

In the retrospective study where 3 different organizations
participated with their health care (hospital, primary care, and
nursing homes) and health research data sets, the federated
model was generated with an accuracy of 98.6% and a precision
of 25%. In the observational prospective study in which 2 health
care organizations participated, 100 patients were recruited for
the federated model to predict their readmission risk to the
hospital within 30 days because of COPD. Therefore, the
accuracy of predictions generated by the model, and hence the
FAIR4Health platform, was confirmed in 87% (87/100) of the
cases.

Health research performing organizations are aware of the need
to implement a FAIR data policy to facilitate data sharing and
reuse following the discovery, access, integration, and analysis
of health research data. One obvious example would be the
COVID-19 pandemic, where international cooperation allowed
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the rapid sequencing and epidemiological studies to be carried
out, thus demonstrating the need and importance of data sharing
to accelerate health research [46,47]. For this purpose,
organizations are usually making efforts to align themselves
with the FAIR principles. This is the real and practical
consequence of the FAIR4Health project in terms of patient
management and health planning: to improve health research
in specific pathologies through the findability-, accessibility-,

interoperability-, and reusability-enhanced features in the case
of health data.

The FAIR4Health project proposes a technological solution in
the health domain to facilitate the use of larger and more
heterogeneous data sets, thus increasing the variability of the
data and the size of the data sets. Therefore, an increase in the
scope of the research will be obtained and a significant
improvement in the ability to generate more accurate predictive
models.
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Abstract

Background: Transitioning nonemergency, ambulatory medical care to virtual visits in light of the COVID-19 global pandemic
has been a massive shift in philosophy and practice that naturally came with a steep learning curve for patients, physicians, and
clinic administrators.

Objective: We undertook a multimethod study to understand the key factors associated with successful and less successful
experiences of virtual specialist care, particularly as they relate to the patient experience of care.

Methods: This study was designed as a multimethod patient experience study using survey methods, descriptive qualitative
interview methodology, and administrative virtual care data collected by the hospital decision support team. Six specialty
departments participated in the study (endoscopy, orthopedics, neurology, hematology, rheumatology, and gastroenterology). All
patients who could speak and read English and attended a virtual specialist appointment in a participating clinic at St. Michael’s
Hospital (Toronto, Ontario, Canada) between October 1, 2020, and January 30, 2021, were eligible to participate.

Results: During the study period, 51,702 virtual specialist visits were conducted in the departments that participated in the
study. Of those, 96% were conducted by telephone and 4% by video. In both the survey and interview data, there was an overall
consensus that virtual care is a satisfying alternative to in-person care, with benefits such as reduced travel, cost, time, and
SARS-CoV-2 exposure, and increased convenience. Our analysis further revealed that the specific reason for the visit and the
nature and status of the medical condition are important considerations in terms of guidance on where virtual care is most effective.
Technology issues were not reported as a major challenge in our data, given that the majority of “virtual” visits reported by our
participants were conducted by telephone, which is an important distinction. Despite the positive value of virtual care discussed
by the majority of interview participants, 50% of the survey respondents still indicated they would prefer to see their physician
in person.

Conclusions: Patient experience data collected in this study indicate a high level of satisfaction with virtual specialty care, but
also signal that there are nuances to be considered to ensure it is an appropriate and sustainable part of the standard of care.

(JMIR Med Inform 2022;10(6):e37196)   doi:10.2196/37196
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virtual care; specialist care; patient experience; COVID-19; medical care; virtual health; care data; decision support; telehealth;
video consultation
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Introduction

At its broadest definition, virtual care is “the use of any
technology (e.g., telephone, private messaging,
videoconferencing) that supports health providers to collaborate
with one another and to deliver remote care to patients” [1]. In
response to the COVID-19 pandemic, the Ontario Ministry of
Health released guidelines advising against direct patient care
in nonurgent situations, and directed clinicians to transition the
delivery of care to telephone- or video-enabled virtual visits
online in early 2020 [2]. They also released unique billing codes
to allow appropriate remuneration for these types of virtual
visits [3]. Many professional colleges similarly encouraged their
members to use virtual care wherever possible to minimize the
risk of infection among their patients, especially those at higher
risk of harm from COVID-19 infection [4,5]. In response to
these guidelines and to ensure continuity of care, many hospitals
and clinics shifted a majority of ambulatory visits to a virtual
model. Increasing the ability to provide health care virtually
not only supports social distancing and minimizes further
potential spread of the virus but is also essential to ensure that
patients continue to have access to medical guidance for
nonemergent, but potentially serious, medical conditions. This
is particularly true for urgent situations when the costs outweigh
the benefits of bringing the person in for a physical visit (eg,
immunosuppressed patients, those at high risk of infection, those
with transportation issues).

Transitioning a large proportion of nonemergency, ambulatory
medical care to virtual visits has been a massive shift in
philosophy and practice that naturally came with a steep learning
curve for patients, physicians, and clinic administrators. It has
been widely reported that virtual care adoption has accelerated
during the COVID-19 pandemic; however, published data
remain limited. Previous studies have largely been limited to
primary care, rural medicine, and nongeneralizable patient
subgroups [6-8]. To provide optimal, safe care during the
COVID-19 pandemic and beyond, we need to understand the
key factors associated with successful and less successful
experiences of virtual care. This is particularly important for
areas newer to virtual care, such as specialist care delivery.

Increasingly, patient experience is recognized as an independent
dimension of health care quality, along with clinical
effectiveness and patient safety [9,10]. Accordingly, the aim of
our study was to understand how patient experience data inform
the development of guidance regarding characteristics associated
with high satisfaction of virtual specialist care during the
COVID-19 pandemic. This article specifically reflects our
findings regarding the patient and family experience.

Methods

Study Setting
This study was conducted at St. Michael’s Hospital, a
quaternary-care teaching and research hospital in downtown
Toronto (Ontario, Canada), and part of the Unity Health system.
As downtown Toronto’s adult trauma center, the hospital is a
hub for neurosurgery, complex cardiac and cardiovascular care,
complex medical specialty care, and care of the homeless and

disadvantaged. Fully affiliated with the University of Toronto,
St. Michael’s Hospital provides medical education to health
care professionals in 29 academic disciplines.

Study Design
This study was designed as a multimethod patient experience
study using survey methods, descriptive qualitative interview
methodology, and administrative data collected by the hospital
decision support team.

Ethics Approval
Institutional review board approval for this study was obtained
from the Human Research Ethics Board of St. Michael’s
Hospital (REB #20-198). All participants were given time to
review the project information letter and provided written or
verbal consent prior to the start of data collection. This report
was compiled in compliance with the COREQ (Consolidated
Criteria for Reporting Qualitative Research) guidelines for
qualitative research reporting [11].

Administrative Virtual Care Data
Deidentified administrative data on ambulatory visits (in-person,
phone, and video) were retrospectively accessed via the
admission-discharge-transfer systems at the hospital and
categorized by clinical discipline (eg, neurology, orthopedic
surgery) according to our internal coding structure. Visits to the
emergency department, for day surgeries, and for diagnostic
investigations other than those performed directly by a physician
(eg, endoscopy) were excluded from the analysis.

Sampling and Recruitment for Surveys and Interviews
A wide variety of ambulatory patients from both medical and
surgical specialties were included in this study. Participating
specialty departments included endocrinology, orthopedic
surgery, neurology, hematology, rheumatology, and
gastroenterology. This ensured that we were able to capture
patients seen for a range of presenting complaints as well as
appointment types. All patients who could speak and read
English (or understand with help) and attended a virtual
appointment in a participating clinic between October 1, 2020,
and January 30, 2021, were eligible to participate.

Participants were recruited during their clinical visit with a
participating physician. Following the appointment, the
physician asked the patient if they would be willing to be
contacted regarding a research survey and interviews about their
experience with the virtual visit.

Survey Data Collection and Analysis
During phase I, patient satisfaction with virtual visits was
assessed through completion of an online survey made available
through the SurveyMonkey platform (see Multimedia Appendix
1). At study initiation, there were no validated survey
instruments to evaluate virtual medical care; thus, we adapted
an instrument previously used to evaluate patient care visits
provided through the Ontario Telemedicine Network [12]. The
survey was only available in English due to time and resource
constraints. The final question of the survey invited participants
to provide their contact information if they would be willing to
participate in a more in-depth telephone interview.
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Survey data results are reported as simple counts or percentages.
Logistic regression of variables was not possible owing to the
low sample size.

Interview Data Collection and Analysis
Patients and families who consented to participate in an
interview via the online patient survey (described above) were
contacted by the research coordinator. Interviews were
conducted by telephone to support social distancing restrictions
and avoid geographic bias in recruitment.

The interviews followed a semistructured format using an
interview guide informed by the study objective and addressing
key topics, including understanding of the patient’s functional
status, health concerns, and experience of the virtual visit with
their specialist (see Multimedia Appendix 2). The selection of
follow-up questions, question order, and phrasing varied
according to each participant’s narrative. This approach enabled
the emergence of participant-led accounts, reflecting their varied
histories, modes of expression, and foci of experience. All
interviews were conducted by an experienced qualitative
interviewer (MBS), audio-taped, and transcribed verbatim by
an external transcription service. The qualitative data were
managed using NVivo (NVivo 12, QSR International Pty Ltd)
qualitative software. The interview transcripts were
supplemented with field notes to collect data that were not
captured on audiotape (eg, dynamics, emotional aspects,
contextual factors).

In keeping with the iterative process of qualitative methodology,
data analysis occurred in conjunction with data collection to
continuously monitor emerging themes and general areas for
further exploration. We used a thematic analysis approach, as
described by Braun and Clarke [13], to enable the identification
of patterns and meaning across the sample. The analysis was
led by two members of the research team with extensive
qualitative expertise (KND and MBS) with regular collaboration
with the rest of the study team. We extracted and collated the
interview sections that reflected the key areas of interest and
carried out the initial coding process. We then used the emergent
codes to guide a de novo analysis of the entire corpus for

overarching subthemes and used NVivo to record which
subthemes occurred in each interview, ensuring their accurate
representation in the analysis. Subthemes that expressed similar
experiential patterns were brought together to develop the
themes that we felt best represented the participants’
perspectives. Versions of the analysis were reviewed with the
research team at regular intervals, and the final analytic
framework was discussed among all authors until we reached
consensus on its validity and applicability. We employed the
following techniques to support the analytic rigor and
trustworthiness of our analysis: comparison of coding between
analysts, seeking alternative explanations for the data during
development of the final analytic framework, and interrogating
the coherence of interpretations through discussion with the
research team [14].

Results

Virtual Care at St. Michael’s Hospital During the
Study Period
The quantitative analysis results of virtual visit volumes at the
study center are first described to provide context for the survey
and interview findings. During the study period from April to
December 2020, there were 593,172 total ambulatory visits at
St. Michael’s Hospital, 50.76% (n=301,105) of which were
conducted virtually. Of note, only about 5176 visits
(approximately 1.72%) were conducted virtually in the period
of 2018-2019, before the pandemic, at the study hospital. In the
specialty departments that participated in this study, 93,920
total ambulatory visits were conducted, over 50% of which were
performed virtually. Among the virtual visits, over 96% were
by phone. Some disciplines, notably orthopedic surgery and
rheumatology, did not adopt virtual care as robustly as other
specialties such as neurology and endoscopy. Neurology also
had a much higher adoption of video visits than the other
specialties, which may be attributed to their need for visual
examination. Ambulatory volumes across disciplines were not
linked to the uptake of virtual visits overall or by video
specifically. A summary of the visit types for each specialty
that participated in this study is provided in Table 1.

Table 1. Visit data for participating specialties (April 1, 2020, to January 30, 2021).

Virtual visitsIn-person visits, n (%)Total visits, nSpecialty

Video visits, n (% of total,
% of virtual)

Phone visits, n (% of total, % of
virtual)

Total, n (%)

111 (0.44, 0.62)18,012 (71.72, 99.39)18,163 (72.32)6992 (27.84)25,115Endoscopy

3 (0.02, 0.09)3462 (20.33, 99.91)3465 (20.34)13,568 (79.66)17,033Orthopedics

1663 (8.87, 13.37)10,802 (57.54, 86.66)12,435 (66.34)6309 (33.60)18,774Neurology

1 (0.01, 0.02)5889 (57.16, 99.83)5890 (57.17)4413 (42.83)10,303Hematology

103 (1.43, 3.67)2702 (37.40, 96.33)2805 (38.83)4419 (61.17)7224Rheumatology

139 (0.90, 1.55)8815 (56.98, 98.45)8954 (57.88)6517 (42.12)15,471Gastroenterology

2020 (2.15, 3.91)49,682 (52.90, 96.09)51,702 (55.05)42,218 (44.95)93,920Total
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Survey and Interview Sample
Between October 2020 and January 2021, 216 patients from
the seven participating clinics at St. Michael’s Hospital
completed the virtual care experience survey. The large majority
of the sample had attended their virtual visit for a follow-up
appointment (vs an initial visit or emergency situation) and had

previously attended a virtual medical appointment. Almost half
of the sample was over 65 years of age and almost 60%
identified as female. In the same time period, 125 patients agreed
to participate in an interview and 18 patients with diverse
characteristics, health conditions, and virtual visit types were
selected for interviews. Detailed demographics of the
participants are provided in Table 2.

Table 2. Survey and interview participant demographics.

Interviews (n=18), n (%)Survey (n=216), n (%)Demographic characteristics

Gender

11 (61)125 (58.1)Female

0 (0)1 (0.5)Nonbinary

Education

4 (22)27 (12.7)High school

9 (50)81 (43.6)Postsecondary diploma/degree

3 (17)39 (18.3)Graduate degree

0 (0)8 (3.7)Health care professional

2 (11)23 (10.6)Professional school

Age (years)

1 (6)14 (6.5)18-34

7 (39)53 (24.8)35-54

10 (56)125 (60.8)55-80

0 (0)17 (7.9)80+

Location of birth

12 (67)131 (61.2)In Canada

6 (33)83 (38.8)Outside Canada

11 (61)68 (31.9)First virtual care visit

Type of appointment

4 (22)19 (8.9)First visit with specialist

14 (78)181 (85.4)Follow-up visit

12 (5.7)Other

13 (72)186 (86.9)Phone call

3 (17)25 (11.6)Video call

2 (11)0 (0)Telephone and video call

Survey Results
Survey respondents overwhelmingly had a very positive
experience with virtual care. Almost 87% of people surveyed
indicated that their virtual visit had been conducted by telephone
(rather than video conference). They reported feeling
comfortable connecting with their physician virtually, felt the
physician spent sufficient time with them, and that their privacy
was respected during the virtual call. Very few (3.8%) needed
help with their virtual appointment or experienced technical
difficulties during the visit (6.6%). However, despite 93% of

respondents being satisfied with their virtual care experience,
50% still reported that they would prefer to see their physician
in person if it were safe to do so. In addition, only 68% felt that
the physician-patient relationship was the same as during an
in-person visit.

When asked more generally about their opinion of virtual care,
25% were still unsure if virtual care is an acceptable way to
provide health care for an initial consultation, but the majority
agreed it was acceptable for follow-up visits (86%) and to
discuss test results (85%). Full survey results are provided in
Table 3 and Table 4.
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Table 3. Survey results for questions scored on a 5-point scale (N=216).

Strongly agree
(5), n (%)

Agree (4), n
(%)

Neither agree nor
disagree (3), n (%)

Disagree (2), n (%)Strongly disagree
(1), n (%)

Survey questions

128 (60.1)78 (36.6)5 (2.3)0 (0)2 (0.9)I was comfortable connecting with my physician
virtually (phone/video)

142 (68.6)58 (28.0)5 (2.4)0 (0)2 (0.9)My privacy was respected

137 (64.0)65 (30.4)6 (2.8)3 (1.4)3 (1.4)I felt that my physician spent sufficient time with
me

108 (51.2)81 (38.4)17 (8.1)3 (1.4)2 (0.9)My telephone/video assessment was thorough

124 (58.5)74 (34.9)8 (3.8)4 (1.9)2 (0.9)I left the virtual visit with a clear understanding
of the next steps

74 (34.9)70 (33.0)35 (16.5)29 (13.7)4 (1.9)Compared to an in-person visit, the physician-
patient relationship was the same

139 (65.6)55 (25.9)13 (6.1)3 (1.4)2 (0.9)Having a virtual visit saved me time

4 (1.9)10 (4.7)7 (3.3)59 (27.8)132 (62.3)I experienced technical difficulties during my
appointment

4 (1.9)4 (1.9)10 (4.7)40 (18.9)154 (72.6)I needed help with my virtual visit from a family
member or friend

45 (21.2)62 (29.3)72 (34.0)19 (9.0)14 (6.6)If it were safe to do so, I would prefer to meet
with my care provider in person

112 (53.1)85 (40.3)10 (4.7)2 (0.9)2 (0.9)I was satisfied with my virtual visit

Table 4. Survey results for questions scored on a 3-point scale.

Not sure, n (%)Disagree, n (%)Agree, n (%)Survey questions

51 (24.2)83 (39.3)77 (36.5)A virtual visit is an acceptable way to provide care for an initial consultation
(N=211)

16 (7.5)13 (6.1)185 (86.5)A virtual visit is an acceptable way to provide care for a routine follow-up appoint-
ment (N=214)

27 (12.6)5 (2.3)182 (85.1)A virtual visit is an acceptable way to discuss test results (N=214)

47 (22.1)48 (22.5)118 (55.4)A virtual visit is an acceptable way to provide an urgent follow-up assessment
(N=216)

Interview Results

Overview
We interviewed 18 patients who had a minimum of one virtual
specialist appointment at St. Michael’s Hospital. The majority
of interview participants were female, ranged in age from 45 to
64 years, and over one third reported having seen more than
one type of specialist virtually during the COVID-19 pandemic
(Table 2). Overall, participants were extremely happy with the
opportunity to connect virtually with their physicians and were
generally very satisfied with the appointments conducted. Our
qualitative data analysis revealed three key themes that provide
a deeper understanding of participants’ experience of virtual
care: (1) the impact of improved access, (2) influence of the
nature of the visit, and (3) consideration of the nature of the
medical condition.

Impact of Improved Access
Due to the nature of St. Michael’s Hospital as a large
quaternary-care academic health science center, people
frequently travel from outside Toronto to see the specialty

physicians affiliated with the hospital. Many of the patients we
spoke with mentioned that their high satisfaction with virtual
care was driven by being able to access their specialists without
the nuisance of the potentially long trip to the city.

Yeah, it’s great. Because just for us to go to Toronto,
you know, there’s always an overnight. Because I
can’t go there and back in one day. It becomes an
expensive journey just to go to the hospital for a
follow-up. [Participant 6]

The COVID-19 pandemic appeared to amplify preexisting travel
challenges for patients who were very wary of travelling to a
large urban center for fear of exposure to the virus. Participants
told us that it was important to be able to access their specialists
despite the pandemic and the option of virtual appointments
met that need. They expressed significant concerns about the
risk to themselves and their caregivers/family members of
exposure to SARS-CoV-2 from coming into the city in person,
and were very grateful for the opportunity to keep their
appointments using the virtual medium.

I don’t see how the consult I had on the phone was
going to be any different than going to the place. In
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fact, it felt safer right now during a pandemic to not
have to leave the house and not have to go into the
hospital. [Participant 17]

Influence of Reason for the Visit
Many of the participants had seen more than one type of
specialist during the pandemic, and thus were able to draw on
significant experience of virtual care during the interviews.
Participants told us they felt that virtual care is acceptable for
certain types of appointments such as initial consults that are
conversation-based (to discuss and explain requirements for
further tests, examinations, and procedures), routine follow-up
for stable conditions, to review tests results, and whenever the
interaction between the patient and specialist would mostly be
question and answer–based to support the provision of
information and advice. However, for appointments that would
typically involve a physical examination, when they are
experiencing pain, or if their health condition has progressed
or changed, they explained that they would prefer to be assessed
and have an opportunity to speak with their specialist in person.
For these types of appointments, participants perceived virtual
care to come with higher potential for misinterpretation or a
misdiagnosis than in-person care, and that this could ultimately
impact the trajectory of their treatment.

So, I think it depends on the appointment. If it’s just
a routine follow-up to go through test results, that’s
fine. But if it’s an actual, “Hey, you know I’m not
feeling well. This is what is going on,” I’d prefer in
person so they can actually touch it or see it.
[Participant 5]

It’s good but I’m really not sure if what she’s seeing
is right, because it’s different than what I’m feeling.
And I think that part was a little bit frustrating or
worrisome, because I don’t want something to be
inaccurately marked and somehow – like that has the
potential to affect my care. [Participant 10]

Conversely, patients spoke about virtual appointments being
more efficient for themselves and their physicians. Some
mentioned the time savings of not having to take time off work
or other responsibilities for routine follow-up appointments,
and noted that their physicians seemed to be “more prepared”
for the virtual appointments than they typically were for previous
in-person visits. It was felt that this greater familiarity with the
patient’s chart and recent test results made for a better discussion
about their state of health and current care needs.

It’s not only that [referring to time savings], but I’m
actually more confident. Because when XX phones
me, she has reviewed the file, knows what she’s going
to say, and off I go. Previously, I would sit there while
she reviewed the file on the screen and got up to date
on it. This way, she gets up to date on her own speed,
and when I talk to her, it’s usually a very brief
interview. She tells me what she sees. I ask her
questions and it’s over. No, no. This is much, much
better. [Participant 1]

Considering the Nature and Status of the Medical
Condition
Several interview participants had long, complicated medical
histories and chronic condition(s). For the most part, these
participants still felt that the virtual appointments had met their
care needs, and told us they were satisfied with both the quality
of care received and the interaction they had with their
physicians. However, these were the same patients who most
frequently expressed some hesitation around virtual care,
explaining that they did not believe that the specific health issues
they have, including rashes, vision-related problems, and
tremors, could be assessed clearly through video or adequately
described by phone.

Because rheumatology is such a hands-on profession,
I think they can’t assess your joints at all over Zoom
or OTN [Ontario Telemedicine Network]. I find that
their rheumatologists are probably missing quite a
bit because they can’t get the information that they
would normally get. The neurologist…it’s probably
also missing that physical component because they
can’t assess your tremors, or your eye tracking, or
your reflexes. They can’t do any of that. The
conversations have been kind of restricted to things
like which drugs we’re on…like which drugs I’m on
and kind of skipping over that physical component.
[Participant 13]

For the participants managing comorbidities and complex
chronic health problems, an annual check-up appointment by
telephone or online was perceived to be acceptable so long as
their conditions remain stable. To discuss changes in their health
status and treatment options, these patients definitely preferred
the option to see their physician in person.

I know my condition well. If everything is going well
and I am stable then the phone appointments are fine.
When there are specific flare-ups or…my blood work
is off for too long – then he needs to see me.
[Participant 15]

Discussion

Principal Findings
Using survey and qualitative interview methods, we examined
the experiences of patients accessing virtual specialist care at a
quaternary-care center in Toronto, Ontario, Canada. Our results
indicate that, overall, patients were very satisfied with the quality
and efficiency of virtual care, and value it as an option for safe
and equitable access to specialist care. However, our data also
revealed nuances to that value, which are important to take into
account as we consider virtual care as a permanent care delivery
option.

There is an increasing number of publications on the virtual
experiences of patients, most of which have been conducted in
singular fields such as oncology, pre- and postnatal care, and
psychiatric care [15-20]. Similar to our findings, in the existing
literature, there appears to be a consensus that virtual care is a
satisfying alternative to in-person care, with benefits such as
reduced travel, cost, time, and infectious exposure, and increased
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convenience [15-20]. Our analysis further revealed that the
specific reason for the visit, and the nature and status of the
medical condition are important considerations in terms of
guidance on where virtual care is most effective. Previous
barriers or challenges identified also included technological
issues, a potential lack of personal connection, inability to
perform physical and visual assessments, and inequities in access
[20,21]. Although some of these align with our data, we did not
hear specifically about technological issues or a lack of personal
connection. This likely can be attributed to the fact that the
majority of the visits in our study sample were conducted by
telephone (vs video or a new virtual platform), and that many
of our participants had longstanding relationships with their
specialists and therefore the personal connection may be
stronger. The remuneration of both telephone and video care at
equivalent rates in Ontario, Canada, may play a factor in the
lack of uptake of video conferencing given reports from other
jurisdictions (ie, telephone may be perceived as more
cost-efficient) [22,23].

A few findings were notable in our data. First, as mentioned
above, a large majority of “virtual” visits reported by
participants were conducted by telephone, which is an important
distinction from previous reports. Virtual care has been defined
as:

any interaction between patients and/or members of
their circle of care, occurring remotely, using any
forms of communication or information technologies,
with the aim of facilitating or maximizing the quality
and effectiveness of patient care [24].

However, it seems that discussion of virtual care often assumes
a technology- or video-based component. Other terms that have
been used in this literature include “telehealth” or
“telemedicine,” which may be more representative of the
preferred medium. This finding is noteworthy in terms of
unpacking held assumptions about what is possible with virtual
care and understanding existing virtual care infrastructure. The
availability, familiarity, and technical ease of telephone-based
care (for both the provider and recipient) likely contributed to
the overall predominance of telephone visits. Further
investigation is required to determine the relative advantages
and drawbacks of the different modalities for delivering virtual
care.

Second, despite the positive value of virtual care discussed by
the majority of interview participants, 50% of the survey
respondents still indicated they would prefer to see their
physician in person. This could reflect the fact that at the time
of the survey, virtual care may have still been seen as a
COVID-19–related intervention rather than a potentially
permanent option for care delivery. In addition, only 68% of
respondents felt that the physician-patient relationship was the
same as during an in-person visit. These findings highlight that
there still may need to be a cultural shift before there is complete
comfort with virtual options as part of the standard of care in
Ontario.

Our study adds to the growing literature on virtual care in the
era of the COVID-19 pandemic and helps to inform virtual care
implementation beyond the pandemic as well. As the pandemic

has evolved, it has become clear that enhanced infection
prevention protocols are likely to remain at some level in
ambulatory care [25]. Moreover, now that the benefits of virtual
care have been experienced by patients and physicians, it is
likely that demand for virtual care will continue beyond the
pandemic. As such, we need to use experience data such as
those presented here to understand how virtual care performs
in real time from both the perspective of those who access care
and those who deliver it. Based on our data, we recommend a
flexible, blended care model utilizing virtual care and in-person
visits based on the type of appointment (eg, new patient, routine
follow-up, assessment of new problem), patient preference,
travel burden, and infection considerations. One size will not
fit all, and a blended model combining in-person and virtual
visits when tailored to each patient and visit is consistent with
a patient-centered approach to care delivery. Virtual visits
(including telephone visits) appear to be particularly well-suited
for routine follow-up appointments focused on nonurgent
matters. Virtual visits are also valued by patients when travel
is either too costly or burdensome. However, further work is
required to delineate the balance between telephone- versus
video-based virtual care and to determine which types of care
visits are most effective virtually. As new virtual technologies
and systems emerge, such as secure texting and remote
monitoring, it will also be important to reevaluate the benefits
and drawbacks of each approach, and to ensure that privacy,
confidentiality, and data quality are maintained. Prior to
COVID-19, virtual care was largely managed as a distinct
service model from in-person services; however, it is clear from
learnings throughout the pandemic, including our work, that
virtual and traditional care are complementary and that patients
need the flexibility to seamlessly transition between both
modalities. Considerable further work around quality, safety,
convenience, preference, and appropriateness needs to occur so
that the decisions on what modalities to offer and in what
circumstances are evidence-informed. We must also evaluate
the impact of virtual care on health care equity, as not all patients
will have access to the same technology, and we must ensure
that socioeconomic disparities are not widened or exacerbated
by the adoption of virtual health care options.

Strengths and Limitations
This study represents a robust and diverse sample of patient
responses, including diversity in gender, immigrant status, and
specialty care provided. We also leveraged the strength of
multiple data collection methods to be able to both capture the
experience of a large number of patients while at the same time
being able to gather a deeper understanding through the
individual interviews.

Despite its strengths, the study does have some limitations. We
only performed the data collection within a single hospital site
located in downtown Toronto, Canada. While our results may
not be generalizable to more rural or remote locations, we do
feel that our site represents a fairly typical tertiary health science
center, and therefore the insights learned here should be useful
to other centers.

Use of a web-based survey prevented us from recruiting patients
without an email address, which may have biased our sample
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toward respondents with higher digital literacy and educational
attainment. The survey and interviews were only conducted in
English, which also may have introduced a language bias to the
sample. Both of these methodologic choices may also explain
a lower survey sample size than we expected. In addition, as
with all patient-reported and qualitative data, there is some level
of volunteer bias. That said, the survey was offered to all patients
who participated in a virtual visit (physicians did not hand select
who would receive the survey). Volunteer bias in surveys and
interviewing is almost impossible to avoid; however, we used
rigorous qualitative methodology to ensure we recruited a
balanced and saturated sample for the interviews. Lastly, the
predominance of telephone and follow-up visits in our data,
while reflective of the “real-life” use of virtual care during the

pandemic, limits the ability to draw conclusions about video
visits or other care settings (eg, urgent care).

Conclusion
Providing alternative ways for providers and patients to deliver
and access high-quality specialist care has become a necessity
during the COVID-19 pandemic; however, the need and
preference for virtual care are likely to only increase in the
future. The patient experience data captured in this study
indicate a high level of satisfaction with virtual specialist care,
but also signal that there are nuances to be considered to ensure
it is an appropriate and sustainable part of the standard of care.
This type of multimethod, patient-oriented research combined
with provider experience insight will be crucial in informing
realistic guidance for health care systems across Canada.
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Abstract

Background: Event extraction is essential for natural language processing. In the biomedical field, the nested event phenomenon
(event A as a participating role of event B) makes extracting this event more difficult than extracting a single event. Therefore,
the performance of nested biomedical events is always underwhelming. In addition, previous works relied on a pipeline to build
an event extraction model, which ignored the dependence between trigger recognition and event argument detection tasks and
produced significant cascading errors.

Objective: This study aims to design a unified framework to jointly train biomedical event triggers and arguments and improve
the performance of extracting nested biomedical events.

Methods: We proposed an end-to-end joint extraction model that considers the probability distribution of triggers to alleviate
cascading errors. Moreover, we integrated the syntactic structure into an attention-based gate graph convolutional network to
capture potential interrelations between triggers and related entities, which improved the performance of extracting nested
biomedical events.

Results: The experimental results demonstrated that our proposed method achieved the best F1 score on the multilevel event
extraction biomedical event extraction corpus and achieved a favorable performance on the biomedical natural language processing
shared task 2011 Genia event corpus.

Conclusions: Our conditional probability joint extraction model is good at extracting nested biomedical events because of the
joint extraction mechanism and the syntax graph structure. Moreover, as our model did not rely on external knowledge and specific
feature engineering, it had a particular generalization performance.

(JMIR Med Inform 2022;10(6):e37804)   doi:10.2196/37804

KEYWORDS

nested biomedical event; joint extraction; graph convolutional network; GCN; Dice loss; syntactic structure

Introduction

Background
In recent years, event extraction research has attracted wide
attention, especially in biomedical event extraction, which is

critical for understanding the biomolecular interactions described
in the scientific corpus. Events are important concepts in the
field of information extraction. However, researchers have
different definitions of events, based on different research
purposes and perspectives. In the general domain, an event is
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a specific thing that describes a state change involving different
participants, such as the evaluation of automatic content
extraction, in which 8 categories and 33 subcategories of events
are defined in a hierarchical structure, and each type of event
contains a different semantic role. In the biomedical field,
McDonald et al [1] defined event extraction as multirelationship
extraction, the purpose of which was to extract semantic role
information between different entities in an event. For example,
the biomedical natural language processing (BioNLP) evaluation

task defined 9 different categories of biochemical events. Each
event included an event trigger and at least one event argument,
and the different event types had different semantic roles. Unlike
the events in automatic content extraction, biomedical events
may have nested event phenomena.

To clearly describe the progress of biomedical event extraction,
we defined 4 concepts for biomedical events, as shown in Figure
1 and Textbox 1.

Figure 1. Basic progress of biomedical event extraction, where yellow boxes represent the type of entity and the blue boxes represent the type of trigger.
Theme and cause represent the relationship between participant and event, namely, argument detection. IL-8: interleukin 8; TNF-alpha: tumor necrosis
factor.

Textbox 1. Concepts for biomedical events.

Event type

The semantic type of different events

Event description

A complete sentence or clause in the text that specifically describes at least one event

Event trigger

A word or phrase representing the occurrence of an event in the event description; usually of a verb or nonverb nature, and its category is event type;
it should be noted that each event has only 1 event trigger.

Event argument

The event participants describe the different semantic roles in the event, whose type represents the relationship between the event and related participants;
in the biomedical event system, there are 6 different semantic roles, where “theme” and “cause” are core arguments.

The task of event extraction comprises 3 subtasks: named entity
recognition, trigger recognition, and event argument detection.
Previous studies have relied on pipeline methods [2-5] to extract
biomedical events. For example, given the event description (a
sentence) shown in Figure 1, the event extraction system can
find 2 entities (“TNF-alpha” and “IL-8”) in this sentence at the
named entity recognition step. After recognizing triggers, it can
identify a positive regulation (“Pos_Reg”) event mention
triggered by a word activator and an expression (“Exp”) event
mention triggered by a word expression. On the basis of the
recognized entities and triggers, the system detects arguments
and associates them with the related event triggers. Thus, the
entity “TNF-alpha” is a participant in the positive regulation
event, and the entity “IL-8” is a participant in the expression
event. As the result of the previous step is the input of the
subsequent step, the pipeline methods probably introduce
cascading errors if the precision of the previous step is biased.

As the syntactic dependency tree enriches the feature
representation, previous studies tended to use syntactic relations
to improve the performance of event extraction. For example,
Kilicoglu et al [2] leveraged external tools to segment sentences,
annotate parts of speech (POS), and parse syntactic dependency.
Then, they joined these features to extract biomedical events
using a dictionary and rules. Björne et al [4] transferred the
syntactic relations to the path embeddings, then combined them
with word embeddings, POS embeddings, entity embeddings,
distance embeddings, and relative position embeddings to feed
into the convolutional neural network (CNN) model to extract
biomedical events. However, the previous studies only adopted
syntactic relations as the external features and ignored the
interrelations between triggers and related entities obtained from
the syntactic dependency tree, which improved the performance
of extracting simple events but not nested events.
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In this study, we mainly used the multilevel event extraction
(MLEE) corpus [6] and the BioNLP shared task (BioNLP-ST)
2011 Genia event (GE) corpus [7] to evaluate our method. There
is some explanation regarding the MLEE extending event
extraction methods to the biomedical information field and
covering all levels of biological tissue from molecules to entire

organisms. The MLEE label scheme is the same as the BioNLP
event system but has more abundant event types: 4 major
categories (anatomical, molecular, general, and planned) and
19 subcategories. The specific information is shown in Table
1.

Table 1. Primary event types and argument roles in the multilevel event extraction corpus (N=6827).

Values, n (%)Core argumentsEvent and subevent types

Anatomical

133 (2.42)Theme (entity)Cell proliferation

316 (4.81)Theme (entity)Development

855 (12.91)Theme (entity)Blood vessel development

469 (2.65)Theme (entity)Growth

97 (1.53)Theme (entity)Death

69 (1.1)Theme (entity)Breakdown

33 (0.45)Theme (entity)Remodeling

Molecular

17 (0.3)Theme (entity)Synthesis

435 (6.66)Theme (entity)Gene expression

37 (0.61)Theme (entity)Transcription

26 (0.39)Theme (entity)Catabolism

33 (0.5)Theme (entity)Phosphorylation

6 (0.09)Theme (entity)Dephosphorylation

General

450 (6.87)Theme (entity)Localization

187 (2.92)Theme (entity)Binding

773 (11.81)Theme (entity or event) and cause (entity or event)Regulation

1327 (20.33)Theme (entity or event) and cause (entity or event)Positive regulation

921 (14.08)Theme (entity or event) and cause (entity or event)Negative regulation

Planned

643 (9.9)Theme (entity or event)Planned process

To abate the impact of cascading errors, we propose an
end-to-end conditional probability joint extraction (CPJE)
method that can effectively transmit trigger distribution
information to the event argument detection task. To capture
the interrelations between triggers and related entities and
improve the performance of extracting nested biomedical events,
we integrated the syntactic dependency tree into an
attention-based gate graph convolutional network (GCN), which
can capture the flow direction of the key information. The
contributions of this study are as follows:

1. We propose an end-to-end CPJE framework, CPJE, which
effectively leverages trigger distribution information to
enhance the performance of event argument detection and
weakens cascading errors in the overall event extraction
process.

2. We used the syntactic dependency tree to capture the
interrelations between triggers and related entities and

integrated the tree into an attention-based gate GCN to
extract nested biomedical events.

3. We obtained state-of-the-art performance on the MLEE
and BioNLP-ST 2011 GE corpora for extracting nested
biomedical events.

We summarize the current frameworks for event extraction
tasks in the Related Works section. We introduce our framework
in the Methods section. We display the overall performance in
the Results section. We present the ablation study, visualization,
and case study in the Discussion section. We summarize this
work and discuss future research directions in the Conclusions
section.

Related Works
The biomedical event extraction problem is similar to general
domain event extraction and entity relationship extraction;
therefore, we have many theoretical foundations and
experimental methods that can be used for reference.
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Entity Relationship Extraction
Biomedical events can be regarded as complex relationship
extraction tasks, and relationship extraction methods have
achieved excellent results in various fields. Therefore, we
studied some relationship extraction methods to help conceive
the construction of event extraction models. With the
development of deep learning, an increasing number of
researchers have used deep learning algorithms to achieve the
joint extraction of entity relationships [8]. To solve the problem
of a sparse number of labeled samples, distant supervision
methods have been applied to the relationship extraction task
[9]. Deep reinforcement learning (RL) algorithms have also
been applied to the relationship extraction task to solve noisy
data samples [10]. In addition, with the widespread application
of graph neural networks (GNNs), GCNs have been used in
certain relation-extraction tasks [11,12].

General Domain Event Extraction
In general, news event extraction is a research hot spot. Some
methods have improved the performance of event extraction by
studying feature engineering. Sentence-level feature extraction
included combinational features of triggers and event arguments
[13] or combinational features of triggers and entity relationships
[14]. Document-level feature extraction included common
information event extraction from multiple documents [15] and
joint event argument extraction based on latent-variable
semi-Markov conditional random fields [16]. Others have also
used deep learning to reduce feature engineering, which
improves a model’s generalization ability and extraction
performance; for example, learning context-dependency
information with recurrent neural networks [17], detecting
events with nonconsecutive CNNs [18], and obtaining syntactic
structure information with GCNs [19]. All these methods have
laid a better foundation for the extraction of biomedical events.

Biomedical Event Extraction
Extracting biomedical events is one of the BioNLP-STs
[7,20,21]. Previous studies mainly explored human-engineered
features based on a support vector machine model [22-25].
Owing to error transmission in the pipeline approach, Riedel et
al [26] developed a joint model with dual decomposition, and
Venugopal et al [27] leveraged Markov logic networks for joint
inference. Recently, most studies have observed remarkable
benefits of neural models. For example, some have started to
add POS tags and syntactic parsing with different neural models
[28], improved the biomedical event extraction model using
semisupervised frameworks [29], attempted to use attention
mechanisms to obtain the semantic relationship of biomedical
texts [5], and used distributed representations to obtain context
embedding [3,4,30,31]. To incorporate more information from
the biomedical knowledge base (KB), Zhao et al [32] leveraged

a RL framework to extract biomedical events with
representations from external biomedical KBs. Li et al [33]
fused gene ontology into tree long short-term memory (LSTM)
models with distributional representations. Huang et al [34]
used a GNN to hierarchically emulate 2 knowledge-based views
from the Unified Medical Language System with conceptual
and semantic inference paths. Trieu et al [35] used multiple
overlapping, directed, acyclic graph structures to jointly extract
biomedical entities, triggers, roles, and events. Zhao et al [36]
combined a dependency-based GCN with a hypergraph to jointly
extract biomedical events. Ramponi et al [37] proposed a joint
end-to-end framework that regards biomedical event extraction
as sequence labeling with a multilabel aware encoding strategy.

Compared with these methods, our approach joint extracts the
biomedical events with a probability distribution of triggers,
which alleviates the cascading errors introduced by the pipeline
methods. Moreover, considering the potential interrelations
between triggers and related entities, our approach integrates
the syntactic structure into an attention-based gate GCN to
capture the flow direction of key information, which greatly
improves the extraction performance for nested biomedical
events. It is important to mention that our approach does not
require any external resources to assist the biomedical event
extraction task.

Methods

Overview
This section illustrates the proposed CPJE model. Let
W={w1,w2,...,wn} be a sentence of length n, where wi is the ith
word in a sentence. Similarly, E={e1,e2,...,ek} is a set of entities
mentioned in a sentence, where k is the number of entities. As
the trigger may comprise multiple tokens, we used the BIO tag
scheme to annotate the trigger type of each token in the sentence.
When we obtained the corresponding event trigger in the
sentence, we used this information to predict the corresponding
event arguments.

As shown in Figure 2, our CPJE model mainly includes 3 layers:
an input layer, an information extraction layer, and a joint
extraction layer. The input layer converts unstructured text
information (such as word sequences, syntactic structure trees,
POS label representations, and entity label information) into a
structured discrete representation and inputs it into the next
layer. The information extraction layer converts discrete
information into continuous feature representations, which
deeply extracts the semantic and dependence information in a
sentence. The joint extraction layer parses the previous fusion
information and sends the parsed information into the trigger
softmax classifier and event softmax classifier to jointly extract
biomedical events.
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Figure 2. The architecture of the conditional probability joint extraction framework, where numbers 0 to 9 represent each word in the sentence, the
blue bar represents BioBERT embedding, the yellow bar represents POS-tagging embedding, and the green bar represents entity embedding. BERT:
Bidirectional Encoder Representation From Transformers; BioBERT: Biomedical Bidirectional Encoder Representation From Transformers; B-BVD:
B-blood vessel development; LSTM: long short-term memory; POS: parts of speech.

Information Extraction Layer
This is not explained in detail as the input layer was too
superficial (only converting the text into a sequence of numbers).
Each module of the information extraction layer is presented
in the following sections.

Word Representation
In the word representation module, to improve the representation
capability of the initial features, each word wi in the sentence
is transformed to a real-valued vector xi by concatenating the
embeddings described in the following sections.

Biomedical Bidirectional Encoder Representation From
Transformers Embedding
We used the Biomedical Bidirectional Encoder Representation
from Transformers (BioBERT) pretraining model [38] to obtain
the dynamic semantic representation of the word wi. BioBERT
embedding comprises token embedding, segment embedding,
and position embedding, which is encoded as a consequence
by a multilayer bidirectional transformer. Thus, it includes rich
semantic and positional information. Furthermore, it can solve
the polysemy problem of words. We define ai as the word vector
representation of the word wi.

POS-Tagging Embedding
We used a randomly initialized POS-tagging embedding table
to obtain each POS-tagging vector. We defined bi as the
POS-tagging vector representation of the word wi.

Entity Label Embedding
Similar to the POS-tagging embedding, we used the BIO label
scheme to annotate the entities mentioned in the sentence and
convert the entity type label into a real-value vector by
consulting the embedding table. We defined ci as the entity
vector representation of the word wi.

The transformation from the token wi to the vector xi converts
the input sentence W into a sequence of real-valued vectors

X={x1,x2,...,xn}, , where is the concatenation operation,
xi is the μ dimension (ie, the sum of the dimensions of ai, bi,

and ci), and . X is fed into the subsequent blocks to obtain
more valuable information for extracting biomedical events.

Bidirectional LSTM
To obtain the context information of the input text and avoid
the gradient explosion problem caused by long texts, we chose
the classic bidirectional LSTM (BiLSTM) structure to extract
the context features of the word representations.

We fed the word representation sequence X={x1,x2,...,xn} into

BiLSTM to obtain the forward hidden unit ht
f and the backward

hidden unit ht
b with φ dimension in time t according to equation

1. We represented all the hidden states of the forward LSTM

and backward LSTM as and , respectively, where n is the
number of LSTM hidden units:
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Finally, we concatenated these 2 matrices to obtain the context

representation of BiLSTM:

Gate GCN
To obtain the syntactic dependence in a sentence, we reference
the method proposed by Liu et al [19] to apply a gate GCN
model to analyze the sentence-dependent features. We
considered an undirected graph G=(V, ε) as a syntactic
dependency tree for the sentence W, where V is the set of nodes

and ε is the set of edges. Defining , vi represents each word

wi of sentence W, and each edge represents a directed
syntactic arc from word wi to word wj, with dependency type
Re. In addition, for the sake of moving information along the
direction, we add the corresponding reversed edge (vw, vi) with
dependency type Re′ and self-loops (vi, vi) for any node vi.
According to statistics, we used the Stanford Parser [39] to
obtain approximately 50 different kinds of syntactic dependency.
To facilitate the GCN internal calculation, we only considered
the direction of information flow and simplified the original
dependency into 3 forms, as shown in equation 4:

For node , we can use the hidden vector hv
(j) in the jth gate

GCN layer to compute the hidden vector hv
(j+1) of the next layer:

where Re(u,v) is the dependency type between nodes u and v,

WRe(u,v)
(j) and bRe(u,v)

(j) are the weight matrix and bias,
respectively. N (v) is the set of neighbors of node v, including

V. The weight of edge (u, v) is gu,v
(j), which applies the gate to

the edge to indicate the importance of the edge, as shown in
equation 6:

Here, VRe(u,v)
j and dRe(u,v)

j are the gate weight matrix and bias,
respectively. We used BioBERT embedding A={a1,a2,...,an} to
initialize the input of the first GCN layer. Stacking k GCN layers

can obtain a syntactic information matrix , where m is the
dimension of node vi with the same dimension of ai.

Multi-Head Attention
As shown in Figure 2, multi-head attention [40] comprises H
self-attentions, which can thoroughly learn the similarity
between nodes and calculate the importance of each node so
that the model can focus on more critical node features. Let

Wi
Q, Wi

K, and Wi
V be the ith initialized weight matrix of Q, K,

and V, known by equation 7:

Here, , , , and dk=dv=m/H.

We calculated the scoring matrix of the ith head according to
equation 8. After concatenating H heads, we used equation 9

to obtain the attention output matrix M. is the linear
transformation matrix:

Joint Extraction Layer

Tagger
The tagger comprises a unidirectional LSTM that takes the
context representation given by BiLSTM as the input and the
syntactic dependency representation generated by the attention
GCN module to parse the information of the previous layer. Let

. After the tagger module, we obtained the output matrix O,
which was sent to the conditional probability extraction module.

Conditional Probability Extraction
Most joint extraction models input the same source information
into different subtask classifiers simultaneously to achieve

information sharing, as shown in equation 10, where is the

output of the trigger in time step i and is the output of the
argument in step j.

However, when the occurrence frequency of 2 subtasks in the
same data set varies significantly, the model easily focuses on
high-frequency subtasks and ignores low-frequency subtasks.
Similar to the biomedical event extraction task, for the trigger
recognition and event argument detection subtasks, each event
trigger (ie, biomedical event) may contain 0, 1, or 2 participating
elements, and the participating element may also be another
event; therefore, the contribution of the trigger recognition task
will be greater than that of the event argument detection task.
To alleviate the abovementioned problems and reduce the
cascading errors between these 2 subtasks, we combined the
softmax output after trigger recognition and the source
information to extract the trigger vector Tri and event argument
vector Canj according to the location of triggers and candidate
arguments. Finally, by aggregating and inputting them into the
event extraction classifier and learning the distribution features
of the trigger label, our model directly achieved biomedical
event extraction without postprocessing.

Here, Wtri and btri are the weight matrix and bias for trigger
recognition, separately. The probability output of the trigger

softmax of the kth word is softk. W
event and bevent are the weight

matrix and bias for event extraction, separately. The number of
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words of the ith trigger and the jth candidate argument are im
and jn, separately. Ok is the source information vector of the kth
word.

Comparing equation 10 with equation 11, we found that it only
realizes the joint extraction of triggers and event arguments
using equation 10; therefore, it needs postprocessing to seek
out the tuple of events. However, owing to the aggregation of
trigger distribution information, we can discover which event
argument belongs to the trigger of step t using equation 11.

Joint Dice Loss
Owing to the sparse data of the biomedical event corpus and
the imbalance between positive and negative examples, the
cross-entropy or negative log-likelihood loss function causes a
large discrepancy between precision and recall. To alleviate this
problem, we propose using a joint weight self-adjusting Dice
loss function [41], as follows:

Here, N is the number of sentences in the corpus; np, tp, and ep

are the number of tokens, extracted trigger candidates, and

arguments of the lth sentence, λ is for smoothing purposes, β
is a hyperparameter to adjust the loss, and θ is the model’s
parameters that should be trained.

Training
The CPJE model was trained using several epochs. In each
epoch, we divided the training set into batches, each containing
a list of sentences and each sentence containing a set of tokens
of variable lengths. One batch was in progress at a time step.

For each batch, we first ran the information extraction layer to

generate the context representation and the attention

representation with syntactic information . Then, we
combined L and M as the input of LSTM to generate source
information O. In the end, we ran the joint extraction layer to
compute gradients for overall network output (triggers and
events). After that, we back propagated the errors from the
output to the input through CPJE and updated all the network
parameters. The overall procedure of the CPJE model is
summarized in Textbox 2.

Textbox 2. The training procedure of the conditional probability joint extraction model.

Input

1. Sequence of tokens {w1,...,wn} along with corresponding event labels

2. Set of edges {e12,...,eij,...,emn} for each corresponding token

Output

All parameters in the conditional probability joint extraction model

1. For each epoch do

2. For each epoch do

3. Generate L and M by information extraction layer via equations 3 and 9

4. Concatenate L and M as T

5. Generate the source information O={o1,...,on} by long short-term memory

6. Compute the trigger scores yt and the trigger softmax probability soft by the “SoftMax Trigger” block in the joint extraction layer via the first
equation in equation 11

7. Fuse O and soft via the second and third equations in equation 11

8. Compute the event scores yt. by the “SoftMax Event” block in the joint extraction layer via the fourth equation in equation 11

9. Update the parameters by the back propagation algorithm

10. End for

11. End for

Data
Our experiments were conducted mainly on the MLEE corpus
[6], as shown in Table 2, which has 4 categories containing 19
predefined trigger subcategories. There are 262 documents with
56,588 words in total, with 8291 entities and 6677 events. From
Table 2, we note that the number of anatomical-level events is
higher than the number of molecular-level and planned-level

events, although general biomedical events dominate overall.
Overall, 18% (1202/6677) of the total events involved either
direct or indirect arguments at both the molecular and anatomical
levels. From Table 1, we find that the arguments of regulation,
positive regulation, negative regulation, and planned process
events may not be only entities but also other events; therefore,
these events are nested events, which account for approximately
54.87% (3664/6677) of all events.

JMIR Med Inform 2022 | vol. 10 | iss. 6 |e37804 | p.311https://medinform.jmir.org/2022/6/e37804
(page number not for citation purposes)

Wang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. The multilevel event extraction statistical information.

Total, NTest, n (%)Development, n (%)Training, n (%)Item

26287 (33.2)44 (16.8)131 (50)Document

2608880 (33.74)457 (17.52)1271 (48.73)Sentence

56,58819,103 (33.76)9610 (16.98)27,875 (49.26)Word

82912713 (32.72)1431 (17.26)4147 (50.02)Entity

66772206 (33.04)1175 (17.6)3296 (49.36)Event

1675596 (35.58)269 (16.06)810 (48.36)Anatomical

705240 (34.0)125 (17.7)340 (48.2)Molecular

36541176 (32.18)627 (17.16)1851 (50.66)General

643194 (30.2)154 (24.0)295 (45.9)Planned

In addition, we verified our experiment using the BioNLP-ST
2011 GE corpus [7]. As shown in Table 3, the BioNLP-ST 2011
GE corpus defines 9 biomedical event types. It is noted that a
binding event probably requires >1 protein entity as its theme
argument, and a regulation event is likely to require a protein

or an event as its theme argument and needs a protein or an
event as its cause argument. There were 37.20% (9288/24,967)
of events (regulation, positive regulation, and negative
regulation) that led to a nested structure.

Table 3. The primary event types and core argument roles in the BioNLP-STa 2011 GEb corpus and the important statistical information of the GE
corpus.

Values, NCore argumentsEvent types and BioNLP-ST 2011 GE items

Event type

N/AcTheme (protein)Gene expression

N/ATheme (protein)Transcription

N/ATheme (protein)Protein catabolism

N/ATheme (protein)Phosphorylation

N/ATheme (protein)Localization

N/ATheme (protein)dBinding

N/ATheme (protein or event) and cause (protein
or event)

Regulation

N/ATheme (protein or event) and cause (protein
or event)

Positive regulation

N/ATheme (protein or event) and cause (protein
or event)

Negative regulation

BioNLP-ST 2011 GE corpus statistics

1224N/ADocument

348,908N/AWord

21,616N/AEntity

24,967N/AEvent

aBioNLP-ST: BioNLP shared task.
bGE: Genia event.
cN/A: not applicable.
dRepresents the number of arguments >1.

Hyperparameter Setting
For the hyperparameter settings of our experiment, we used 768
dimensions for the BioBERT embeddings and set 64 dimensions
for the POS-tagging and entity label embeddings. We applied
a 1-layer BiLSTM with 128 hidden units and used a 2-layer

GCN and 2-head self-attention for our model. The dropout rate
was 0.3, the learning rate was 0.01, and the optimization
function was stochastic gradient descent (SGD). The training
of our CPJE model was based on the operating system of Ubuntu
20.04, using PyTorch (version 1.9.0) and Python (version 3.8.8).
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The graphics processing unit was an NVIDIA TITAN Xp with
12 GB of memory. Results

Overall Performance on MLEE
We compare our performance with the baselines shown in
Textbox 3.

Textbox 3. Baselines for performance.

EventMine

Pyysalo et al [6] applied a pipeline-based event extraction system, mainly relying on support vector machine classifiers to implement trigger recognition
and event extraction.

Semisupervised learning

This is a semisupervised learning framework proposed by Zhou et al [30], which can use unannotated data to extract biomedical events.

Convolutional neural network

Wang et al [3] used convolutional neural networks and multiple distributed feature vector representations to achieve event extraction tasks.

mdBLSTM (bidirectional long short-term memory with a multilevel attention mechanism and dependency-based word embeddings)

He et al [5] proposed a bidirectional long short-term memory neural network based on a multilevel attention mechanism and dependency-based word
embeddings to extract biomedical events.

Reinforcement learning+knowledge bases

Zhao et al [32] proposed a framework of reinforcement learning with external biomedical knowledge bases for extracting biomedical events.

DeepEventMine

Trieu et al [35] proposed an end-to-end neural model. It uses a multioverlapping directed acyclic graph to detect nested biomedical entities, triggers,
roles, and events.

Hierarchical artificial neural network

Zhao et al [36] proposed a 2-level modeling method for document-level joint biomedical event extraction.

Table 4 illustrates the overall performance against the
state-of-the-art methods with gold standard entities. As seen in
this table, our CPJE model achieved only a slight improvement
in the trigger recognition task. For the event extraction task, the
F1 score was significantly better than the other baselines.
Notably, the gap between the precision and recall of our model
was much smaller than that of the mdBLSTM (bidirectional
long short-term memory with a multilevel attention mechanism
and dependency-based word embeddings) model, and the
precision was much better than that of the RL+KBs model. This

indicates that our model had a better effect on reducing
cascading errors than the pipeline models. In addition, the
hierarchical artificial neural network (HANN) model was also
a joint extraction model; however, its performance is
disappointing. This is because the HANN model focuses on
extracting document-level biomedical events, which contain
many cross-sentence entities, triggers, and events. However,
other models aim to extract sentence-level events; therefore,
the performance of these models is better than that of the HANN
model.
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Table 4. Overall performance on multilevel event extraction compared with the state-of-the-art methods with gold standard entities.

Event extraction (%)Trigger recognition (%)Method

F1 scoreRecallPrecisionF1 scoreRecallPrecision

55.2049.5662.2875.8481.6970.79EventMinea

57.4159.1655.7676.8982.2672.17SSLa,b

58.3156.2360.5677.9775.2380.92CNNa,c

59.6144.5090.2479.5576.5682.79mdBLSTMa,d

60.0956.8163.78N/AN/AN/AgRLe+KBsa,f

61.8755.4969.91N/AN/AN/ADeepEventMineh

59.7456.0863.91N/AN/AN/AHANNh,i

62.80j55.2372.2680.1878.2582.20Our modelh

aPipeline model.
bSSL: semisupervised learning.
cCNN: convolutional neural network.
dmdBLSTM: bidirectional long short-term memory with a multilevel attention mechanism and dependency-based word embeddings
eRL: reinforcement learning.
fKB: knowledge base
gN/A: not applicable.
hJoint model.
iHANN: hierarchical artificial neural network.
jThe best value compared with baselines.

The Performance for Nested Events on MLEE
To evaluate the effectiveness of our model for improving the
nested biomedical event extraction, we split the test set into 2
parts (simple and nested). Simple means that 1 event only regards
the entities as its arguments; nested means that one of the
arguments of an event may be another event. In general, nested
events are present in regulation, positive regulation, negative
regulation, and planned process events.

Table 5 illustrates the performance (F1 scores) of the CNN
model [3], the RL+KBs model [32], the DeepEventMine [35]

model, the HANN [36] model, and our model in the trigger
recognition and event extraction subtasks. In the simple and
nested data of triggers, our framework was 0.44% and 1.25%
better than the CNN model, which demonstrates that our model
can improve the performance of trigger recognition. However,
there is no significant difference between simple and nested
triggers. In the nested data of events, our model was 6.97%
higher than the CNN model, 2.57% higher than the RL+KBs
model, 9.53% higher than the DeepEventMine model, and
15.8% higher than the HANN model, which illustrates that our
CPJE model of using a gate GCN and an attention mechanism
helps to enhance the performance of extracting nested events.
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Table 5. The F1 score performance on simple events, nested events, and all events on the multilevel event extraction corpus.

All (%)Nested (%)Simple (%)Subtask and model

Trigger

78.5278.8079.52CNNa

N/AN/AN/AdRLb+KBsc

N/A79.12N/ADeepEventMine

N/AN/AN/AHANNe

80.18f80.05f79.96fOur model

Event

58.8754.2961.33CNN

60.0958.69N/ARL+KBs

61.8751.73N/ADeepEventMine

59.7445.4677.08fHANN

62.80f61.26f64.85Our model

aCNN: convolutional neural network.
bRL: reinforcement learning.
cKB: knowledge base.
dN/A: not applicable.
eHANN: hierarchical artificial neural network.
fThe best value compared with other models.

The Performance for All Events on MLEE
To illustrate the impact of our framework on different events
in more detail, Table 6 presents the event extraction performance
for all event types. From this table, we obtain the best extraction

performance for dephosphorylation events and the worst
performance for transcription events. In addition, the catabolic
events had the best extraction precision, and the phosphorylation
events had the best extraction recall rate.
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Table 6. The extraction performance for different events on multilevel event extraction corpus.

F1 score (%)Recall (%)Precision (%)Events

60.4758.5762.50Cell proliferation

58.2266.4351.82Development

80.5772.6690.42Blood vessel development

61.3750.5878.02Growth

56.8144.3279.12Death

57.5948.3071.30Breakdown

69.4158.3285.71Remodeling

28.5320.3048.00Synthesis

78.3882.4274.72Gene expression

22.2233.3316.67Transcription

66.6750.00100.00Catabolism

94.74100.0090.00Phosphorylation

100.00100.00100.00Dephosphorylation

60.5749.9876.86Localization

60.7151.2374.52Binding

56.9951.4963.82Regulation

61.5150.6678.28Positive regulation

59.1354.6964.35Negative regulation

59.4251.8669.57Planned process

62.8061.2664.85All

Overall Performance on BioNLP-ST 2011 GE
To improve persuasion, we extended our experiment to the
BioNLP-ST 2011 GE corpus. We compared our event extraction
results with those of previous systems using the same corpus,
as shown in Table 7. Among them, the Turku Event Extraction
System (TEES) [42], EventMine [6], and stacked generalization
[25] systems are based on support vector machines with
designed features. The TEES-CNNs [4] are CNNs integrated
into the TEES system to extract relations and events. The
DeepEventMine [35] is based on bidirectional transformers and
an overlapping directed acyclic graph to jointly extract

biomedical events. The HANN [36] model relies on the GCN
and hypergraph to obtain local and global contexts. The
KB-driven tree LSTM [33] depends on KB concept embedding
to improve the pretrained distributed word representations. The
Graph Edge-conditioned Attention Networks with Science
BERT (GEANet-SciBERT) [34] adopts a hierarchical graph
representation encoded by graph edge-conditioned attention
networks to incorporate domain knowledge from the Unified
Medical Language System into a pretrained language model.
Table 7 illustrates that except for the DeepEventMine, our
approach outperformed all previous methods.
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Table 7. The performance of biomedical event extraction on the BioNLP shared task 2011 Genia event corpus.

F1 score (%)Recall (%)Precision (%)Method and event type

TEESa,b

53.3049.5657.65Event totalc

EventMinea

57.9853.3563.48Event total

Stacked generalizationa

56.3848.9666.46Event total

TEES-CNNsa,d

58.0749.9469.45Event total

HANNe,f

61.1053.2171.73Event total

KBg-driven tree LSTMe,h

78.7372.6285.95Simple totali

44.1037.6853.16Binding

47.7241.7355.73Regulation totalj

58.6552.1467.10Event total

GEANet-SciBERTe,k

50.9147.2355.21Regulation total

60.0656.1164.61Event total

DeepEventMinee

56.64l51.8862.36Regulation total

63.96l55.0676.28Event total

Our modele

80.5278.8882.23Simple total

44.6237.4855.12Binding

51.4846.3957.82Regulation total

61.5053.3372.62Event total

aPipeline model.
bTEES: Turku Event Extraction System.
cRepresents the overall performance on the test set.
dCNN: convolutional neural network.
eJoint model.
fHANN: hierarchical artificial neural network.
gKB: knowledge base.
hLSTM: long short-term memory.
iRepresents the overall performance for simple events on the test set.
jRepresents the overall performance for nested events on the test set (including regulation, positive regulation, and negative regulation subevents).
kGEANet-SciBERT: Graph Edge-conditioned Attention Networks with Science BERT.
lThe best value compared with other models.

The KB-driven tree LSTM and GEANet-SciBERT both draw
on the KB to enhance the semantic representation of words to
improve the extraction performance of nested (regulation)
events. However, the KB-driven tree LSTM only leverages

traditional static word embedding, which cannot deeply integrate
information from the KB; thus, its performance on nested events
is unsatisfactory.
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Unlike the KB-driven tree LSTM method, the
GEANet-SciBERT model uses a specialized medical KB and
scientific information to enrich the dynamic semantic
representation of Bidirectional Encoder Representation from
Transformers (BERT) and enhances the capability of inferring
nested events via a novel GNN. Thus, the F1 scores for the
nested event extraction were significantly boosted.

Interestingly, the DeepEventMine had an outstanding
performance for extracting nested biomedical events on
BioNLP-ST 2011 GE but had a passive performance on MLEE.
There are three reasons for this fact. First, the DeepEventMine
model jointly learns 4 biomedical information tasks (entity
detection, trigger detection, role detection, and event detection),
which can share more biomedical features and knowledge when
model training. Second, the DeepEventMine model uses a more
complex graph structure (multiple overlapping directed acyclic
graphs) to obtain rich syntactic information. (Finally, the
BioNLP-ST 2011 GE data set size is larger than that of the
MLEE data set; thus, the DeepEventMine model can be fully
trained on a large corpus and enhance the performance of
extracting nested events.

Discussion

In this section, we will study and discuss the performance of
our CPJE model using the MLEE corpus.

Ablation Study

The Impact of the BiLSTM
Although the output of BioBERT contains rich semantic
information, it has some noise impact on semantic information
after concatenating POS embedding, entity embedding, and
BioBERT embedding. In addition, the dimension of the
BioBERT output is 768, and the total size after concatenation
is more extensive, which tends to cause the phenomenon of
combination explosion in the feature space. Therefore, we
considered using a BiLSTM, which reduces the total dimension
and integrates other information with the BioBERT information
to obtain a richer semantic representation.

If we remove the BiLSTM layer, the trigger recognition
precision is dropped from 82.20% to 75.64%, and the trigger
recognition F1 score is dropped from 80.18% to 76.39%, which
further affects the event extraction performance (the event
extraction F1 score is fell from 62.80% to 58.02%).

The Impact of Softmax Probability
To evaluate the contribution of the softmax probability
distribution after trigger prediction to the event extraction task,
we used the traditional joint extraction method (as shown in
equation 10), which only uses source information when
extracting candidate trigger vectors and event argument vectors.

If we only use the source information (soft trigger) for joint
extraction, the event extraction task lacks the probability

distribution information after trigger recognition, which results
in a decline in the recall rate of the model and further affects
the F1 scores (the event extraction F1 score is dropped from
62.80% to 60.09%). However, the overall result is still slightly
higher than the pipeline baseline, which also reflects that joint
extraction can eliminate cascading errors.

The Impact of GCN
We removed the syntactic structure to evaluate the importance
of the GCN network; therefore, the GCN module was useless
in our model. If the model lacks the GCN component, the
performance of trigger recognition is slightly degraded (the
trigger recognition F1 score is fell from 80.18% to 78.78%),
and the result of event extraction is significantly worse than
that of the proposed model (the event extraction F1 score is fell
from 62.80% to 58.40%).

As the syntactic structure can provide significant potential
information for event extraction, the GCN model can be aware
of the direction of information flow in syntactic structures and
capture these features effectively. Therefore, the GCN model
is vital for event extraction.

The Impact of Dice Loss
In the face of an imbalance in biomedical corpora, we used the
Dice loss function. To verify that the Dice loss function had a
better effect on event extraction, we used the cross-entropy loss
function for comparison.

A significantly large number of negative examples in the data
set indicates that easy-negative examples are extensive. A large
number of straightforward examples overwhelmed the training,
making the model insufficient to distinguish between positive
and hard-negative examples. As the cross-entropy loss is
accuracy oriented and each instance contributes equally to the
loss function, the precision of the model increases (the event
extraction precision is risen from 72.26% to 89.26%), but the
F1 scores do not increase (the event extraction F1 score is
dropped from 62.60% to 60.30%). Dice loss is a muted version
of the F1 score—the harmonic mean of precision and recall.
When the positive and negative examples in the data set are
unbalanced, the Dice loss will reduce the focus on the
easy-negative sample and increase the attention on positive and
hard-negative samples, thereby balancing the precision and
recall values and increasing the F1 scores.

Visualization
For the effectiveness of the attention-based gate GCN, we used
the sentence “Effects of spironolactone on corneal allograft
survival in the rat” in Figure 3 as an example to illustrate the
captured interaction features. From Figure 3B, we know this
sentence contains 2 events: a regulation event caused by effects
and a death event caused by survival. In addition, a death event
is one of the arguments for the regulation event.
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Figure 3. An example of attention-based gate graph neural network effectiveness. (A) Row-wise heap map, where each row is an array of average
scores of the 2 heads obtained from the multi-head attention mechanism. The darker the color, the higher the score and the stronger the interaction. (B)
Dependency parsing result produced by Stanford CoreNLP and the golden relationships between event triggers and arguments, where yellow boxes
represent entity type, and the blue boxes represent event type.

As we can see in Figure 3A, the effects row has moderately
strong links with Effects (self), spironolactone (its argument),
and survival (its argument and another event). Meanwhile, the
survival row has strong links with survival (self), effects (another
event), and corneal allograft (its argument). In addition, the
words rat and on also have strong connections with survival,
which means that the syntactic dependency information
generated by parsing is propagated through the GCN.

Case Study

Overview
Our framework has not achieved state-of-the-art results for the
BioNLP-ST 2011 GE corpus. However, the performance of
extracting nested biomedical events is satisfactory, particularly
in the MLEE corpus. To more intuitively demonstrate the

performance of our model in extracting nested biomedical
events, we analyzed 3 examples of nested events selected from
the MLEE test set to study the strengths and weaknesses of our
model compared with the CNN [3].

Case 1
As shown in Figure 4, case 1 is a simple nested event, where
the role type of event argument is only the theme. It is a nested
event; however, both the CNN and our model obtained correct
event extraction results. This is because this sentence does not
have a complete component, and perhaps, it is only a part of a
complete sentence. The simpler the sentence structure is, the
easier it is for the model to extract practical features. Therefore,
the extraction performance for such nested events is generally
favorable.

Figure 4. Case study for a simple nested event on the multilevel event extraction corpus. CNN: convolutional neural network.
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Case 2
Case 2 is a general nested event whose sentence component is
complete, and the role types of event arguments are theme and
cause. As shown in Figure 5, the CNN model detects all correct
event triggers but cannot detect the correct event arguments.
The CNN model is a pipeline approach that considers trigger
recognition and argument detection tasks in a cascade rather
than a parallel relationship. In general, they first input the text
into the CNN model to identify the triggers in the sentence.
Then, they construct <trigger, entity> or <trigger, trigger>

candidate pairs and input them into the CNN model again to
detect the arguments. Finally, rule-based or machine
learning-based methods are used to postprocess triggers and
arguments to construct complete biomedical events. If there is
an error in some of these steps, it will directly affect the
performance of event extraction. However, our joint method
regards trigger recognition and argument detection as parallel
tasks that can provide valid information. Thus, we trained both
tasks jointly with one model, and errors could only be generated
during the model training.

Figure 5. Case study for a common nested event on multilevel event extraction corpus. CNN: convolutional neural network.

Case 3
Case 3 is a cross-sentence nested event, as shown in Figure 6.
From this example, we can determine what needs to be
improved. As multiple events are nested in each other, and some
of these events are not in the same sentence, this prevents the

model from extracting all events efficiently and accurately.
Compared with the CNN model, although our model can identify
the positive regulation event triggered by resulting, it is not in
the same clause as the development event triggered by create,
which causes the positive regulation event to lack an event
argument.
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Figure 6. Case study for an across-sentence nested event on multilevel event extraction corpus. CNN: convolutional neural network.

Conclusions
In this study, a CPJE framework based on a multi-head attention
graph CNN is proposed to achieve biomedical event extraction
tasks. The cascading errors between the 2 subtasks were reduced
because of the use of the joint extraction framework. With the
help of the attention-based gate GCN, syntactic dependency
information and the interrelations between triggers and related
entities were effectively learned; thus, the extraction

performance of nested biomedical events improved. The Dice
loss replaced the cross-entropy loss, which weakened the
negative impact of the imbalanced data set. Overall, the model
obtained the best F1 score in the MLEE biomedical event
extraction corpus and achieved favorable performance on the
BioNLP-ST 2011 GE corpus. In the future, we will consider
integrating external resource knowledge to allow the model to
learn richer information and improve the performance of
cross-sentence nested events.
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Abbreviations
BERT: Bidirectional Encoder Representation From Transformers
BiLSTM: bidirectional long short-term memory
BioBERT: Biomedical Bidirectional Encoder Representation From Transformers
BioNLP: biomedical natural language processing
BioNLP-ST: biomedical natural language processing shared task
CNN: convolutional neural network
CPJE: conditional probability joint extraction
GCN: graph convolutional network
GE: Genia event
GEANet-SciBERT: Graph Edge-conditioned Attention Networks with Science BERT
GNN: graph neural network
HANN: hierarchical artificial neural network
KB: knowledge base
LSTM: long short-term memory
mdBLSTM: bidirectional long short-term memory with a multilevel attention mechanism and dependency-based
word embeddings
MLEE: multilevel event extraction
POS: parts of speech
RL: reinforcement learning
SGD: stochastic gradient descent
TEES: Turku Event Extraction System
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