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Abstract

Background: Nowadays, intelligent medicine is gaining widespread attention, and great progress has been made in Western
medicine with the help of artificial intelligence to assist in decision making. Compared with Western medicine, traditional Chinese
medicine (TCM) involves selecting the specific treatment method, prescription, and medication based on the dialectical results
of each patient’s symptoms. For this reason, the development of a TCM-assisted decision-making system has lagged. Treatment
based on syndrome differentiation is the core of TCM treatment; TCM doctors can dialectically classify diseases according to
patients’ symptoms and optimize treatment in time. Therefore, the essence of a TCM-assisted decision-making system is a TCM
intelligent, dialectical algorithm. Symptoms stored in electronic medical records are mostly associated with patients’ diseases;
however, symptoms of TCM are mostly subjectively identified. In general electronic medical records, there are many missing
values. TCM medical records, in which symptoms tend to cause high-dimensional sparse data, reduce algorithm accuracy.

Objective: This study aims to construct an algorithm model compatible for the multidimensional, highly sparse, and
multiclassification task of TCM syndrome differentiation, so that it can be effectively applied to the intelligent dialectic of different
diseases.

Methods: The relevant terms in electronic medical records were standardized with respect to symptoms and evidence-based
criteria of TCM. We structuralized case data based on the classification of different symptoms and physical signs according to
the 4 diagnostic examinations in TCM diagnosis. A novel cross-feature generation by convolution neural network model performed
evidence-based recommendations based on the input embedded, structured medical record data.

Results: The data set included 5273 real dysmenorrhea cases from the Sichuan TCM big data management platform and the
Chinese literature database, which were embedded into 60 fields after being structured and standardized. The training set and test
set were randomly constructed in a ratio of 3:1. For the classification of different syndrome types, compared with 6 traditional,
intelligent dialectical models and 3 click-through-rate models, the new model showed a good generalization ability and good
classification effect. The comprehensive accuracy rate reached 96.21%.

Conclusions: The main contribution of this study is the construction of a new intelligent dialectical model combining the
characteristics of TCM by treating intelligent dialectics as a high-dimensional sparse vector classification task. Owing to the
standardization of the input symptoms, all the common symptoms of TCM are covered, and the model can differentiate the
symptoms with a variety of missing values. Therefore, with the continuous improvement of disease data sets, this model has the
potential to be applied to the dialectical classification of different diseases in TCM.
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Introduction

According to the 2019 edition of LatestGlobal Medical Summary
released by the World Health Organization, TCM is evaluated
as complementary and alternative medicine that can effectively
prevent and treat a variety of diseases [1]. TCM has been tested
and refined through thousands of years of medical practice,
exerting extensive influence in East Asia and even in the world
[2]. In clinical practice, the effectiveness of TCM has been
significant for chronic diseases such as chronic obstructive
pulmonary disease [3] and diabetes [4] as well as for
gynecological conditions such as infertility [5] and
dysmenorrhea [6]. However, TCM, an empirical product, lacks
objective evaluation indicators. The treatment process of TCM
is more like a black box, which makes people doubt its
reliability, but TCM does manifest advantages in clinical
practice. Similarly, the result of neural network classification
is also a black box to obtain the practice of the process.
Therefore, an increasing number of Chinese researchers have
begun to apply a neural network to explore the treatment rules
of TCM to further prove its objective effectiveness [7-9].

Syndrome differentiation is an important classification task.
The treatment of diseases in TCM is subject to certain law:
principle-methods-formulas-medicinal. The principle refers to
the guidance of TCM theory. More specifically, under the
guidance of TCM theory, patients’ syndromes can be
differentiated according to their symptoms, preferred treatment
method is identified, an appropriate prescription is selected, and
medication is chosen. In addition, correlation of all 4
examinations is essential to TCM treatment. Overall, the
symptoms can be obtained from 4 diagnostic methods:
inspection, auscultation and olfaction, inquiry, and palpation.
From the point of view of machine learning, TCM dialectics
can be regarded as a complex model, whose input is the 4
diagnostic information aspects of the patient and output is the
syndrome type. With the advancement of machine learning
technology, researchers have devoted themselves to the
construction of this model. As traditional machine learning
methods, decision tree [10,11], K-nearest neighbor [12], Bayes
[13,14], and support vector machine (SVM) [15,16] have been
widely used in intelligent dialectical tasks. In existing reports,
these algorithms show satisfactory classification performance
under complete data sets. However, electronic medical record
data often have a significant amount of missing data. Missing
data in these 4 models is a difficult problem to solve. With the
rise of deep learning, neural networks have been gradually
applied to such tasks [17,18]. With the deepening of the model,
the amount of imbalanced data for different syndrome types is
becoming more and more prominent. Due to the existence of
rare syndrome types and unbalanced data sets of model diseases
in TCM dialectics, over-fitting problems may occur in deep
neural networks (DNNs). With the deepening of research, some
researchers have further improved the training of dialectical

models from the aspect of training data preprocessing to obtain
a better fitting degree. From the point of symptom preprocessing,
the 4 diagnosis information aspects were divided into multiple
dimensions according to different categories [19]. Starting from
the syndrome type, some researchers divide the syndrome type
into smaller syndrome type factors [20]. These optimization
methods solve the problem of data normalization to a certain
extent but require more data integrity. In short, although existing
models can distinguish their corresponding data sets well, they
have high requirements with respect to data. Sufficient and
complete patient information is required. In the real world, there
is bound to be many missing data in patient information
acquisition. Therefore, a model that is closer to the real world
and that can effectively distinguish high-dimensional sparse
data is needed.

The input dimension in the click-through-rate (CTR) task is
large and sparse. Factorization machines (FMs) [21,22] obtain
the relationship between 2 features by performing the inner
product of the weights of the 2 corresponding features and
automatically carrying out feature engineering. However, FMs
are limited to a second-order cross-product in feature selection,
hindering automatic selection of high-dimensional features. To
automatically extract higher-order feature combinations, deep
FMs classify each bit feature of the input into a field [23] based
on the original FM model and construct a DNN in parallel to
obtain high-order nonlinear features [24]. It can learn both
low-order and high-order features, but it can only learn
2-dimensional and 1 high-dimensional feature and its coverage
is not strong. With the advent of deep & cross network (DCN)
[25], multidimensional cross features can be learned at the same
time by using a cross network instead of FM. The DNN part of
deep FM and DCN pays more attention to the nonlinear
high-dimensional features generated by global data, ignoring
some local features. Feature generation by convolution neural
network (FGCNN) [26] uses a convolution neural network to
extract local features and combines the advantages of the
original multilayer perceptron (MLP) for global feature
extraction, which allows the high-dimensional features of the
model to contain more information. The success of the CTR
model in the binary classification of high-dimensional sparse
data inspired us to construct an improved dialectical
multiclassification model suitable for the high-dimensional
sparse symptom data of TCM.

Dysmenorrhea refers to severe pain in the lower abdomen before
or during menstruation, which greatly affects the work, study,
and life of women [27,28]. According to the presence or absence
of pathological pelvic diseases, dysmenorrhea can be divided
into primary dysmenorrhea and secondary dysmenorrhea [29].
At present, the main treatment of dysmenorrhea is nonsteroidal
anti-inflammatory drugs or oral contraceptives; however, these
medicines exert adverse effects on metabolism and the digestive
system [30]. TCM has proven to be associated with fewer
adverse effects and to have a more remarkable curative effect
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on dysmenorrhea [31,32]. It is considered a safe and reliable
alternative therapy for dysmenorrhea. In this paper,
dysmenorrhea data were divided into fields according to the
diagnosis module of TCM. A cross-FGCNN model was
constructed, in which linear cross features were obtained by
cross-layer and nonlinear high-dimensional features were
generated by FGCNN. The contributions of this paper are as
follows:

1) According to the thinking system of TCM diagnosis, a filed
segmentation suitable for TCM dialectics was constructed so
that the model can better fit different diseases.

2) Because of the large dimension and high sparsity of TCM
symptom data, we used cross-layer to obtain multidimensional
linear cross features and used FGCNN to obtain nonlinear
high-dimensional features, including local and global features.
As many features as possible were obtained from sparse data.

3) Training data and test data consisted of 4000 real
dysmenorrhea clinical cases from Sichuan TCM big data
management platform and 1273 dysmenorrhea cases from the
Chinese literature database, so diversity of medical record data
source was ensured. Two professional TCM doctors verified

the data according to the relevant standards of TCM to ensure
reliability of the data. To ensure the objectivity of this study, 6
traditional, intelligent dialectical models and 3 CTR models
were selected and compared with our model in terms of
accuracy, F1 score, confusion matrix, and log-loss.

The structure of the rest of this paper is as follows: in the second
section, we introduced our data acquisition, processing methods,
and overall model structure; in the third section, we showed the
experimental results; and in the last section, we put forward our
conclusions.

Methods

Overview
Figure 1 shows the intelligent syndrome differentiation block
diagram. Electronic medical records were first standardized.
Then, standardized data were structured according to the
classification of symptoms and physical signs in TCM
diagnostics. The first 2 steps were the data preparation module.
Finally, the prepared data were input to the intelligent dialectical
model for TCM dialectical classification.

Figure 1. Intelligent syndrome differentiation block diagram. TCM: traditional Chinese medicine.

Data Preparation
A total of 4000 high-quality electronic medical records of
dysmenorrhea were obtained from the Sichuan TCM big data
management platform and 1273 cases of dysmenorrhea were
obtained from the Chinese literature database. Any data related
to the study were retained, such as symptoms, syndromes, and
disease names. Before TCM doctors conduct syndrome
differentiation, they synthesize the characteristics of many
symptoms [28]. Therefore, in this study, professional TCM
practitioners standardized the syndrome type and symptom
dimension according to “GB/T20348-2006 TCM basic theory

terminology” and “GB/T16751.2-1997 TCM Clinical diagnosis
and treatment terminology-Syndrome part” issued by the State
Administration of TCM. All symptoms related to the dialectics
of TCM were classified according to the Diagnostics of TCM.
For example, “white tongue coating” and “yellow tongue
coating” were classified into inspection of tongue coating color.
Later, the label encoder was carried out according to different
symptom attributes. The overall division is shown in Table 1.
Each symptom or physical sign represented an input dimension,
so the overall input dimension was 60 dimensions. All symptoms
or physical signs could not occur at the same time, so there must
be a missing value and the missing value was −1.
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Table 1. Classification of symptoms.

ElementsDiagnosis

Inspection (30 symptoms and physical signs in total) • Expression
• Complexion
• Physique
• Posture
• Head
• Face
• Nose
• Eye
• Ear
• Mouth
• Tooth
• Neck
• Chest
• Abdomen
• Lumbar
• Exterior genitalia
• Anus
• Skin
• Phlegm
• Saliva
• Vomitus
• Excrement
• Urinating
• Index fingers’ superficial venules
• Tongue nature
• Tongue shape
• Tongue color
• Tongue coating nature
• Tongue coating color
• Hypoglossal vessels

Listening and smelling (6 symptoms and physical signs in total) • Voice
• Breathing sound
• Snoring
• Coughing sound
• Belching
• Tone

Inquiry (22 symptoms and physical signs in total) • Cold and heat
• Sweating
• Pain site
• Nature of pain
• Head discomfort
• Physical discomfort
• Limb discomfort
• Ear discomfort
• Eye discomfort
• Sleep
• Diet
• Thirst
• Abnormal defecation
• Abnormal urine
• Menstrual period
• Menstrual color
• Menstrual volume
• Menstrual nature
• Emotion
• Family history
• Vaccination history
• Physiological abnormality

Pulse feeling and palpation (2 symptoms and physical signs in total) • Pulse condition
• Pressing feeling
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According to our dysmenorrhea data, the main syndrome types
could be summarized into 9 types: liver-kidney depletion, pattern
of congealing cold with blood stasis, cold-dampness stagnation,
liver constraint and dampness-heat, deficiency of qi and blood,
qi stagnation and blood stasis, kidney deficiency and blood
stasis, dampness-heat stasis obstruction, and yang deficiency
and internal cold. Therefore, the output of our classification
model only focused on these 9 syndrome types. The proportion

of the 9 syndrome types is shown in Table 2, which shows that
our data were unevenly distributed.

Through standardization and structured operations, electronic
medical data could be transformed into structured data. These
data were used as input to the intelligent dialectical model.
Figure 2 shows the preprocessing results of a real electronic
medical record.

Table 2. Proportion of syndrome types (N=5273).

Total, n (%)Syndrome type

514 (9.7)Liver-kidney depletion

720 (13.6)Pattern of congealing cold with stasis

568 (10.7)Cold-dampness stagnation

522 (9.8)Liver constraint and dampness-heat

575 (10.9)Deficiency of qi and blood

751 (14.2)Qi stagnation and blood stasis

543 (10.2)Kidney deficiency and blood stasis

544 (10.3)Dampness-heat stasis obstruction

536 (10.1)Yang deficiency and internal cold

Figure 2. An example of electronic medical record preprocessing. EMR: electronic medical record.

Intelligent Syndrome Differentiation Model:
Cross-FGCNN
First, this section illustrates an overview of cross-FGCNN,
which can automatically learn the feature interaction of
high-dimensional and sparse symptom data to complete the
intelligent dialectical task. Next, we describe in detail how to
extract high-order combination features of low-dimensional
representation from high-dimensional sparse vectors. Finally,
data are classified.

Overall Structure of the Model
The whole model could be divided into 4 modules: data
embedding module, cross linear feature extraction module,

nonlinear feature extraction module, and classification module.
The model read the symptom data found by label encoder and
conducted a one-hot encoder according to each field. Then the
embedding layer was used to map the high-dimensional sparse
data to the low-dimensional dense features. The embedding
data were used as shared input for the 2 parallel modules: the
linear feature extraction module and the nonlinear feature
extraction module. After the corresponding features were
generated by the 2 modules, the 2 features were combined and
input into the classification module, and finally the result
syndrome type was obtained. The overall structure of the model
is shown in Figure 3.
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Figure 3. Model structure. DNN: deep neural network; FGCNN: feature generation by convolution neural network.

Data Embedding Module
The data embedding module of the model consisted of many
structures as shown in Figure 4. According to the symptom and
physical signs classification in TCM diagnostics, the obtained
symptoms were mapped to different fields and one-hot coding
was carried out. Embedding in the vector through dense
embedding aimed to reduce the dimension of the embedding

vector mapped from the field to the input model and ensured
the density of the vector. For example, the physical sign, white
tongue coating, was obtained from electronic cases and mapped
to coating color field for encoding. The dimension of each field
could be reduced to the specified dimension by the embedding
operation, and the dimension of each field in the embedding
layer was the same.
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Figure 4. Coating color field of data embedding module.

High-Order Linear Cross Feature Extraction Based on
Cross Network
As shown in Figure 5, we used cross network to extract linear
cross features in the model. As the number of layers increases,
more cross features can be obtained. The output xl+1 or the layer
l was obtained (1) from the original input data x0 and the output
xl from the previous layer. f(xl,wl,bl) was represented by (2),
where bl represents bias, wl represents weight, x0 represents the
initial input vector, and xl represents the output vector of the
upper layer. The advantage of (2) is that the input and output

dimensions of each layer are the same while retaining the initial
characteristics in each layer operation. Finally, the cross-feature
vector C was obtained. Higher-order linear mixed features were
obtained through the initial input vector and the previous output
vector cross. The output of the previous layer was added after
feature crossing, which is similar to residual and could
effectively prevent gradient dissipation. As the number of layers
of cross network increased, the degree of feature crossover in
different fields increased.

xl+1 = f(xl,wl,bl)+xl (1)

(2)

Figure 5. Cross network.
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Multiorder Nonlinear Cross Feature Extraction Based
on FGCNN Module
Due to the small number of parameters in the cross network,
the ability of the model was limited. To capture high-order
nonlinear crossover features, we introduced a deep network in
parallel, as shown in Figure 6. It is difficult for the traditional
neural network to learn local patterns; however, a convolution
neural network can quickly obtain local patterns through
convolution operation and combine it to generate a new model.
Unlike text or image classification models, intelligent dialectical
models have a local correlation in the input data. Therefore,
after the convolution neural network output the cross features
of the local patterns, it was input into an MLP model to obtain
some global cross information. In the convolution layer, we
entered the matrix E obtained by the embedded layer, which is
an nf*k*1 matrix, where nf is the number of field and k is the
embedding size. Then, it was convoluted with a convolution
kernel with the size of h*1*m1, and the corresponding
convolution value was obtained by using tanh as the activation
function. Because of the property of convolution, the
convolution kernel using h*1 can obtain the cross features of
adjacent h rows and output the feature graph of the specified
number of channels. In terms of the first convolution, the
number of channels in the convolution kernel was m1, the size
of the output convolution matrix of the first convolution C1 was
nf*k*m1. After obtaining the convolution matrix, the first pooled

matrix S1 was obtained through the maximum pooling layer
p*1. After it was pooled, the matrix size was as follows:

The pooled matrix S1 was passed down as the input of the next
convolution layer and then recombined. Recombination was a
fully connected operation shown as (3) and (4), using tanh as
the activation function, Bi as the ith recombination bias matrix,
Wi as the ith recombination weight matrix, and the first resulting
high-order nonlinear feature size was as follows:

After this, repeat n-1 times convolution, pooling, and
recombination, the entire convolution operation generated n
reconstruction matrices, R= {R1, R2, …., Rn}. To better integrate
with the features of cross network output, R was converted into
a new matrix according to the second dimension concat
according to the traditional concept of convolution network,
and then the reconstruction matrix flatten was passed into an
MLP. Finally, a nonlinear high-dimensional feature vector F
with local and global cross features was obtained.

Ri = tanh(SiWi+Bi) (3)
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Figure 6. Improved feature generation by convolution neural network.

Classification Module
We combined the linear and nonlinear vectors constructed
automatically by FGCNN and cross network to get the vector
I1=(C,F), which is used as the input vector of the MLP. The
input of the ith hidden layer was Oi, and its calculation is shown

in (5), where Wi represents the weight matrix of the ith hidden

layer and Bi represents the bias matrix of the ith hidden layer.

Oi =relu(IiW
i+Bi) (5)

Since there was a multiclassification problem, we made a final
decision after the last hidden layer (nh):

Finally, in the whole cross-FGCNN model, we chose
cross-entropy as the loss function of the whole model.

Where N was the total number of input data sets, Y was the real
value, ŷ was the predicted value.

Experiment

Experimental Operation
We used the cross-FGCNN and dysmenorrhea data mentioned
earlier for the experiment. For training data, 75% of data were
randomly selected and for test data, 25% of data were selected.
A 60-dimensional label encoder vector was input, and 6-layer
cross network was selected. In FGCNN, a convolution kernel
with a depth of 14, 16, and 18 and a width of 4 was selected for
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a 3-layer convolution operation, and the depth of the MLP was
3 layers. A 3-layer neural network was selected in the
classification module, and the number of neurons was 1024,
512, and 128. To maintain the robustness and optimization
efficiency of the algorithm, we chose a dropout ratio of 0.2, set
the learning rate to 0.001, and performed 1000 iterations.

Comparison With Other Models
A total of 6 traditional intelligent dialectical models were
chosen: Bayesian classifier, multilabel K nearest neighbor
(ML-KNN) classifier, 10-layer artificial neural network (ANN),
decision tree, spectral clustering, and support vector machine.
At the same time, to show the superiority of our algorithm for
sparse symptom classification, 3 traditional CTR models DNN,
FGCNN, and DCN were used in intelligent syndrome
differentiation.

Results

The Experimental Results of Cross-FGCNN
Firstly, we calculated the model’s accuracy, which can directly
express the reliability of the model.

P represents the correct amount predicted by the model, and
total represents the total number of input data from the model.
The accuracy of cross-FGCNN was 96.21%. In Table 2, the
amount of data between the classes of the entire data set was
unbalanced, so we introduced F1 score and the confusion matrix
[29].

P and R stand for precision and recall, respectively. The F1
score of cross-FGCNN was 0.9621, indicating that
cross-FGCNN could be good at intelligent dialectics of TCM.
Figure 7 shows the scatter diagram of the model accuracy
changing with iteration times. After about 200 iterations, the
accuracy of the model remained around 96%. Figure 8 shows
cross-FGCNN’s classification confusion matrix, where the
model divided all classes into the correct classes as much as
possible. In short, cross-FGCNN showed great strength in
intelligent dialectical tasks.

Figure 7. Cross-FGCNN accuracy-iteration times scatter diagram. FGCNN: feature generation by convolution neural network.

JMIR Med Inform 2022 | vol. 10 | iss. 4 | e29290 | p. 10https://medinform.jmir.org/2022/4/e29290
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 8. Cross-FGCNN confusion matrix. FGCNN: feature generation by convolution neural network; LKD: liver-kidney depletion; PCCBS: pattern
of congealing cold with stasis; CDS: cold and dampness stagnation; LCD: liver constraint and dampness-heat; DQB: deficiency qi and blood; QBS: qi
stagnation and blood stasis; KDBS: kidney deficiency and blood stasis; SDH: stagnation dampness-heat; YDIC: yang deficiency and internal cold.

Comparison Between Models
Table 3 shows the comparison between the cross-FGCNN model
and other models with respect to accuracy and F1 score.
Although 10-layer ANN [15] had a good classification effect,
it still differed from the cross-FGCNN by 5% in accuracy. At
the same time, the CTR model also displayed some potential
in the intelligent dialectical task, where the accuracy of the
FGCNN can even surpass the traditional intelligent, but there
was still a gap compared with our model. To show how each
model fits unbalanced classes, we introduced log-loss and
receiver operating characteristic (ROC) curves.

The equation represents the calculation of log-loss: n
corresponds to the number of our samples or the number of
inputted instances, i corresponds to a certain sample or instance,
m represents the possible number of categories of our samples,
j represents a certain category, and yij denotes that for a sample
i, it belongs to the label of classification j. Therefore, the smaller
the log-loss, the better the fitting effect of the reaction model,
and cross-FGCNN still performed well in this respect. Compared
with other models, cross-FGCNN manifested great potential

for intelligent dialectics, which is a high-dimensional sparse
vector multiclassification task.

The abscissa of the ROC curve was a false positive rate, and
the ordinate was a true positive rate. The ROC curve remained
constant as the distribution of positive and negative samples in
the test set changed. For TCM syndrome differentiation, some
syndrome types were rare. Therefore, it is necessary to evaluate
the intelligent dialectical model by ROC. Intuitively, the closer
the ROC curve was to the upper left corner, the better the model
classification effect was. Figure 9 and Figure 10 show the ROC
curve of a new model and the traditional CTR model and the
traditional intelligent dialectical model, respectively. Figure
9A-Figure 9F respectively depicts the ROC curve of decision
tree, 10-layer ANN, ML-KNN, hypergraph clustering, Bayesian,
and SVM, and Figure 10A-Figure 10D respectively displays
the ROC curve of cross-FGCNN, deep & cross network,
FGCNN, and DNN. It is clear that cross-FGCNN outperformed
the other models in the classification of different syndrome
types. Secondly, the area under the ROC curve can also be used
as one of the indicators of the model classification effect. By
comparing the area under the macroaverage ROC curve, the
new intelligent dialectical model still showed great strength.
For the classification comparison of single syndrome type, it is
obvious that cross-FGCNN outperformed the other models in
syndrome differentiation.
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Table 3. Result indicators of each model.

Log-lossF1 scoreAccuracyModel

0.83560.96210.9621Cross-FGCNNa

6.45330.74390.7448Decision tree

1.90710.91150.912110-layer ANNb

2.72110.90760.9075ML-KNNc

3.84360.88140.8816Hypergraph clustering

4.55550.78150.7816Bayesian

3.22890.89890.8992SVMd

3.16020.79970.7992Deep & cross network

1.28200.93900.9390FGCNN

3.94390.68040.7220DNNe

aFGCNN: feature generation by convolution neural network.
bANN: artificial neural network.
cML-KNN: multilabel K nearest neighbor.
dSVM: support vector machine.
eDNN: deep neural network.

Figure 9. ROC Curves of CTR models. ROC: receiver operating characteristic; CTR: click-through-rate; FGCNN: feature generation by convolution
neural network; deep neural network; LKD: liver-kidney depletion; PCCBS: pattern of congealing cold with stasis; CDS: cold and dampness stagnation;
LCD: liver constraint and dampness-heat; DQB: deficiency qi and blood; QBS: qi stagnation and blood stasis; KDBS: kidney deficiency and blood
stasis; SDH: stagnation dampness-heat; YDIC: yang deficiency and internal cold.
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Figure 10. ROC curves of traditional intelligence dialectical models. ROC: receiver operating characteristic; ANN: artificial neural network; SVM:
support vector machine; LKD: liver-kidney depletion; PCCBS: pattern of congealing cold with stasis; CDS: cold and dampness stagnation; LCD: liver
constraint and dampness-heat; DQB: deficiency qi and blood; QBS: qi stagnation and blood stasis; KDBS: kidney deficiency and blood stasis; SDH:
stagnation dampness-heat; YDIC: yang deficiency and internal cold; ML-KNN: multilabel K nearest neighbor.

Discussion

TCM intelligent dialectic can be regarded as a classification
model of a high-dimensional sparse vector. Based on this, we
improved the new intelligent dialectical model with the CTR
model. Different from other related studies, this study classified
different symptoms into 60 fields under the guidance of TCM

diagnostics. According to this method, the expected symptom
information of the 4 diagnostic methods can correspond to
different fields, achieve dimensionality reduction, and
standardize symptom information. This method displayed strong
portability because all fields were defined following the standard
of TCM, and another data set could be made to construct a new
system of syndrome differentiation and treatment. Furthermore,
as proof, 5273 cases of dysmenorrhea were used to train
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cross-FGCNN in this study. In the model, cross network was
used to construct new linear crossover vectors automatically,
and FGCNN was used to construct new nonlinear crossover
features. Two new features were combined for classification
and compared with the other 9 types of models. Cross-FGCNN
showed great potential in intelligent dialectics, a
high-dimensional sparse vector multiclassification task.
Nonetheless, advancements are still needed to achieve the
overall optimization of the model and intelligent data
acquisition.

1) The size of the data set has a great impact on the accuracy
of the model, so data on dysmenorrhea and other diseases are
still continuously collected to verify and improve the model.

2) The quality of data is also an essential factor affecting the
model. Next, we not only continue to include new data but

should also strictly check acquisition of new data and invite
more professional practitioners of TCM to clean the data.

3) Intelligent medical treatment is the whole process of
intelligence from data collection to patient prescription.
Although we performed intelligent dialectics, it is still difficult
to guarantee the reliability of data collection. There are still
subjective judgments of TCM doctors in tongue diagnosis and
other diagnoses, so we have begun to build an intelligent
inspection model.

4) In the future, our team will construct an objective, TCM
intelligent 4-diagnosis system, which integrates objective
observation of TCM, intelligent listening of cough sound, remote
intelligent consultation, intelligent acupoint detection of flexible
portable equipment, and intelligent dialectics.

Acknowledgments
We would like to thank the Sichuan TCM big data management platform, which is the main data source. The authors obtained
permission from copyright holders for reproducing or adapting any illustrations, tables, figures, or lengthy quotations previously
published elsewhere. This work was supported by China National Nature Fund (81804222), National Key Research and
Development Program of the Ministry of Science and Technology of China (2018YFC1707606), National Key Research and
Development Program of the Ministry of Science and Technology of China (2018SZ0065), and The Popularization and Application
Project of Sichuan Provincial Health Commission (20PJ168).

Conflicts of Interest
None declared.

References

1. Cyranoski D. Why Chinese medicine is heading for clinics around the world. Nature 2018 Sep;561(7724):448-450. [doi:
10.1038/d41586-018-06782-7] [Medline: 30258149]

2. Cheung F. TCM: Made in China. Nature 2011 Dec 21;480(7378):S82-S83. [doi: 10.1038/480S82a] [Medline: 22190085]
3. Chan KH, Tsoi YYS, McCall M. The effectiveness of traditional Chinese medicine (TCM) as an adjunct treatment on stable

COPD patients: a systematic review and Meta-Analysis. Evid Based Complement Alternat Med 2021;2021:5550332 [FREE
Full text] [doi: 10.1155/2021/5550332] [Medline: 34188688]

4. Tian J, Jin D, Bao Q, Ding Q, Zhang H, Gao Z, et al. Evidence and potential mechanisms of traditional Chinese medicine
for the treatment of type 2 diabetes: a systematic review and meta-analysis. Diabetes Obes Metab 2019 Aug;21(8):1801-1816.
[doi: 10.1111/dom.13760] [Medline: 31050124]

5. Liao YH, Lin JG, Lin CC, Tsai CC, Lai HL, Li TC. Traditional Chinese medicine treatment associated with female infertility
in Taiwan: a population-based case-control study. Evid Based Complement Alternat Med 2020;2020:3951741 [FREE Full
text] [doi: 10.1155/2020/3951741] [Medline: 33381200]

6. Lin J, Liao W, Mo Q, Yang P, Chen X, Wang X, et al. A systematic review of the efficacy comparison of acupuncture and
traditional Chinese medicine in the treatment of primary dysmenorrhea. Ann Palliat Med 2020 Sep;9(5):3288-3292 [FREE
Full text] [doi: 10.21037/apm-20-1734] [Medline: 33065784]

7. Xu Q, Guo Q, Wang CX, Zhang S, Wen CB, Sun T, et al. Network differentiation: a computational method of pathogenesis
diagnosis in traditional Chinese medicine based on systems science. Artif Intell Med 2021 Aug;118:102134 [FREE Full
text] [doi: 10.1016/j.artmed.2021.102134] [Medline: 34412850]

8. Zhang R, Zhu X, Bai H, Ning K. Network pharmacology databases for traditional Chinese medicine: review and assessment.
Front Pharmacol 2019;10:123 [FREE Full text] [doi: 10.3389/fphar.2019.00123] [Medline: 30846939]

9. Liang X, Wang Q, Jiang Z, Li Z, Zhang M, Yang P, et al. Clinical research linking traditional Chinese medicine constitution
types with diseases: a literature review of 1639 observational studies. J Tradit Chin Med 2020 Aug;40(4):690-702 [FREE
Full text] [doi: 10.19852/j.cnki.jtcm.2020.04.019] [Medline: 32744037]

10. Xia SJ, Gao BZ, Wang SH, Guttery DS, Li CD, Zhang YD. Modeling of diagnosis for metabolic syndrome by integrating
symptoms into physiochemical indexes. Biomed Pharmacother 2021 May;137:111367 [FREE Full text] [doi:
10.1016/j.biopha.2021.111367] [Medline: 33588265]

11. Zhao T, Yang X, Wan R, Yan L, Yang R, Guan Y, et al. Study of TCM syndrome identification modes for patients with
type 2 diabetes mellitus based on data mining. Evid Based Complement Alternat Med 2021;2021:5528550 [FREE Full
text] [doi: 10.1155/2021/5528550] [Medline: 34531918]

JMIR Med Inform 2022 | vol. 10 | iss. 4 | e29290 | p. 14https://medinform.jmir.org/2022/4/e29290
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1038/d41586-018-06782-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30258149&dopt=Abstract
http://dx.doi.org/10.1038/480S82a
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22190085&dopt=Abstract
https://doi.org/10.1155/2021/5550332
https://doi.org/10.1155/2021/5550332
http://dx.doi.org/10.1155/2021/5550332
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34188688&dopt=Abstract
http://dx.doi.org/10.1111/dom.13760
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31050124&dopt=Abstract
https://doi.org/10.1155/2020/3951741
https://doi.org/10.1155/2020/3951741
http://dx.doi.org/10.1155/2020/3951741
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33381200&dopt=Abstract
https://doi.org/10.21037/apm-20-1734
https://doi.org/10.21037/apm-20-1734
http://dx.doi.org/10.21037/apm-20-1734
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33065784&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0933-3657(21)00127-5
https://linkinghub.elsevier.com/retrieve/pii/S0933-3657(21)00127-5
http://dx.doi.org/10.1016/j.artmed.2021.102134
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34412850&dopt=Abstract
https://doi.org/10.3389/fphar.2019.00123
http://dx.doi.org/10.3389/fphar.2019.00123
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30846939&dopt=Abstract
http://www.journaltcm.com/index.php?module=Journal&func=downloadFullContent&sid=3063
http://www.journaltcm.com/index.php?module=Journal&func=downloadFullContent&sid=3063
http://dx.doi.org/10.19852/j.cnki.jtcm.2020.04.019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32744037&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0753-3322(21)00152-9
http://dx.doi.org/10.1016/j.biopha.2021.111367
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33588265&dopt=Abstract
https://doi.org/10.1155/2021/5528550
https://doi.org/10.1155/2021/5528550
http://dx.doi.org/10.1155/2021/5528550
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34531918&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


12. Dai L, Zhang J, Li C, Zhou C, Li S. Multi‐label feature selection with application to TCM state identification. Concurrency
Computat Pract Exper 2018 Jul 30;31(23):1-13 [FREE Full text] [doi: 10.1002/cpe.4634]

13. Jiang Q, Yang X, Sun X. An aided diagnosis model of sub-health based on rough set and fuzzy mathematics: A case of
TCM. IFS 2017 May 23;32(6):4135-4143 [FREE Full text] [doi: 10.3233/jifs-15958]

14. Zhang Z, Li J, Zheng W, Tian S, Wu Y, Yu Q, et al. Research on diagnosis prediction of traditional Chinese medicine
diseases based on improved Bayesian combination model. Evid Based Complement Alternat Med 2021 Jun
10;2021:5513748-5513749 [FREE Full text] [doi: 10.1155/2021/5513748] [Medline: 34211562]

15. Zhou H, Li L, Zhao H, Wang Y, Du J, Zhang P, et al. A large-scale, multi-center urine biomarkers identification of coronary
heart disease in TCM syndrome differentiation. J Proteome Res 2019 May 03;18(5):1994-2003. [doi:
10.1021/acs.jproteome.8b00799] [Medline: 30907085]

16. Huang WT, Hung HH, Kao YW, Ou SC, Lin YC, Cheng WZ, et al. Application of neural network and cluster analyses to
differentiate TCM patterns in patients with breast cancer. Front Pharmacol 2020;11:670 [FREE Full text] [doi:
10.3389/fphar.2020.00670] [Medline: 32457636]

17. Xu Q, Tang W, Teng F, Peng W, Zhang Y, Li W, et al. Intelligent syndrome differentiation of traditional Chinese medicine
by ANN: a case study of chronic obstructive pulmonary disease. IEEE Access 2019;7:76167-76175 [FREE Full text] [doi:
10.1109/access.2019.2921318]

18. Lin F, Xiahou J, Xu Z. TCM clinic records data mining approaches based on weighted-LDA and multi-relationship LDA
model. Multimed Tools Appl 2016 Apr 13;75(22):14203-14232 [FREE Full text] [doi: 10.1007/s11042-016-3363-9]

19. Wang YQ, Yan HX, Guo R, Li FF, Xia CM, Yan JJ, et al. Study on intelligent syndrome differentiation in traditional
Chinese medicine based on multiple information fusion methods. Int J Data Min Bioinform 2011;5(4):369-382. [doi:
10.1504/ijdmb.2011.041554] [Medline: 21954670]

20. Liu Z, He H, Yan S, Wang Y, Yang T, Li GZ. End-to-end models to imitate traditional Chinese medicine syndrome
differentiation in lung cancer diagnosis: model development and validation. JMIR Med Inform 2020 Jun 16;8(6):e17821
[FREE Full text] [doi: 10.2196/17821] [Medline: 32543445]

21. S R. Factorization Machines. 2010 Dec 1 Presented at: The 10th IEEE International Conference on Data Mining; December
14-17, 2010; Sydney, Australia. [doi: 10.1109/ICDM.2010.127]

22. S R, Z G, C F, L ST. Fast context-aware recommendations with factorization machines. 2011 Jul 24 Presented at: SIGIR
'11: Proceedings of the 34th international ACM SIGIR conference on Research and development in Information Retrieva;
2011; Beijing, China p. 635-644 URL: https://dl.acm.org/doi/pdf/10.1145/2009916.2010002 [doi: 10.1145/2009916.2010002]

23. Juan Y, Zhuang Y, Chin WS, Lin CJ. Field-aware Factorization Machines for CTR Prediction. 2016 Sep 7 Presented at:
RecSys '16: Proceedings of the 10th ACM Conference on Recommender Systems; September 15-19, 2016; Boston, United
States p. 43-50 URL: https://doi.org/10.1145/2959100.2959134 [doi: 10.1145/2959100.2959134]

24. Guo H, Tang R, Ye Y, Li Z, He X. DeepFM: A Factorization-Machine based Neural Network for CTR Prediction. 2017
Aug 19 Presented at: IJCAI'17: Proceedings of the 26th International Joint Conference on Artificial Intelligence; 2017;
Melbourne, Australia p. 1725-1731 URL: https://doi.org//10.5555/3172077.3172127 [doi: 10.24963/ijcai.2017/239]

25. Wang R, Fu B, Fu G, Wang M. 2017 Presented at: ADKDD'17: Proceedings of the ADKDD'17; August 14, 2017; Nova
Scotia, Canada URL: https://dl.acm.org/doi/10.1145/3124749.3124754 [doi: 10.1145/3124749.3124754]

26. Liu B, Tang R, Chen Y, Yu J, Zhang Y. Feature Generation by Convolutional Neural Network for Click-Through Rate
Prediction. 2019 May 13 Presented at: WWW '19: The World Wide Web Conference; May 13-17, 2019; San Francisco p.
1119-1129 URL: https://doi.org/10.1145/3308558.3313497 [doi: 10.1145/3308558.3313497]

27. Fernández-Martínez E, Abreu-Sánchez A, Pérez-Corrales J, Ruiz-Castillo J, Velarde-García JF, Palacios-Ceña D. Living
with pain and looking for a safe environment: a qualitative study among nursing students with dysmenorrhea. Int J Environ
Res Public Health 2020 Sep 13;17(18):6670 [FREE Full text] [doi: 10.3390/ijerph17186670] [Medline: 32933209]

28. Kapadi R, Elander J. Pain coping, pain acceptance and analgesic use as predictors of health-related quality of life among
women with primary dysmenorrhea. Eur J Obstet Gynecol Reprod Biol 2020 Mar;246:40-44. [doi:
10.1016/j.ejogrb.2019.12.032] [Medline: 31931396]

29. Ju H, Jones M, Mishra G. The prevalence and risk factors of dysmenorrhea. Epidemiol Rev 2014;36:104-113. [doi:
10.1093/epirev/mxt009] [Medline: 24284871]

30. Karout S, Soubra L, Rahme D, Karout L, Khojah HMJ, Itani R. Prevalence, risk factors, and management practices of
primary dysmenorrhea among young females. BMC Womens Health 2021 Nov 08;21(1):392 [FREE Full text] [doi:
10.1186/s12905-021-01532-w] [Medline: 34749716]

31. Huang X, Su S, Duan JA, Sha X, Zhu KY, Guo J, et al. Effects and mechanisms of Shaofu-Zhuyu decoction and its major
bioactive component for Cold - Stagnation and Blood - Stasis primary dysmenorrhea rats. J Ethnopharmacol 2016 Jun
20;186:234-243. [doi: 10.1016/j.jep.2016.03.067] [Medline: 27060631]

32. Armour M, Dahlen H, Smith C. More than needles: the importance of explanations and self-care advice in treating primary
dysmenorrhea with acupuncture. Evid Based Complement Alternat Med 2016;2016:3467067 [FREE Full text] [doi:
10.1155/2016/3467067] [Medline: 27242909]

JMIR Med Inform 2022 | vol. 10 | iss. 4 | e29290 | p. 15https://medinform.jmir.org/2022/4/e29290
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://doi.org/10.1002/cpe.4634
http://dx.doi.org/10.1002/cpe.4634
https://doi.org/10.3233/JIFS-15958
http://dx.doi.org/10.3233/jifs-15958
https://doi.org/10.1155/2021/5513748
http://dx.doi.org/10.1155/2021/5513748
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34211562&dopt=Abstract
http://dx.doi.org/10.1021/acs.jproteome.8b00799
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30907085&dopt=Abstract
https://doi.org/10.3389/fphar.2020.00670
http://dx.doi.org/10.3389/fphar.2020.00670
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32457636&dopt=Abstract
https://doi.org/10.1109/ACCESS.2019.2921318
http://dx.doi.org/10.1109/access.2019.2921318
https://doi.org/10.1007/s11042-016-3363-9
http://dx.doi.org/10.1007/s11042-016-3363-9
http://dx.doi.org/10.1504/ijdmb.2011.041554
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21954670&dopt=Abstract
https://medinform.jmir.org/2020/6/e17821/
http://dx.doi.org/10.2196/17821
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32543445&dopt=Abstract
http://dx.doi.org/10.1109/ICDM.2010.127
https://dl.acm.org/doi/pdf/10.1145/2009916.2010002
http://dx.doi.org/10.1145/2009916.2010002
https://doi.org/10.1145/2959100.2959134
http://dx.doi.org/10.1145/2959100.2959134
https://doi.org//10.5555/3172077.3172127
http://dx.doi.org/10.24963/ijcai.2017/239
https://dl.acm.org/doi/10.1145/3124749.3124754
http://dx.doi.org/10.1145/3124749.3124754
https://doi.org/10.1145/3308558.3313497
http://dx.doi.org/10.1145/3308558.3313497
https://www.mdpi.com/resolver?pii=ijerph17186670
http://dx.doi.org/10.3390/ijerph17186670
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32933209&dopt=Abstract
http://dx.doi.org/10.1016/j.ejogrb.2019.12.032
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31931396&dopt=Abstract
http://dx.doi.org/10.1093/epirev/mxt009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24284871&dopt=Abstract
https://bmcwomenshealth.biomedcentral.com/articles/10.1186/s12905-021-01532-w
http://dx.doi.org/10.1186/s12905-021-01532-w
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34749716&dopt=Abstract
http://dx.doi.org/10.1016/j.jep.2016.03.067
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27060631&dopt=Abstract
https://doi.org/10.1155/2016/3467067
http://dx.doi.org/10.1155/2016/3467067
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27242909&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Abbreviations
ANN: artificial neural network
CTR: click-through-rate
DCN: deep & cross network
DNN: deep neural network
FGCNN: feature generation by convolution neural network
FM: factorization machine
ML-KNN: multilabel K nearest neighbors
MLP: multilayer perceptron
SVM: support vector machine
TCM: traditional Chinese medicine
ROC: receiver operating characteristic
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